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Preface

This volume constitutes the proceedings of 16th International Conference on Artificial
Intelligence and Soft Computing ICAISC 2017, held in Zakopane, Poland, during June
11–15, 2017. The conference was organized by the Polish Neural Network Society in
cooperation with the University of Social Sciences in Łódź, the Institute of Compu-
tational Intelligence at the Częstochowa University of Technology, and the IEEE
Computational Intelligence Society, Poland Chapter. Previous conferences took place
in Kule (1994), Szczyrk (1996), Kule (1997), and Zakopane (1999, 2000, 2002, 2004,
2006, 2008, 2010, 2012, 2013, 2014, 2015, and 2016) and attracted a large number of
papers and internationally recognized speakers: Lotfi A. Zadeh, Hojjat Adeli, Rafal
Angryk, Igor Aizenberg, Shun-ichi Amari, Daniel Amit, Piero P. Bonissone, Jim
Bezdek, Zdzisław Bubnicki, Andrzej Cichocki, Swagatam Das, Ewa Dudek-Dyduch,
Włodzisław Duch, Pablo A. Estévez, Erol Gelenbe, Jerzy Grzymala-Busse, Martin
Hagan, Yoichi Hayashi, Akira Hirose, Kaoru Hirota, Adrian Horzyk, Eyke Hüller-
meier, Hisao Ishibuchi, Er Meng Joo, Janusz Kacprzyk, Jim Keller, Laszlo T. Koczy,
Tomasz Kopacz, Zdzislaw Kowalczuk, Adam Krzyzak, James Tin-Yau Kwok,
Soo-Young Lee, Derong Liu, Robert Marks, Evangelia Micheli-Tzanakou, Kaisa
Miettinen, Krystian Mikołajczyk, Henning Müller, Ngoc Thanh Nguyen, Andrzej
Obuchowicz, Erkki Oja, Witold Pedrycz, Marios M. Polycarpou, José C. Príncipe,
Jagath C. Rajapakse, Šarunas Raudys, Enrique Ruspini, Jörg Siekmann, Roman Sło-
wiński, Igor Spiridonov, Boris Stilman, Ponnuthurai Nagaratnam Suganthan, Ryszard
Tadeusiewicz, Ah-Hwee Tan, Shiro Usui, Thomas Villmann, Fei-Yue Wang, Jun
Wang, Bogdan M. Wilamowski, Ronald Y. Yager, Xin Yao, Syozo Yasui, Gary Yen,
and Jacek Zurada. The aim of this conference is to build a bridge between traditional
artificial intelligence techniques and so-called soft computing techniques. It was
pointed out by Lotfi A. Zadeh that “soft computing (SC) is a coalition of methodologies
which are oriented toward the conception and design of information/intelligent sys-
tems. The principal members of the coalition are: fuzzy logic (FL), neurocomputing
(NC), evolutionary computing (EC), probabilistic computing (PC), chaotic computing
(CC), and machine learning (ML). The constituent methodologies of SC are, for the
most part, complementary and synergistic rather than competitive.” These proceedings
present both traditional artificial intelligence methods and soft computing techniques.
Our goal is to bring together scientists representing both areas of research. This volume
is divided into five parts:

– Neural Networks and Their Applications
– Fuzzy Systems and Their Applications
– Evolutionary Algorithms and Their Applications
– Computer Vision, Image, and Speech Analysis
– Bioinformatics, Biometrics, and Medical Applications



The conference attracted a total of 274 submissions from 37 countries and after the
review process, 133 papers were accepted for publication.

The ICAISC 2017 scientific program included the following special sessions:

1. “Granular and Human-Centric Approaches in Data Mining and Analytics” – Special
session devoted to the 70th anniversary of Prof. Janusz Kacprzyk, organized by:

– Witold Pedrycz, University of Alberta, Edmonton, Canada and Systems
Research Institute, Polish Academy of Sciences, Warsaw, Poland

– Rudolf Kruse, Otto von Guericke University, Magdeburg, Germany
– Leszek Rutkowski, Czestochowa University of Technology, Poland
– Jacek Żurada, University of Louisville, USA
– Ronald R. Yager, Hagan School of Business, Iona College, New Rochelle, NY,

USA
– Sławomir Zadrożny, Systems Research Institute, Polish Academy of Sciences,

Warsaw, Poland

2. “Biology as a Source of Technical Inspirations” — Special session devoted to the
70th anniversary of Prof. Ryszard Tadeusiewicz, organized by:

– Krzysztof Cios, Virginia Commonwealth University, USA
– Leszek Rutkowski, Czestochowa University of Technology, Poland
– Jacek Żurada, University of Louisville, USA
– Bogdan M. Wilamowski, Auburn University, USA

3. “Advances in Single-Objective Continuous Parameter Optimization with
Nature-inspired Algorithms” organized by:

– Swagatam Das, Indian Statistical Institute, India
– P.N. Suganthan, Nanyang Technological University, Singapore
– Janez Brest, University of Maribor, Slovenia
– Roman Senkerik, Tomas Bata University in Zlin, Czech Republic
– Rammohan Mallipeddi, Kyungpook National University, Republic of Korea

4. “Stream Data Mining” organized by:

– Piotr Duda, Czestochowa University of Technology, Poland
– Maciej Jaworski, Czestochowa University of Technology, Poland

I would like to thank our participants, invited speakers, and reviewers of the papers
for their scientific and personal contribution to the conference.

Finally, I thank my co-workers Łukasz Bartczuk, Piotr Dziwiński, Marcin Gabryel,
Marcin Korytkowski, Agnieszka Piersiak-Puchała, and the conference secretary Rafał
Scherer for their enormous efforts to make the conference a very successful event.
Moreover, I would like to acknowledge the work of Marcin Korytkowski, who
designed the Internet submission system.

June 2017 Leszek Rutkowski
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Abstract. This paper discusses author profiling of English-language
mails and blogs using Classification Restricted Boltzmann Machines. We
propose an author profiling framework with no need for handcrafted
features and only minor use of text preprocessing and feature engineer-
ing. The classifier achieves competitive results when evaluated with the
PAN-AP-13 corpus: 36.59% joint accuracy, 57.83% gender accuracy and
59.17% age accuracy. We also examine the relations between discrimina-
tive, generative and hybrid training methods.

Keywords: Author profiling · Restricted Boltzmann Machines ·
Classification Restricted Boltzmann Machines · Discriminative training ·
Generative training · Hybrid training

1 Introduction

The author profiling problem is a classification task where, based on an input
document, the goal is to construct a profile describing the author’s gender, age,
native language, personality traits, etc. Author profiling comes into play when
no set of candidate authors is available (|C| = 0). Thus it may be perceived as a
variation of the authorship attribution problem. Author profiling finds applica-
tions in marketing (user segmentation), linguistic forensics (profiling of authors
of blackmail or offensive posts), terrorism prevention, suicide attempt detection
and analysis.

The quality of authorship attribution and author profiling systems depends
on a set of features applicable to the examined documents. Currently, such
features have to be handcrafted (which may require years of experience) and
extracted, selected or composed from core features. The number of applied fea-
tures may run into the millions [6].

This paper presents an author profiling system which does not rely on hand-
crafted features or feature engineering. This represents the first application of
Restricted Boltzmann Machines to the author profiling problem. In this paper
we consider two dimensions of the author profile, i.e., gender and age. Two pos-
sible values for gender and three age groups are considered, yielding 2 × 3 = 6
possible profiles.
c© Springer International Publishing AG 2017
L. Rutkowski et al. (Eds.): ICAISC 2017, Part I, LNAI 10245, pp. 3–13, 2017.
DOI: 10.1007/978-3-319-59063-9 1
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The contribution of this paper is as follows:

– creation of author profiling application which does not require feature engi-
neering or feature selection and performs only a tiny amount of text pre-
processing

– comparison of generative and discriminative training in author profiling tasks
– evaluation of the performance of Restricted Boltzmann Machines compared

to heavy feature-engineering approaches and classical machine learning clas-
sification algorithms applied to the PAN author profiling task.

2 Author Profile Dimensions

The author profiling problem is fully defined only when the applicable profile
dimensions are specified. Author profile dimensions include gender, age, native
language, personality traits, emotional state and health.

In languages such as Polish the difference between text authored by males
and females may be easy to observe due to the syntactic peculiarities of inflective
languages. In other languages, like English, it is much harder to infer the author’s
gender. Typical style features useful for gender discrimination are determiners
(a, an, the) and prepositions, which are preferred by men. Women, on the other
hand, tend to use pronouns more frequently. Content features characteristic of
men include words related to technology, whereas for women words associated
with personal life and relationships are more prevalent. Koppel [2] was able to
classify a subset of documents from the British National Corpus with regard to
gender, achieving the accuracy of approximately 80%.

Another important dimension in author profiling is age. Usually, age groups
are defined as intervals with lower and upper age bounds provided. Age pro-
filing exploits the observation that people tend to apply different vocabulary
and style as they grow older. To-date attempts to discriminate documents with
respect to age groups have yielded promising results. For instance, age classifi-
cation performed with a corpus composed of blog notes and three age groups
(13–17, 23–27, 33–47) resulted in an accuracy of 76% [3]. Considering the Eng-
lish language, more frequent presence of determiners and prepositions suggests
that the author is older. Younger people are more likely to omit apostrophes in
contractions. The most useful content features for identifying teenagers include
words connected with mood and schoolwork. For people in their twenties the
corresponding features include social life and professional career, and for people
over 30 – family life [3].

3 Restricted Boltzmann Machines

Restricted Boltzmann Machines (RBMs) have been successfully applied to var-
ious problems including image classification, speech recognition and user rating
of movies.
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Restricted Boltzmann Machine [1,9] is an undirected graphical model, con-
sisting of two layers: visible layer of inputs, x ∈ R

X×1, and hidden layer,
h ∈ R

H×1, of variables, which are not observed directly (Fig. 1). There are X
neurons in the visible layer and H units in the hidden layer. Matrix W ∈ R

H×X

is a weight matrix of connections between the visible and hidden layers, while
element Wij denotes the weight of the directionless edge connecting nodes hi

and vj . Vector b ∈ R
X×1 is the bias vector of the visible layer x, while vector

c ∈ R
H×1 is the bias vector of the hidden layer h. RBMs with binary inputs

were used in this paper. A discussion of RBMs which omit this assumption can
be found in [8].

1

h1 . . . hi
. . . hH

x1 . . . xj . . . xX

1

bj

Wij

ci

Fig. 1. Restricted Boltzmann Machine

The energy of RBM in configuration (x, h) is defined as:

E(x, h) = exp(h�Wx + b�x + c�h). (1)

Probability p(x, h) of RBM configuration (x, h) is expressed in terms of energy
E(x, h) of this configuration, and is given by:

p(x, h; θ) =
1

Z(θ)
exp(−E(x, h)). (2)

In the above equation Z(θ) is a normalization constant referred to as the parti-
tion function, Z(θ) =

∑
x,h exp(−E(x, h)).

RBMs have no lateral connections between nodes in the same layer. This
lack of lateral connections makes inference easier as conditional probabilities
factorize, e.g., P (h|y, x) =

∏
i P (hi|y, x).

Classification RBM (ClassRBM) is an extension of the RBM model which
operates as a standalone classifier. It does not require an external classifier such
as SVM, or to be a part of deeper multilayered architecture to perform classifi-
cation.
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The architecture of the Classification RBM is shown in Fig. 2. ClassRBM is
equipped with an additional layer, ey, encoding the true class of input x. In our
case, layer ey encodes the profile of input x. Vector ey ∈ {0, 1}Y ×1 represents a
one-hot vector encoding of the target class, i.e.,

ey = (1[y = 1], . . . ,1[y = Y ])�, (3)

where y ∈ {1, . . . , Y } encodes the target class as a natural number, and Y = |C|
is the number of classes (profiles). Weight matrix U ∈ R

H×Y represents the
strength of connections between nodes of the visible and target class layer, while
d ∈ R

Y ×1 is the bias vector of the target class layer.

ey1 . . . eyk
. . . eyY

h1 . . . hi
. . . hH

x1 . . . xj . . . xX

1

1

1

Uik

bj

Wij

ci

dk

Fig. 2. Classification Restricted Boltzmann Machine

The energy of a Classification RBM [4,5] is defined as:

E(x, y, h) = exp(h�Wx + b�x + c�h + d�ey + h�Uey). (4)

In this work we consider discriminative and generative RBM training proto-
cols, along with their weighted sum referred to as hybrid training. Let us denote
the learning corpus as dataset Dtrain = {(x(i), y(i)) | i ∈ {1, .., |Dtrain|} }, where
x(i) is the representation of the i-th conversation and y(i) is the author profile of
the i-th conversation. In discriminative training the cost function is calculated
on the basis of conditional probabilities p(y(i)|x(i)):

Ldiscr = −
|Dtrain|∑

i|1
log p(y(i)|x(i)). (5)
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The cost function of generative training is determined using joint probabilities
p(y(i), x(i)):

Lgen = −
|Dtrain|∑

i|1
log p(y(i), x(i)). (6)

Hybrid training integrates discriminative and generative terms in the cost
function:

L = αLgen + (1 − α)Ldiscr, (7)

where hyperparameter α ∈ [0, 1] is the weight which determines the contribution
of discriminative and generative parts to the overall cost. Hybrid training pro-
cedure applies contrastive divergence [1] for the generative term and stochastic
gradient descent for the discriminative term.

4 Probabilities and Gradients

Predictions concerning the author profile y of text x (or, in general, concerning
class y of point x) are made with the help of probability P (y|x), i.e., the profile
for which P (y|x) achieves its peak value is selected:

ŷ = arg max
y∈C

P (y|x). (8)

For the sake of notational simplicity, let oyi(x) stand for the total input from
x [5]:

oyi(x) df=
∑

j

Wijxj + ci + Uiy. (9)

Then probability P (y|x) can be computed in terms of ClassRBM parameters
θ = (W,U, c, d) in a computationally stable manner as follows:

P (y|x) =
1

∑
y′ exp

(
dy′ − dy +

∑
i

[
softplus(oy′i(x)) − softplus(oyi(x))

]) . (10)

Minimization of the loss function requires computing its gradient with respect
to θ parameters. It is especially important that derivatives of the loss function
be represented in matrix form, as it allows for efficient implementation in the
Theano library.

4.1 Discriminative Training

For discriminative training we have to minimize loss Ldiscr = −∑
i log p(y(i)|x(i))

(Eq. 5). For each data point (x, y) the gradient of log p(y|x) with respect to
parameters θ = (W,U, c) is as follows:

∂

∂θ
log p(y|x) = σ(oyi(x))

∂oyi(x)
∂θ

−
∑

i,y′
p(y′|x) · σ(oy′i(x))

∂oy′i(x)
∂θ

(11)
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For matrix W Eq. (11) assumes the following form:

∂

∂W
logP (y|x) =

⎛
⎜⎜⎝σ (Wx + c + U·y)− σ

(
(Wx + c)Yk=1 + U

)
⎡
⎢⎢⎣

P (y = 1|x)
.
.
.

P (y = Y |x)

⎤
⎥⎥⎦

⎞
⎟⎟⎠x� (12)

The gradient of Eq. (11) w.r.t. U equals (� denotes the Hadamard product):

∂

∂U
log P (y|x) =

⎡
⎢⎢⎣

σ(o11(x)) · · · σ(oY 1(x))

.

.

.
. . .

.

.

.

σ(o1H(x)) · · · σ(oY H (x))

⎤
⎥⎥⎦�

⎡
⎢⎢⎣

[y = 1] − P (y = 1|x) · · · [y = Y ] − P (y = Y |x)
.
.
.

. . .
.
.
.

[y = 1] − P (y = 1|x) · · · [y = Y ] − P (y = Y |x)

⎤
⎥⎥⎦

(13)

The conditional log-likelihood gradient with respect to bias c is as follows:

∂

∂c
logP (y|x) = σ (Wx + c + U·y)− σ

(
(Wx + c)Yk=1 + U

)
⎡
⎢⎣

P (y = 1|x)
...

P (y = Y |x)

⎤
⎥⎦ (14)

For θ = d the gradient of log p(y|x) assumes the following form:

∂

∂d
log P (y|x) =

⎡

⎢
⎢
⎢
⎣

1[y = 1] − P (y = 1|x)
1[y = 2] − P (y = 2|x)

...
1[y = Y ] − P (y = Y |x)

⎤

⎥
⎥
⎥
⎦

(15)

For θ = b we obtain ∂
∂b log p(y|x) = 0 as p(y|x) does not depend on b.

4.2 Generative Training

In generative training, loss Lgen = −∑
i log p(y(i), x(i)) (Eq. 6) has to be mini-

mized. For a data point (x, y) the gradient of log p(y, x) with respect to θ para-
meters assumes the following form:

∂

∂θ
log p(y, x) = −Eh|y,x

[ ∂

∂θ
E(y, x, h)

]
+ Ey′,x′,h′

[ ∂

∂θ
E(y′, x′, h′)

]
(16)

The resulting gradient is a sum of two expectations. The first expectation
iterates over all possible states of the hidden layer, given visible input and target
class. It is therefore tractable. The second expectation is intractable as it sums
over all possible states of an RBM. Fortunately, the Contrastive Divergence (CD)
algorithm can effectively approximate the second expectation [1].
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5 Evaluation Datasets

Author profiling experiments have been conducted with the PAN-AP-13 corpus1,
which was released for the PAN-AP’13 competition. The PAN-AP-13 corpus
contains conversations in English and Spanish, stored in XML files. There is a
one-to-one correspondence between authors and XML files, with each XML file
containing all conversations of an author. Each profiled author belongs to one
of three age groups: 13–17, 23–27 and 33–47. In the English part the training
set contains 413,564 conversations by 236,000 authors, and the test set contains
47,928 conversations by 21,200 authors. After preprocessing the training set
contained 192,581,455 tokens and 893,926 word types.

Table 1. Breakdown of conversations into training, development and test sets and
class balancing in the English part of the PAN-AP-13 corpus

Age group Gender Conversations % of corpus

Training Development Test

13–17 Female 13,815 1,239 1,462 3.30

Male 13,836 1,205 1,433 3.29

23–27 Female 79,057 7,702 9,095 19.13

Male 76,797 6,718 8,657 18.40

33–47 Female 111,139 11,075 13,074 27.01

Male 118,920 11,534 14,207 28.87∑
413,564 39,473 47,928 100.00

As shown in Table 1, the PAN-AP-13 dataset exhibits an age group imbalance
(6:1 ratio between groups 23–27 and 13–17; 17:2 ratio between groups 33–47 and
13–17). A classifier trained on a skewed training set may be biased towards the
overrepresented classes [10]. Moreover, the training set consists of over 400,000
conversations, which makes the learning of even one epoch slow. In order to
address these issues, conversations from the most frequently represented classes
(33–47 male, 33–47 female, 23–27 male and 23–27 female) were randomly under-
sampled to 18,400 instances per class. Two underrepresented classes (13–17 male
and 13–17 female) were randomly oversampled to reach 18,400 instances for each
class. Following the resampling operation the training set contained 110,400 con-
versations, balanced with regard to age group as well as gender. This resampled
set was used in further training.

1 http://pan.webis.de/clef13/pan13-web/author-profiling.html.

http://pan.webis.de/clef13/pan13-web/author-profiling.html
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Each conversation was represented as a vector of binary values, encoding the
occurrence of words belonging to the list of X most frequent words from the
training part of the PAN-AP-13 corpus, where X was subject to model selection
and varied between 500 and 10000. No stopword removal was applied.

6 Experiments and Results

The PAN-AP-13 corpus is annotated with HTML tags (e.g., <b>, </b>) and
BBCode tags (e.g., [b],[/b]), which were filtered out. URL addresses were
removed as well. Image tags were replaced with the values of their respective
alt attributes because they contained descriptive and useful information in the
context of profile classification. Fragments of text expressed as HTML entities
were replaced with their unicode equivalents (e.g., the &lt; entity was replaced
with the < character). Punctuation marks were treated as separate tokens. To
avoid the overhead connected with handling large numbers of files, the corpus
originally stored as a collection of XML files was converted into a single large
file in the messagepack format.

Model Selection. To select the best model, the following list of hyperparame-
ters was examined with the grid search algorithm:

– learning rate ε: 0.5, 0.1, 10−2, 10−3, 10−4

– discriminative and generative training ratio α: 0, 0.25, 0.5, 0.75, 1
– size of visible layer X: 500, 1000, 2000, 5000, 10000
– size of hidden layer H: 100, 500, 1000, 2000, 5000.

The remaining parameters were selected in advance. Optimization of the cost
function was performed in mini-batches of size 10, k = 1 in the CD-k algorithm,
and the learning rate was annealed with iteration step t according to the formula

ε
1+μt with μ = 10−6.

Training Procedure. ClassRBM training was carried out as follows:

1. All ClassRBM instances are created, each with a different set of hyperpara-
meters.

2. All bias vectors are initialized with zero values. Weights of matrices W and
U are initialized to random numbers close to zero, sampled from the uniform
distribution, U(−4

√
6/(cols + rows),

√
6/(cols + rows)), with cols and rows

denoting the number of matrix columns and rows respectively.
3. All ClassRBM instances are trained using the same first 35% of the training

corpus, i.e., approximately 40,000 samples.
4. All ClassRBM instances are evaluated using the development corpus. The

ClassRBM instance with the highest accuracy for the development set is
selected to continue the training process; remaining instances are abandoned.

5. The training process continues using the entire training corpus. Each iteration
involves:
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– taking a mini-batch sample from the training set,
– for each parameter θ computing the discriminative criterion gradient, and

an approximation of the generative criterion gradient with CD-k,
– updating θ parameters of the ClassRBM with the gradient approxima-

tions.
6. Every 1000 iterations the ClassRBM instance is evaluated using the devel-

opment set. If accuracy has not improved in comparison with the highest
accuracy within the last 20 evaluations of the development set, the training
process concludes (validation-based early stopping).

7. Parameters θ = (W,U, b, c, d) (weight matrices and biases) with the highest
accuracy on the development set are returned as ClassRBM parameters.

6.1 Overall Results

The accuracy of author profiling is defined as the fraction of correctly identified
author profiles (both age group and gender), measured using the test part of the
corpus:

acc =

∑
(x,(gender,age))∈Dtest

1[Age(x) = age] · 1[Gender(x) = gender]

|Dtest| , (17)

where x is the concatenation of all conversations of a given author and Age(x)
and Gender(x) are predictions made by the classifier. Age accuracy and gender
accuracy are both defined in an analogous manner.

Note that while training is performed per mini-batch of conversations, evalu-
ation on the test set is performed per author, to be consistent with PAN-AP’13
results reporting.

The highest accuracy was obtained with the hyperparameters ε = 0.1, α =
0.25, X = 10000 and H = 5000, which were fixed on the development set. The
training lasted 3 epochs, i.e., 33,000 iterations. The best model was found after
16,000 iterations. The ClassRBM evaluated using the development set achieved
then 37.51% joint accuracy, 58.29% gender accuracy and 59.12% age accuracy.

When using the test set, the ClassRBM correctly recognized both age and
gender with 36.59% accuracy, gender only with 57.83% accuracy and age only
with 59.17% accuracy. The accuracy of the purely discriminatively trained model
(α = 0) with the other hyperparameters remaining unchanged was 35.13%. The
corresponding result for the fully generative model (α = 1) was 28.54%. This
shows the advantage of hybrid learning over purely discriminative or generative
training.

Results listed in Table 2 indicate that the proposed feature-learned classi-
fier is only slightly less accurate than the winning approach and outperforms
the majority of available solutions on the PAN-AP-13 corpus. This further sug-
gests that the author profiling problem can be efficiently solved without using
handcrafted features.
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Table 2. Accuracy of the author profiling task (in %) obtained with Classification
RBM, compared with results achieved during the PAN-AP’13 competition [7]

Team Joint Gender Age

Meina 38.94 59.21 64.91

Pastor L 38.13 56.90 65.72

Seifeddine 36.77 58.16 58.97

Classification RBM 36.59 57.83 59.17

Santosh 35.08 56.52 64.08

Yong Lim 34.88 56.71 60.98

Ladra 34.20 56.08 61.18

Aleman 32.92 55.22 59.23

Gillam 32.68 54.10 60.31

Kern 31.15 52.67 56.90

Cruz 31.14 54.56 59.66

Pavan 28.43 50.00 60.55

Caurcel Diaz 28.40 50.00 56.79

H. Farias 28.16 56.71 50.61

Jankowska 28.14 53.81 47.38

Flekova 27.85 53.43 52.87

Weren 25.64 50.44 50.99

Sapkota 24.71 47.81 54.15

De-Arteaga 24.50 49.98 48.85

Moreau 23.95 49.41 48.24

Baseline 16.50 50.00 33.33

Gopal Patra 15.74 56.83 28.95

Cagnina 7.41 50.40 12.34

7 Conclusions

In this paper we constructed the ClassRBM classifier which performed author
profiling, evaluated it on the PAN-AP-13 corpus, and compared its accuracy
with the effectiveness of solutions submitted to the PAN-AP’13 competition.
ClassRBM is a stand-alone classifier and does not rely on handcrafted features –
instead, it automatically infers features from data, which distinguishes it from
among other approaches to author profiling. The accuracy of feature-learning
ClassRBM is competitive compared to classifiers which rely on sophisticated,
handcrafted features. The proposed solution outperformed classifiers submitted
by 18 different teams, and ranked fourth overall.

We also compared different ways of training ClassRBM, concluding that
hybrid training is superior to purely discriminative or generative learning.
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Abstract. The paper describes a parallel feed-forward neural network
training algorithm based on the QR decomposition with the use of the
Givens rotation. The beginning brings a brief mathematical background
on Givens rotation matrices and elimination step. Then the error cri-
terion and its necessary transformations for the QR decomposition are
presented. The paper’s core holds an essential explanation to accomplish
hardware-based parallel implementation. The paper concludes with a
theoretical description of speed improvement gained by parallel imple-
mentation of the Givens reduction in the QR decomposition process.

Keywords: Feed-forward neural network · Neural network training
algorithm · Optimization · QR decomposition · Givens rotation · Parallel
Givens rotation · Parallel Givens flow

1 Introduction

Artificial neural networks are finding countless applications in both, the worlds of
science and industry. This generates an everlasting demand for scientific research
in those areas as in [2,3,15–17,19,23,24]. One of the most significant branches
is the neural network teaching process. For that purpose many algorithms have
been developed [7,10,22]. Some of them are broadly known, easy to implement
but require a significant amount of time to establish convergence [12,21]. Other
algorithms are much faster at the cost of more complex implementation and uti-
lization of many more resources [8,14]. The next important branch in the area
of artificial neural network research is optimization of already-known teaching
algorithms. A well designed practice for that purpose is parallelization of the
serial algorithm. Many research projects in this area have been attempted as
in [4,6,9,11]. This paper focuses on delivering a hardware-based parallelization
concept of feed-forward neural network teaching algorithm using the QR decom-
position based on the Givens rotation. The principal goal of this idea is to com-
plete the QR decomposition process in a lower iteration count than required by
the serial variant of this algorithm.
c© Springer International Publishing AG 2017
L. Rutkowski et al. (Eds.): ICAISC 2017, Part I, LNAI 10245, pp. 14–24, 2017.
DOI: 10.1007/978-3-319-59063-9 2
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2 Givens Elimination Step

The Givens reduction is the process of applying orthogonal matrix Gpq (shown
in Eq. 1) by left-sided multiplication of rotated vector a.

Gpq =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 · · · 0
. . .

c · · · s
...

...
. . .

...
...

−s · · · c
. . .

0 · · · 1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

p

q

p q

(1)

a → ā = Gpqa. (2)

Equation 2 performs the following operations

āp = cap + saq

āq = −sap + caq

āi = ai (i �= p, q; i = 1, . . . , n).
(3)

In order to eliminate the value of aq, parameters c and s should be calculated
according to the following equations

c =
ap

ρ
s =

aq

ρ
, (4)

where ρ due to numerical error minimization takes the form

ρ =

⎧
⎨
⎩

ap

√
1 + (aq/ap)

2
, for |ap| ≥ |aq|

aq

√
1 + (ap/aq)

2
, for |ap| < |aq|

(5)

When Eqs. 4 and 5 are applied to 3, we obtain the following

āp = cap + saq = ρ
āq = −sap + caq = 0.

(6)

3 Givens QR Decomposition

The QR decomposition is the process of transforming any non-singular matrix
into the product of orthogonal Q and upper-triangle R matrices

A = QR, (7)
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where

QTQ = I, (8)

QT = Q−1, (9)

rij = 0 for i > j. (10)

The orthogonal matrix Q does not need to be explicitly determined. It is enough
to calculate c and s parameters of their respective rotations and apply them to
input matrix A. Acquisition of all c and s parameters for all Gpq matrices
concludes the QR decomposition by transforming matrix A to an upper-triangle
form

R = Gm−1 . . .G1A1 = Gm−1,m . . .G23 . . .G2mG12 . . .G1mA1 = QTA (11)

Since there is no need to explicitly create Gpq matrices, the orthogonal matrix
Q can be calculated back from the respective rotations

Q = GT
1 . . .GT

m−1 = GT
1m . . .GT

12G
T
2m . . .GT

23 . . .GT
m−1,m (12)

4 QR Decomposition in Neural Network Weights Update

In order to calculate weight update the following error criterion is given

J (n) =

n∑

t=1

λn−t
NL∑

j=1

ε
(L)2
j (t) =

n∑

t=1

λn−t
NL∑

j=1

[
d
(L)
j (t)− f

(
x(L)T (t)w

(L)
j (n)

)]2
(13)

By performing the derivation and linearization of Eq. 13 the normal equation is
obtained

n∑
t=1

λn−tf ′2
(
s
(l)
i (t)

) [
b
(l)
i (t) − x(l)T (t)w(l)

i (n)
]
x(l)T (t) = 0. (14)

Transforming Eq. 14 to the vector form reveals an entry point to the QR decom-
position. The following equations are applicable for each layer, where i denotes
the neuron index of layer l.

A(l)
i (n)w(l)

i (n) = h(l)
i (n) , (15)

where

A(l)
i (n) =

n∑
t=1

λn−tz(l)i (t) z(l)Ti (t), (16)

h(l)
i (n) =

n∑
t=1

λn−tf ′
(
s
(l)
i (t)

)
b
(l)
i (t) z(l)i (t), (17)
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where

z(l)i (t) = f ′
(
s
(l)
i (t)

)
x(l) (t) . (18)

b
(l)
i (n) =

{
b
(L)
i (n) = f−1

(
d
(L)
i (n)

)

s
(l)
i (n) + e

(l)
i (n)

for l = L
for l = 1 . . . L − 1,

(19)

e
(k)
i (n) =

Nk+1∑
j=1

f ′
(
s
(k)
i (n)

)
w

(k+1)
ji (n) e

(k+1)
j (n) for k = 1 . . . L − 1. (20)

Equation 15 is solved by the QR decomposition. The first step is to acquire
orthogonal matrix QT and perform left-sided multiplication

Q(l)T
i (n)A(l)

i (n)w(l)
i (n) = Q(l)T

i (n)h(l)
i (n) , (21)

R(l)
i (n)w(l)

i (n) = Q(l)T
i (n)h(l)

i (n) . (22)

Finally, matrix A is transformed to R, which is upper-triangle. The update of
neuron weights is described by the following equations

ŵ(l)
i (n) = R(l)−1

i (n) Q(l)T
i (n) h(l)

i (n) , (23)

w(l)
i (n) = (1 − η)w(l)

i (n − 1) + η ŵ(l)
i (n) . (24)

5 Parallel Implementation

The parallel weight update system consists of three subsystems where each one
is executed one by one. All the structures presented in this section are related
to single neuron only. A complete layer parallel weight update system is of 3D
cuboid structure whose size depends on the layer’s neuron count. The first sub-
system can be found in Fig. 1. It is responsible for formulating autocorrelation
matrix A and vector h according to Eqs. 16 and 17. Block S executes Eq. 18. The
definition of blocks S, A1 and H1 can be found in Fig. 2. Matrix A and vector
h determined after the first step cannot be changed until the current iteration
of the teaching process is finished as they are used in oncoming iterations. The
second system realizes the parallel QR decomposition based on Givens rotation
according to Eq. 3, keeping in mind Eq. 6. The second system is supposed to
calculate matrix R and vector QTh, which is done by the structure shown in
Fig. 3. Blocks A2 are holding respective copies of matrix A. Similarly blocks
H2 are holding their respective copies from vector h. From Eq. 16 we know that
matrix A is a square matrix of size Nl−1 + 1 x Nl−1 + 1, where Nl−1 denotes
input layer vector size. To improve readability of oncoming equations the fol-
lowing substitution is performed n = Nl−1 + 1. In most cases the complete QR
decomposition cannot be done in a single step (except Nl−1 = 2). An example
parallel flow (for Nl−1 = 8) of the QR decomposition based on the Givens rota-
tion is shown in Fig. 5. Each parallel elimination step affects only two rows of
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Fig. 1. Structure of the system responsible for formulating matrix A and vector h.

Fig. 2. Definitions of A1, H1 and S processing elements.

matrix A starting from column k, where k ∈ 〈1, 2, . . . , Nl−1 − 1〉. The starting
point of a single rotation is represented by objects A2pk and A2qk shown in
Fig. 4. Block A2pk calculates length (ρ) of vector [apk, aqk]T . Then, the value of
A2pk block (apk(n)) is replaced by obtained ρ. Simultaneously, value aqk(n) in
block A2qk is replaced by 0 according to Eq. 6. Block A2pk is also responsible
for determining rotation c and s parameters which are applied for all right-hand
objects starting from A2pk and A2qk blocks in matrix A. Also values p and q
of vector h are directly affected by c and s parameters as shown in Fig. 4. As
result of solving the QR decomposition in the second step matrix R and vector
QTh are obtained. The third-last system is responsible for updating weights of
the respective neuron according to Eqs. 23 and 24. The parallel structure that
is capable of doing that is presented in Fig. 6. Objects A3a and A3b determine
the value of ŵij according to Eq. 25 while block W performs the weight update.
The third system block definitions are shown in Fig. 7.

ŵmj =
hmj −

n∑
k=i+1

ŵikaik

aii
(25)
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A2 H2

Fig. 3. Structure of the Givens rotation system.

Fig. 4. Blocks of A2 and H2 structures.

6 Simulation Results

Using a parallel variant of the Givens QR decomposition it is possible to achieve
the process performance given by Eq. 26

ξp ≤ 2n − b, (26)

where n = Nl−1 + 1 and b is given in Table 1. Performance of serial variant is
given by Eq. 27

ξs =
n−1∑
k=1

n − k. (27)

The whole teaching process complexity of serial and parallel variants for single
layer l which consists of Nl neurons is shown in Table 2. When a parallel structure
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Fig. 5. The parallel QR decomposition based on the Givens rotation flow for 8 × 8
matrix. The first step is presented in the upper left corner of the figure. Labels A2 and
column index k have been omitted to improve picture readability. Each block marked
as p corresponds to A2pk object. Similarly, each q block reflects the A2qk object. The
blocks marked as ρ indicate that the respective column is fully transformed

for the teaching process is used, all neurons are able to update their weights at
the same time. Due to that, multiplication of complexity by Nl is omitted. During
the simulation the parameters n (layer input size) and N (layer’s neuron count)
have been adjusted to obtain the results presented in Figs. 8 and 9.
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A3

W

H3

Fig. 6. The structure of the weight update system.

Fig. 7. Processing elements A3 and W structures. The only purpose of H3 objects is
to provide values for further processing.

Table 1. Values of b depending on x ∈ [xr0 , xrend ] for y = 2x − b.

xr0 xrend b xr0 xrend b xr0 xrend b xr0 xrend b xr0 xrend b

2 3 3 202 229 16 776 835 29 1724 1815 42 3048 3165 55

4 7 4 230 266 17 836 895 30 1816 1905 43 3166 3287 56

8 14 5 267 298 18 896 959 31 1906 1998 44 3288 3405 57

15 23 6 299 338 19 960 1023 32 1999 2093 45 3406 3537 58

24 31 7 339 376 20 1024 1097 33 2094 2189 46 3538 3657 59

32 47 8 377 417 21 1098 1166 34 2190 2289 47 3658 3790 60

48 61 9 418 463 22 1167 1239 35 2290 2391 48 3791 3918 61

62 79 10 464 508 23 1240 1314 36 2392 2498 49 3919 4051 62

80 100 11 509 558 24 1315 1391 37 2499 2598 50 4052 4187 63

101 121 12 559 610 25 1392 1470 38 2599 2712 51 4188 4322 64

122 146 13 611 663 26 1471 1552 39 2713 2817 52 4323 4465 65

147 170 14 664 718 27 1553 1641 40 2818 2936 53 4466 4603 66

171 201 15 719 775 28 1642 1723 41 2937 3047 54 4604 4752 67
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Table 2. Operation complexity of serial and parallel complete teaching processes for
single layer l.

Operation Serial Parallel

+/− Nl

(
4n3+15n2+11n

6
+ 3
)

5n − 5

∗/÷ Nl

(
8n3+39n2+25n

6
+ 5
)

12n − 13

f/f ′ Nl

(
2n2 − 2n + 1

)
2n − 2

Fig. 8. Computation complexity for serial (left) and parallel (right) implementations.

Fig. 9. Performance factor achieved by parallel implementation.

7 Conclusion

The paper presents a full parallel QR decomposition process. The use of
described structures can bring satisfying acceleration even for small networks
(up to 10 neurons) and very significant acceleration for big networks (over 100
neurons per layer). The serial complexity is of order O (

n3Nl

)
while the paral-

lel one is of O (n). During the research the performance factor established the
highest value of 5335 for n = 20 and Nl = 100. The trend of growth can be seen
in Fig. 9. Parallelization of teaching algorithms seems to be a good direction for
further optimization research. A similar parallel approach might be applied for
other algorithms [1,13,18,20]. The next step of the parallel Givens research is to
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acquire an equation to get the value of b. In the near future also a momentum
variant of Givens QR decomposition will be attempted as proposed in [5].
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Abstract. This paper presents a new parallel architecture of the Leven-
berg-Marquardt (LM) algorithm for training fully connected feedforward
neural networks, which will also work for MLP but some cells will stay
empty. This approach is based on a very interesting idea of learning
neural networks without error backpropagation. The presented architec-
ture is based on completely new parallel structures to significantly reduce
a very high computational load of the LM algorithm. A full explana-
tion of parallel three-dimensional neural network learning structures is
provided.

Keywords: Forward-only computation · Neural network training ·
Parallel architectures

1 Introduction

Feedforward arificial neural networks have been studied by many scientists e.g.
[20,24,30,32,33]. In a number of learning methods error backpropagation is used.
This methodology is simple enough and has been often applied to learn feedfor-
ward networks, see e.g. [19,23,31]. In network learning there are two phases. In
the first phase data are entered into network inputs and calculations are carried
forward to network outputs. In the second phase errors calculated at network
outputs are sent back to all neurons and a learning algorithm is applied to weights
update. A new approach to calculate errors in hidden neurons is presented in [32].
In this new algorithm, all calculations are executed only forward in one phase.
This eliminates the error backpropagation phase and allows to enter pipelined
processing for learning neural networks. It should be noted that in the classical
approach, neural networks learning algorithms, like other learning algorithms
[14–18], are implemented on a serial computer. Some learning algorithms need
a large number of computational operations and thus, serial implementation is
time consuming and very slow. In this case, especially for large networks, compu-
tational load makes learning algorithms less useful. The Levenberg-Marquardt
algorithm is one of the most computationally complex algorithms.
c© Springer International Publishing AG 2017
L. Rutkowski et al. (Eds.): ICAISC 2017, Part I, LNAI 10245, pp. 25–39, 2017.
DOI: 10.1007/978-3-319-59063-9 3
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An increasingly common solution to the computational load problem is the
use of high-performance dedicated parallel structures, see e.g. [4–13,25,26]. This
paper presents a new concept of parallel realization of the Levenberg-Marquardt
learning algorithm without error bacpropagation. A single epoch of the parallel
architecture needs much fewer computation cycles than a serial computer imple-
mentation. Efficiency of this new architecture seems to be very promising and is
explained in the last part of this paper.

In this paper we introduce a parallel architecture for [32]. In Fig. 1 an example
of a fully-connected feedforward network is shown. This network has nn (8)
neurons and no (2) outputs. The input vector contains ni (3) input signals. The
neuron model is shown in Fig. 2. In the fully-connected network each neuron is
connected to all the inputs and all the previous neurons. It is easy to see that by
removing some of the weight connections, a traditional multilayer neural network
can be obtained.

The input vector to the i − th neuron is given by:

[x−ni, . . . , x0, . . . , xi−1]
T (1)

Fig. 1. A fully connected neural network with three inputs, eight neurons and two
outputs.

Fig. 2. A neuron model.
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where:

xj =

⎧
⎨

⎩

1
inpj+ni

yj

j = −ni
−ni + 1 ≤ j ≤ 0
0 < j < i

. (2)

The following two equations describe the recall phase of the network:

si =
∑i−1

j=−ni
wijxj , (3)

yi = f (si) , (4)

where f() is the neuron activation function. Correction of network weights is
based on the goal function minimization, which is defined as the sum of squared
errors of the network outputs for all the presented samples:

E =
1
2

∑np

p=1

∑no

m=1
ε(p)m

2
=

1
2

∑np

p=1

∑no

m=1

(
d(p)m − y(p)

m

)2

. (5)

where ε
(p)
m is error and d

(p)
m is the desired output in the p−th probe on the m−th

output.
The Levenberg-Marquardt algorithm is a modification of the Newton method

and is based on the first three elements of the Taylor series expansion of the goal
function. In the classical case a change of weights is given by

Δ (w) = −[∇2E (w)
]−1∇E (w) , (6)

where the gradient vector is given by

∇E (w) = JT (w) ε (w) , (7)

the Hessian matrix equals

∇2E (w) = JT (w)J (w) + S (w) , (8)

and the error vector ε (w) is a concatenation of the errors for all the input
patterns.

ε (w) =
[
ε
(1)
1 , ε

(1)
2 , · · · , ε(1)no , · · · , ε(np)

no

]T

= [ε1, ε2, · · · , εr, · · · , εno×np]
T
. (9)

The J (w) in (7) and (8) is the Jacobian matrix

J(w) =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

∂ε
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...
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⎥
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⎥
⎦

. (10)
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The Levenberg-Marquardt algorithm is obtained assuming that S (w) = μI. Now
the Eq. (6) takes the form

Δ (w) = −[
JT (w)J (w) + μI

]−1
JT (w) ε (w) . (11)

The ∂ε
(p)
m /∂w

(p)
ij derivatives in the Jacobian matrix can be computed in the

following way
∂ε(p)

m

∂wij
= ∂ε(p)

m

∂y
(p)
m

∂y(p)
m

∂wij
= −∂y(p)

m

∂y
(p)
i

∂y
(p)
i

∂wij

= −∂y(p)
m

∂y
(p)
i

∂y
(p)
i

∂s
(p)
i

∂s
(p)
i

∂wij
= −∂y(p)

m

∂y
(p)
i

f ′(p)
i x

(p)
j .

(12)

By defining

δ
(p)
ki

∧=
∂ y

(p)
k

∂ y
(p)
i

, i ≤ k, (13)

a formula is obtained:

∂ε
(p)
m

∂wij
= −δ

(p)
mif

′(p)
i x

(p)
j = c

(p)
mix

(p)
j . (14)

Of course, the δ
(p)
ii has the value

δ
(p)
ii =

∂ y
(p)
i

∂ y
(p)
i

= 1. (15)

The δ
(p)
ij (n) values are calculated as follows:

δ
(p)
ij = ∂ y

(p)
i

∂ y
(p)
j

= ∂ y
(p)
i

∂ s
(p)
i

∂ s
(p)
i

∂ y
(p)
j

= f ′(p)
i

∑i−1
k=j w

(p)
ik (n) ∂ y

(p)
k

∂ y
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j

.
(16)

It results to:
δ
(p)
ij = f ′(p)

i

∑i−1

k=j
w

(p)
ik δ

(p)
kj . (17)

The initial values of weights within the network are randomly selected (e.g. from
the interval [−0.5, 0.5]).

The weights wij connecting the two neurons and the appropriate deltas δij

can be inserted into the table (see Table 1) to show the calculation sequence.
The calculations of δij can be made sequentially row by row from top to bottom
of the table. The deltas δij in the i − th row can be calculated on the basis of
the deltas and the weights from the previous rows (17).

By defining
A = − [

JT (w)J (w) + μI
]
,

h = JT (w) ε (w) ,
(18)

the Eq. (11) takes the following form

Δw = A−1h. (19)
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Table 1. The weights between pairs of neurons and deltas δij Eqs. (15) and (17)

idx 1 2 · · · j · · · i · · · nn

1 δ11 w21 · · · wj1 · · · wi1 · · · wnn1

2 δ21 δ22 · · · wj2 · · · wi2 · · · wnn2

· · · · · · · · · · · · · · · · · · · · · · · · · · ·
j δj1 δj2 · · · δjj · · · wij · · · wnnj

· · · · · · · · · · · · · · · · · · · · · · · · · · ·
i δi1 δi2 · · · δij · · · δii · · · wnni

· · · · · · · · · · · · · · · · · · · · · · · · · · ·
nn δnn1 δnn2 · · · δnnj · · · δnni · · · δnn,nn

The elements of the gradient vector h are calculated as follows

hk = ∇Ek = ∇Eij = ∂E
∂wij

=
∂ 1

2

∑np
p=1

∑no
m=1 ε(p)

m

2

∂wij

=
∑np

p=1

∑no
m=1 ε

(p)
m

∂ε(p)
m

∂wij
=

∑np×no
r=1 εr

∂εr

∂wk
=

∑np×no
r=1 εrjrk,

(20)

where jrk is an element of the Jacobian matrix placed in the r − th row and the
k − th column and εr is r − th element of the error vector. The elements of the
A matrix are calculated as follows

aij = a0
ij +

∑np×no

r=1
jrijrj , (21)

where

a0
ij =

{
0,
μ,

i �= j
i = j

(22)

The Eq. (15) can be solved using the QR factorization

QTAΔw = QTh, (23)

RΔw = QTh. (24)

This paper used the Householder reflection method for the QR factorization.

2 Parallel Realisation

The parallel structure of the presented algorithm uses the architecture which
requires a number of simple processing elements. The presented parallel solution
is realized in three main steps. In the first step the ∂ε

(p)
m /∂wij derivatives are

calculated. In the next step the A matrix and the h vector (18) are computed.
And in the last step the QR decomposition is applied to obtain the Δw and
update all weights wij .
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2.1 Calculating the Weight Derivatives Without Error
Backpropagation

Fig. 3 shows the two-dimensional base layer of the parallel structure for learn-
ing a fully-connected network (Fig. 1) with three inputs, eight neurons and two
outputs. It is based on Table 2. The processing elements for the base layer struc-
ture are depicted in Fig. 4. The parallel structure (Fig. 3) corresponds to the
above Table 1. At the top the processing elements(PEs) connecting neurons with
inputs xi of the network have been added. The xi input signals are entered into
the structure by using pipelined processing (PEs Z). Then, the processing is

Fig. 3. The parallel two-dimensional base layer for learning neural networks.

Fig. 4. The processing elements for the base layer for learning neural networks.
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performed row by row. The A processing elements store the weights and calcu-
late sums for the following neurons (3) in appropriate columns. The B and D
processing elements match the elements of the main diagonal of Table 1. These
elements calculate the value of the activation functions fi and their derivatives
f ′

i . The network outputs and errors are calculated in the D PEs. Simultane-
ously, in the C PEs and E PEs the δ

(p)
ij deltas (3) are obtained. Additionally,

the c
(p)
mi = −f ′(p)

i x
(p)
j values are computed in the E PEs. On the presented base

layer structure a three-dimensional structure is created (see Fig. 5) for calcu-
lating the ∂ε

(p)
m /∂wij derivatives (the Jacobian matrix elements). Its processing

elements are shown in Fig. 6. The main goal is to provide a full pipelining during
the network learning process. This has been fulfilled by supplementing four new
processing elements S, T, Z2 and V. Sums from the Eq. (17) are calculated in
a pipelined manner row by row through the T, S and finally, C/E processing
elements to obtain the δij values as a result. The Z2 PEs ensure appropriate
previous values of the x vector to calculate the c

(p)
mi values. In the V processing

Fig. 5. The three-dimensional structure for calculating the Jacobian matrix elements.

Fig. 6. Additional processing elements of the three-dimensional structure.
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elements the ∂ε
(p)
m /∂wij derivatives are produced. Note that each layer of the V

PEs creates its own vector of the ∂ε
(p)
m /∂wij derivatives for another error ε

(p)
m

on output m. The operation steps of the above three-dimensional structure are
as follows:

– input data are delivered in a pipelined manner;
– successive values are calculated in rows;
– all weights are served simultaneously to the T and S processing elements;
– at the same time known values of δij are transmitted from the C/E to the S

processing elements that are above them;
– the T and S processing elements forming the “staircase” calculate in a

pipelined manner the sums sumf from the Eqs. (17);
– the Z2 PEs supply the previous values of the network inputs and neurons

outputs;
– the V PEs calculate the ∂ε

(p)
m /∂wij derivatives.

2.2 Calculating the A Matrix and the Gradient Vector

The V processing elements provide the elements of the Jacobian matrix (10).
These elements determine all rows of the Jacobian matrix for all output errors
of a single sample simultaneously. This is achieved by the use of no parallel layers
of the V PEs. The structure shown in Fig. 7 starts operation immediately after
receiving the Jacobian elements provided by the three-dimensional structure for
the data of the first sample. The A matrix is calculated on the basis of the Jaco-
bian matrix. These calculations are performed by the A1 processing elements.
Their internal structure is also shown in Fig. 7. These A1 PEs determine the aij

elements in a pipelined manner by using Eq. (21). At the same time, the vector
h (20) is determined by the structure shown in Fig. 8. In this case, the pipelined
processing is also used to shorten the computation time.

Fig. 7. The structure for computing the A matrix and its processing element.



Parallel Levenberg-Marquardt Algorithm Without Error Backpropagation 33

Fig. 8. The structure for computing the h vector and its processing element.

2.3 The QR Decomposition Based on the Householser Reflections

After calculating the A matrix and the h vector, the Eq. (19) can be solved
using the QR factorization. This has been achieved by the application of the
Hauseholder reflections. The parallel structure calculating matrices R and QTh
is presented in Fig. 9 and its processing elements in Fig. 10. Elements A2 and
H2 transform the elements of the A matrix and the h vector. This step performs
a sequence of the Householder reflections so as to reset the elements below the

Fig. 9. The general structure for parallelization of the QR decomposition.

Fig. 10. The processing elements of the QR decomposition.
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main diagonal of the A matrix. First, the elements in the first column are reset,
then the second and so on, until the last but one. The vectors used to perform
reflections are based on the columns of the A matrix, they include the elements
from the main diagonal to the end of the column. It should be noted that the
QR decomposition process requires the w − 1 matrix reflections. The A2 and
H2 processing elements will operate differently depending on the phase (k) of
the process. The A2a and A2b elements calculate the module of the a subvector
and, on this basis, calculate the value

ρk =
{‖ak‖2 for akk ≤ 0

−‖ak‖2 for akk > 0,
(25)

and the reflection vector

vk =
[
0
v̄k

]

. (26)

The elements of v vector are sent to the elements A2c and A2d which are located
in the next columns. There, the values of the reflected vectors ā are calculated
in the following way

āj = aj − vkβ, (27)

where

β =
vT

k aj

γ
, (28)

γ = v1. (29)

The H2c and H2d elements operate in the same manner on the h vector. After
computation of the R matrix and the QTh vector, the equation (17) is solved.
This is performed by the structure shown in Fig. 11 with its elements. The A3a
and A3b elements determine the value of Δ (w), and the W elements update all
the weights in the network. The W elements are a part of the A elements from
the base layer structure (see Figs. 3 and 4)

Fig. 11. The structure for computing the weight vector w and its processing elements.
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3 Computational Results

In both cases, the number of computing cycles has been determined. Tables 2 and
3 show the numbers of computational cycles per one epoch for serial computing
and for 3D parallel computing, respectively. The formulas for cycles of addition,
multiplication and function computation are presented separately. Symbols i, n,
o and p denote the numbers of inputs, neurons, outputs and patterns respectively.
To considerable simplicity the formulas in Tables 2 and 3 symbol w = in+ 1

2n2+
1
2n has been introduced. The w symbol means number of weights in the network.
Figure 12 shows the charts of the number of serial TS and parallel TP computing
cycles and the charts of performance factors PF = TS/TP for (a) the neural
network with 2 inputs and 1 output, and (b) the network with 20 neurons and
100 samples. For variant (a) it was assumed that there are 10 to 100 learning
patterns in each epoch and 2 to 20 neurons in a network. For variant b) it was
assumed that there are 10 to 100 inputs and 1 to 10 outputs in a network.

Table 2. The number of cycles per one epoch for serial computing

Op. Number of cycles per one epoch for serial computing

+/−
(

n3

6
+ w2o+ wo+ ni+ o − n

6

)
p+ 2w3

3
+ 3w2

2
+ 5w

6
− 1

∗
(

n3

6
+ w2o+ 2wo+ n2

2
+ ni+ no − 1

2
o2 − 2n

3
− 1

2
o
)
p+ 2w3

3
+ 2w2 + 14w

6
− 3

f/f ′ 2np

Table 3. The number of cycles per one epoch for 3D parallel computing

Operation Number of cycles per one epoch for 3D parallel computing

+/− n + w2 + 2w − 1

∗ n + i + 8w − 3

f/f ′ n + p − 1

4 Conclusions

In this paper the parallel structures of the Levenberg-Marquardt learning algo-
rithm without error backpropagation for a fully-connected feedforward neural
network are described. The comparison of computational performance of the
parallel structure with a sequential solution has been conducted. The number
of computational cycles of the presented parallel architecture is of order O(n4)
only while in a serial solution this number is of order O(n6). The performance
factor (PF = TS/TP ) of parallel realization achieves about 680 and 6600 for
presented examples (see Fig. 12) and it grows fast when the numbers of inputs,
neurons, outputs and patterns grow. It can be clearly seen that the performance
of the proposed architecture is very promising. A similar parallel approach could
be used for other advanced learning algorithms of feedforward neural networks,
see e.g. [1–3,11]. In later research it might be possible to make an attempt at
designing a parallel realization of learning in other methods [27], and structures
[28,29] and various fuzzy [21,22], and neuro-fuzzy structures [34,35].
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Fig. 12. The number of computing cycles for the serial TS and parallel TP version
of the LM algorithm and the performance factors PF = TS/TP . In column a) the
network with 2 inputs and 1 output is used, the learning patterns are changing from
10 to 100 and number of neurons from 2 to 20 neurons. In column b) the network with
20 neurons and 100 samples is used, the number of inputs was set from 10 to 100 and
number of outputs from to 10.
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Abstract. Although Deep Convolutional Neural Networks have been widely
applied for object recognition, most of the works have often based their analysis
on the results generated by a specific network without considering how the
internal part of the network itself has generated those results. The visualization
of the activations and features of the neurons generated by the network can help
to determine the best network architecture for our proposed idea. By the appli‐
cation of deconvolutional networks and deep visualization, in this work, we
propose an analysis to determine which kind of images with different color spec‐
trum provide better information to generate a better accuracy of our CNN model.
The focus of this study is mostly based on the identification of diseases and
plagues on plants. Experimental results on images with different diseases from
our Tomato disease dataset show that each disease contains valuable information
in the infected part of the leaf that responds differently to other uninfected parts
of the plant.

Keywords: Tomato disease · Deep Visualization · Neurons · Convolutional
Neural Networks

1 Introduction

Diseases in plants cause considerable production and economic losses in the agriculture
sector. Among the most common practices in pest and disease control in crops is still to
spray pesticides uniformly over fields at different times during the cultivation cycle [1].
However, most diseases infestations might not be presented across the whole plant,
rather in parts of the plant, such as leafs, fruits, stem, etc. Figure 1 shows some examples
of how diseases and pest affect a tomato plant. The affection not only includes leafs, but
also steam, fruit, root, etc. Therefore, excessive use of pesticides not only increase the
costs of production but also in terms of healthier food it can increase the pesticide
residual levels in the products.
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Fig. 1. A representation of the damage caused by diseases and pests in tomato plants.

Traditionally, in order to reduce the use of pesticides, several ways have been used
such as targeting pesticides only in the infested part of the plant or plants in the field
where they are needed. However, due to the variety of disease for any particular crop,
it is still difficult even for a human to ensure that any particular disease is causing the
damage, and also find the suitable technique to attack it on time before it is extended to
the whole field and cause an extended damage.

Recent advances in computer technology have allowed extending their applications,
for example, to plant protection and precision agriculture in general. Several image
processing techniques have been used to identify some patterns in images that are treated
as diseases in plants. Generally, object recognition and classification using images are
some of the most challenging tasks in the area of Computer Vision. But through the
recent advances in Deep Learning, the performance of systems aiming to detect or
recognize an object in images have been widely improving compared to conventional
image processing techniques.

As deep learning techniques have been probing outstanding performance on object
recognition, large-scale datasets are needed to increase the accuracy. In the past few
years, the PASCAL VOC Challenge 2007/12 [2], and the Large Scale Visual Recogni‐
tion Challenge (ISLVR) [3] based on ImageNet Dataset have been widely used as
benchmarks for image recognition and classification. Starting by the year 2012, Deep
Convolutional Neural Networks such as AlexNet [4], followed by ZF [5], VGG [6],
GoogleNet [7], ResNet [8], year by year several deep learning architectures are proposed
to increase the accuracy and lower the error rate allowing the systems to become more
intelligent. These applications of deep learning can be also suitable for different appli‐
cations allowing users to use them in complex problems when fast and accurate infor‐
mation is needed.

In terms of plant disease detection, different approaches have been used, such as
hyperspectral based techniques to identify infested parts of the leafs [1], and image-
based techniques using Artificial Neural Networks [9, 10] to classify among diseases.
These methods are combined with other image processing techniques to improve the
accuracy.

Although Deep CNN have been widely applied for object recognition, most of the
works often based their analysis only on the results generated by the network, but do
not consider how the internal part of the network has generated those results. In other
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words, how each neuron in the network contributes to the training and testing stages to
generate those results. To achieve that purpose, a technique called Deconvolution Neural
Networks has been proposed in [11], which aims to visualize and understand the internal
part of convolutional networks. This technique can be useful for discovering the
performance contribution for different model layers.

Deep learning systems use images as a source of information, however, most of the
images are RGB images, which means they contain color information from three chan‐
nels taking at a fixed frequency in the visible spectrum. But for some applications, we
believe that the results can be improved when the images are collected at a specific
frequency with different wavelength values according to the characteristic of the
problem itself. For instance, in plant disease identification some diseases show different
patterns of the infested part of the plant that are more perceptible than others. In that
way, color and spectrum information can be useful when collecting the images and using
then to train a CNN.

In this work, we propose a strategy to analyze the influence of color and spectrum
information of images to determine the performance of the internal layers and neurons
of a CNN based on a deconvolutional method. Using the deep visualization toolbox [11],
we aim to visualize the activations and feature maps of our trained CNN model and thus
determine the strongest neurons and parts of the network which contribute to generate
the expected results.

2 Related Works

Several techniques have been proposed to deal with plant disease identification.
According to Sankaran et al. [12], these techniques can be classified into direct and
indirect. Direct methods are closely related to a chemical analysis of the infected area
of the plant itself. Indirect methods use physical techniques to detect diseases, such as:

• Plant properties/stress based disease detection
• Imaging techniques (Fluorescence and hyperspectral imaging).
• Spectroscopic techniques (Visible, infrared, fluorescence, multispectral bands).

For our analysis, we consider the use of images taken at a visible spectrum for the
human eye or RGB images that show the symptoms that differentiate a disease from
another.

As the advance of the technology era, recent works in the agricultural area have
proposed the use of non-destructive methods to detect diseases in plants. Techniques based
on images are used to detect diseases without causing any secondary impact in the plant.
However, the accuracy of a real-time system is still a challenge in Computer Vision.

Recent advances in Deep learning have shown good performance especially in terms
of accuracy. However, a trade-off of these systems is the need of a large number of data.
Some approaches related to our study about plant disease identifications are mentioned
below.

In [13], a method applies a neural network to distinguish diseases in wheat. This method
is based on color features, shape features and texture features from disease images. Four
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types of neural networks are used to probe the best method Backpropagation, Radial Basis
Function, Generalize Regression Network, Probabilistic Neural Network.

In [9], Convolutional Neural Networks are used to identify 13 different types of plant
diseases out of healthy leaves. The images used in this work are download from the
internet and correspond to different plants. Another approach in [10] also proposes the
use of deep learning technique to identify 14 crop species and 26 diseases.

For our analysis, the problem becomes more challenge, since our work is focused in
only one crop. Thus, diseases may be shown into different variations, such as color,
shape, illumination, infection status, etc. Physically, some of them seem to be similar,
however, they show some characteristics proper of each one. Therefore, in this work,
we basically focus our attention in the study of how these characteristics can be used to
recognize of the disease.

3 Spectral Analysis of CNN for Tomato Disease

Deconvolutional networks, as proposed in [11], are produced using an input image,
which aims to highlight which pixels in that image contribute to a neuron firing. There‐
fore, interacting with each part of the Deep Neural Network can allow us to understand
how they work internally.

3.1 Deep Visualization of CNN

The Deep Visualization allows us to plot the activation values of neurons in the layer
of a convolutional network in response to an image or video, based on the model previ‐
ously trained by the CNN. As deep as the architecture of the model is, the purpose is to
visualize the weights and features generated by the network itself.

The main idea of deconvolutional networks is basically to map the activations at
high layers back to the input pixel space and show what inputs patterns originally caused
a given activation in the feature maps. This deconvolutional operation can be generated

Fig. 2. Deconvolutional network for features visualization.
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like a convolutional operation, but in reverse such as un-pooling feature maps and
convolving un-pooled maps. In the Fig. 2, we show a representation of the process to
visualize the feature maps from an input image. The visualization starts with the feature
maps generated by the trained network followed by an un-pooling procedure and decon‐
volution to the original input image.

3.2 Color Sensitivity of RGB Images

The main purpose of this part is to evaluate the sensitivity of each disease for any specific
color. As we have seen from the experience, although there are many inter- and extra-
variations among each class, every disease present some specific characteristics, that
make them differ from others, e.g. color, texture, shape. Each of those attributes shows
different patterns. Thus, by this experiment we aim to visualize what kind of images
perform better as input in the CNN Model.

To start with the analysis, we first visualize the distribution of colors in an RGB
spectrum for each disease to evaluate the sensitivity to a specific color. Since the

RGB Histogram

Leaf mold

Gray mold

Plague

Fig. 3. Color distribution of tomato disease images. (Color figure online)
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common color of the plants is green, all diseases tend to get influenced by that color.
But, since the infected part of the leaf shows a different color pattern, each disease seems
to respond to that variation in terms of the distribution of colors in the image, as shown
in the examples of Fig. 3.

To evaluate the sensitivity of each disease for any specific color, the proposed idea
starts with the following procedure:

1. Divide the original image into each RGB channel.
2. Evaluate the response of the neurons in the Convolutional Neural Network of the

previously trained CNN model to every image using the deep network visualization
tool.

Figure 4, shows an overview of the procedure. In the representation, as mentioned
above, RGB channels are extracted from the original image, which are posteriorly used
as input to the deep visualization tool. Consequently, the visualization procedure illus‐
trates the activation of each neuron in the network according to the patterns of the input
image. As in the example for leaf mold, due to the patterns of the diseases, its activation
mostly comes from the Red Color.

Fig. 4. Color sensitivity and response to the CNN model. (Color figure online)

3.3 Sensitivity to Color with Different Wavelength Values

This experiment consists on evaluating the sensitivity of tomato diseases to different
wavelengths applied to the images in order to determine what colors show more influ‐
ence on the infected part of the leaf.

3.3.1 Visible Spectrum of Images
Images are a representation of the visible light at a specific color spectrum sensible to
the human eyes. In terms of frequency, a human eye is able to visualize frequencies in
the length between 390 to 700 nm. Following this consideration, in order to determine

Spectral Analysis of CNN for Tomato Disease Identification 45



the sensitivity of tomato diseases, we determine what color spectrum can generate better
results or contribute to the activation of neurons more than others.

Having an RGB image as input, we first modify the frequency using different wave‐
lengths, as shown in Fig. 5.

Fig. 5. Procedure to modify the frequency of images

Once the image has been transformed to HSV color space, we modify the channel
H (HUE) as shown in Fig. 6. Following, we generate different images, similar to the
original RGB image, but with the modified frequencies corresponding to each visible
color of the spectrum. Those images are posteriorly used as the input of the deconvo‐
lutional network to visualize the activations and feature maps to our pre-trained CNN
model.

Fig. 6. RGB image transformed to HSV color space and its respective channels. (Color figure
online)

4 Experimental Results

Our CNN model (above and below mentioned as our pre-trained CNN) has been previ‐
ously trained and tested with an Intel Core I7 3.50 GHz Processor and a GPU GeForce
GTX Titan X. The model is based on a VGG-16 deep network architecture using Faster
R-CNN. For the purpose of this work, our final CNN trained model has been used to
perform the experiments. However, since the goal of this work is to the study the internal
visualization of network, we mostly focus on the analysis of the deep visualization of
activations and features. Following, we present some details of our experiments.
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4.1 Dataset Description

Our dataset consists of about 5000 images, which contain tomato diseases and pests in
different amounts depending on the conditions when they were taken from. The classes
were defined based on the experience, according to the most common diseases that affect
the tomato production in South Korea. Therefore, we have identified the following
classes, diseases such as Leaf mold, Gray Mold, Canker, Plague, Powdery mildew, and
pests such as Leaf miners, Greenhouse whitefly, and some infested plants by secondary
effects like due to Nutritional deficiency and Temperature.

Disease in tomato can be produced by different factors such as temperature, humidity
excess of nitrogen, fertilizer, shade, light, etc. Based on them we consider the following
characteristics for the selection of the samples to be presented in the following work.
These are the stage of infection (early, last), type of symptom, Side of the leaf (front,
back), type of fungus, color, and shape.

4.2 CNN Activations and Features Visualization

Images containing the infected part as the main part of the foreground provide better
information that helps to distinguish some specific patterns of them. Some diseases show
some proper features that usually differentiate them from other classes.

4.2.1 Activations of Neurons
Following the idea of the deep visualization, we use the trained model on tomato dataset
and applied it to visualize the weights and features for different input images, as the
sample shown in Fig. 7.

Fig. 7. Activations of our pre-trained CNN model to tomato diseases images

Starting in the first conv layer (conv1), this process allows us to visualize the weights
and features of each neuron in the layers until the last one (prob) where the neurons with
higher probability are used to classify the input image as its respective class.
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4.2.2 RGB Color Sensitivity
In Fig. 8, we show the responses of some sample images representing each class of
tomato diseases and pest for different RGB color channels. Due to its own characteristics,
each disease shows to be activated by different colors depending on the pattern of the
infected area of the leaf. In the first column, the responses to the original RGB channels
are represented. In the following columns, we have interchanged the RGB channels to
generate new images. This experiment allows us to determine that some diseases tend
to be activated by specific colors such as red in leaf mold or green in gray mold.

Fig. 8. Neuron activations of tomato diseases from our pre-trained CNN model. (a) Leaf mold,
(b) Gray mold. (Color figure online)

4.2.3 Feature Maps
The propose of this experiment starts by generating images with different wavelengths
considering RGB images as reference. We aim to visualize which wavelength contrib‐
utes better to the performance for the network.

Starting from the original RGB image, each image has been generated following the
procedure mentioned earlier in the Figs. 5 and 6. Each image used in this experiment
corresponds to a different wavelength image in a range between 380 to 750 nm of the
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following HUE color palette. Each color represents different wavelength, as shown in
the Table 1.

Table 1. Wavelengths used to generate the images.

Color Violet Blue Green Yellow Orange Red
Wavelength 380–450 450–495 495–570 570–590 590–620 620–570

In Fig. 9, we show a representation of images with different wavelengths and their
response to the weights generated by our pre-trained network in the first convolutional
layer. As visualize in Fig. 9, diseases contain features which make them distinctive from
others. These characteristics are invariable to the wavelength and thus the information
of the infested part of the leaf is preserved. To evaluate the performance in this experi‐
ment, we used the same neuron located in the first convolutional layer (conv1-54).

Fig. 9. Feature map responses of tomato disease from our pre-trained CNN model. Starting from
the original RGB image (left), each image (to the right) corresponds to a different wavelength
image in a range from 0–10 of the HUE color palette. (a) Plague, (b) Canker. (Color figure online)

Images with different wavelengths and RGB channels have allowed the system to
perceive what type of color is more sensitive to any specific disease or infested part of
the plant. Some diseases like leaf mold and plague shows better visualization at a wave‐
length which corresponds to the blue, green and violet based colors. Unlike, Canker
which infected part of the leaf tend to react better to a frequency related to red. This
information will eventually support the re-design of our Deep Learning Model in order
to improve the performance and extend the solution to other diseases as well.
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5 Conclusion and Future Work

During the last few years, the performance of convolutional neural networks has been
drastically increased compared to traditional hand-craft feature methods of computer
vision. However, their applications to different areas demand a deep study of the network
itself. Our study proposed a strategy for an understanding of the performance of the
internal part of the network such as to visualize the activation and feature maps from an
input image and its response to the network. As an application for tomato diseases and
pest identification.

Images with diseases and pests contain their own characteristics that differentiate
them from others such as patterns, colors, status of infection, location in the plant, etc.
Neurons in the CNN layers are activated differently based on the information of color
or pattern that each image contains.

Image with different wavelengths and RGB channels have allowed the system to
perceive what type of color is more sensitive to any specific disease or infested part of
the plant. Therefore, by this work, we were able to determine some parameters that will
posteriorly help us to re-design of our CNN model and improve the recognition rate as
future work.
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Abstract. The paper refers to ANNs of the feed-forward type, homo-
geneous within individual layers. It extends the idea of network mod-
elling and design with the use of calculus of finite differences proposed
by Dudek-Dyduch E. and then developed jointly with Tadeusiewicz R.
and others. This kind of neural nets was applied mainly to different fea-
tures extraction i.e. edges, ridges, maxima, extrema and many others
that can be defined with the use of classic derivative of any order and
their linear combinations. Authors extend this type ANNs modelling by
using fractional derivative theory. The formulae for weight distribution
functions expressed by means of fractional derivative and its discrete
approximation are given. It is also shown that the application of discrete
approximation of fractional derivative of some base functions allows for
modelling the transfer function of a single neuron for various character-
istics. In such an approach smooth control of a derivative order allows
to model the neuron dynamics without direct modification of the source
code in IT model. The new approach presented in the paper, universalizes
the model of the considered type of ANNs.

1 Introduction

The paper refers to ANNs of the feed-forward type such that neurones of one
layer have the same transfer functions and homogeneuos couplings. The paper is
inspired by early research of Dudek-Dyduch [4,5] who has proposed modelling of
ANNs with the use of calculus of finite differences. Then this way of modelling
has been developed by Tadeusiewicz [8], Dyduch [6], Gomolka [10,12] and others.
This kind of neural nets were applied mainly to different features extraction
i.e. edges, ridges, maxima, extrema and many others that can be defined with
the use of classic derivative of any order and their linear combinations. The
paper extends the idea by introducing also fractional order derivatives and their
c© Springer International Publishing AG 2017
L. Rutkowski et al. (Eds.): ICAISC 2017, Part I, LNAI 10245, pp. 52–63, 2017.
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discrete approximation into modelling. Then the features that are extracted by
the network can be also defined by fractional order derivatives. Moreover, both
the weight distribution functions and transfer functions can be described using
derivatives of fractional order. More potential tasks for neural networks and more
areas of their application can be achieved by introducing into the mathematical
model the weight distribution function with fractional derivative mechanism that
would allow for smooth transitions between integer orders of selected derivatives.
A homogenous network [4,20] for analysis of one variable function f (x) consists
of the layer of receptors that measure the values of a signal in discrete points
xn and consecutive neuron layers. We assumed, for such kind of one-dimensional
networks following relations. The input function of the j th layer ej (n) might be
expressed by means of the weight distribution function wj (i):

ej (n) =
+∞∑

i=−∞
wj (i) fj−1 (n + i) =

qj∑

i=−qj

wj (i) fj−1 (n + i) (1)

where fj , qj denote the output function and range of weight distribution function
of the j th layer respectively, j > 0, n – number of neuron in the considered layer
and f0 denotes input signal at the receptor layer [4,7,8]. The flow equation
becomes:

fj (n) = hj (ej (n)) = hj

⎛

⎝
qj∑

i=−qj

wj (i) fj−1 (n + i)

⎞

⎠ (2)

fj+1 (n) = hj+1 (ej+1 (n)) =

hj+1

⎛

⎝
qj+1∑

i=−qj+1

wj+1 (i) hj

⎛

⎝
qj∑

l=−qj

wj (l) fj−1 (n + i + l)

⎞

⎠

⎞

⎠ (3)

where hj stands transfer function of the j th layer. For such a model the natural
role of neuron couplings consists in some weighted averaging of the signals that
reach the neuron. In the co-author earlier works [5,6] attention was paid to the
additional role of these couplings, namely the measurement of differences or a
linear combination of differences of adequate signals. There were also given the
formula enabling one to determine the weight distribution function in such a way
that the input signal is proportional to the required difference (any order, simple
or central) of the output function of the preceding layer and, what follows, to
any linear combination of the differences. The algorithm was also proposed that
enables one to present the input signal, as a linear combination of central differ-
ences. The function of weight distribution can be identified with the operator,
realized by them. Let us recall that if a weight distribution function is given by
the following formula:

w (i) =

⎧
⎨

⎩
(−1)r−i ·

(
r
i

)
for i ∈ [0, r]

0 for i /∈ [0, r]
(4)
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then the input signal e is equal to the r-th difference of the given layer output
function:

e (n) =
+∞∑

i=−∞
w (i) · f (n + i) = Δrf (n) (5)

In [7] a synthesis of network that indicates distribution of relative maxims of
one-dimensional input signal is given. The network consists of receptors layer (0-
layer) and two layers of neurons. The homogeneous weight distribution function
of the first layer w1 (i) and the second layer w2 (i) is of the form:

w1 (i) =

⎧
⎨

⎩

−α for i = 0
α for i = 1
0 for i �= 0, i �= 1

w2 (i) =

⎧
⎨

⎩

β for i = 0
−β for i = 1
0 for i �= 0, i �= 1

(6)

where parameters α > 0 and β > 0. Both weight functions were set using
Eqs. (4) and (5) based on the conditions that define relative maxima. The trans-
fer functions h1, h2 are of sigmoid form or its piece linear approximation, where
threshold and saturation points has been appropriate adjusted. With this nota-
tion the network for maxima detection works well and earlier experiments has
proved its functionality [4,9–12].

2 Weight Distribution with Fractional Calculus

The differential calculus of fractional order [18,19] derives its origin from the
second half of the 17-th century, when Leibnitz in discussion with L’Hospital
asked about existence of the 1/2 order derivatives. Leibniz replied “It leads to
a paradox, from which one day useful consequences will be drawn”. Looking for
these “useful consequences” we took this sentence as the leitmotiv for the next
part of this work. Actually there are a few mathematical models that enable to
determine a discrete approximation of fractional order derivative [1,3,16–19,22].
Here and later we use known Grunwald-Letnikov definition:

x0D
v
xf (x) = lim

h→0

1
hv

[(x−x0)/h]∑

j=0

(−1)j
(

v
j

)
f (x − jh) (7)

where
(

v
j

)
means Newton’s binomial, while v is fractional order of derivative

function f(x), x0 - states the range of differentiation, h - step of discretization.
For a given discrete function f(x) of a real variable x defined on the interval
〈x0, x〉 where 0 ≤ x0 ≤ x, we assume the backward difference of v order x0Δ

(v)
x

(fractional or integer) where v ∈ IR+:

x0Δ
(v)
x f(x) =

�(x−x0)/h�∑

i=0

a
(v)
i f(x − ih) (8)
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or in the equivalent form:

x0Δ
(v)
x f(x) =

[
a
(v)
0 a

(v)
1 ... a

(v)
�(x−x0)/h�

]

⎡

⎢⎢⎢⎣

f(x)
f(x − h)

...
f(x0)

⎤

⎥⎥⎥⎦ (9)

where the consecutive coefficients a
(v)
i are defined as:

a
(v)
i =

{
1

(−1)i v(v−1) (v−2)...(v−i+1)
i!

for i = 0
for i = 1, 2, 3, ..., N

(10)

where N is a number of measurements. For practical reasons it is usually assumed
x0 = 0, i.e.:

0Δ
(v)
x f(x) =

�x/h�∑

i=0

a
(v)
i f(x − ih) (11)

The ordinary progressive difference might be defined as:

xΔ(v)
∞ f(x) =

∞∑

i=0

a
(v)
i f(x + ih) (12)

and similarly, in vector form:

xΔ(v)
∞ f(x) =

[
a
(v)
0 a

(v)
1 ... a

(v)
∞

]

⎡

⎢⎢⎢⎣

f(x)
f(x + h)

...
f(∞)

⎤

⎥⎥⎥⎦ (13)

Consecutive coefficients a
(v)
i remain in the relationship:

a
(v)
i = a

(v)
i−1

(
1 − v + 1

i

)
(14)

a
(v)
i − a

(v)
i−1 = −a

(v)
i−1

(
v + 1

i

)
(15)

a
(v−1)
i − a

(v−1)
i−1 = −a

(v)
i−1

(v

i

)
(16)

Let us assume for certain N that f(x) = 0 for x ≤ xN ≤ ∞ where xN = x+Nh.
Then we have:

xΔ(v)
xN

f(x) =
∞∑

i=0

a
(v)
i f(x + ih) =

�(xN−x)/h�∑

i=0

a
(v)
i f(x + ih) (17)
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or as a vectors product of finite dimensions:

xΔ(v)
xN

f(x) =
[
a
(v)
0 a

(v)
1 ... a

(v)
�(xN−x)/h�

]

⎡

⎢⎢⎢⎣

f(x)
f(x + h)

...
f(xN )

⎤

⎥⎥⎥⎦ (18)

At the Fig. 1 we presented exemplary non-integer coefficients a
(v)
i for different

values of v and assuming N = 10. In this paper we adopted such mechanism
for calculating the difference of fractional order to achieve new model of the
neuron weight distribution and transfer function. In words of image processing
that family of weight distribution may acts also as a set of universal kernels
for parallel signal processing, e.g. edges or ridges detection at wide spectrum
frequencies [2,4,9,11,13–15,21].
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Fig. 1. The fractional weights of v order with N=10 non zero elements

3 Fractional Derivative Inside Neuron Transfer Function

Fractional order derivatives can smoothly change the form of a single neuron
transition function, as it is shown below. Considering sigmoid and Gauss (19) as
two exemplary transfer functions which most often appear in the ANN learning
algorithms, two base functions have been assumed, “sigmoid like function” hS (x)
and “Gauss like function” hG (x) respectively:

hvS

S (x) =
1

1 + e−x
, hvG

G (x) =
1

ex2 (19)
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where vS and vG denote fractional derivative of appropriate order. The analytical
determination of derivative and respectively, integral of total order of the above
base functions resulted in obtaining a chosen part of series, presented in the
Table 1. In the series presented in the Fig. 2 there was assumed hvS

S (x) , hvG

G (x)
such that vS ∈ 〈0,ΔvS , 3〉, vG ∈ 〈−2,ΔvG, 1〉, ΔvS = ΔvG = 1. Vertical arrows
marked with bold letters D and J show further integer derivatives and integrals
respectively of the basic hvS

S and hvG

G .

Table 1. Series of basis functions

D Sigmoid series Gauss series

h
vS (0)
S (x) = log (1 + ex) h

vG(−2)
G (x) = 1

ex
2 dx +

√
π
2

dx

h
vS (1)
S (x) = 1

1+e−x h
vG(−1)
G (x) =

√
π
4
erf (x) + 1

2

h
vS (2)
S (x) = ex

(ex+1)2
h

vG(0)
G (x) = 1

ex
2

h
vS (3)
S (x) = − ex(ex−1)

(ex+1)3
h

vG(1)
G (x) = −2 1

ex
2 x

h
vS (4)
S (x) =

ex(−4ex+e2x+1)
(ex+1)4

h
vG(2)
G (x) = e−x2

4x2 − 2 J

Positive values vS and vG are the derivatives of non-integer orders, while
negative values vG are often referred to as antiderivatives. Exemplary trans-
fer functions waveforms of the obtained series were presented below. Particular
functions in the consecutive rows of Table 1, composing the series of base func-
tions are shifted in relation to each other of the value vS (i) − vG (i) = 2. Such
assumption allows to group transfer function in relation to their similar shape.
In practice it will allow us to use both functions interchangeably controlling the
series of derivative or antiderivative computed with respect to base function.
Assuming Eq. (19) for sigmoid and gauss respectively, we obtained formulas:

x0Δ
(v)
x hS(x) =

[
a
(v)
0 a

(v)
1 ... a

(v)
x0

]

⎡

⎢⎢⎢⎣

log (1 + ex)
log

(
1 + ex−h

)

...
log (1 + ex0)

⎤

⎥⎥⎥⎦ (20)

x0Δ
(v)
x hG(x) =

[
a
(v)
0 a

(v)
1 ... a

(v)
x0

]

⎡

⎢⎢⎢⎣

1
ex2

1
e(x−h)2

...
1

e(x0)2

⎤

⎥⎥⎥⎦ (21)
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Fig. 2. Selected transfer functions for vs = 〈0, Δvs, 3〉, vG = 〈−2, ΔvG, 1〉, h
vS(i)
S (x)

and h
vG(i)
G (x) respectively

A series of simulation experiments have been carried out for various vec-
tor lengths of coefficients of Grunwald-Letnikov non-integer order derivative.
Figure 3 shows exemplary characteristics assuming the length of fractional coef-
ficients vector a(v), n = 250 and input base function in the form of h

vS(0)
S (x) =

log (1 + ex). Similar experiments were conducted with the use of Reimann-
Liouville derivative-integral obtaining analogous fluency of hypothetical neuron
transfer function shaping (Fig. 4).

4 The Fractional Mechanism Within 2D Homogeneous
Network

By extending the network for one dimensional signal processing described in
Sect. 1 to the two dimensional case we got architecture presented in the Fig. 5.
It consists of two subsystems working on two perpendicular directions X and Y
respectively. The extended form of the weight distribution given by the matrix
W x

1 , W y
1 , W x

2 , W y
2 regarding fractional distribution becomes (for the first and

the second layer respectively in the X and Y direction):

W x
1[Mx×My×K1

x]
and W x

2[Mx×My×K2
x]

(22)

W y

1[Mx×My×K1
y]

and W y

2[Mx×My×K2
y] (23)
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Fig. 3. Waveforms of discrete Grunwald-Letnikov derivatives for fluently shaping order
v and used vector of N fractional coefficients
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Fig. 4. Waveforms of discrete Reimanna-Liouville derivative-integral for fluently shap-
ing order v within range vS = 〈2, ΔvG, 3〉, ΔvG = 0.1

wx
1 (i, j, k) =

{
a
(vx1)
k for i, j ∈ [0,Mx − 1] ∧ k ∈ [0,Kx]
0 for i, j /∈ [0,Mx − 1] ∨ k /∈ [0,Kx]

(24)

wy
1 (i, j, k) =

{
a
(vy1)
k for i, j ∈ [0,My − 1] ∧ k ∈ [0,Ky]
0 for i, j /∈ [0,My − 1] ∨ k /∈ [0,Ky]

(25)
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where (i, j) are coordinates of neurones, Mx, My stands the number of the neu-
rons in particular layer of subsystem X and Y respectively, Kx and Ky denotes
number of non zero coefficients of a(v) at the direction X and Y respectively.

Fig. 5. Two dimensional network for ridges detection

Transfer functions in the same layers for the both directions are the same and
can be written in the form (in general case they do not have to be the same):

fx
1 (i, j) = Kx

Δ
(v)
i (e1 (i, j)) = Kx

Δ(v)
ei ex1

(
k=Kx∑

k=0

wx
1 (i, j, k) f0 (i − k, j)

)
(26)

and consequently on perpendicular direction:

fy
1 (i, j) = Ky

Δ
(v)
j (e1 (i, j)) = Ky

Δ(v)
ej ey1

⎛

⎝
k=Ky∑

k=0

wy
1 (i, j, k) f0 (i, j − k)

⎞

⎠ (27)

respectively. The weights distribution functions in the second layer can be
formulated as follow:

wx
2 (i, j, k) =

{
a
(vx2)
k for i, j ∈ [0,Mx − 1] ∧ k ∈ [0,Kx]
0 for i, j /∈ [0,Mx − 1] ∨ k /∈ [0,Kx]

(28)

and

wy
2(i, j, k) =

{
a
(vy2)
k for i, j ∈ [0,My − 1] ∧ k ∈ [0,Ky]
0 for i, j /∈ [0,My − 1] ∨ k /∈ [0,Ky]

(29)
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respectively. Above equations do not include boundary conditions like classical
or circular convolution has. In consequence of the above notation the output
signals in the second layer can be written in the form:

fx
2 (i, j) = Kx

Δ
(v)
i (e2 (i, j)) = Kx

Δ
(v)
i ex2

(
k=Kx∑

k=0

wx
2 (i, j, k) f1 (i − k, j)

)
(30)

and

fy
2 (i, j) = Ky

Δ
(v)
j (e2 (i, j)) = Ky

Δ
(v)
j ey2

⎛

⎝
k=Ky∑

k=0

wy
2 (i, j, k) f1 (i, j − k)

⎞

⎠ (31)

The output signals of the second layers fx
2 (i, j) and fy

2 (i, j) respectively, have to
be accumulated by the third layer. Because both matrixes of the output signals
F x
2 and F y

2 are of the same size, we can build matrix F2 =
[
F x
2 F y

2

]T . The last
third layer accumulates signals from the both directions so its weights may be
assumed also by an augmented eye weight matrix which makes summation of fx

2

and fy
2 possible. This notation refers in some details to the multi-diagonal matrix

notation described in earlier works [4,12]. Thus, in the general case, the network
output signal fk (i, j) which is simultaneously output signal of the last layer
determines the transformation ℵ made by the entire network (two dimensional
case)4:

fk(i, j) = ℵF (i, j) (32)

which can be additionally presented as a sequence of several superpositions of the
given type. The range of convolution Eqs. (26) and (27) will depend on the value
of v, and will determine the number of nonzero elements of weight vector. The
number of non-zero vector of weight coefficients can be limited by quantitative
or qualitative method, as in the case of data compression algorithms. That also
has important impact on the number of necessary computations of the whole
system.

5 Conclusion

The mechanism of fractional derivative for modelling of feed-forward neural net-
work architectures has been presented in the paper. Fractional range presumed
derivative can smoothly modify the types of tasks performed by the neural net-
work. The step of discrete derivative approximation must take into account the
class of the signal fed to the input of the network. In the same way, mechanism
of fractional order derivative can be used for modelling transfer functions of
single neuron. Using dynamics variable adjustment of such function will allow
the construction of network learning algorithms without the necessity of source
code modification that implements particular types of traditional functions, e.g.
sigmoid, hyperbolic, tangent. For integer values of v, presented neural network
behaves as classical net with architecture presented in earlier works. Further
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experiments with wide range fluctuation of v and its impact on the whole per-
formance of the net will be the next stage of the presented work. Accuracy in
approximation of derivative or derivative-integral values in calculations of step
discretization, determines the accuracy of numerical approximation. Proposed
base functions with adopted fractional derivative mechanism have been success-
fully tested with classic back-prop net architecture under the XOR problem.
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Abstract. This paper introduces an efficient sorting algorithm that uses
new models of receptors and neurons which apply the time-conditional
approach characteristic for nervous systems. These models have been
successfully applied to automatically construct neural graphs that con-
solidate representation of all sorted objects and relations between them.
The introduced parallely working algorithm sorts objects simultaneously
for all attributes constructing an active associative neural graph repre-
senting all sorted objects in linear time. The sequential version works in
linear or sub-linearithmic time. The paper argues that neurons can be
used for efficient sorting of objects and the constructed network can be
further used to explore relationships between these objects.

Keywords: Brain-inspired computations · Neuron models · Sorting
algorithms · ASSORT · Associative representation · Computational
complexity

1 Introduction

Brains are powerful biological computational machines that allow us to quickly
and intelligently react to various situations, learn, represent knowledge, and
think [6,9,14]. They use neurons that can automatically adapt, specialize, and
cooperate to represent complex data and various combinations of input stimuli
coming from other neurons or various receptors [5,11]. The cooperation is pos-
sible due to the conditionally triggered plasticity processes which allow neurons
to arrange data in order and represent objects [8,10]. Spiking neurons more pre-
cisely reproduce biological processes of real neurons, but they are still difficult to
use to solve real engineering tasks and compete with other computational meth-
ods [7]. Modern deep learning strategies hierarchically combine various neural
networks and usually achieve better generalization results than other learning
strategies [3,12]. The contemporary neural networks and learning strategies do
not yet model knowledge or intelligence satisfactorily, so scientists conduct fur-
ther research and investigations of unexplained features and functions of biolog-
ical neurons to reveal useful mechanisms that can expand our knowledge and
the abilities of artificial neural networks [2,9,13].

Sorting algorithms are very useful and widely used in contemporary computer
science because they determine the efficiency of search operations and other algo-
rithms based on the Turing machine computational model. The major part of
c© Springer International Publishing AG 2017
L. Rutkowski et al. (Eds.): ICAISC 2017, Part I, LNAI 10245, pp. 64–74, 2017.
DOI: 10.1007/978-3-319-59063-9 6
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sorting algorithms compares sorted data and uses the results of comparisons to
change the order of elements, e.g. quicksort or heapsort. A few others count up
data of the same values, e.g. counting sort or radix sort, in order to compute the
destination positions of sorted elements in the defined order [1]. The introduced
ASSORT-2 algorithm uses the local measures of similarities that are computed
by sensors which differentiate moments of neural activities that determine in
which positions new sorted elements will be placed. In this algorithm, no values
are directly compared or counted up, but activated neurons stimulate other con-
nected neurons in which a plasticity process can be conditionally started, which
leads to an insertion of new sorted elements in order. This paper introduces an
improved brain-inspired sorting algorithm based on new models of neurons and
sensors with built-in plasticity rules that automatically constructs and develops
an associative neural graph to achieve a neural structure representing sorted
objects by all attributes simultaneously. The correctness of the described algo-
rithm will be proven and its computational complexity will be estimated in the
following sections.

In the previous research, the ASSORT algorithm was proposed. It operated
only on the positive numbers and the neurons combined with the built-in sensors
[5]. This paper extends this model with an ability to sort any numbers and even
symbolic data that can be ordered and for which a measure of distance between
them can be defined. It also enriches this algorithm with new models of sensors
and neurons with predefined plastic built-in rules that automatically organize
and connect neurons to achieve a neural structure of sorted objects simultane-
ously for all attributes using time as a computational factor. Thus, this paper
argues that it is beneficial to expand artificial models of neurons with some pre-
defined plasticity mechanisms to automatically develop an appropriate neural
network structure for given data as it is working in nature thanks to a genetic
code inside nuclei of biological neurons [8,10,11]. This paper reveals how plastic-
ity rules can make neurons to work collectively using brain-inspired mechanisms
[4,5] and sort objects without comparisons of sorted values or computing their
positions in the sorted sequence. In the ASSORT-2 algorithm, sorted values are
presented to sensors that stimulate neurons with the strength corresponding to
the similarities of the represented values by the sensors to the value presented
on the input sensory field where these sensors are located. A single rule will be
used to conditionally start a plasticity process that can appropriately and auto-
matically construct and configure a structure of neurons representing all objects
sorted according to all their attributes simultaneously.

The introduced sorting strategy inspired by biological neural plasticity
processes and the biological receptors and the senses [8,10,11] is very efficient
and can be used for sorting data as well as other fast sorting algorithms as quick
sort, heap sort, or counting sort [1]. The ASSORT-2 algorithm is parallel in its
nature as well as biological neural processes in nervous systems. It works in lin-
ear time. It has been also adapted to work on a sequential Turing machine where
it has sub-linearithmic or linear time complexity depending on the sorted data.
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2 Models of Neurons, Receptors, and the Senses

Biological neurons are living cells that are preprogrammed by the genetic code
to perform various functions in nervous systems. This code enables the diversity
of neurons, their functions, and structures. Artificial neurons should also have an
artificial genetic code that determines their behavior and conditional plasticity
rules to optimize their structure for given data and attributes. Therefore, we have
to create a neural structure from scratch, defining some local plasticity rules for
neural network elements replacing the real genetic code. In the presented model,
sensors, sensory neurons, and object neurons use such rules.

The sensory neurons are preprogrammed to create exactly two connections to
other sensory or extreme neurons (described in Subsect. 2.2), which is necessary
for sequential sorting. Each sensory neuron is also preprogrammed to connect
to a single sensor. Sensors are highly sensitive to the represented unique values
and less sensitive to all other values of the attribute represented by the sensory
field associated with these sensors. Each sensor measures the similarity of the
represented value to an input value presented on the input sensory field in which
this sensor is placed. The plastic input sensory fields can represent the biological
senses and other sensors that we cannot meet in nature, but they are useful from
the practical point of view in order to optimize neural structures for various data
and attributes.

We assume to develop an associative neural graph structure from scratch
(Fig. 1) that will be used to store all objects {o1, ..., oN} sorted simultaneously
according to all attributes {a1, ..., aK} with aggregated duplicates. The sorted
objects are introduced to this neural graph subsequently. Each sorted object
is defined as on = (va1

n1
, ..., vaK

nK
) where vak

nk
is a value of its attribute ak. The

attribute values of the sorted objects are simultaneously presented on the ade-
quate sensory inputs fields that distribute these values to all connected sensors.

2.1 Sensory Fields and Sensors

Receptors of the biological senses (sight, hearing, touch, taste, smell) are capable
of reacting to a certain type and limited range of input stimuli with different
strength according to its type, location, and the intensity, length, and frequency
of an input stimulus. The biological senses, as well as other attributes, are here
modeled using plastic input sensory fields that consist of sensors which are sen-
sitive to a limited range of values defined by sorted objects. All input sensory
fields are created from scratch, so it is necessary to automatically define and
update ranges of sensed values after presented input data on them. Therefore
we need to create a variable rak in each sensory field F ak to store and update
the experienced range of data values of the attribute ak:

rak = vak
max − vak

min where vak
max = max{vak

i }, vak
min = min{vak

i } (1)

where vak
min and vak

max are the minimum and maximum already experienced val-
ues from all values vak

i of the attribute ak on the sensory field F ak stored in
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Fig. 1. The associative neural graph constructed using the associative sorting for all
attributes simultaneously with an illustration of the proof (13)–(14) on the sample
data.

the extreme sensors Sak
min and Sak

max. Each plastic input sensory field F ak is
preprogrammed to represent a new value vak of the object attribute ak and
create new sensors Sak

v for the presented value vak that is sufficiently different
(∀i d(vak , vak

i ) > εak) from the other values vak
i already represented by the exist-

ing sensors Sak
vi

, where the difference d(vak , vak
i ) between vak and vak

i is defined
as follows:

d(vak , vak
i ) = |vak − vak

i | (2)

The information about the sufficiently different input value vak from the val-
ues vak

i represented by the existing sensors Sak
vi

can be driven from the lack
of the strong enough reactions of these sensors to this value presented on the
input sensory field F ak . If the minimum difference (2) of all existing sensors
Sak

vi
representing the values vak

i is bigger than the defined minimum difference
(∀i d(vak , vak

i ) > εak) then a new sensor Sak
v is created by the input sensory field

F ak to represent this new input value (Fig. 1). If necessary the range rak and
the minimum vak

min and maximum vak
max experienced values represented in the

extreme sensors are automatically updated (1). Each parallelly working sensor
Sak

vi
reports back its input sensory field F ak if it differs from the presented input

value vak less than the defined minimum difference (d(vak , vak
i ) ≤ εak) in order

to prevent the creation of a new sensor for the value vak . Sorting requires the
maximum precision and no approximation, so we assume here that ∀ak

εak = 0.
The extreme sensors Sak

min and Sak
max are highly sensitive to the existing and

new extreme values presented on the input sensory field F ak :

xak
min =

{
v
ak
max−vak

rak
if rak > 0

vak
min − vak + 1 if rak = 0

(3)



68 A. Horzyk

xak
max =

{
vak−v

ak
min

rak
if rak > 0

vak − vak
max + 1 if rak = 0

(4)

They are created when the first input value vak is presented on the input sensory
field F ak . After the first value sensor Sak

vi
is created they are initialized in the

following way: vak
min = vak

max = vak
i = vak , where vak

i is the value represented
by this value sensor. The extreme sensors Sak

min and Sak
max stimulate appropriate

extreme neurons Rak
min and Rak

max with the strength computed by (3) and (4)
appropriately. Each extreme sensor stimulates its extreme neuron with the value
bigger than its threshold (θR

ak
vmin

or θR
ak
vmax

) if a new appropriate extreme value
is presented on the input sensory field for the first time. The stimulation is equal
to this threshold for the current appropriate extreme value of the attribute ak

presented on the input sensory field.
The input sensory fields can model the full variety of the possible senses (not

only biological) and be used as input interfaces between any computer applica-
tion and an internal neural representation of objects and their relations. The goal
is to construct a complex neural system associating many various combinations
of input stimuli [5]. The input sensory fields contain sensors. The same values
of each attribute are aggregated by the same sensors, so we usually create much
fewer sensors than the number of sorted objects. All value sensors Sak

vi
located in

the sensory field F ak simultaneously react to the presented input value vak with
different strength (5) according to the difference of the represented and sensed
values:

xak
vi

=

⎧⎨
⎩

1 − |vak
i −vak |

rak
if rak > 0

|vak
i |

|vak
i |+|vak

i −vak | if rak = 0
(5)

Each such sensor Sak
vi

is highly sensitive to the value vi
ak it represents and

appropriately less sensitive to the other presented values from the already expe-
rienced range (1). The stimulated value sensors Sak

vi
continuously stimulate the

connected sensory neurons Rak
vi

and charge them as long as the value vak is pre-
sented on the input sensory field F ak . Thus, each sensory neuron can achieve its
activation threshold in a different time (6) according to the strength it has been
stimulated by the sensor and the period of time it has been stimulated:

tvak
i

=

⎧⎪⎪⎨
⎪⎪⎩

rak

θ
R

ak
vi

(
rak−|vak

i −vak |
) if |vak

i − vak | < rak

∞ if |vak
i − vak | = rak

1 + |vak
i −vak |
|vak

i | if rak = 0

(6)

2.2 Extreme, Sensory and Object Neurons

In nature, actions elicit reactions, so immediately after the creation of the sen-
sors Sak

vi
, Sak

min and Sak
max new appropriate sensory neurons Rak

vi
and extreme

neurons Rak
min and Rak

max are created, stimulated, and activated. Each sensory
neuron is preprogrammed to create exactly two weighted connections to any
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sensory or extreme neurons. Each extreme neuron is preprogrammed to create
exactly a single connection to any sensory neuron. In this computational model,
sensory and extreme neurons use virtual noticeboards Ba1 , ..., BaK built-in all
sensory fields F a1 , ..., F aK to send advertisements about their will to connect.
These noticeboards match advertisements and send back to advertisers infor-
mation about the matched neurons to which advertisers should connect. Each
noticeboard Bak can contain only two announcements, so they are processed in
constant time. The connections weights between sensory and extreme neurons
are equal the activation thresholds of the postsynaptic neurons:

wR
ak
min,R

ak
vmin

= θR
ak
vmin

wR
ak
max,R

ak
vmax

= θR
ak
vmax

wR
ak
vmin

,R
ak
min

= θR
ak
min

wR
ak
vmax ,R

ak
max

= θR
ak
max

(7)

The activation threshold of the sensory neuron Rak
vi

is denoted as θR
ak
vi

and of the
extreme neurons as θR

ak
min

and θR
ak
max

. The activation thresholds of all extreme
and sensory neurons are fixed here: ∀k,i θR

ak
min

= θR
ak
max

= θR
ak
vi

= 1 and they do
not change. The activation functions of the extreme neurons (8) are defined in
such a way to activate an appropriate extreme neuron when a new or existing
extreme value is presented on the input sensory field:

yak
min = f(xak

min) =
{

1 if xak
min ≥ θak

min

0 if xak
min < θak

min

yak
max = f(xak

max) =
{

1 if xak
max ≥ θak

max

0 if xak
max < θak

max

(8)

The extreme value presented on the input sensory field causes excitation of an
appropriate extreme neuron exactly to its activation threshold xak

min = θR
ak
min

or
xak

max = θR
ak
max

. In turn, any new extreme value stimulates this neuron stronger
xak

min > θR
ak
min

or xak
max > θR

ak
max

. Such a strong, above-threshold stimulation
starts the plasticity process of the extreme neuron, which is processed as follows:

1. Disconnect the extreme neuron from the currently connected sensory neuron.
2. Send a new advertisement to the noticeboard Bak in order to connect it to

another sensory neuron.
3. Connect it to a new matched sensory neuron when the noticeboard answers.

The sensory neuron Rak
vi

, which represents a highly similar value to the one
presented on the input sensory field F ak , will be activated the fastest and then it
stimulates the connected neurons Rak

vj
(sometimes also Rak

min or Rak
max) through-

out the synapses which weights are computed after:

wR
ak
vi

,R
ak
vj

= 1 − |vak
i − vak

j |
rak

(9)

Objects are defined by combinations of attribute values, where each object
on is represented by the object neuron On and each attribute value vi is repre-
sented by the sensory neuron Rak

vi
. Therefore, each object neuron On is defined



70 A. Horzyk

by a certain combination of connected sensory neurons (Fig. 1). The weighted
connections between the object neurons and the sensory neurons are fixed as
wOn,R

ak
vi

= θR
ak
vi

. The excitation level of each sensory neuron is computed as the
weighted sum of possible input stimuli coming from its connected sensor, sensory
neurons and object neurons using the following formula:

XR
ak
vi

= tvak
i

·xak
vi

+

R
ak
vj

�R
ak
vi∑

j

yR
ak
vj

·wR
ak
vj

,R
ak
vi

+
On�R

ak
vi∑

n

yOn
·wOn,R

ak
vi

(10)

where yOn
denotes the output value of the object neuron On and yR

ak
vj

is the
output value of the sensory neuron Rak

vj
computed as follows:

yR
ak
vj

=

{
1 if XR

ak
vj

≥ θR
ak
vj

0 if XR
ak
vj

< θR
ak
vj

(11)

The connection plasticity condition for sensory neurons that is crucial for
the presented ASSORT-2 algorithm is defined in the following way (Fig. 1): Dis-
connect the sensory neuron Rak

vj
from the sensory neuron Rak

vi
when it is less

stimulated by this neighbor neuron than by its value sensor Sak
vj

taking into
account the defined sensory minimum difference εak :

0 < yR
ak
vi

·wR
ak
vi

,R
ak
vj

< xv
ak
j

− εak (12)

The disconnected neurons Rak
vj

and Rak
vi

send advertisements to the noticeboard
Bak and wait for answers. If possible the noticeboard automatically matches
appropriate advertisements in constant time and sends advertisers back the infor-
mation about the associated neurons. The matched advertisers simply connect
to one another.

Only one of the connected sensory neurons Rak
vj

can satisfy this plasticity
condition (12) (Fig. 1). If so, the two neurons Rak

vi
and Rak

vj
are disconnected and

send advertisements to the noticeboard Bak that already contains two adver-
tisements sent previously by just created sensory neuron Rak

v . In result, these
advertisements are matched and two new weighted connections are created (9).

Proof. Each sensory neuron is always connected in the right order because
∣∣vak

i −vak
j

∣∣ >
∣∣vak

j −vak
∣∣if and only if vak

j < vak < vak
i or vak

j > vak > vak
i (13)

Therefore, the plasticity condition (12) is true only in the above cases (Fig. 1):

0 < yR
ak
vi

·wR
ak
vi

,R
ak
vj

= 1·
(

1− |vak
i − vak

j |
rak

)
< 1− |vak

j − vak |
rak

= xv
ak
j

−εak (14)

In the parallel implementation, neurons always incept a neuron representing a
new value in constant time, so the ASSORT-2 is always performed in linear time.
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The object neurons {O1, ..., O ̂N} are automatically created for the presented
objects {o1, ..., oN} if the parallel stimulation of sensory neurons has not acti-
vated any existing object neurons, where N̂ ≤ N because identical objects are
represented by the same object neurons. Each neuron On is defined by a certain
combination of the sensory neurons {Ra1

vn1
, ..., RaK

vnK
} connected to the sensors

{Sa1
vn1

, ..., SaK
vnK

} representing the object values {vn1
a1 , ..., vnK

aK}. The activation
threshold of each object neuron is set to the number of the connected sensory
neurons θOn

=
∥∥∥Rak

vnk
� On

∥∥∥ = K. The object neuron excitation is computed as:

XOn
=

R
ak
vnk

�On∑
k

yR
ak
vnk

·wR
ak
vnk

,On
(15)

All connection weights are wR
ak
vnk

,On
= 1. Thus, the object neuron On is activated

only if all sensory neurons defining it have been activated earlier according to:

yOn
=

{
1 if XOn

≥ θOn

0 if XOn
< θOn

(16)

The ASSORT-2 algorithm develops an associative neural graph (Fig. 1) that
makes data contextually available, replacing time-consuming search algorithms.

3 Simplistic Sequential Neural Associative Sorting

The simplistic sequential neural associative sorting SS-ASSORT-2 is intended
to sequential Turing machines. It only uses the strongest stimulated sensors for
each attribute to start the plasticity insertion process of new sensory neurons.
The sensors in the input sensory fields F a1 , ..., F aK are organized using B-trees
with duplicates aggregation (Fig. 2) which enable to find the most similar already
represented values to the values presented on the input sensory fields in loga-
rithmic time. The sensor numbers Ja1 , ..., JaK for the attributes a1, ..., aK are
always less or equal the number of sorted objects (∀kJak ≤ N) because of the
aggregations of the same attribute values in the same sensors. As a result, the
strongest stimulated sensors representing the most similar values to the presented
values are usually found in sublogarithmic or even constant time, according to
the numbers of unique attribute values. If all attributes have constant numbers
of unique values (∀kJak � N) we can assume that the search complexity for
these B-trees is O(log2Jak) ≈ O(1). Therefore, the simplistic sequential neural
associative sorting SS-ASSORT-2 is processed in linear time if this condition is
true. In the other cases, where for ∀kJak ≤ N , it has usually sub-linearithmic
complexity O(N · (log2Ja1 + ... + log2J

aK )). If ∀kJak ≈ N then the complexity
is linearithmic. Summarizing, the best time complexity for the SS-ASSORT-2
algorithm on a sequential machine is linear, the worst one is linearithmic, e.g.
when all or almost all sorted attribute values are different, and the expected one
is sub-linearithmic dependently on the numbers of unique values defining object
attributes.
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Fig. 2. The simplistic sequential associative neural graph constructed for all Iris data
using B-trees to organize sensors in the sensory fields, which is able find out the most
similar ones in O(log2J

ak ) time for each attribute ak.

The presented algorithm has been sucessuffy tested on various data, e.g.
Iris or Wine data. However it is very difficult to illustrate such structures, the
presented one in Fig. 2 associates all similar attribute values and all similar
objects of this data set. In this structure, all training objects are sorted after all
attributes simultaneously. This great advantage can be appreciated only when it
is used to find similar objects or specify different dependences between objects.

4 Conclusions and Remarks

This paper described the neural associative sort ASSORT-2 that uses the neural
platform to automatically arrange data represented in sensors and neurons in
order. The objects defined by various sets of parameters can be now sorted
by neurons according to all attributes simultaneously in linear time. The pre-
sented brain-inspired computations work locally, use time as the computational
factor and do not require loops, complex mathematical formulas, conditions,
direct comparisons of attribute values or counting them up. On the basis of a
few preprogrammed simple rules, each neuron can locally decide about start-
ing its plasticity process that creates or reconfigures its connections and sets
or updates weights. The presented models of neurons owe their opportuni-
ties threshold activation functions which enable to activate them in different
moments. The sequence of activations of neurons is the key factor that allows
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for local plasticity decision making and sorting of values represented by neurons
connected to sensors which charge them according to the different similarities to
presented values on input sensory fields. Thus, this automatically self-developed
and self-organized neural structure allows us to replace time-consuming search
routines by more efficient ones working on appropriately connected neurons rep-
resenting desired relations. Such neural networks can then be used to provide
us with various answers about associated objects which can be received usually
in constant time. Contemporary computer architectures based on the Turing
machine are not the efficient platforms for execution of such neural computations.
On the other hand, this paper also introduced the efficient simplistic sequential
associative sorting algorithm SS-ASSORT-2 that can sort objects according to all
attributes simultaneously in sub-linearithmic or even linear time on a sequential
Turing machine according to the numbers of unique attribute values.

This paper proved that special neurons can be used to sort data and can do
it efficiently in comparison to other sorting algorithms, taking into account their
computational complexities. The additional outcome of this algorithm is the abil-
ity to create associative neural graph structures that allow us for fast automatic
data mining and reasoning about similarities, differences, correlations, extremes,
classes etc. These interesting features, abilities, and applications will be described
in future papers. This research was supported by AGH 11.11.120.612.
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Abstract. Existing object detection frameworks in the deep learning
field generally over-detect objects, and use non-maximum suppression
(NMS) to filter out excess detections, leaving one bounding box per
object. This works well so long as the ground-truth bounding boxes do
not overlap heavily, as would be the case with objects that partially
occlude each other, or are packed densely together. In these cases it
would be beneficial, and more elegant, to have a fully end-to-end system
that outputs the correct number of objects without requiring a separate
NMS stage. In this paper we discuss the challenges involved in solv-
ing this problem, and demonstrate preliminary results from a prototype
system.

Keywords: Object detection · Deep learning · Overlapping objects ·
Clustered objects · Non-max suppression

1 Introduction

Object detection is the task of localising and classifying all objects present in an
image [18]. While the field of deep learning has produced many object detection
networks with excellent true positive rate, they tend to suffer from low precision,
i.e. high false positive rate. Usually the network outputs many bounding boxes
per object, and these over-detections are filtered by non-max suppression (NMS)
[17], leaving one box per object. NMS is a fixed post-processing step that is not
learnt from the data, and typically relies on a user-chosen overlap threshold
(0.7 used in [16]). Furthermore, NMS is unaware of the contents of the boxes it
prunes, and so has no way to know if the ground-truth boxes really do overlap.

The question arises of how it may be possible to train a deep neural network
to output exactly one box per object, without the need for a separate non-learned
filtering step. Aside from being more elegant, this approach may have potential
for greater accuracy, particularly in the case of detecting many small, densely
clustered objects. In these cases, traditional NMS may struggle to tell if two
boxes overlap because they are localising the same object or if they are localising
different objects which are very close. This is especially true when objects of the
same class are not only close but genuinely do overlap. With very high numbers
c© Springer International Publishing AG 2017
L. Rutkowski et al. (Eds.): ICAISC 2017, Part I, LNAI 10245, pp. 75–85, 2017.
DOI: 10.1007/978-3-319-59063-9 7
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of densely packed objects, another problem may also emerge: because detection
networks emit a fixed number of boxes, it may become necessary to coordinate
these boxes such that they are properly distributed among the many objects
present. Over-detection in these cases may not only raise the false positive rate,
but also lower the true positive rate; if there are only enough boxes to detect
everything once then over-detecting one object may leave no boxes for another.

Close and overlapping objects occur in crowd footage, autonomous vehicle
visual feeds, and histological images from biomedical microscopy, such as those in
Fig. 1. In this paper we choose cell microscopy as a test case, and use the Simulat-
ing Microscopy Images with Cell Populations (SIMCEP) [10] system to generate
large quantities of synthetic images with perfect ground-truth annotation for
training and testing. The simplicity of this benchmark, which can be solved to
reasonable accuracy without deep learning [19], allows us to focus solely on the
over-detection problem. SIMCEP allows the user to generate artificial cell popu-
lations with varying degrees of clustering and overlap, and so makes an excellent
testing ground for a dense object detection framework. Using simulated images
allows us to generate essentially unlimited quantities of training data, bypassing
the scarcity of labelled data that is normally the biggest constraint when training
deep networks to solve bio-imaging problems. It is hoped that systems trained
on SIMCEP images may still be applicable to real-world histological images via
transfer learning. Fluorescence microscopy image analysis often requires objects
to be counted as well as localised, so a one-box-per-cell system, which can be
seen as combined localisation and counting, would be quite relevant in this field.

Fig. 1. (a) mouse embryo, an extreme case of overlapping objects consisting of a ball of
around 20 cells. (b) Human HT29 colon cancer cells, packed very closely. Both images
from the Broad Bioimage Benchmark Collection [12].
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2 Related Work

2.1 Deep Learning Methods for Object Detection

Object detection in deep learning is largely dominated by the Region Convolu-
tional Neural Network (R-CNN) family of models. The original R-CNN [5] uses
a selective search based method [22] to propose interesting-looking regions, only
using the CNN to generate feature vectors for each region and a support vector
machine (SVM) approach to then score them for each class. Fast R-CNN [4] is
an iteration on this work, speeding the process up mostly by generating all con-
volutional features for the image in a single pass and pooling sub-sets of them for
different region proposals, rather than running each proposed region through the
CNN separately. Faster R-CNN [16] improves further by using the same convo-
lutional network for both proposing regions and classifying their contents. This
saves computational time and results in slightly more accurate bounding boxes,
as well as being a more elegant system. Almost the whole pipeline is performed
by the network, only the NMS is done separately.

Faster R-CNN is a fully convolutional network (FCN), so images of arbitrary
size can be passed and the feature maps will grow or shrink accordingly. The
final convolutional layer outputs feature vectors describing overlapping square
regions in the image; these are used by the region proposal network (RPN) to
predict a fixed number of bounding boxes per region. The RPN’s output tensor
consists of multiple “detectors”: groups of neurons representing bounding box
parameters and confidence levels. Each output box is described relative to a
different fixed “anchor” box. The anchors are Faster R-CNN’s answer to the
problem of expressing an unordered set of boxes with a fixed-size tensor. The
loss function must decide at training time which boxes from the RPN are to
match with which ground-truth boxes, and which boxes should have high class
probability (i.e. the RPN’s confidence that box contains an object). In practice,
all boxes whose anchors overlap sufficiently with a ground-truth box are trained
to have high class probability and incur regression loss on their deviation from
the ground-truth box. Output boxes whose anchors do not overlap sufficiently
with any ground-truth box only incur loss for having high class probability.
This can be seen as giving each detector a different “jurisdiction”, in which it is
responsible for matching any ground-truth box with a certain position, aspect
ratio and size.

Another relevant detection framework is YOLO [15], which differs from Faster
R-CNN principally in that is not an FCN. Although this requires that images
are resized to a fixed dimension before processing, it also means that the feature
maps are of constant size. This allows the final layer to be converted to a fixed-
size vector that describes the entire image, in a similar manner to AlexNet [9].
This allows the classifier to make use of global image context, resulting in higher
accuracy compared to Faster R-CNN, whose classifier only pools convolutional
features from within the proposed bounding boxes. YOLO assigns responsibility
to its output boxes in a different way to Faster R-CNN. Unlike Faster R-CNN,
the jurisdictions of the detectors are not pre-defined, rather, responsibility for
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detecting a given ground-truth box is assigned at training time to whichever
detector outputs a box with the greatest intersection over union (IoU) with that
box. The authors claim this leads to detectors learning to specialise in different
sizes, aspect ratios and classes of object.

Although the above methods excell at detecting small numbers of large
objects in datasets such as Pascal VOC [3], they are less well tested on large
numbers of small objects. In particular, they all tend to over-detect objects,
outputting many bounding boxes which must then be pruned by NMS to leave
only one box per instance. The problem of learning to count has been explic-
itly investigated in [20], whose authors show that a network trained only on the
multiplicity of a target object type will learn features that are also useful for
classification and localisation of said objects. Although the results are encourag-
ing, they do not tackle the problem of coordinating object detectors to output
exactly one bounding box per ground-truth object.

2.2 Deep Learning Methods for Cell Detection

The greatest obstacle in applying deep learning approaches to biomedical image
processing is the scarcity of labeled training data. Deep neural networks generally
require many thousands of labeled images to train effectively, but individual
problems in biomedicine tend to avail neither thousands of images nor enough
trained experts to label them all. Many proposed methods [1,11,14] circumvent
this problem by using CNNs to perform pixel-wise binary classification. These
networks take small image patches as input and output the probability of the
central pixel in the patch being part of a target object. Although this is a harder
task than whole-image classification, it can yield thousands of training examples
per image, since each pixel and its neighbourhood becomes an example in the
training set. For example, [2] trains a CNN to identify the central voxels of
zebrafish dopaminergic neurons in 3D images. This is part of a larger pipeline,
which first uses an SVM to narrow down the set of potential voxels, so that the
CNN need not be applied to every possible location in the image. The output
probability map is then smoothed and individual cells are detected as local
probability maxima. [14] uses a CNN to detect lipid deposits in retinal images,
by classifying the central pixel of 65 × 65 image patches. Since these deposits
are diffuse, amorphous objects, pixel-wise classification is appropriate here and
there is no attempt to define the number of deposits present.

In [8], an FCN is trained to classify histological images at a whole-image
level. Although it is only trained with whole-image labels, it is still able to
localise individual cells by deriving class probability maps from the final con-
volutional layers, in a manner inspired by [21,23]. FCNs are particularly useful
when processing histological images due to their ability to naturally scale to
images of arbitrary size, without needing to downsample large images to a fixed
size. [11] train a standard CNN to classify the central pixel of image patches,
then convert it to an FCN to perform pixel-wise classification over a whole image
in one pass. This has performance benefits over processing patches one-by-one,
since computations can be shared among overlapping image patches.
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A standard CNN based on the design of Krizhevsky [9] is used to count human
embryonic cells in [6]. Since the cells in these images show very high overlap, the
act of counting is treated as a classification task and the cells themselves are not
localised.

3 Method

When attempting to design a network that produces output of variable length,
one immediately hits two technical limitations:

– Existing deep learning frameworks process data in “tensors”, N -dimensional
arrays whose shape is always a hyperrectangle. This includes the output tensor.
Outputting a different number of boxes for each image in a batch would be
like outputting a matrix with variable length rows, which is not supported.

– In order for the network to learn the correct number of boxes, this number
needs to be somehow differentiable. That means the number of boxes produced
must vary smoothly with respect to the network parameters; a small parameter
change should result in a small improvement in the number of boxes.

These constraints can be satisfied by outputting a fixed number of boxes with
confidence scores attached - as is the case in existing detection frameworks. The
problem now is how to assign confidence scores such that each object gets exactly
one high confidence box that matches its corresponding ground truth box.

3.1 Loss Function

To train a network to behave in such a way, a loss function is required that is
minimised if and only if the network outputs exactly one matching box with high
confidence for each ground-truth box. This is difficult, because the order in which
the boxes are emitted should not matter. Loss functions in supervised learning
work by penalising deviation from some target output, but if a network emits
N output boxes per image and an image has M objects, then there are N !

(N−M)!

possible correct outputs, corresponding to different orderings of the boxes. Faster
R-CNN and YOLO solve this problem by establishing “jurisdictions” for their
output boxes, whereby the loss function demands that a box should have high
confidence if a ground-truth box falls into its jurisdiction.

Ideally, we would like the loss function to be minimised no matter which
detectors are used to label the objects, so long as there is only one each. To
this end, we define a loss function that assigns responsibility for ground-truth
boxes based on both the output box parameters (centre coordinates, width and
height) and confidence scores. We define a responsibility matrix R, where Rij is
the responsibility of detector i for object j, and

Rij =
Ci

Dij
(1)
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Dij = (xi − x∗
j )

2 + (yi − y∗
j )

2 + (wi − w∗
j )

2 + (hi − h∗
j )

2 (2)

where x, y, w, h are centre coordinates and width and height, normalised to
[0, 1] relative to the image dimensions and mean box size, respectively, ∗ denotes
ground-truth, and Ci is the confidence of detector i.

At training time, each ground-truth box j selects the detector that is most
responsible for it:

R∗
j = arg max

i
Rij (3)

This chosen detector incurs a regression loss DR∗
j ,j

, causing it to better localise
the object for which it was responsible. All detectors also incur regression loss
on their confidence, where target confidence C∗

i is 1 if detector i is responsible
for an object, and 0 otherwise. The total loss is then:

L =
1
N

∑

i

(Ci − C∗
i )2 +

1
M

∑

j

DR∗
j ,j

(4)

where M and N are the number of ground-truth objects and detectors, respec-
tively. This responsibility scheme is similar to that used by [15], but differs in
that ours takes into account box confidence, allowing it to penalise over-detection
if too many high confidence boxes are emitted.

Using detector confidence to establish responsibility allows the network to
choose for itself which detector will be responsible. If detectors 1 − 5 localise
object j, then their regression losses Dij for i = 1..5 will be similar, and so
the highest responsibility will go to detector k with highest confidence Ck. This
chosen detector will get a target confidence C∗

k of 1 while the others get 0. This
reinforces detector k as the detector responsible for that object; next time the
same object is seen, Ck will be higher, while others will be lower. This can be
seen as a kind of learnt NMS.

We found that if confidence is not used to determine responsibility (Rij =
1

Dij
), the network outputs many boxes per object which all have roughly equal

confidence well below 0.5. This is because the network cannot predict which
box will be closest to the ground-truth since they are all close, and so cannot
predict which should have confidence 1 and which should have 0. Moving all but
one box away from the object would be a solution, but this would only produce
discontinuous, non-differentiable changes in loss as the responsibility assignment
changes suddenly, so the network cannot learn to do this.

3.2 Model Architecture

A recurrent neural network (RNN) would be the obvious choice to minimise the
loss function described above. If bounding boxes are emitted sequentially rather
than simultaneously, then each one can be dependent on the ones that came
before it. In this way, a detector can avoid outputting a high confidence box on
an object that has already been detected. Despite this attractiveness though,
our best results out of the many architectures trialled came not from an RNN
but from an FCN. This architecture is specified in Table 1.
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Everything from conv1 to conv7 is a relatively standard convolu-
tion/maxpooling stack, with some slightly unusual features (stride of 2 in conv6)
which allow the stack to output feature maps whose effective receptive fields
in the image overlap by half (effective receptive field size is 64 × 64 pixels,
effective stride is 32 × 32). This overlap ensures that every object lies fully
within at least one neuron’s receptive field. boxes emits bounding box para-
meters and boxes global is a custom layer that performs a simple trans-
formation from local coordinate space global image space. concat joins the
feature maps of boxes global and conv7, allowing the remaining three lay-
ers to predict confidence scores based on both the boxes themselves and the
image features they were predicted from. We observed a modest improve-
ment in performance due to this addition. The final three layers, then, can
be seen as a learnt filtering stage that replaces the traditional NMS post-
processing. A Theano/Lasagne implementation is available at https://github.
com/philipjackson/avoiding-overdetection.

Table 1. A specification of our network architecture. Unless otherwise stated, each
layer takes the previous layer’s output as input. Nonlinearities are leaky rectified linear
[13] with α = 0.1 unless otherwise stated. B is a hyperparameter denoting the number
of detectors per “window” (i.e. position in the final feature map, conv7). B = 9 in our
experiments.

Network layers

Name Type Parameters

conv1 Convolution num filters=32, filter size=(5,5)

pool1 Maxpool pool size=(2,2)

conv2 Convolution num filters=48, filter size=(3,3)

pool2 Maxpool pool size=(2,2)

conv3 Convolution num filters=64, filter size=(3,3)

pool3 Maxpool pool size=(2,2)

conv4 Convolution num filters=86, filter size=(3,3)

pool4 Maxpool pool size=(2,2)

conv5 Convolution num filters=128, filter size=(1,1)

conv6 Convolution num filters=128, filter size=(2,2), stride=(2,2)

conv7 Convolution num filters=128, filter size=(1,1)

boxes Convolution num filters=4*B, filter size=(1,1), nonlinearity=identity

boxes global Coord Transform

concat Concatenation inputs=boxes global,conv7

filter1 Convolution num filters=16*B, filter size=(3,3)

filter2 Convolution num filters=16*B, filter size=(1,1)

confidence Convolution num filters=B, filter size=(1,1), nonlinearity=sigmoid

4 Results

We trained our model on a set of 17000 SIMCEP images using the Adam opti-
mizer [7], and validated against a set of 3000. The images were of size 224 × 224

https://github.com/philipjackson/avoiding-overdetection
https://github.com/philipjackson/avoiding-overdetection
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pixels and contained anywhere from 1 to 15 cells. The parameters of SIMCEP
were adjusted to randomise obfuscating features such as blur, Gaussian noise
and uneven lighting, and the cells show varying levels of clustering and overlap.

A selection of results is shown in Fig. 2. We interpret any detection with a
confidence above 0.5 as a positive, and so the number of such detections is the
network’s estimate of the number of cells present. Across our validation set, the
root mean square of the deviation of this estimate from the true count was 2.28.
Further quantitative results are shown in Table 2.

Fig. 2. A sample of detection results on SIMCEP images. Confidence is represented in
the transparency of the boxes; all output boxes with confidence above 0.1 are shown.
Instead of post-processing with NMS, we simply take boxes with confidence above 0.5
(shown in red) as positive detections. Boxes with confidence below 0.5 are shown in
blue. (Color figure online)

Table 2. True and false positive rates on training and validation sets. A true positive
is counted as any output box with an intersection over union (IoU) above 60% with a
ground-truth box, but each ground-truth box can only be paired with a single output
box. So if two output boxes cover the same object, then this counts as one true positive
and one false positive. Output boxes with less than 60% IoU with any ground-truth
box are always false positives.

True positive rate False positive rate F1-score

Training set 75.4% 19.2% 0.774

Validation set 75.3% 19.4% 0.773
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5 Conclusion

For images containing objects whose bounding boxes overlap heavily due to
occlusion or dense clustering, NMS cannot reliably remove excess bounding boxes
emitted by the network, since ground-truth bounding boxes with identical classes
may truly overlap significantly. An end-to-end system that outputs the correct
number of boxes without the need for post-processing NMS is therefore prefer-
able. In this paper, we discuss the problem and take some early steps towards
solving it, demonstrating a system that can localise densely clustered objects
and simultaneously approximate the correct number of boxes. Rather than per-
forming regression directly on the number of objects, we encode this number
implicitly in the number of high confidence boxes emitted by the network.

We propose that, unless an alternative output encoding can be found which
shows a one-to-one mapping between output values and unordered sets of boxes,
supervised learning itself is unsuitable for this task. There are many ways for a
network to output the same set of boxes, depending on which box it places on
which object (or for an RNN, which order it outputs them in), but supervised
learning requires us to arbitrarily choose one of them, and penalise all the others.
In this paper we partially solve this problem by choosing which box should
have high confidence based partly on the confidence values themselves, however
the results are far from perfect. We put forward three reasons for this, and
suggest how they may be countered by applying reinforcement learning instead
of supervised learning.

Firstly, because we assign responsibility for an object to the detector with
the maximum responsibility for it, our loss function is discontinuous, due to
the arg max operation. This is likely to cause problems for supervised learning,
which is based on direct optimization of the loss function by gradient descent.
Reinforcement learning trains a network to optimize a reward function which
may be related to the network’s output in a complex, non-differentiable or even
unknown way. In particular, reward functions do not prescribe a target output
for every input, and so they completely bypass the problem of choosing which
detector should label which object. This makes reward functions a much more
natural way to express the goal of one box per object.

The second reason is that in order to teach a network to output the right
number of boxes, that number must somehow be made smooth and differentiable,
despite the fact that we ultimately want an integral number. To derive this hard
number, we currently threshold the confidence levels at 0.5. Not only is this
threshold somewhat arbitrary, but worse still, it is effectively a post-processing
step that the network itself is unaware of, and indeed cannot be trained to opti-
mize because it is non-differentiable. This too can be solved with reinforcement
learning by building the thresholding step into the reward function, because
discontinuous reward functions are alllowed.

The third reason is that our FCN architecture outputs all the boxes in par-
allel. This means that each detector is unaware of what the others are doing,
so it is difficult for them to coordinate themselves so as to avoid over-detection.
Using an RNN that outputs boxes in series would solve this problem, as the
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output on one time step can be conditioned on that of previous ones. This also
fits well with reinfrocement learning, since a reward signal can be administered
on every time step; this would accelerate training compared to a single overall
reward signal per image.
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Abstract. Echo State Networks (ESNs) have been shown to be effec-
tive for a number of tasks, including motor control, dynamic time series
prediction, and memorising musical sequences. In this paper, we pro-
pose a new task of ESNs in order to solve distributed optimal control
problems for systems governed by parabolic differential equations with
discrete time delay using an adaptive critic designs. The optimal control
problems are discretised by using a finite element method in time and
space, then transcribed into a nonlinear programming problems. To find
optimal controls and optimal trajectories ESNs adaptive critic designs
are used to approximate co-state equations. The efficiency of our app-
roach is demonstrated for a SIR distributed system to control the spread
of diseases.

Keywords: Echo State Networks · SIR distributed model · Distributed
control problem with discrete time delay · Adaptive critic synthesis ·
Numerical examples

1 Introduction

ESNs are a type of three-layered recurrent network with sparse, random, and cru-
cially, untrained connections within the recurrent hidden layer. Networks have
been shown to be effective in a variety of domains, however, we could find no prior
work in applying ESNs to distributed optimal control problems. The problem is
motivated by better understanding of real world systems eventually for the pur-
pose of being able to influence these systems in a desired way. The solution of a dis-
tributed control problem is characterised by the state (evolving forward in time)
and co-state (evolving backward in time) equations with initial and terminal con-
ditions, respectively. We pursue the one-shot multigrid strategy as proposed in
[2]. A one-shot multigrid algorithm means solving the optimality system for the
state, the co-state and the control variables in parallel in the multigrid process
evolving forward in time. The finite element approximation plays an important
c© Springer International Publishing AG 2017
L. Rutkowski et al. (Eds.): ICAISC 2017, Part I, LNAI 10245, pp. 86–96, 2017.
DOI: 10.1007/978-3-319-59063-9 8
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role in the numerical treatment of optimal control problems. This approach has
been extensively studied in the papers e.g. [3,4,12,13] for parabolic optimal con-
trol problems. Through discretisation the optimal control problem is transcribed
into a finite-dimensional nonlinear programming problem (NLP-problem). Opti-
mal control problems have thus been a stimulus to develop optimisation codes for
large-scale NLP-problems [2,5,13]. Then neural networks are used as a universal
function approximation to solve co-state variable forward in time with “adaptive
critic designs” [16,18]. The paper presented extends adaptive critic neural net-
work architecture proposed by [11] to solve optimal distributed control problem
for systems governed by parabolic differential equations with control and state
constraints and discrete time delay with ESNs. In this paper, we propose the appli-
cation of ESNs for solving nonlinear optimal control problems with time delay.
Section 2 describes the typical ESNs architecture, using for the proposed adap-
tive critic algorithm. In Sect. 3, we present a mathematical model describing the
population dynamics of infectious disease and optimal control problem of vaccine
coverage threshold needed for disease control and eradication. In Sect. 4, we dis-
cuss a space-time discretisation approach in which both control and state variables
are discretised. We use augmented Lagrangian techniques and architecture of the
proposed adaptive critic neural network synthesis for the optimal control prob-
lem with delay. We also present a new algorithm to solve distributed optimal con-
trol problems. Simulations and illustrative examples are presented. Finally, Sect. 5
concludes the paper.

2 Echo State Networks

In this section we describe the standard ESNs, which consist of a large, ran-
domly connected neural network, the reservoir, which is driven by an input
signal and projects to output units. During the training, only the connections
from the reservoir to these output units are learned. A key requisite for output-
only training is the echo state property (ESP), which means that the effect of
initial conditions should vanish as time passes. The general layout of ESNs is
illustrated in Fig. 1. It consists of K input nodes, Nr reservoir nodes, and L
output nodes. The standard discrete-time ESNs are defined as follows:

y(t + 1) = f(Wy(t) + W bfyout(t) + W inv(t)) (1)
yout(t) = g(W out[y(t); v(t)]),

where W ∈ RNr×Nr is the internal connections weight matrix or the reser-
voir, W in ∈ RNr×K is the input matrix, W bf ∈ RNr×L is the feedback
matrix, W out ∈ RL×(Nr+K) is the output matrix, and y(t) ∈ RNr×1, v(t) ∈
RK×1, yout(t) ∈ RL×1 are the internal, input and output vectors at time t
respectively. The state activation function f = (f1, . . . , fNr

)T is a sigmoid func-
tion (usually fi = tanh) applied component-wise with f(0) = 0, and the output
activation function is g = (g1, . . . , gL)T , where each gi is usually the identity
or a sigmoid function. [; ] denotes the vector concatenation and yT denotes the
transpose of the vector y. For every sample, y(0) is initialised as 0. The key
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v(t)

input unit

reservoir

output unit
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Wbf

Wout

y(t)

y (t)out

Fig. 1. The basic structure of ESNs. Solid arrows denote the fixed connections and
dashed arrows denote the trainable connections.

idea in reservoir computing [15,17] is to feed time series to a reservoir by mod-
elling the dynamics of the system which generates the time series. The reservoir
is then read by a readout function in order to make predictions using the con-
structed model. When training the model, only the readout function is modified,
the complex dynamic modelling behaviour of the reservoir is left unchanged. In
ESNs [7], the reservoir consists of a recurrent artificial neural network with
sigmoid activation functions and the echo state property which ensures good
modelling abilities. A recurrent artificial neural network is said to have the
echo state property when its state is uniquely determined by the input time
series. This implies the state forgetting property: the initial state of the reser-
voir has no impact on the state after feeding a possibly infinite time series. If
the largest absolute eigenvalue of the matrix W |ω|max < 1, the network states
y(t) become asymptotically independent of initial conditions y(0) and depend
only on the input history v(t). The spectral radius ω is defined as the largest
absolute eigenvalue of the matrix W . It has been shown that reservoirs, whose
spectral radius is larger than one, i.e., |ω|max > 1, do not have the echo state
property, but in practice the spectral radius is chosen close to one to achieve a
suitable dynamic response [8]. ESNs [7,9] provide an architecture and supervised
learning principle for recurrent neural networks. The main idea is (i) to drive
a random, large, fixed recurrent neural network with the input signal, thereby
inducing in each neuron within this “reservoir” network a nonlinear response
signal, and (ii) combine a desired output signal by a trainable linear combi-
nation of all of these response signals. The internal weights of the underlying
reservoir network are not changed by the learning; only the reservoir-to-output
connections are trained. Supervised learning, or what statisticians know as non-
parametric regression, is the problem of estimating a function, Y (v) ∈ RL×1

given only a training set of pairs of input–output points, {(v(t), Y (t)}P
t=1 sam-

pled, usually with noise, from the function. For a training set with P patterns,
the optimal weight vector can be found by minimising the sum of squared errors
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Err(W out) =
∑P

t=1

∑L
i=1(W

out
i [y(t); v(t)] − Yi(t))2 and is given by

W out = (HT H)−1HT Y or W out = HT (HHT )−1Y, (2)

where H = ([y(1); v(1)], . . . , [y(P ); v(P )]).

3 SIR Model with Delay and Spatial Diffusions

Mathematical models describing the population dynamics of infectious disease
have played an important role in better understanding epidemiological patterns
and disease control. One of the most popular models of the infectious diseases is
the classical SIR model [1,19,20]. In this model, the whole population is divided
into three compartments which describe separated groups of individuals: sus-
ceptible which are able to contract the disease (denoted by S, x1), infective
which are capable of transmitting the disease (marked by I, x2) and recovered
which are permanently immune (denoted by R, x3). The letters represent the
number of individuals in each compartment at a particular time t and space p,
and the whole population size N, x4 is the sum of above fractional groups, i.e.
S + I + R = N. In reality, the environment in which an individual lives is often
heterogeneous making it necessary to distinguish the locations, and due to the
large mobility of people within a country or even worldwide, spatially uniform
models are not sufficient to give a realistic picture of a disease’s transmission. For
this reason, the effect of dispersion of the population in a bounded habitat has
been taken into consideration, and in this situation the governing equations for
the population densities become a system of reaction diffusion equations with
time delay. The time evolutions of the populations compartments in the SIR
model is described by four nonlinear partial differential equations:

∂xi(p, t)
∂t

= D
∂2xi(p, t)

∂p2
+ Fi (x(p, t), x(p, t − τ), u(p, t), t) , i = 1, . . . , 4, (3)

where

F1 (x(p, t), x(p, t − τ), u(p, t), t) =

(
b − μ

rx4(p, t)

Kc

)
x4(p, t)− βx1(p, t)x2(p, t − τ)

x4(t − τ)

+ωu(p, t)
x2(p, t)

x4(p, t)
−
(

d + (1− μ)
rx4(p, t)

Kc

)
x1(p, t)

F2 (x(p, t), x(p, t − τ), u(p, t), t) =
βx1(p, t)x2(p, t − τ)

x4(p, t − τ)
− u(p, t)

x2(p, t)

x4(p, t)
−

(
d + (1− μ)

rx4(p, t)

Kc

)
x2(p, t)− αx2(p, t)

F3 (x(p, t), x(p, t − τ), u(p, t), t) = αx2(p, t) + (1− ω)u(p, t)
x2(p, t)

x4(p, t)

−
(

d + (1− μ)
rx4(p, t)

Kc

)
x3(p, t)

F4 (x(p, t), x(p, t − τ), u(p, t), t) = rx4(p, t)

(
1− x4(p, t)

Kc

)
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with Neumann boundary condition

∂xi

∂p
(0, t) =

∂xi

∂p
(1, t) = 0 (4)

and initial conditions

xi (p, t) = φi (p, t) ≥ 0, 0 ≤ p ≤ 1, t ∈ [−τ, 0], i = 1, . . . , 4. (5)

Here t denotes the time, p represents the spatial location, D is the diffusion
coefficient, b > 0, d > 0, α > 0 and β > 0 are the birth, death, recovery and
contact rate, respectively. r = b − d is the intrinsic growth rate, μ is the convex
combination constant, Kc is the carrying capacity of the population, τ is a non-
negative constant represented a time delay on the infected individuals I and
the total individuals N during the spread of diseases, and u is the vaccination
coverage of infected individuals. Let us consider the whole population size x4

given by the following equation:

∂x4(p, t)
∂t

= D
∂2x4(p, t)

∂p2
+ rx4(p, t)

(

1 − x4(p, t)
Kc

)

. (6)

It can be shown [14] that there is no spatially non-homogenous stationary solu-
tion for a scalar reaction-diffusion equation in one dimension with Neumann
boundary conditions. Thus, the only stable solutions are spatially homoge-
neous and the solutions have similar properties as in the case without diffusion.
Equation (6) has two spatially constant equilibrium N̄1 = 0, N̄2 = Kc, where
N1 is unstable and N2 is asymptotically stable. Moreover, if we assume that the
initial condition x4(p, 0) is separated from 0, then we can show using Theorem
1 [6] that x4(p, t) tends to Kc as t → ∞.

Theorem 1. If x4(p, 0) ≥ α for p ∈ [0, 1] and α ∈ (0,Kc) then
limt→∞ x4(p, t) = Kc.

3.1 Distributed Optimal Control Problem

We set an optimal control problem in the SIR model to control the spread of
diseases. The main goal of this problem is to investigate the optimal vaccine
coverage threshold needed for disease control and eradication [10]. From these
facts, our optimal control problem is given by the following. Find a distributed
control u(p, t) to minimise the objective functional

J (u) =
∫ b

a

∫ tf

t0

a1x1(p, t) + a2x2(p, t) +
1
2
u(p, t)2dtdp, (7)

subject to the state system (3) and (4), where a1, a2 are small positive constants
to keep a balance in the size of S and I, respectively. The theory of necessary



Echo State Networks Simulation of SIR Distributed Control 91

conditions for the optimal control problem of form (7) is well developed, see, e.g.
[5,13]. The augmented Hamiltonian function for problem (7) is given by

H(x, xτ , u, λ) = a1x1(p, t) + a2x2(p, t) +
1
2
u(p, t)2 +

4∑

j=1

λjFj(x, u) =

1
2
u(p, t)2 + u(p, t)

x2(p, t)
x4(p, t)

(ωλ1(p, t) − λ2(p, t) + (1 − ω)λ3(p, t)) + G(p, t),(8)

where λ ∈ R4 is the adjoint variable. Let (x̂, û) be an optimal solution for (7).
Then the necessary optimality condition for (7) implies [5] that there exists a
piecewise continuous and piecewise continuously differentiable adjoint function
λ : Q → R4 satisfying

∂λ

∂t
= D

∂2λ

∂p2
− ∂H

∂x
(x̂, x̂τ , û, λ) − χ[t0,tf −τx]

∂H
∂xτ

(x̂+τ , x̂, û+τ , λ+τ ) , (9)

λ(p, tf ) = 0,
∂λ(a, t)

∂p
=

∂λ(b, t)
∂p

= 0, (10)

0 =
∂H
∂u

(x̂, x̂τ , û, λ) . (11)

According to the optimality condition (11), we have

∂H(x̂, x̂τ , û, λ)
∂u

= û(p, t) +
x̂2(p, t)
x̂4(p, t)

(ωλ1(p, t) − λ2(p, t) + (1 − ω)λ3(p, t)) = 0.

Now, using the property of the control space u ∈ 〈0, umax〉, we get

û(p, t) = 0, if,
x2(p, t)
x4(p, t)

(−ωλ1(p, t) + λ2(p, t) − (1 − ω)λ3(p, t)) ≤ 0,

û(p, t) =
x2(p, t)
x4(p, t)

(−ωλ1(p, t) + λ2(p, t) − (1 − ω)λ3(p, t)) , (12)

if, 0 ≤ x2(p, t)
x4(p, t)

(−ωλ1(p, t) + λ2(p, t) − (1 − ω)λ3(p, t)) < umax,

û(p, t) = umax, if,
x2(p, t)
x4(p, t)

(−ωλ1(p, t) + λ2(p, t) − (1 − ω)λ3(p, t)) ≥ umax.

There are some numerical methods to solve the challenges of obtaining an
optimal control û. The first is based on solving the optimal systems (3) and
(9) which consist of eight partial differential equations and boundary conditions
in time also. The second method starting with an initial guess for the adjoint
Eq. (9), then we solve the state Eq. (3) and the control Eq. (12) by a forward
method in time. These state and control values are used to solve the adjoint
equations by backward methods in time. We proposed a new method to solve
distributed optimal control problem (7) using ESNs, where state x and co-state
variables λ are solved forward in time.
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4 Discretisation and Adaptive Critic Neural Networks
Solution of the Distributed Optimal Control

In the optimal control problems the objective is to devise a strategy of action, or
control law, that minimises the desired performance cost Eq. (7). In 1977, Werbos
[18] introduced an approach for approximate dynamic programming, which later
became known under the name of adaptive critic design (ACD). A typical design
of ACD consists of three modules: action, model (plant), and critic. We need to
determine three pieces of information: How to adapt the critic network; How to
adapt the model network; and How to adapt the action network.

The action consists of a parametrised control law. The critic approximates
the value-related function and captures the effect that the control law has on the
future cost. At any given time the critic provides a guidance on how to improve
the control law. In return, the action can be used to update the critic. An
algorithm that successively iterates between these two operations converges to
the optimal solution over time. The plant dynamics are discrete, time-invariant,
and deterministic, and they can be modelled by a difference Eq. (10). The action
and critic networks are chosen as echo state networks. Assume that the rectangle
Q = {(p, t) : a ≤ p ≤ b, t0 ≤ t ≤ tf} is subdivided into N by M rectangles with
sides ht = tf −t0

N , Kτ = τ
ht

and hs = b−a
M . Start at the bottom row, where

t = t0, and the solution is x(pi, t0) = φs(pi, t0). A method for computing the
approximations to x(p, t) at grid the points in successive rows {x(pi, tj) : i =
0, 1, . . . , N, j = 0, 1, . . . ,M} will be developed. Let us denote x(pi, tj) by xij .
The difference formulae for xt(p, t) and xpp(p, t) are

xt(p, t) ≈ xi,j+1 − xij

ht
, xp(p, t) ≈ xi+1,j − xij

hs

and

xpp(p, t) ≈ xi−1,j − 2xi,j) + xi+1,j

h2
s

.

Discretisation of Eqs. (3) and (4) is given by

xij+1 = xi,j + htD
xi−1,j − 2xij + xi+1,j

h2
s

+ htf(xij , xij−Kτ
, uij), (13)

xi0 = φi, x0j = x1j , xNj = xN−1,j . (14)

Discretisation of Eqs. (9 – 11) is given by

λij = λi,j+1 + htD
λi−1,j+1 − 2λij+1 + λi+1,j+1

h2
s

+ htλi,j+1fxij (xij , xij−Kτ , uij) +

λi,j+1+Kτ fxτij (xij+Kτ , xij , uij+Kτ ), (15)
λ(iM) = 0, λ0j = λ1j , λNj = λN−1,j , (16)

0 = ht(hs uij + λij+1fuij (xij , xij−Kτ , uij , )), j = 0, . . . , M − 1, i = l, . . . , N − 1. (17)
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Algorithm 1. Algorithm to solve the optimal control problem.
Input: Choose t0, tf , a, b, N, M, Kτ = τ/ht - number of steps, time and

space steps ht, hs, ε - stopping tolerance for critic neural networks, τ -
time delay xpi,t = φ(pi, t) -initial values, t ∈ [−τ, 0].

Output: Set of final approximate optimal control û(pi, t0 + jht) = ûij and
optimal trajectory x̂(pi, t0 + (j + 1)ht) = x̂i,j+1, j = 0, . . . , M − 1,
respectively

1 Set randomly the initial weight of Eq. (1) W = (W in, W, W bf ), W with echo
state property

2 Set randomly the initial estimate of ûi0, λ̂i0

3 for j ← 0 to M − 1 do
4 for i ← 1 to N − 1 do
5 Set randomly uij and λij

6 while err ≥ ε do
7 Compute W out

a and W out
c using Eq. (2) with training set

v = (xij , xij−Kτ ), Y = uij and v = (xij , xij−Kτ ), Y = λij ,
respectively

8 for s ← 0 to Kτ do
9 Compute ui,j+s and λi,j+1+s using action (W out

a ) and critic
(W out

c ) by Eq. (1), respectively with v = (xij+s, xij−Kτ+s) and
xi,j+1+s by Eq. (13)

10 Compute xi,j+1 using Eq. (13) with xij , xij−Kτ and uij

11 Compute λi,j+1 using Eq. (1) with xij+1, xij+1−Kτ and W out
c

12 Compute uij , using Eq. (17) with xij , xij−Kτ and λij+1

13 Compute λt
ij , using Eq. (15) with xij , xij−Kτ , xij+Kτ , uij , λij+1

and λij+1+Kτ

14 Set err =‖ λt
ij − λij ‖

15 λij = λt
ij

16 Set λ̂i,j = λt
i,j , ûi,j = ui,j

17 Compute x̂i,j+1 using Eq. (9) with xij and ûi,j

18 Set λ0j = λ1j , λNj = λN−1,j

19 return λ̂i,j , ûi,j , x̂i,j+1

Equations (15–17) represent the discrete version of Eqs. (9 – 11) with
λ = (−1, λ1, . . . , λ4) and f = (a1x1 + a2x2 + 1/2u2, F1, . . . , F4). The adaptive
critic neural network procedure of the optimal control problem is summarised in
Algorithm 1. In the adaptive critic synthesis, the action and critic network were
selected such that they consist of 8 input neurons, 1000 neurons in reservoir and
1 and 4 neurons in output, respectively.

4.1 Numerical Simulation

The solution of distributed optimal control problem (1) with state and control
constraints using adaptive critic neural network and NLP methods are displayed
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in Figs. 2, 3, 4 and 5. We have plotted susceptible, infected and recovered indi-
viduals with and without control by considering values of parameters [20] as
b = 0.07, d = 0.0123, α = 0.0476, β = 0.21, μ = 0.014, ω = 0.35, ε = 1, τ =
0.5,Kc = 140, a1 = 0, a2 = 1. The numerical results show that the number of
susceptible individuals (Fig. 3) increase after the optimal control treatment and
small number of individuals are infected from population x4(p, t), which con-
verges to spatially constant equilibrium Kc, see Fig. 2. Figure 4 represents the
population of infected individuals with and without control u(p, t). In Fig. 5, the
number of recovered individuals increase.
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Fig. 2. Adaptive critic neural network simulation of optimal control û(p, t) and total
population N(p, t) with initial condition ψs(t) = (8, 3, 2, 13)(8 + cos(2πp)) for t ∈
[−0.5, 0].
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Fig. 3. The plot represents the population of susceptible individuals both with control
and without control with initial condition ψs(t) = (8, 3, 2, 13)(8 + cos(2πp)) for t ∈
[−0.5, 0].

The proposed ESNs are able to meet the convergence tolerance values that
we choose, which leads to satisfactory simulation results. Our results are quite
similar to those obtained in [6] by using Pontriagin’s maximum principle without
diffusion.
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Fig. 4. The plot represents the population of infected individuals both with control and
without control with initial condition ψs(t) = (8, 3, 2, 13)(8+cos(2πp)) for t ∈ [−0.5, 0].
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Fig. 5. The plot represents the population of recovered individuals both with control
and without control with initial condition ψs(t) = (8, 3, 2, 13)(8 + cos(2πp)) for t ∈
[−0.5, 0].

5 Conclusion

In the current work, we presented efficient ESNs adaptive critic design opti-
misation algorithm for distributed optimal control. Using discretisation of time
and space variable the optimal control problem is transcribed into a discrete-
time high-dimensional nonlinear programming problem which is characterised by
state and co-state equations involving forward by ESNs adaptive critic design
in time, respectively. This approach is applicable to a wide class of nonlinear
systems. The method was tested on the SIR model. Using MATLAB, we present
a comparison between optimal control and without control. It is easy to see that
the optimal control is much more effective for reducing the number of infected
individuals. In order to illustrate the overall picture of the epidemic, the num-
bers of infected, susceptible and recovered individuals under the optimal control
and without control are shown in figures.
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Abstract. Research in deep neural networks are becoming popular in
artificial intelligence. Main reason for training difficulties is the prob-
lem of vanishing gradients while number of layers increases. While such
networks are very powerful they are difficult in training. The paper dis-
cusses capabilities of different neural network architectures and presents
the proposition of new multilayer architecture with additional linear neu-
rons, that is much easier to train that traditional MLP network and
reduces effect of vanishing gradients. Efficiency of suggested approach
has been confirmed by several exeriments.

Keywords: Deep neural networks · Vanishing gradient · Nonlinearity

1 Introduction

The current approach of solving complex problems and processes usually includes
the following steps: at first we are trying to understand the problem, and then
we are trying to describe them in the form of mathematical formulas. The prob-
lem is that such complex problems are usually described by a huge amount
of data, which are very difficult to understand and process by human’s brain.
Moreover, the use of mathematical or statistical methods often do not give a
satisfactory solution due to the multidimensional and nonlinear nature of the
problem. Methods based on artificial intelligence that use neural networks pro-
vide effective solutions to such complex problems. There are many neural net-
works technologies with different architectures such as SLP/MLP, BMLP, FCC,
RBF networks, LVQ, PCA and SVM but currently especially interesting are
those based on neural networks with deep architecture. Training deep multi-
layer neural networks is known to be very hard. The standard learning strategy
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consisting of randomly initializing the weights of the network and applying gra-
dient descent using backpropagation is known empirically to find poor solutions
for networks with three or more hidden layers. For that reason, artificial neural
networks have been limited to one or two hidden layers [1]. Deep Learning has
achieved significant success in the past few years on many challenging tasks [2–
5], but there is still much work needed to understand why deep architectures are
able to learn such effective representations.

Deep multilayer neural networks were not successfully trained, since then sev-
eral methods have been developed to more successful train them [6–8] showing
experimentally advantages of using deeper over less deep architectures. Most of
these experimental results were obtained with new approaches in initialization or
training mechanisms. Our objective here is to understand better why standard
gradient descent from random initialization is doing so poorly in the case of deep
neural networks. Some recent research shows that non-linear activations functions
like sigmoid are not suited for deep networks with random initialization because
of its mean value, which can drive especially the top hidden layer into saturation
that explaining the plateaus sometimes seen when training neural networks. Once
the deeper networks start converging, a degradation problem occurs. Due to this,
the accuracy degrades rapidly after it is saturated. The training error increases as
we add more layers to a deep model, as mentioned in [16].

These deep architectures are attractive because they provide a significantly
larger computing power than shallow neural networks. It seems that deep neural
networks are good candidates for modeling complex multidimensional nonlinear
systems, but the training process of these networks is very difficult [9–11]. This
is because with an increase of the network depth the network became less trans-
parent for training that impedes the convergence of deeper networks [13]. This is
usually called the vanishing gradient problem [11] that is a well-known nuisance
in neural networks with many layers [18]. As the gradient information is back-
propagated, repeated multiplication or convolution with small weights renders the
gradient information ineffectively small in earlier layers. Several approaches exist
to reduce this effect in practice, for example through careful initialization [12],
hidden layer supervision [19]. Recent research propose to solve this problem by
normalized initialization [12–14] and Batch Normalization [15] where instead of
normalized initialization and keeping a lower learning rate, Batch Normalization
makes normalization a part of the model and performs it for each mini-batch. To
solve this problem several authors introduced additional connections to improve
the information flow across several layers. Highway Networks [17] have parame-
trized connections, known as information highways, which allow information to
flow unimpeded into deeper layers. During the training phase this connection are
adjusted to control the amount of information allowed on these highways.

Our experiments confirming the last approach show that the vanishing gradi-
ent problem can be practically eliminated by introducing additional connections
across layers in the BMLP architecture. In this paper it will be shown that the
similar goal can be achieved using traditional MLP architecture with additional
linear neurons in each layer.
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2 Nonlinearity capabilities of deep neural networks

As mentioned in previous chapter the deep neural networks despite of problems
with training are able to solve much complex and more nonlinear problems than
shallow networks. The power of given architecture depends on nonlinearity that
can be modeled by network configured in this architecture. The question is how
the nonlinearity of network depends on its architecture. Answer could be key
for proper dimensioning of network for given class of problem. This is a complex
problem and it probably will not be possible to solve it in general way.

The deep neural networks have huge capabilities, that allow to solve com-
plex nonlinear problems. The rapid development of computing machines led
to renewed interest in deep neural networks. Research shows that non-linearity,
which may be modeled by a string transfer function of neurons in the deep neural
network increases exponentially with the depth of the network. This was con-
firmed by analysis using the trigonometric or exponential approach to function
modeling activate neurons. [8,20]

As already mentioned, the deep neural networks are difficult to learn. The
problem of “vanishing gradient” is illustrated in Fig. 1 where with increasing
depth the training success rate initially increases too, but then the success rate
decreases reaching zero with about 6 hidden layers. The presented results were
achieved using the algorithm NBN (Neuron-by-Neuron) [22] solving the well-
known benchmark the two-spiral problem.

Fig. 1. Success rates for training the two-spiral problems using MLP networks with
number of hidden layers (from 1 to 8) and different numbers of neurons in each layer.
For each network, all the hidden layers consist of the same number of neurons.
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3 Approach for Resolving Vanishing Gradient Problem

As mentioned in [22] our experiments show that the vanishing gradient problem
can be significantly reduced, if not eliminated when additional connections across
layers are introduced. The approach of deep neural network learning that we here
propose is based on the introduction to the MLP network architecture additional
linear neurons that allow to transmit the input signal through the various hidden
layers of the neural network.

Fig. 2. Neural network architectures used in research: (a) MLP Multi-Layer Percep-
tron, (b) MLP Multi-Layer Perceptron with linear (green) neurons, (c) BMLP (Bridged
MLP).

In the other words we suggest that it is possible to train the deep neural
networks using MPL architectures with additional linear neurons instead of using
the cross layered connections (as in BMLP) that allows to use much simpler
gradient descent training algorithms.

Implementation of our approach is shown in Fig. 2. Note that only one linear
neuron has been added in each hidden layer. These additional neurons increases
both the total number of neurons and the number of weights in the network, but
in the contrary to MPL architecture it make the network trainable.

The reason is very simple because additional linear neurons became the net-
work more transparent for training. Therefore, it looks that it would be possible
to train deep network architectures with supervised algorithms using gradient
based methods. Described in the next section experiments show the significant
influence of linear neurons on MLP architecture training.

4 Experimental Results

To confirm the validity of the proposed learning of deep neural network in solv-
ing complex problems four experiments with well-known benchmarks have been
prepared [23]: two-spiral classification problem, Schwefel and Peaks functions
approximation, and Parity-7 problem. All problems have been tried to resolve
with neural networks with different architectures from multi-layer MLP, multi-
layer MLP with linear neurons (MLPL), BMLP deep network with second-order
NBN algorithm. In all experiments NBN 2.08 software [24] been missed. Note
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that MLP and BMLP architectures have been shown as the reference architec-
tures that allow to evaluate efficiency of suggested approach.

Carried out experiments consisted on training of neural network with NBN
algorithm for different network architectures solving the same problem. The
process of learning network was repeated 100 times with a maximum number of
iterations of 500. The resulting “success rate” in range between 0 and 1 percent
reflects the cases when the SSE (square sum error) reached value of 0.01, or in
other words the number of successful attempts learning network for all trials.
The obtained results are presented in Tables 1, 2, 3 and 4 and Figs. 4, 5 and 6.

The obtained results show that adding linear neurons has a big impact on
the success of the neural network training. In all cases, the network with new
architecture allow to reach higher success rate then these reached for MPL

Fig. 3. Visualization of problems used in experiments: (a) two-spiral, (b) peaks,
(c) Schwefel function.

Table 1. Success rate of two-spiral classification problem for different MLP, MLP with
linear neurons and BMLP architectures with NBN algorithm.

Layers 1 2 3 4

Neurons MLP MLPL BMLP MLP MLPL BMLP MLP MLPL BMLP MLP MLPL BMLP

1 0 0 0 0 0 0 0 0 0 0 0 0

2 0 0 0 0 0 0 0 0.06 0 0 0.16 0.30

3 0 0 0 0 0 0 0 0.10 0.18 0 0.20 0.70

4 0 0 0 0 0 0 0 0.14 0.82 0.09 0.22 0.91

5 0 0 0 0 0 0.25 0 0.30 0.91 0.05 0.47 0.98

6 0 0 0 0 0 0.37 0 0.32 0.93 0 0.50 1

7 0 0 0 0 0 0.53 0 0.38 0.99 0 0.54 1

8 0 0 0 0 0.15 0.79 0 0.40 1 0 0.62 1

Layers 5 6 7 8

Neurons MLP MLPL BMLP MLP MLPL BMLP MLP MLPL BMLP MLP MLPL BMLP

1 0 0 0 0 0 0 0 0 0 0 0 0

2 0 0.28 0.24 0 0.28 0.38 0.12 0.28 0.53 0.41 0.36 0.78

3 0.11 0.57 0.85 0.30 0.64 0.92 0.50 0.73 0.94 0.74 0.78 0.97

4 0.22 0.65 0.93 0.35 0.71 0.94 0.43 0.76 0.98 0.51 0.81 0.99

5 0.08 0.81 0.99 0.09 0.87 1 0.12 0.89 1 0.18 0.90 1

6 0 0.83 1 0 0.90 1 0 0.91 1 0 0.94 1

7 0 0.85 1 0 0.93 1 0 0.95 1 0 0.96 1

8 0 0.86 1 0 0.94 1 0 0.98 1 0 1 1
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Table 2. Success rate of Peaks function for different MLP, MLP with linear neurons
and BMLP architectures with NBN algorithm.

Layers 1 2 3 4

Neurons MLP MLPL BMLP MLP MLPL BMLP MLP MLPL BMLP MLP MLPL BMLP

1 0 0 0 0 0 0 0 0 0 0 0 0

2 0 0 0 0 0 0 0 0 0 0 0 0

3 0 0 0 0 0 0 0 0 0 0 0 0.07

4 0 0 0 0 0 0 0 0 0.20 0 0.52 0.57

5 0 0 0 0 0 0 0 0.58 0.25 0 0.98 1

6 0 0 0 0 0.01 0 0 0.98 1 0.01 1 1

7 0 0 0 0 0.12 0.04 0 1 1 0 1 1

8 0 0 0 0 0.24 0.07 0 1 1 0 1 1

Layers 5 6 7 8

Neurons MLP MLPL BMLP MLP MLPL BMLP MLP MLPL BMLP MLP MLPL BMLP

1 0 0 0 0 0 0 0 0 0 0 0 0

2 0 0 0 0 0 0 0 0.02 0.04 0 0.54 0.91

3 0 0 0.78 0.04 0.34 1 0.87 0.79 1 0.98 0.83 1

4 0.02 0.70 0.83 0.52 0.86 1 0.77 0.85 1 0.90 0.90 1

5 0.12 0.90 1 0.35 0.93 1 0.50 0.94 1 0.65 0.98 1

6 0.11 0.92 1 0.16 0.95 1 0.35 0.97 1 0.48 1 1

7 0.04 0.96 1 0.14 0.98 1 0.20 1 1 0.41 1 1

8 0.03 0.98 1 0.04 1 1 0.16 1 1 0.20 1 1

Table 3. Success rates for Schwefel function approximation with MLP, MLP with
linear neurons and BMLP architectures and NBN algorithm.

Layers 1 2 3 4

Neurons MLP MLPL BMLP MLP MLPL BMLP MLP MLPL BMLP MLP MLPL BMLP

1 0 0 0 0 0 0 0 0 0 0 0 0

2 0 0 0 0 0 0 0 0 0 0 0 0

3 0 0 0 0 0 0 0 0.02 0 0 0 0.34

4 0 0 0 0 0 0 0 0.18 0 0.09 0.22 0.78

5 0 0 0 0 0.12 0 0 0.32 0.42 0.06 0.36 0.98

6 0 0 0 0 0.26 0 0 0.36 0.56 0.01 0.46 1

7 0 0 0 0 0.38 0.11 0 0.44 0.89 0 0.56 1

8 0 0 0 0 0.18 0.23 0 0.64 0.98 0 0.68 1

Layers 5 6 7 8

Neurons MLP MLPL BMLP MLP MLPL BMLP MLP MLPL BMLP MLP MLPL BMLP

1 0 0 0 0 0 0 0 0 0 0 0 0

2 0 0.02 0 0.06 0.14 0 0.10 0.14 0 0.12 0.44 0

3 0 0.10 0.01 0.17 0.86 0 0.21 0.86 0 0.32 0.91 0.01

4 0.12 0.18 0.14 0.23 0.93 0 0.28 0.93 0 0.37 1 0.14

5 0.18 0.20 0.19 0.29 1 0.15 0.31 1 0 0.45 1 0.19

6 0.09 0.42 0.12 0.39 1 0.04 0.43 1 0 0.52 1 0.12

7 0.02 0.47 0.05 0.48 1 0 0.51 1 0 0.59 1 0.05

8 0 0.84 0 0.89 1 0 0.90 1 0 0.93 1 0
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Table 4. Success rates for Parity-7 problem with MLP, MLP with linear neurons and
BMLP architectures and NBN algorithm.

Layers 1 2 3 4

Neurons MLP MLPL BMLP MLP MLPL BMLP MLP MLPL BMLP MLP MLPL BMLP

1 0 0 0 0 0 0 0 0 0 0 0 0.09

2 0 0 0 0 0.26 1 0 0 1 0 0.43 1

3 0 0 0.77 0.15 0.75 1 0.10 0.9 1 0.12 0.86 1

4 0 0.26 0.94 0.66 0.91 1 0.7 0.96 1 0.64 0.97 1

5 0 0.89 1 0.91 1 1 0.95 1 1 0.89 0.99 1

6 0.95 1 1 0.98 1 1 0.98 1 1 0.98 1 1

7 0.99 1 1 1 1 1 0.99 1 1 0.99 1 1

8 0.78 1 1 1 1 1 1 1 1 0 1 1

Layers 5 6 7 8

Neurons MLP MLPL BMLP MLP MLPL BMLP MLP MLPL BMLP MLP MLPL BMLP

1 0 0 1 0 0 0 1 0 0 1 0 0.01

2 0 0.73 1 0.06 0 0.76 1 0 0.78 1 0 0.82

3 0.02 0.87 1 0.17 0.05 0.88 1 0.10 0.89 1 0.19 0.90

4 0.47 0.91 1 0.23 0.51 0.93 1 0.37 0.93 1 0.41 0.94

5 0.75 0.96 1 0.29 0.79 0.97 1 0.77 0.98 1 0.83 1

6 0.90 0.98 1 0.39 0.91 0.99 1 0.94 1 1 0.96 1

7 0.98 1 1 0.48 1 1 1 1 1 1 1 1

8 0.99 1 1 0.89 1 1 1 1 1 1 1 1

Fig. 4. Success rates for training the Two-spiral classification using MLP, MLPL,
BMLP architectures networks with number of hidden layers (4 and 7) and different
numbers of neurons in each layer. For each network, all the hidden layers consist of the
same number of neurons.

architecture that in most cases was unable to train at all. Note that BMLP
achieved much better results compared with other tested architectures but train-
ing this type of neural network requires the algorithm, which allows to connect
of neurons across layers of the network. Presented results show that linear neu-
rons allow to reduce or even eliminate the impact of “vanishing gradient” during
training of network without connections through layers.
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Fig. 5. Success rates for training the Peaks function using MLP, MLPL, BMLP archi-
tectures networks with number of hidden layers (4 and 7) and different numbers of
neurons in each layer. For each network, all the hidden layers consist of the same
number of neurons.

Fig. 6. Success rates for training the Schwefel function approximation using MLP,
MLPL, BMLP architectures networks with number of hidden layers (4 and 7) and
different numbers of neurons in each layer. For each network, all the hidden layers
consist of the same number of neurons.

5 Conclusions

The deeper neural networks allow to solve more complex problems. This is a
result of the ability to model non-linear functions more as the activation function.
Also experimental results confirm advantage of deep over shallow neural networks
in ability to solve high nonlinear problems. It was shown experimentally that
power of neural network grows linearly with its width and exponentially with its
depth. Also it is shown that commonly used MLP architecture is not suitable for
deep learning because if number of hidden layer exceeds 3 than success rate for
training decrease rapidly (see Figs. 1, 2, 3, 4, 5, 6 and 7 and Tables 1, 2, 3 and
4) and it is almost impossible to train MLP architecture with 6 or more hidden



The Study of Architecture MLP with Linear Neurons 105

Fig. 7. Success rates for training the Parity-7 problem using MLP, MLPL, BMLP
architectures networks with number of hidden layers (4 and 7) and different numbers
of neurons in each layer. For each network, all the hidden layers consist of the same
number of neurons.

layers. By introduction of linear neurons the vanishing gradient problem can be
practically eliminated. Presented architecture should allow to use well-known
algorithms gradient learning neural networks, which will be the basis for later
studies. The advantage of the presented solution of the “vanishing gradient”
problem by adding the linear neurons into the MLP architecture is possibility
to train successfully similar and simple (much simpler than BMLP) multilayer
network that allow to use well-known gradient method. As a disadvantages it
may be included increase number of neurons and weight that affects the network
training time.
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In this article we consider normalized radial basis function (RBF) networks
with one hidden layer of at most k nodes with a fixed kernel φ : R+ → R:

fk(x) =
∑k

i=1 wiφ (||x − ci||Ai
)

∑k
i=1 φ (||x − ci||Ai

)
(1)

where
‖x − ci‖2Ai

= [x − ci]T Ai[x − ci].

which are class of functions satisfying the following conditions:

(i) radial basis function condition: φ : R+
0 → R+ is a left-continuous, decreas-

ing function, the so-called kernel.
(ii) centre condition: c1, ..., ck ∈ Rd are the so-called centre vectors with ‖ci‖ ≤

R for all i = 1, ..., k.
(iii) receptive field condition: A1, ..., Ak are symmetric, positive definite, real d×

d-matrices each of which satisfies the eigenvalue inequalities � ≤ λmin(Ai) ≤
λmax(Ai) ≤ L. Here, λmin(Ai) and λmax(Ai) are the minimal and the
maximal eigenvalue of Ai, respectively. Ai specifies the receptive field about
the centre ci.

(iv) weight condition: w1, ..., wk ∈ R are the weights satisfying |wi| ≤ B for all
i = 1, ..., k.

Throughout the paper we use the convention 0/0 = 0. Common choices for the
kernel satisfying (i) are:

– Window type kernels. These are kernels for which some δ > 0 exists such
that φ(t) �∈ (0, δ) for all t ∈ R+

0 . The classical naive kernel φ(t) = 1[0,1](t) is a
member of this class.

– Non-window type kernels with bounded support. These comprise all
kernels with support of the form [0, s] which are right-continuous in s. For
example, for φ(t) = max{1 − t, 0}, φ(xT x) is the Epanechnikov kernel.

– Kernels with unbounded support, i.e. φ(t) > 0 for all t ∈ R+
0 . The most

famous example of this class is φ(t) = exp(−t). Then φ(xT x) is the classical
Gaussian kernel.

Let us denote the parameter vector (w0, . . . , wk, c1, . . . , ck, A1, . . . , Ak) by θ.
It is assumed that the kernel is fixed, while network parameters wi, ci, Ai, i =
1, . . . , k are learned from the data. Normalized RBF networks are generalizations
of standard RBF networks defined by

fk(x) =
k∑

i=1

wiφ (||x − ci||Ai
) + w0. (2)

The most popular choices of radial function φ are:

– φ(x) = e−x2
(Gaussian kernel)

– φ(x) = e−x (exponential kernel)
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– φ(x) = (1 − x2)+ (truncated parabolic or Epanechnikov kernel)
– φ(x) = 1√

x2+c2
(inverse multiquadratic)

All these kernels are nonincreasing. In the literature on approximation by means
of radial basis functions the following monotonically increasing kernels were con-
sidered

– φ(x) =
√

x2 + c2 (multiquadratic)
– φ(x) = x2n log x (thin plate spline)

They play important role in interpolation and approximation with radial func-
tions [17], but are not considered in the present paper.

Standard RBF networks have been introduced by Broomhead and Lowe [7]
and Moody and Darken [34]. Their approximation error was studied by Park
and Sandberg [35,36]. These result have been generalized by Krzyżak, Linder
and Lugosi [28], who also showed weak and strong universal consistency of RBF
networks for a large class of radial kernels in the least squares estimation prob-
lem and classification. The rate of approximation of RBF networks was investi-
gated by Girosi and Anzellotti [16]. The rates of convergence of RBF networks
trained by complexity regularization have been investigated in regression esti-
mation problem by Krzyżak and Linder [29].

Normalized RBF networks (1) have been originally investigated by Moody
and Darken [34] and Specht [40]. Further results were obtained by Shorten and
Murray-Smith [39]. Some convergence results for the regression estimation prob-
lem have been discussed in [31].

Other nonparametric regression estimation techniques include Nadaraya-
Watson kernel estimate and recursive kernel estimate (considered later in the
paper) [19,20], nearest-neighbor estimate [12,20], partitioning estimate [4,20],
orthogonal series estimate [18,20], tree estimate [6,21] and Breiman random
forest [5,38].

This paper investigates mean integrated square error (MISE) convergence
and strong convergence as well as rates of convergence of the normalized recursive
RBF network estimation in nonlinear function learning and classification. The
paper is organized as follows. In Sect. 2 the algorithm for nonlinear regression
learning is presented. In Sect. 3 the normalized recursive RBF network classifier
is discussed. In Sect. 4 convergence properties of the learning algorithms are
investigated and Sect. 5 presents conclusions.

2 Nonlinear Function Learning

Let (X,Y ), (X1, Y1), (X2, Y2), . . . , (Xn, Yn) be independent, identically distrib-
uted, Rd×R–valued random variables with EY 2 < ∞, and let R(x) = E(Y |X =
x) be the corresponding nonlinear regression function. Let μ be the distribution
of X. It is well-known that regression function R minimizes L2 error:

E|R(X) − Y |2 = min
f :Rd→R

E|f(X) − Y |2.
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Our aim is to estimate R from the i.i.d. observations of random vector (X,Y )

Dn = {(X1, Y1), . . . , (Xn, Yn)}

using RBF network (1). We train the network by choosing its parameters that
minimize the L2 risk

1
n

n∑

j=1

|f(Xj) − Yj |2 (3)

on the training data Dn, that is we choose RBF network mn in the class

Fn = {fk = fθ : θ ∈ Θn} =

{∑k
i=1 wiφ (||x − ci||Ai

)
∑k

i=1 φ (||x − ci||Ai
)

}

where
Θn = {θ = (w1, . . . , wkn

, c1, . . . , ckn
, A1, . . . , Akn

)} .

so that
1
n

n∑

j=1

|mn(Xj) − Yj |2 = min
f∈Fn

1
n

n∑

j=1

|fθ(Xj) − Yj |2. (4)

We measure the performance of the RBF network estimate by the MISE error

E|mn(X1) − R(X1)|2 = E
∫

|mn(x) − m(x)|2μ(dx).

Even though direct analysis of mn has been carried out in [31] using Vapnik-
Chervonenkis dimension and covering numbers [20,41,42] it is not fully satisfac-
tory as it is pretty complex and learning of parameters by empirical risk mini-
mization imposes heavy computational burden. In the reminder of the paper we
will explore in the analysis of mn its proximity to the recursive kernel regression
function estimate

rn(x) =

∑n
i=1 YiK(x−Xi

hi
)

∑n
i=1 K(x−Xi

hi
)

(5)

where K : Rd → R is a kernel and hi, i = 1, 2, . . . n is a smoothing sequence
(bandwith) of positive real numbers. The estimate has been introduced by
Devroye and Wagner [10] and investigated by Krzyżak and Pawlak [27], Gre-
blicki and Pawlak [19] and Krzyżak [25]. It can be computed recursively as
follows:

r0(x) = g0(x) = 0
gn(x) = gn−1(x) + Khn

(x − Xn)

and
rn(x) = rn−1(x) + g−1

n (x)(Yn − rn−1(x))Khn
(x − Xn)

where Kh(x) = K(x
h ).
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Estimator (5) need not be recomputed entirely when additional observation is
combined with the previous ones. In addition, implementing a nonrecursive ker-
nel regression estimate based on n observations requires storing the observations
X1, . . . Xn, whereas implementing mn requires storing mn−1 and gn−1.

The properties of the standard kernel regression estimate with applications
to analysis of RBF networks have been discussed in detail in [30]. This app-
roach leads to very simple and efficient training. Assume that K is spherically
symmetric, i.e. K(x) = K(||x||). Let parameters of (1) be trained as follows

kn = n,Ai =
1
h2

i

I, wi = Yi, ci = Xi, i = 1, · · · , n. (6)

Thus we obtain the plug-in recursive RBF network

gn(x) =

∑n
i=1 φ(‖x−Xi‖

hi
)Yi

∑n
i=1 φ(‖x−Xi‖

hi
)

=

∑n
i=1 K(x−Xi

hi
)Yi

∑n
i=1 K(x−Xi

hi
)

. (7)

As a consequence of the simple bound

E|mn(X1) − R(X1)|2 ≤ E|gn(X1) − R(X1)|2 (8)

plug-in recursive RBF network provides an upper bound on performance of mn

on Dn.

3 Recursive Classification Rules

Let (Y,X) be a pair of random variables taking values in the set {1, ...,M},
whose elements are called classes, and in Rd, respectively. The problem is to
classify X, i.e. to decide on Y . Let us define a posteriori class probabilities

pi(x) = P{Y = i|X = x}, i = 1, · · · ,M, x ∈ Rd.

The Bayes classification rule

Ψ∗(X) = i if pi(X) > pj(X), j < i, and pi(X) > pj(X), j > i

minimizes the probability of error. The Bayes risk L∗ is defined by

P{Ψ∗(X) �= Y } = inf
Ψ :Rd→{1,...,M}

P{Ψ(X) �= Y }.

The local Bayes risk is equal to P{Ψ∗(X) �= Y | X = x}. Observe that pi(x) =
E{I{Y =i} | X = x} may be viewed as a regression function of the indicator of
the event {Y = i}. Given the learning sequence Vn = {(Y1,X1), ..., (Yn,Xn)} of
independent observations of the pair (Y,X), we may learn pi(x) using recursive
RBF nets mimicking (4), i.e.,

1
n

n∑

j=1

|p̂in(Xj) − I{Yj=i}|2 = min
f∈Fn

1
n

n∑

j=1

|fY (Xj) − Yj |2. (9)
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We construct an empirical recursive classification rule Ψn, which classifies
every x ∈ Rd to any class maximizing p̂in. In order to simplify learning process
we will consider simple plug-in classification rules considered in Sect. 3. We pro-
pose plug-in recursive RBF classifier with parameters learned by (6) resulting
in the recursive classification rule Ψn which classifies every x ∈ Rd to any class
maximizing

pin =

∑n
j=1 I{Yj=i}K

(
x−Xj

hj

)

∑n
j=1 K

(
x−Xj

hj

) . (10)

The global performance of Ψn is measured by Ln = P{Ψn(X) �= θ | Vn} and the
local performance by Ln(x) = P{Ψn(x) �= θ | Vn}. A rule is said to be weakly,
strongly, or completely Bayes risk consistent (BRC) if Ln → L∗, in probability,
almost surely, or completely, respectively, as n → ∞. Thanks to relation (see [25])

|Ln(X) − L∗(X)| ≤
M∑

i=1

|pin(X) − pi(X)| (11)

any convergence result obtained for regression estimate (7) is also valid for Ψn.
In the next section we will study convergence and rates of plug-in recursive

RBF network regression estimate gn and recursive RBF estimate mn as well as
classification rules induced by them.

4 Consistency and Rates of Convergence

In the first part of this section we present convergence results (consistency and
the rates) for the recursive RBF learning function learning and classification
algorithms. In the second part of the section we outline the proofs.

4.1 Convergence Results

We have the following convergence and rates of convergence results for the recur-
sive plug-in RBF network gn and classification rule Ψn. Inequality (8) enables us
to apply convergence and rates results of gn to the recursive RBF network mn

trained and evaluated on the sequence Dn. Likewise inequality (11) enables us
to deduce convergence and rates of convergence for recursive RBF classification
rules.

Theorem 1. Let EY 2 < ∞,

c1IS0,r
≤ φ(||x||) ≤ c2IS0,R

, 0 < r < R < ∞, c1, c2 > 0 (12)

n∑

i=1

hd
i → ∞ ,

n∑

i=1

hd
i I{hi>ε}/

n∑

i=1

hd
i → 0, as n → ∞,

lim sup
n

1
n

n∑

i=1

(
hi

h̄

)2d

= γ < ∞, (13)
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where h̄ = min1≤i≤n hi.
Then

E(gn(X) − R(X))2 → 0 as n → ∞
E(mn(X1) − R(X1))2 → 0 as n → ∞
and

E(Ln(X1) − L∗(X1))2 → 0 as n → ∞.

Theorem 1 provides MISE convergence of the recursive RBF plug-in estimates
gn(x),mn and Ln for all distributions of the data with the bounded second
moment condition EY 2 < ∞. Radial functions satisfying condition (12) are
functions with compact support separated away from zero at the origin. Such
functions do not include Gaussian kernel. Using kernel trick introduced in [13]
one can show that condition (12) can be relaxed to

φ(||x||) ≥ cIS0,r
,

∫

sup
y∈Sx,r

φ(||y||)dx < ∞, c, r > 0. (14)

However, enlarging the class of kernels results in necessity to impose stricter
condition on the outputs, namely |Y | ≤ M < ∞.

Condition (14) means that envelope of φ is bounded away from zero at the
origin and is Riemann integrable and φ may have infinite support. It is satisfied
by Gaussian and exponential kernels. Assumption (12) is satisfied for arbitrary
finite φ with compact support and bounded away from zero at the origin.

Theorem 2 provides MISE convergence of the recursive RBF plug-in algo-
rithms. Note that the rate of convergence is obtained for Lipschitz regression.
As Devroye [9] points out there is no free-lunch, i.e., there are no distribution-free
rates of convergence.

Theorem 2. Let μ denote the probability measure of X with a compact support,
and let (12) hold. Let smoothing bandwidth hi satisfy (13). Also let

supx E(Y 2|X = x) ≤ σ2 < ∞
|R(x) − R(y)| ≤ β||x − y||α, 0 < α ≤ 1, β > 0.

(15)

Then

E(gn(X) − R(X))2 = O(n− 2α
2α+d )

E(mn(X1) − R(X1))2 = O(n− 2α
2α+d )

and

E(Ln(X1) − L∗(X1))2 = O(n− 2α
2α+d ). (16)

The final result concerns an exponential bound from which almost sure con-
vergence of the learning algorithms follows. For the sake of brevity we only
present the result for gn.
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Theorem 3. Let (12) and (13) hold. Then for every distribution of (X,Y ) with
E|Y |2+δ < ∞ with δ > 0 and for every ε > 0, there exist constants c and n0

such that for all n ≥ n0,

P{
∫

|gn(x) − g(x)|μ(dx) > ε} ≤ 2 exp(−c · n). (17)

4.2 Outlines of Proofs

The sketches of the proofs are given below. We only provide proofs for gn as the
proofs for remaining algorithms are similar.
PROOF of Theorem 1. Let Ki = K((X1 − Xi)/hi), i = 1, . . . , n. We start by
noticing that we have for any function g

E(R(X1) − gn(X1))2

≤ 4E(R(X1) − g(X1))2 + 4E(
∑n

j=1(Yj − R(Xj))Kj/
∑n

j=1 Kj)2

+4E
(∑n

j=1(R(Xj)−g(Xj))Kj
∑n

j=1 Kj

)2

+ 4E
(∑n

j=1 g(Xj)Kj
∑n

j=1 Kj
− g(X1)

)2

= 4(A + B + C + D).

For any ε > 0 we can find continuous, compactly supported g ∈ L2(μ) such that∫
(R(x) − g(x))2dμ(x) < ε/16. Hence

A ≤ ε/16.

Using Jensen’s inequality we can bound term C by ε/16 and term D by

supx,y:||x−y||≤δ |g(x) − g(y)|2 < ε/16.

Term B can be bounded by using truncation argument for Y , conditions (13)
and Lemma 3 of [26].

PROOF of Theorem 2. Let’s bound MISE as follows

E(R(X1) − gn(X1))2

≤ 2E(
∑n

i=1(Yi − R(Xi))Ki/
∑n

i=1 Ki)
2 + 2E(

∑n
i=1(R(Xi) − R(X1))Ki/

∑n
i=1 Ki)

2

= 2(A+B).

One can show that compactness of μ implies

A = O

(
1

∑n
i=1 hd

i

)

. (18)

Using Jensen’s inequality and Lipschitz assumption for term B we have

B = O

(∑n
i=1 h2d+2α

i∑n
i=1 hd

i

)

. (19)

The rate result (16) follows from (18) and (19).
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PROOF of Theorem 3. The exponential bound (17) follows from the exponential
inequality of Hoeffding type for martingale difference sequences called Azuma
inequality (see Azuma [2]) or in a more straightforward way from the fundamen-
tal McDiarmid’s inequality [33], which can be stated as follows:

Let X1, · · · ,Xn be independent random variables and assume that

sup
xi,x′

i

|f(x1, ..., xi, ...xn) − f(x1, ..., x
′
i, ...xn)| ≤ ci, 1 ≤ i ≤ n. (20)

Then

P{|f(X1, · · · ,Xn) − Ef(X1, · · · ,Xn)| ≥ ε} ≤ 2 exp(−2ε2/
n∑

i=1

c2i ). (21)

Let K((x − xi)/hi) = Khi
(x − xi) and take

f(X1, Y1, · · · ,Xn, Yn) =
n∑

i=1

∫

(Yi −R(x))Khi
(x−Xi)/

n∑

i=1

EKhi
(x−Xi)μ(dx).

Following [13] the left-hand side of (20) is bounded by

supxi,x′
i,yi,y′

i

∫ |yiKhi
(x−xi)−y′

iKhi
(x−x′

i)|∑n
i=1 EKhi

(x−Xi)
μ(dx)

≤ 4M supy

∫ Khi
(x−y)

∑n
i=1 EKhi

(x−Xi)
μ(dx) ≤ 4M ρ

n

(
hi

h̄

)d
.

Mimicking the proof of Theorem 1 in [26] (we omit the details) the result follows
from (13) and (21).

5 Conclusions

We have analyzed MISE and strong convergence and the rates of convergence of
the recursive normalized radial basis function regression estimates and classifica-
tion rules learned from data by the empirical risk minimization. The analysis has
been simplified by taking advantage of the relationship between the empirical
risk minimization and the recursive Nadaraya-Watson kernel regression estima-
tion.
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12. Devroye, L., Györfi, L., Krzyżak, A., Lugosi, G.: On the strong universal consis-
tency of nearest neighbor regression function estimates. Ann. Stat. 22, 1371–1385
(1994)

13. Devroye, L., Krzyżak, A.: An equivalence theorem for L1 convergence of the kernel
regression estimate. J. Stat. Plann. Infer. 23, 71–82 (1989)

14. Duchon, J.: Sur l’erreur d’interpolation des fonctions de plusieurs variables par les
Dm-splines. RAIRO-Anal. Numèrique 12(4), 325–334 (1978)

15. Faragó, A., Lugosi, G.: Strong universal consistency of neural network classifiers.
IEEE Trans. Inf. Theory 39, 1146–1151 (1993)

16. Girosi, F., Anzellotti, G.: Rates of convergence for radial basis functions and neural
networks. In: Mammone, R.J. (ed.) Artificial Neural Networks for Speech and
Vision, pp. 97–113. Chapman and Hall, London (1993)

17. Girosi, F., Jones, M., Poggio, T.: Regularization theory and neural network archi-
tectures. Neural Comput. 7, 219–267 (1995)

18. Greblicki, W., Pawlak, M.: Fourier and Hermite series estimates of regression func-
tions. Ann. Inst. Stat. Math. 37, 443–454 (1985)

19. Greblicki, W., Pawlak, M.: Necessary and sufficient conditions for Bayes risk con-
sistency of a recursive kernel classification rule. IEEE Trans. Inf. Theory IT–33,
408–412 (1987)
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28. Krzyżak, A., Linder, T., Lugosi, G.: Nonparametric estimation and classification
using radial basis function nets and empirical risk minimization. IEEE Trans.
Neural Netw. 7(2), 475–487 (1996)
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Abstract. The recent advances in the field of neural networks, more
specifically deep convolutional neural networks (CNN), have considerably
improved the performance of computer vision and image recognition sys-
tems in domains such as medical imaging, object recognition, and scene
characterization. In this work, we present the first attempt into bring-
ing CNNs to the field of Solar Astronomy, with the application of solar
event recognition. With the objective of advancing the state-of-the-art in
the field, we compare the performance of multiple well established CNN
architectures against the current methods of multiple solar event classi-
fication. To evaluate the effectiveness of deep learning in the solar image
domain, we experimented with well-known architectures such as LeNet-
5, CifarNet, AlexNet, and GoogLenet. We investigated the recognition
of four solar event types using image regions extracted from the high-
resolution full disk images of the Sun from the NASA’s Solar Dynamics
Observatory (SDO) mission. This work demonstrates the feasibility of
using CNNs by obtaining improved results over the conventional pattern
recognition methods used in the field.

Keywords: Image classification · Solar event classification · Deep
learning · Convolutional neural networks

1 Introduction

The effectiveness of deep neural networks in computer vision has been demon-
strated over the years in several different works [20,24,37,38]. One of the first
major successes of deep learning was handwritten character recognition in 1990s
[24]. More recently, Krizhevsky et al. won the 2012 ImageNet Large Scale Visual
Recognition Competition (ILSRVC) with his graphics processing unit (GPU)
supported method. Nowadays, the usage of deep convolutional neural networks
(CNN) in computer vision tasks has exploded [20]. Several variations and tech-
niques for CNNs are developed to be used in wide range of applications including
object detection [37], image recognition [18], and autonomous driving systems
[10]. Today, we are witnessing the effectiveness of deep learning in industry-level
applications of major companies like Google’s PlaNet for image geolocation [41]
or Facebook’s DeepFace for face recognition [38], among other applications.
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Fig. 1. Example of solar event classification using deep convolutional neural networks.

To eliminate the filtering effect of the atmosphere during solar observa-
tions, NASA launched a satellite named Solar Dynamic Observatory (SDO) into
orbit [42]. Since 2010, SDO has been successfully taking high-resolution full-disk
images of the Sun in 10 different wavelengths [25]. SDO generates 1.5 TB image
data in a day, which makes it one of the largest solar dataset available. The data
is used by solar physicists for a better understanding of the Sun, which is crucial
because coronal mass ejection and solar flares on the Sun might endanger astro-
nauts by changing the radiation levels or interrupt Global Positioning System
(GPS) and intercontinental communications or damage power grids [22]. For this
purpose, several computer vision tasks including object recognition [13], image
classification [5], and image retrieval [7] have been utilized on this data for solar
physics research. However, we believe that emerging deep learning techniques
can further improve the effectiveness of previous studies.

Deep learning has several advantages compared to conventional techniques in
computer vision. One of these advantages is that deep learning does not require
extensive domain knowledge or expertise to select the features on the images
because a general purpose learning algorithm can configure the parameters on
its own; thus, the network can automatically extract the most useful features for
its decision process [23]. This phenomenon is extremely compelling for the solar
domain because of the fuzzy boundaries of solar events in the images. Addition-
ally, as it is illustrated in Fig. 1, deep learning models can be fed with raw image
data, which avoids daily feature extraction process required by conventional
methods [7]. Although the training process can be time-consuming for large
CNNs, response time in production is reasonable for real-time applications [17].

We believe that deep learning can be an alternative to conventional meth-
ods, which extract the image parameters and use well-known machine learning
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algorithms, to solve solar related computer vision tasks [4]. Our approach has
a promising potential benefit for several applications such as Content-Based
Image Retrieval (CBIR) systems for solar images [5], event detection, valida-
tion of existing event detection modules [39], and solar event prediction [30]. To
introduce the deep learning in the solar domain, we selected the task of classify-
ing solar events in image regions. To the best of our knowledge, this is the first
work that demonstrates the effectiveness of deep convolutional neural networks
on solar event classification that forms a foundation for other computer vision
tasks related to solar image domain.

The rest of this paper is organized as follows: Sect. 2 gives background infor-
mation about both deep learning and solar image classification. We then present
the solar image data preparation steps and configuration details of used CNN
architectures in Sect. 3. In Sect. 4, we present results of the experiments on dif-
ferent CNN architectures with a detailed discussion. Lastly, in Sect. 5, we present
our conclusions and provide insights into our future work.

2 Background

2.1 Convolutional Neural Networks

LeCun et al. successfully applied CNN on a handwritten digit recognition task
for the first time in the 1990s [24]. At the time, lack of large datasets and com-
putational power needed for training the deeper models to solve more compli-
cated tasks were an obstacle to the popularity of the technique. The last decade
brought very large datasets and made higher computational power available at
a very affordable prices. Along with increasing central processing unit (CPU)
computing power, GPU computing has been adapted for deep learning for faster
computational power in certain tasks. Thanks to these advancements and novel
improvements in CNN architecture, deep CNNs gained major success in com-
puter vision tasks such as ILSVRC competitions [18,20,37]. The success gave
community an alternative to conventional methods like feature engineering.

A simple CNN differs from other deep learning architectures in its convolu-
tional layers that are specifically designed for image data. Convolutional layers
use a kernel to filter the image to extract local features from an image and it is
usually followed by a pooling layer that reduces the number of features extracted
while increasing the robustness of output to shifts and distortions [24]. In fully
connected layers, extracted features are collected to detect higher level features
[24]. To eliminate non-significant neurons and emphasize significant ones, an acti-
vation function is used. CNNs can be trained using back propagation that allows
the network to adjust weights of the network to reduce the output of loss function.
In other words, this process simulates hand-picking of features that is usually per-
formed by domain experts in most of the traditional computer vision approaches.

Several techniques based on simple CNN architecture are proposed to address
different problems of the learning process. The most relevant techniques include
Rectified Linear Unit (ReLU), data augmentation, and dropout. Using ReLU
activation increases the training speed significantly when it is compared to
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tanh activation function [20,28]. Data augmentation is artificially populating the
existing data to reduce overfitting [20]. Dropout is randomly picking some neu-
rons to be silenced temporarily. Theoretically, a network with n neurons behaves
like an assembly of up to 2n model while making decision [36]. This technique
is also very effective against overfitting. Besides the architectural advancements,
the efficiency of deep learning has significantly improved thanks to hardware
support. GPU usage during training process increase the training speed signif-
icantly so that larger models can be trained to solve more complex models in
reasonable times.

Network in Network (NIN) structure is another technique introduced recently
that has proved its effectiveness [26]. NIN structure consists of the multilayer per-
ceptron (MLP) and global averaging pooling layer. Multilayer perceptrons, which
consist of several layers to increase the effectiveness of local feature extraction,
are used instead of convolution filters. Fully connected layers, followed by convo-
lutional layers, were replaced with global average pooling that introduce feature
map for each class. Unlike fully connected layer, global average pooling is not prone
to overfitting. Inception model introduced in [37] is inspired by NIN structure. The
main idea in their work is to increase the depth of a network by adding 1× 1 con-
volutional layers and enhancing the feature re-use. While increasing the network
depth, this strategy decreases the number of parameters used in the network.

Increasing the depth and width of a deep learning model is the simplest way
to increase the performance of the network. Although increment in the depth
size brings problems with it such as overfitting, computational complexity, and
vanishing gradient, deep models (with 22 layers) have been trained in these works
[35,37]. Even deeper models with 152 layers have been trained using residual
learning technique [18].

While advancements on deep learning architectures are continuing at a fast
pace, CNN applications produced significant results in real life problems such as
face verification by Facebook [38], vehicle type classification [15], species recog-
nition for wild animal monitoring [11], land use classification in remote sensing
images [9]. CNNs also started to give good results on medical imaging, which is
interesting for our work because of the similarity between medical images and
solar images [6]. Usages of CNNs on medical image includes, but are not lim-
ited to, glaucoma detection [12], segmentation of neuronal membranes [14], and
identification of breast cancer [40].

2.2 Solar Event Classification

With the start of the SDO mission in 2010 the Feature Finding Team (FFT) has
been in charge of identifying solar events present in SDO images via two different
approaches: (a) traditional computer vision via specialized solar event detection
modules, and (b) the trainable module, as described in [27]. The specialized solar
event detection modules are in charge of detecting individual events like Flares
[13], Coronal Holes and Active Regions [8] and Sigmoids [31]. The trainable
module utilizes statistical classification algorithms to identify solar phenomena
and has been detailed in [1].
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a) Active Region (AR) 
171 

b) Sigmoid (SG) 
131 

c) Coronal Hole (CH) 
193 

d) Flare (FL) 
131 

e) Quiet Sun (QS) 
131 

Fig. 2. Example image regions for each event type with corresponding wavelengths

The SDO images are processed by extracting a set of ten image parameters:
entropy, fractal dimension, the mean intensity, the third and fourth moments,
relative smoothness, the standard deviation of the intensity, Tamura contrast,
Tamura directionality and uniformity. These parameters have been tested to
perform the best based on computational expense and classification accuracy
for SDO images. More details as well as their formulas are beyond the scope of
this work and can be found in [2,3,7].

Once the image parameters have been extracted, multiple classification algo-
rithms have been tested in [4] allowing researchers to identify which ones perform
the best depending on individual combinations of image parameters and types
of solar events [1]. With the advantage of building a general purpose classifier
that is able to identify more than one different type of solar event at a time, the
current state of the art in terms of solar event classification has been achieved in
[5]. The average classification accurracy for Active Regions (AR), Coronal Holes
(CH), Flares (FL), Sigmoids (SG) has reach 70% while the individual accurra-
cies are 79%, 84%, 72%, and 68%. These values will be considered our baseline
results to compare against in this work.

In order to provide researchers with training and testing data for classifica-
tion and retrieval analyses, the FFT team has released multiple datasets which
include solar image parameters corresponding to labeled events and can be found
in [33,34]. It was not until [21] where researchers had also have the access to the
corresponding high-resolution image files for the solar events in datasets [33,34].
This allows for analyses like ones presented in this work.

3 Methods

3.1 Data

We used the Large-Scale Solar Dynamic Observatory Dataset (LSDO) that can
be found in [21]. The data used in this work consists of solar image regions that
are labeled as a particular type of solar event. We conducted several preprocess-
ing steps to prepare an appropriate dataset for our task. The first preprocessing
step was to ensure that we feed our models with unique records that does not
contain overlaps of multiple event types. Event records in LSDO are reported
from several different detector modules, which means that the same solar activity
can be reported multiple times, if different types of events co-occur or different
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module can independently report the same events multiple times. To discard the
possible duplicate reports, we only used reports from Spatial Possibilistic Clus-
tering Algorithm (SPoCA) for AR and CH [39], Flare Detective for FL [16], and
Sigmoid Sniffer for SG [31]. In addition, we found out that some events occur
spatiotemporally close to each other which may lead to ambiguity in labeling.
To remove this ambiguity, we eliminated the events that are spatiotemporally
overlapping (i.e. co-occurring).

Before we extract the regions from 4 K full disk images of the Sun using
bounding box information, we conducted an additional step. The network models
that we use for experiments are designed for square regions. However, bounding
boxes of solar events have different sizes and aspect ratios. We shortened the
list of regions by selecting the ones with the aspect ratio min(w, h)/max(w, h),
ratio between width (w) and height (h) greater than ratio threshold 0.90, which
we picked according to the distribution of ratio for each event type to get desired
number of regions. We introduced ratio threshold because event regions with low
aspect ratio may change the characteristic of the event pattern on the region
significantly when it is rescaled to be fit into the models. Finally, we extracted
regions and labeled them accordingly. Samples of each class is shown in Fig. 2.

Moreover, to evaluate our models under more realistic conditions, we created
a fifth class, Quiet Sun (QS), which consists of unlabeled regions of the Sun. QS
represents regions of the Sun without any specific activity. To create QS regions,
in each image we randomly picked a region in size of 32× 32 to 256× 256 pixels
and checked if the selected region is spatiotemporally overlapping with any event
records in all dataset. We avoided to pick regions close to the edge of the image
in order not to include the background region behind the Sun. We repeated this
process until we found a non-overlapping region or gave up on that image. In
Fig. 2, region e is an example QS region.

Instead of having a single dataset, we created three datasets to use in different
CNN models and test different aspects of the models. For each event type, we
used the optimal reported wavelength, which is listed as follows: 171 Å for AR,
193 Å for CH, 131 Å for FL and SG. We chose 1,500 regions with the highest
resolution for each event type on the specified wavelength. For the fifth class
(i.e. QS), we used 500 regions from each wavelength (131 Å, 171 Å, 193 Å) to
get 1,500 regions so that this class contains the wavelength of all other event
types. We used 32× 32, 128× 128, 256× 256 pixels region sizes to evaluate and
understand the behavior of models against different image sizes. To resize images,
we used Lanczos algorithm to get better quality pacthes [29]. For convenience,
we named them as follows: “R32” for 32× 32, “R128” for 128× 128, and “R256”
for 256× 256 regions.

3.2 CNN Architectures

Several different CNN architectures are presented to solve computer vision prob-
lems in different domains and in Sect. 2.1, we mention the most significant tech-
niques employed by these models. However, for solar image domain, there is
no previously proposed CNN architecture and selection of a CNN model for a
particular dataset is not trivial. To see the performance of CNN architectures in
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Table 1. Highest average testing accuracy of models with class-based classification
accuracy

Model Dataset Epochs Accuracy in %

AR CH FL SG QS Average

LeNet-5 R32 65 97.7 97.0 87.0 92.0 94.0 93.5

CifarNet R32 80 99.7 97.3 91.3 85.0 96.3 93.9

CifarNet R128 80 78.3 88.7 86.3 92.0 82.3 85.5

CifarNet R256 75 99.0 99.3 75.0 82.0 85.0 88.1

AlexNet R128 35 97.3 95.0 85.0 88.3 92.7 91.7

AlexNet R256 40 98.0 95.7 85.0 84.0 91.0 90.7

GoogLenet R256 40 98.0 99.3 84.0 91.0 98.3 94.1

solar image classification task, we used several different models that have success
in other domains. These models consist of different number of layers and employ
different techniques, which allow us to measure the effectiveness of deep learning
on the solar domain under different configurations.

We used four different CNN architectures: LeNet-5, CifarNet, AlexNet, and
GoogLenet. LeNet-5 is trained by using stochastic gradient descent (SGD) with
learning rate of 0.01, momentum of 0.9, batch size of 100, and weight decay
of 0.0005. CifarNet model is trained by using SGD with learning rate of 0.001,
momentum of 0.9, batch size of 100, and decay of 0.004. In AlexNet model, we
used data augmentation. Random subregions of the input image are given to
the network as an input in order to reduce overfitting. For 256× 256 regions,
227× 227 sub-images are used as it is used in [20]. For 128× 128 regions, we
selected 96× 96 sub-images for data augmentation. We trained this mode using
SGD with learning rate of 0.01, momentum of 0.9, batch size of 100, and decay of
0.0005. GoogLenet is trained by using SGD with learning rate of 0.01, momentum
of 0.9, batch size of 50, and decay of 0.0002.

4 Experiments

4.1 Experimental Setup

Experiments are conducted on a dedicated server with 128 cores (Intel Xeon
CPU E7-8860 with Ubuntu 14.04). We used the CPU-only version of popular
deep learning framework, Caffe [19]. OpenBLAS is a dependency of Caffe and
we configured OpenBLAS library to compile for 128 cores. All the results are
derived from random split of 80% training data and 20% test data for each
dataset.

4.2 Evaluation of the Models

Our goal is not only to accurate classification of the regions, but also to evaluate
the general behavior of deep learning on solar imagery. Table 1 depicts best
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Fig. 3. Runtime of models for 10 epochs in log scale

average accuracy of each model, class-based accuracy, and number of epochs.
We experimented on different models and different datasets (different image
sizes). Some model-dataset combination were not listed in Table 1 because some
of the models can not be feed with all image sizes and some of the experiments
never give interpretable results after several parameter search.

In Fig. 3, we present 10 epochs runtime of each model in log scale. There
is a considerable performance gap between fastest model, LeNet-5, and slowest
model, GoogLeNet. CifarNet is close to AlexNet when it is trained on same
dataset. Another implication of Fig. 3 is runtime by image size. As size of images
increases, runtime changes significantly which can be clearly observed in CifarNet
experiments.

Region size is important aspect of our experiments that needed to be inves-
tigated, because solar events are reported on a wide range of sizes (e.g. 16× 16
to 512× 512) and most of the time, regions are small part in a high resolution
full disk image (4096× 4096). Aspect ratio of region is also important, but it is
beyond the scope of the paper because datasets are prepared from square like
regions as it is described in Sect. 3. We experimented with three different region
sizes: 32× 32, 128× 128, 256× 256. Smaller regions tend to give better results,
which may imply that for classification of 5 classes, CNN models do not need
high-resolution detail.

For a better comparison among experiments, we provide accuracy of models
calculated every epochs in Fig. 4. We had to stop training of GoogLenet model
at 40 epochs because of the very long runtime but it does not influence our
analysis since the model already converged at 40 epochs. We can share follow-
ing observations considering the overall picture. LeNet-5 is the fastest model
with reasonable accuracy but as the complexity of task increases, performance
of LeNet-5 might not sustain because of its simplicity. CifarNet classify accu-
rately in R32 dataset but it converges later than LeNet-5. GoogLenet gives the
best result. However, when we consider the size of GoogLenet and its training
time, GoogLenet is a complex model for our classification task. In R128 and
R256 experiments, CifarNet does not give close distribution of accuracies among
classes. On the other hand, AlexNet is performing well on those datasets. In
Fig. 4, we observe that AlexNet converges after 15 epochs, while it takes more
than 30 epochs for CifarNet and GoogLenet. Accuracy of AlexNet is less than
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Fig. 4. Classification accuracy of models in epochs

GoogLenet but the model is significantly faster. As a result, LeNet-5 performs
well within limited time in our classification task while AlexNet might be a good
candidate model for more complex classification tasks.

Fig. 5. Confusion matrix for LeNet-5 and GoogLenet

Figure 5 illustrates the confusion matrix for LeNet-5 and GoogLenet. Both
models have similar distribution of error. One of the important observations is
very minor transitivity between FL and SG classes, which may stems from the
wavelength used for FL and SG is same, 131 Å. We believe that having QS regions
in three different wavelengths significantly reduces this kind of transitivity. CH
events are generally not occurring close to other events like AR. As expected,
there is less confusion between CH and other events. However, having confusion
between QS and FL is unexpected and may show that the model is having
difficulty to differentiation FL and QS regions that are generated from 131 Å
images.
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Table 2. Accuracy comparison between traditional and deep learning approaches

Experiment/Method Epochs Accuracy in %

AR CH FL SG QS Average

Image parameters N/A 79.0 85.0 72.0 68.0 N/A 76.0

LeNet-5-R32 65 97.7 97.0 87.0 92.0 94.0 93.5

CifarNet-R32 80 99.7 97.3 91.3 85.0 96.3 93.9

AlexNet-R128 35 97.3 95.0 85.0 88.3 92.7 91.7

GoogLenet-R256 40 98.0 99.3 84.0 91.0 98.3 94.1

4.3 Comparison with Conventional Methods

Comparison between traditional methods and a deep learning approach is impor-
tant to understand the effectiveness of our efforts. For comparison, we found the
best results previously introduced for solar image classification tasks in [5] and
the baseline results are shown in Table 2 at “Image Parameters” row. These
results are produced using the dataset in [32]. Banda et al. are using ten dif-
ferent image parameters that are well performing on solar data [5]. Then, they
present the best performing combinations of multiple metrics and classifiers,
from which we picked the best results for each class. Our deep learning models
are giving better accuracy on each class and overall accuracy. Without creating a
domain specific model, achieving better accuracy for each class shows that deep
learning approach is valuable and encouraging for using deep learning on solar
image domain.

5 Conclusions

We presented results for four well-known deep convolutional neural networks
models on a solar image classification task. We tested these models with three
datasets with different region sizes. Our experiments show that for basic solar
image classification task, well-known algorithms performs well while LeNet-5
and AlexNet are slightly better option in terms of time and complexity. Also,
accuracy of our models is better than traditional approaches, based on extracting
statistical image features and using machine learning classification algorithms.
For future work, we believe that spending more time on a personalized CNN
architecture for solar domain can lead to an optimal model. In addition, ensemble
models have shown to produce better results in other image classification/object
detection tasks [14,18,37]. Based on the fact that a model is better on classifying
particular event types while its overall accuracy is low, ensemble of multiple
models can increase the performance of classification. Finally, the scope of this
work was limited to four event types, and adding more types to the classification
task (e.g. Filaments, Sunspots) may help us to built better CNN models and lead
to new and valuable observations.
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Abstract. In the present contribution we consider sequence learning
by means of unsupervised and supervised vector quantization, which
should be invariant regarding to shifts in the sequences. A mathematical
tool to achieve a respective invariant representation and comparison of
sequences are Hankel matrices with an appropriate dissimilarity measure
based on subspace angles. We discuss their mathematical properties and
show how they can be incorporated in prototype based vector quanti-
zation schemes like neural gas and self-organizing maps for clustering
and data compression in case of unsupervised learning. For classification
learning we refer to the closely related supervised learning vector quan-
tization scheme. Particularly, median variants of these vector quantizers
allow an easy application of Hankel matrices. A possible application of
the Hankel matrix approach could be the analysis of DNA sequences,
as it does not require the alignment of sequences due to its invariance
properties.

1 Introduction

Learning of sequences or time series is a challenging task in machine learning.
Time series may describe temporal behavior in technical or natural systems.
Texts like articles in newspapers or books are sequences of letters. Nucleotide
sequences in DNA constitute another important example of sequence data with
the need for automated analysis.

Frequently, data processing tasks deal with the analysis of a set of sequences
[1]. The alignment of sequences is frequently considered an essential preprocess-
ing step, aiming at comparability. For example, if a sequence of video frames
should be classified with respect to showing a certain event, but with unknown
starting point, the video sequences first have to be standardized such that those
events, if available in a sequence, are located at a defined position in the sequence.
Another example are nucleotide sequences to be classified with and without a
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certain structural motif determining their functional behavior. Yet, data align-
ment is often time consuming and may destroy other information. If we want to
avoid this pre-processing step, the task is to achieve invariance with respect to
the position in the sequence.

A suitable tool for this purpose is the so-call Hankel matrix formalism [2].
Due to their algebraic properties Hankel matrices, generated from sequence data,
show invariance properties regarding shifts in data. Therefore, proximity mea-
sures for sequences based on Hankel matrices provide interesting properties ben-
eficial for adequate processing.

Supervised and unsupervised vector quantization are standard methodolo-
gies for analysis of high-dimensional data and are, therefore, also appropriate for
sequence data analysis. Prominent algorithms for clustering and data compression
are the affinity propagation clustering (AP, [3]), the neural gas algorithm (NG,
[4]) and the self-organizing map (SOM, [5]). The latter is also frequently used in
visual data analysis [6]. These methods belong to the class of prototype based
algorithms realizing the representation principle, i.e. the prototypes play the role
of codebooks representing the data [7]. Supervised vector quantizers for classifi-
cation learning comprise the classical learning vector quantization (LVQ, [8]) as
well as statistical variants like soft learning vector quantization or soft nearest
prototype classification [9,10]. In LVQ, frequently the prototypes are class repre-
sentative [11,12]. However, also border-sensitive variants are known [13].

In this paper we investigate whether dissimilarity measures based on Hankel
matrices can be integrated also in vector quantization approaches like NG/SOM
and LVQ. We will rather focus our considerations and discussion on the math-
ematical properties of respective approaches than provide numerical results for
applications and simulations. One important aspect is the possibility to use Han-
kel matrices also in bioinformatics for DNA-sequence analysis. We will show, how
the concept of Hankel matrices can be transferred also to such non-numerical
sequences. Thus, the paper can be seen as a mathematical justification to apply
Hankel matrices in generalized vector quantization algorithms.

2 Hankel Matrices - Mathematical Description
and Properties

2.1 General Definition of Hankel Matrices

Hankel matrices are matrices A = (aij) with the restriction aij = ai+1,j−1 for
their elements [2]. If a sequence of elements s (k) = as ∈ S is given, where S

is a set of objects, the respective Hankel matrix restriction corresponds to the
condition aij = s (i + j − 2) [14]. Hankel matrices are closely related to Toeplitz
matrices, which are characterized by the relation aij = ai+1,j+1 = s (i − j) . Par-
ticularly, both matrix types belong the set of persymmetric matrices for which
aij = s (f (i + j)) is valid with a unique discrete function. For persymmetric
matrices the equality AJ = JAT holds, where
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J =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 . . . 0 0 1
0 0 0 . . . 0 1 0
0 0 0 . . . 1 0 0
...

...
... . .

. ...
...

...
0 0 1 . . . 0 0 0
0 1 0 . . . 0 0 0
1 0 0 . . . 0 0 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

is the exchange matrix. For exchange matrices the relation J = J−1 holds.
Frequently, Hankel and Toeplitz matrices are applied to cyclic sequences,

i.e. si = si+L holds with L being the periodicity. Corresponding persymmetric
matrices are denoted as circulant matrices [15].

A (block) Hankel matrix H (y) ∈ C
N×D generated from a sequence y =

(y1, . . . , yD+N )T is given by

H (y) =

⎛
⎜⎜⎜⎜⎜⎝

y1 y2 y3 . . . yD

y2 y3 y4 . . . yD+1

y3 y4 y5 . . . yD+2

...
...

...
. . .

...
yN yN+1 yN+2 . . . yD+N

⎞
⎟⎟⎟⎟⎟⎠

(1)

with yk ∈ C
m. Hankel matrices are frequently considered in control theory [16].

Suppose a linear time invariant dynamical system (LTIS)

yk = Cxk + wk with xk = Axk−1 (2)

where xk ∈ R
D and wk is a (Gaussian) noise with zero mean and C and A are

constant matrices and m < D is usually valid. The vector xk determines the
system state whereas yk is the corresponding external measurement. For those
systems Hankel matrices are suitable tools to identify LTIS’s. More specifically,
if two sequences y and y◦ of length N are generated by the same LTIS and
H (y) and H (y) are the corresponding Hankel matrices of the same order D,
then their column vectors hk (y) and hk (y◦) span the same linear subspace.
In this sense, Hankel matrix representations are invariant with respect to time
shifts in time series generated by the same LTIS. More generally, the subspace
spanned by the column vectors of the Hankel matrix is invariant with respect
to affine transformations of the states xk. This invariance property makes them
interesting as tools for system identification or, more generally, sequence data
analysis. Note explicitly at this point that the set of Hankel matrices H ∈ C

N×D

forms a mathematical vector space H with the sum of Hankel matrices as vector
space operation.

2.2 Dissimilarity Measures for Hankel Matrices

One-Dimensional Sequences {yk}. First, we consider one-dimensional
sequences y = {yk} of length L. Hence, the entries of the corresponding Hankel
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matrix H (y) ∈ C
N×D with N +D ≤ L are real or complex numbers, i.e. hij ∈ R

or hij ∈ C. An appropriate norm of Hankel matrices H is the Frobenius-norm

‖H‖F =
√

trace (P) (3)

with the product P = H∗H is the determined by the Hermitian inner product
of the column vectors of H, i.e. Pik = 〈hi,hk〉 =

∑n
j=1 hijhkj where hj denotes

a column vector of H. Then, the Frobenius distance for two Hankel matrices
H1 = H (y1) and H2 = H (y2) generated from two sequences y1 and y2 becomes

dF (H1,H2) = ‖H1 − H2‖F (4)

determined by the Frobenius norm (3). Note at this point that the inner product
generating the Frobenius norm is

〈H1,H2〉F = trace (H∗
1H2) (5)

which can be easily calculated by the trace operator [17]. It is reffered to the
matrix Frobenius inner product (MFIP).

Yet, comparing Hankel matrices by the Frobenius distance would not reflect
their invariance property of the column vectors regarding affine transformations
in the states xk of a LTIS. For this purpose the dynamic subspace angle (DSA) is
an appropriate quantity [18]. In the context considered here, the DSA is defined
as the canonical correlation between the subspaces spanned by the Hankel matri-
ces. However, this DSA method requires a precise estimation of the noiseless
Hankel matrices [19], which can be achieved for LTIS’s only for ‖wk‖ � 1.
Therefore, a surrogate dissimilarity measure (score)

σF (H1,H2) = 4 −
∥∥∥Ĥ1 + Ĥ2

∥∥∥
2

F
(6)

was suggested in [20], where Ĥ1 = H1H
T
1

‖H1HT
1 ‖

F

and Ĥ2 = H2H
T
2

‖H2HT
2 ‖

F

are the nor-

malized squared variants of H1 and H2, respectively. We denote σF (H1,H2) as
the Hankel-subspace-angle-dissimilarity (HSD). It is not longer a mathematical
distance [21], but it remains to be a semi-metric [22,23]. Yet, in [24,25] it is
argued that the similarity measure

sF (H1,H2) =
∥∥∥Ĥ∗

1Ĥ2

∥∥∥
2

F
(7)

is more robust than the HSD (6). It is denoted as Hankel product similarity
(HPS). For the HPS we have the inequality

0 ≤ sF (H1,H2) =
∣∣∣
〈
Ĥ1, Ĥ2

〉
F

∣∣∣ ≤
∥∥∥Ĥ1

∥∥∥
F

·
∥∥∥Ĥ2

∥∥∥
F

(8)

according to the Cauchy-Schwarz-inequality. Because both Ĥ1 and Ĥ2 are nor-
malized matrices, we get sF (H1,H2) ≤ 1. Hence, the quantity

δF (H1,H2) = 1 −
∣∣∣
〈
Ĥ1, Ĥ2

〉
F

∣∣∣ (9)
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is a dissimilarity measure denoted as Hankel-Product-Dissimilarity (HPD). Obvi-
ously, it is not a mathematical distance but a semi-metric as it is the case for
the HSD σF (H1,H2).

Multi-dimensional Sequences {yk}. In the following we assume multi-
dimensional sequences

{
yk =

(
y1k, . . . , ym

k

)T
}

, i.e. yk ∈ R
m or yk ∈ C

m. The
length of sequence is assumed to be L ≥ N + D such that the corresponding
Hankel (N × D)-matrix H (y) contains m-dimensional vectors as entries hij , i.e.

H (y) =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎛
⎜⎝

y11
...
ym
1

⎞
⎟⎠

⎛
⎜⎝

y12
...
ym
2

⎞
⎟⎠

⎛
⎜⎝

y13
...
ym
3

⎞
⎟⎠ . . .

⎛
⎜⎝

y1D
...
ym

D

⎞
⎟⎠

⎛
⎜⎝

y12
...
ym
2

⎞
⎟⎠

⎛
⎜⎝

y13
...
ym
3

⎞
⎟⎠

⎛
⎜⎝

y14
...
ym
4

⎞
⎟⎠ . . .

⎛
⎜⎝

y1D+1
...

ym
D+1

⎞
⎟⎠

⎛
⎜⎝

y13
...
ym
3

⎞
⎟⎠

⎛
⎜⎝

y14
...
ym
4

⎞
⎟⎠

⎛
⎜⎝

y15
...
ym
5

⎞
⎟⎠ . . .

⎛
⎜⎝

y1D+2
...

ym
D+2

⎞
⎟⎠

...
...

...
. . .

...⎛
⎜⎝

y1N
...
ym

N

⎞
⎟⎠

⎛
⎜⎝

y1N
...
ym

N

⎞
⎟⎠

⎛
⎜⎝

y1N
...
ym

N

⎞
⎟⎠ . . .

⎛
⎜⎝

y1D+N
...

ym
D+N

⎞
⎟⎠

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(10)

which can be written formally as a column vector

H◦ (y) =

⎛
⎜⎝

H1
y
...

HN
y

⎞
⎟⎠ (11)

of matrices

Hj
y =

⎛
⎜⎝

y11 · · · y1D
...

. . .
...

ym
j · · · ym

D+j

⎞
⎟⎠ ∈ R

m×D (12)

and
(H◦ (y))T =

((
H1

y

)T | . . . | (HN
y

)T
)

(13)

is the transpose of H◦ (y).
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Therefore, we can write the product T (y) = H (y)H (y)T as a dyadic prod-
uct, i.e. T (y) = H◦ (y) ⊗ H◦ (y) is a tensor of second order1.

The Frobenius inner product 〈T1,T2〉TF of tensors Tk = Ak ⊗Bk generated
by the dyadic product can be written as

〈T1,T2〉TF = trace
(
(A1 ⊗ B1)

T · (A2 ⊗ B2)
)

(14)

with
trace

(
(A1 ⊗ B1)

T · (A2 ⊗ B2)
)

= 〈A1,A2〉F · 〈B1,B2〉F (15)

by means of the dyadic structure of the tensors.
Therefore, we get for the tensor Frobenius inner product 〈T (y) ,T (z)〉TF

the expression

〈T (y) ,T (z)〉TF = 〈H◦ (y) ,H◦ (z)〉F · 〈H◦ (y) ,H◦ (z)〉F (16)

with
〈H◦ (y) ,H◦ (z)〉F =

∑
k

〈
Hk

y,Hk
z

〉
F

=
∑

k

trace
((

Hk
y

)∗
Hk

z

)
(17)

as the underlying Frobenius inner product for matrices [17]. Hence, the Frobenius
tensor norm reads in our case as

‖T (y)‖2TF =

(∑
k

trace
((

Hk
y

)∗
Hk

y

))2

(18)

as the desired tensor norm and T̂ (y) = T(y)
‖T(y)‖F

becomes the normalized tensor.
We now re-consider the HSD σF (H1,H2) from (6) for the m-dimensional

data sequence case and obtain

σTF (H (y) ,H (ỹ)) = 4 −
∥∥∥T̂ (y) + T̂ (ỹ)

∥∥∥
2

TF
(19)

as the respective quantity. Adequately, we obtain for the HPS

sTF (H (y) ,H (ỹ)) =
∥∥∥T̂ (y)∗ · T̂ (ỹ)

∥∥∥
TF

(20)

and the HPD rewrites as

δTF (H (y) ,H (ỹ)) = 1 −
〈
T̂ (y), T̂ (ỹ)

〉
TF

(21)

in case of multi-dimensional sequences.
1 The dyadic product here is

H◦ (y) ⊗ H◦ (y) =

⎛
⎜⎜⎝

H1
y · (H1

y

)T · · · H1
y · (HN

y

)T
...

. . .
...

HN
y · (H1

y

)T · · · HN
y · (HN

y

)T

⎞
⎟⎟⎠

i.e. the tensor is a matrix of matrices.
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3 Unsupervised and Supervised Neural Vector
Quantization for Hankel matrices

Vector quantization is to distribute a set W of codebook vectors W =
{wk}k=1...K ⊆ V , where V is a vector space frequently identified with the Euclid-
ean space Rn. The codebook vectors should represent the data and are, therefore,
often denoted as prototypes. The training data vj are supposed also to be from
V . In case of supervised learning, additionally, the class labels cj = c (vj) ∈ C are
available as well as the prototypes are equipped with prototype labels ζk. For a
short illustrative overview of prototype based vector quantization we refer to [7].

3.1 Unsupervised Neural Vector Quantization

The task in unsupervised vector quantization is to generate a codebook distri-
bution such that the data are represented as good as possible, which implies
the designation prototypes. Therefore, the codebook vector are also denoted as
prototypes. The representation of the data v takes place as a winner take all
rule (WTAR)

s (v) = argmink [d (v,wk)] (22)

such that ws is the respective representative or best matching prototype with
respect to the dissimilarity measure d frequently the squared Euclidean distance.

The most prominent unsupervised vector quantization algorithm is the K-
means algorithm [26], although it frequently does not show superior performance
due to its sensitivity with respect to the initialization. A more robust and stable
variant with better convergence properties is the neural gas algorithm (NG, [4]).
The online learning of NG is realizing a stochastic gradient descent learning on
the cost function

ENG (W ) =
K∑

j=1

∫

V

hλ (κj (v,W )) dj (v) P (v) dv (23)

with P (v) being the data density, hλ (x) = exp (−x/λ) is the so-called neigh-
borhood function with neighborhood range scale λ and dj (v) = (v − wj)

2.
The function κj (v,W ) =

∑K
i=1 H (dj (v) − di (v)) determines the winning rank

where H (x) is the Heaviside function being zero for non-positive arguments and
1 for positive values. The online update for a given v is obtained as

Δwj ∝ −εhλ (κj (v,W ))
∂dj (v)
∂wj

(24)

with 0 < ε � 1 being the learning rate. Thus, the derivative ∂dj(v)
∂wj

is essentially
needed for this approach.

An alternative is the median variant M-NG [27]. It performs an expectation
maximization strategy to optimize the prototypes, which are restricted to be
data points. For this purpose, the quantities ωjk = κj (vk,W ) are considered as
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hidden variables which are optimized for given prototypes alternating with the
optimization of the prototypes while fixing the ωjk. For further properties of the
algorithm we refer to [27]. For the M-NG, more general dissimilarity measures
than the Euclidean distance or other differentiable dissimilarities can be used
which may violate properties like the triangle inequality [23]. The M-NG only
assumes very basic dissimilarity properties. Moreover, the algorithm requires
only the knowledge of the pairwise dissimilarity values for the data due to the
restriction for the prototypes to remain data points.

Another frequently applied vector quantizer is the self-organizing map (SOM,
[5]). In SOM an external grid is supposed denoted as neuron lattice and fre-
quently assumed to be a two-dimensional rectangular or hexagonal grid. The
prototypes are here assigned to the nodes of the grid and the neighborhood
cooperativeness during prototype learning is realized via the neighborhood struc-
ture in the neuron lattice. The original SOM does not follow a gradient descent
scheme [28]. Yet, an SOM with an WTAR slightly different from (22) was pro-
posed in [29]. The performance of SOM is frequently inferior to NG, however,
SOM offers excellent visualization abilities [6], provided it realizes a topographic
mapping [30]. A batch/median SOM variant was suggested in [31].

3.2 Supervised Neural Vector Quantization

Supervised neural vector quantization is mainly guided by the family of learning
vector quantizers (LVQ) [8]. The idea for LVQ was to approximate a Bayes
classifier based on vector quantization. The resulting heuristic adaptation rule
for the prototypes is a combination of prototype attraction and repulsion where
the best matching prototype ws is shifted towards the training vector vk if
ck = ζs and pushed away if ck �= ζs. An LVQ variant based on the cost function

EGLV Q (W ) =
NV∑
k=1

f (μ (vk,W )) (25)

was introduced in [32]. Here f is a sigmoid or identity function and

μ (vk,W ) =
d (vk,w+) − d (vk,w−)
d (vk,w+) + d (vk,w−)

(26)

is the classifier function with w+ the best matching prototype ws with the
correct class label ck = ζs and w− the best matching prototype ws◦ with an
incorrect class label ck �= ζs. Thus, (25) approximates the classification error
[13]. Learning takes place as stochastic gradient descent learning according to

Δw± ∝ ∓ε
∂f

∂μ

∂μ

∂d (vk,w±)
∂d (vk,w±)

∂w± (27)

realizing the attraction-repulsion-scheme. Many variants have been proposed in
the recent years. We refer to [11,12] for recent overviews. The most interesting
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variant regarding complex data with general dissimilarities is the median variant
M-GLVQ [33], which only requires dissimilarity values between data generated
by some general dissimilarity measure and the prototypes are restricted to be
data points as for M-NG.

3.3 Hankel Matrices and Neural Vector Quantization

As we have seen in the previous subsections, unsupervised and supervised vector
quantization rely on data dissimilarities or similarities but not necessarily require
the Euclidean distance. Prominent alternatives already in use are divergences or
kernel distances [34,35].

Obviously, the application of Hankel matrices dissimilarities in sequence
analysis by neural vector quantizers is not a problem when applying median vari-
ants. Thus M-NG/M-SOM can be immediately applied for unsupervised learning
and clustering whereas M-GMLVQ would be applicable for classification learn-
ing. The advantage of this strategy would be that the computationally expensive
calculations for the dissimilarity determination between the data is only needed
in the beginning, because the prototypes are restricted to be data points in
median learning. Thus, all four provided dissimilarities dF,m, σF,m, sF,m and
δF,m are applicable.

The online versions of the previously discussed vector quantizers require the
calculation of the derivatives of the underlying dissimilarity or similarity mea-
sure. The introduced quantities dF,m, σF,m, sF,m and δF,m are all differentiable
functions in dependence on the Hankel-matrix entries. However, the respective
formulas become very complex because of the special internal structure of the
Hankel matrices such that numerical instabilities may occur. Thus an application
has to be done carefully.

Note that in both cases the prototypes are Hankel matrices themselves. For
the online learning this is due to the fact that the set H of Hankel matrices is a
vector space as mentioned above.

4 Existing Application Scenarios and New Perspectives
for DNA Sequence Analysis

So far, Hankel matrices were applied in machine learning for face emotion and
3d-activity recognition. For the emotion recognition task, from image sequences
were first extracted features using Haar-wavelets. These feature sequences then
serve as measurements of a dynamical face representation [24,25]. In activity
recognition systems short video sequences with only a few frames are consid-
ered, which can be seen also as image sequence. From these sequences fea-
tures are extracted which again serve as time series to be encoded by Hankel
matrices [20,21].

In engineering, the main focus for application of Hankel matrices as data
descriptors is system identification by means of measured time series. As pointed
out, the invariant behavior regarding affine transformations, which includes
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shifts, is the key aspect of Hankel matrices to make them favorable compared to
other techniques. However, although the use of Hankel matrices is well-known
in engineering and control, those system identification scenarios were not inves-
tigated by machine learning approaches so far, at least to our best knowledge.

Now we want to draw the attention to another possible application area. The
analysis and classification of DNA-sequences with respect to their suspected
behavioral properties in biological systems frequently depends on short struc-
tural motifs contained within the sequences [36]. However, the localization of
these motifs may vary from sequence to sequence. Therefore, a costly alignment
procedure is usually applied in preprocessing. An approach avoiding this align-
ment is the so-called Frequency Chaos Game Representation (FCGR) [37]. This
technique was used to classify sequences by deep networks [38]. A Markov chain
based similarity measure for DNA sequences was proposed in [39] preventing
the alignment likewise. Yet, both methods require other computational expen-
sive techniques for compensation. Here we favor another perspective. Consider
a nucleotide sequence s1s2 . . . sn with sk ∈ {A, C, T, G} coding the nucleotides. A
common vector representation of the nucleotides is in terms of the canonical unit
vectors in R

4, i.e. each nucleotide sequence is represented by the corresponding
sequence of canonical unit vectors forming the sequence y1, . . . , yn with yk ∈ R

4.
Using this coding scheme, we are able to apply the Hankel-matrix representa-
tion of the sequence for DNA sequence analysis. The invariance property of the
Hankel matrices immediately provides the independence of the representation
regarding the localization of the structural motif within the nucleotide sequence.
In this way we are able to apply the unsupervised and supervised vector quan-
tization schemes for clustering and classification of DNA sequences without any
precise knowledge about the localization of the structural motifs.

5 Conclusion

In this paper we discussed the Hankel-matrix representation of sequences for use
in supervised and unsupervised prototype based vector quantization. For this
purpose the mathematical properties of Hankel matrices and respective dissimi-
larity measures are considered. Usually, similarities are computationally expen-
sive such that online learning schemes for vector quantization become infeasible.
However, recently proposed median variants of vector quantization algorithms
for classification and clustering offer an attractive alternative, because they do
not require re-calculations of dissimilarities between the prototypes and the data.

As one new perspective benefiting from this strategy, we suggest to inves-
tigate DNA-sequences depending on structural motifs. Vector representation of
the nucleotides leads to vector sequences of DNA sequences, which could serve
as input for Hankel-matrix based sequence analysis using vector quantization
approaches.
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Abstract. The discrete cosine transform (DCT) is commonly known in
signal processing. In this paper DCT is used in computational intelligence
to show its usefulness. Proposed DCT method is used to reduce the size
of system which results in faster processing with limited and controlled
precision lost. Proposed method is compared to other ones like Fuzzy
Systems, Neural Networks, Support Vector Machines, etc. to investigate
the ability to solve sample problem. The results show that the method
can be successfully used and the results are comparable or better to those
achieved by other methods considered as powerful ones.

Keywords: Approximation · Neural networks · Computational intelli-
gence

1 Introduction

The computational intelligence is a growing field of science. Wide range of possible
applications, ability to solve complex problems make these methods very attrac-
tive. But, on the other hand these various potential applications are challenges for
scientists. There is not any one universal method, good for all possible problems.
Therefore, there are a lot of different methods of computational intelligence.

Fuzzy systems, artificial neural networks and evolutionary computation
become popular methods for problems difficult to solve by human due to large
amount of data or problems which are not well understood. Especially, many
fields require the function approximation. Neural networks, fuzzy systems as
well as evolutionary algorithms can be used for this purpose. On the other hand,
functions estimation can be solved using orthogonal systems functions [1–3].
Fuzzy systems found many applications for modeling problems difficult to define
using mathematical models [4] and in the industry for control algorithms [5]. The
main drawbacks of that system are the lack of smoothness in the approximation.

This work was supported by the National Science Centre, Krakow, Poland, under
grant No.2015/17/B/ST6/01880.

c© Springer International Publishing AG 2017
L. Rutkowski et al. (Eds.): ICAISC 2017, Part I, LNAI 10245, pp. 143–153, 2017.
DOI: 10.1007/978-3-319-59063-9 13



144 A. Olejczak et al.

Today the most popular neural network architecture is MLP (Multi-Layer
Perceptron) [6–8], but to achieve satisfying results it has to consist of many
processing units (neurons). From the learning process perspective this approach
is very time-consuming as well as finding a proper number of hidden units and
neurons in them to build a successful architecture. Moreover networks with too
many neurons may lead to poor generalization ability, resulting in not very good
testing error, despite small training error.

However the size of traditional ANN can be significantly reduced (up to 100
times), if another topology like FCC (Fully Connected Cascade) is used instead
of MLP architecture [9]. Unfortunately for such special topology (FCC) a ded-
icated learning algorithm has to be used [10,11]. For MLP and especially SLP
architecture (MLP with single hidden layer) a first-order EBP (Error Back Prop-
agation) is commonly used. But in this case for FCC topology with arbitrarily
connected neurons there has been another recently developed second-order NBN
algorithm [10], which can handle the same problem much faster than EBP.

These powerful architectures mentioned above are not organized like layer-by-
layer, so one cannot use the most of presently existing learning software. Actually
Lang and Witbrock have done a simple modification of Error Back Propagation
(EBP) algorithm in 1988 [12], for their networks [13] which was then fulfilled
in the Stuttgart Neural Network System (SNNS). That was implemented only
for a first order EBP method. Another LM algorithm, adopted for training of
neural networks [14] and used in MATLAB Neural Network Toolbox [15], cannot
handle architecture with arbitrarily connected neurons. That is the reason why
NBN algorithm was needed.

Meanwhile many researchers due to frustration with traditional neural net-
works [16] moved to other alternative approaches e.g. ELM (Extreme Learning
Machine) [17] or SVM (Support Vector Machines) [18]. Even though SVM and
ELM are not only fast, but also efficient systems with shallow type of archi-
tecture, solving problems demands using an excessive number of RBF units or
neurons. It is also worth to mention that such big number (of neurons) is used
very inefficiently, because weights for neurons are selected randomly (ELM) and
support vectors are chosen from a training set (SVM), thus only weights of
output linear neurons are adjusted by learning algorithm in both of them.

More recently developed ErrCor algorithm [16,19,20] is capable to solve the
problems performed by SVM or ELM with 10 to 100 times smaller architecture
and similar or even smaller error. Another advantage of ErrCor algorithm is that
the final solution can be always reached in a single training run.

The purpose of this paper is to show the ability to use Discrete Cosine Trans-
form (DCT) as an alternative to other methods for function approximation. The
Sect. 2 reviews basics of DCT for one and multidimensional data. Following
section shows that DCT can be used to decrease training points without signif-
icant lost of training precision.
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2 Discrete Cosine Transform

Discrete Cosine Transform (DCT) is related to the Discrete Fourier Transform
but it operates only on real numbers. The most widely recognized application of
this transform is a lossy image compression in jpeg standard. There are several
variants of DCT [21] however, the type-II is the most common:

yk = ωk

N∑

n=1

xncos
( π

2N
(2n − 1)(k − 1)

)
, k = 1, . . . , N, (1)

where

ωk =

{ 1√
N

k = 1,√
2
N 2 ≤ k ≤ N,

(2)

The Eq. 1 defines one dimensional transform however, extension for two or
more dimensions are known:

yk1,k2 = ωk1ωk2

N1∑

n1=1

N2∑

n2=1

xn1,n2cos

(
π

2N1
(2n1 − 1)(k1 − 1)

)

cos

(
π

2N2
(2n2 − 1)(k2 − 1)

)
k1, k2 = 1, . . . , N1,2 (3)

where both ωk1 and ωk2 can be expressed by Eq. 2. N-DCT transform can by
extended in the same way. For example 3-DCT is as follow:

yk1,k2,k3 = ωk1ωk2ωk3

N1∑

n1=1

N2∑

n2=1

N3∑

n3=1

xn1,n2,n3cos

(
π

2N1
(2n1 − 1)(k1 − 1)

)

cos

(
π

2N2
(2n2 − 1)(k2 − 1)

)
cos

(
π

2N3
(2n3 − 1)(k3 − 1)

)

k1, k2, k3 = 1, . . . , N1,2,3, (4)

The discrete cosine transform (DCT) is frequently used together with Inverse
Cosine Transform (IDCT). Since DCT allows to compute coefficients represent-
ing different frequencies of function (signal). IDCT is used to compute discrete
function values form DCT coefficients. In this way DCT is invertible transform.
Transforming vector X with DCT and then transforming the result coefficients
with IDCT gives the original X vector. However, if some coefficients, responsi-
ble for high frequencies are omitted IDCT produce discrete data which looses
details. This feature of DCT and IDCT pair is used for decreasing number of
training points of data. Ability to use DCT to training data reduction is verified
in next section.

IDCT is defined as follow:

xk =
N∑

n=1

ωkyncos
( π

2N
(2n − 1)(k − 1)

)
, k = 1, . . . , N, (5)

where ωk is defined by Eq. 2. Similarly to DCT, IDCT can be easily extended
to N-IDCT.
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3 Reduction of the System Size with DCT

Many systems allow to gather high number of data which can be used for training
process. However, only part of this data is necessary for correct training. The
DCT can be used for reduction amount of training point.
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Fig. 1. Peaks function (left) used to generate training patterns and Ribbon function
(right) used to generate training patterns.

In the experiment the peek and the ribbon functions have been used. Both
ones are illustrated in Fig. 1. Input data contains 900 training points distributed
as regular grid and 400 testing points normalized in the range of 〈−1, 1〉. Train-
ing patterns are transformed by the DCT algorithm to compute frequency coef-
ficients. Then all frequency components smaller than a threshold set in the range
〈0, 0.2〉 were eliminated, where 0 represents lack of reduction and higher values
increase coefficients reduction. After that IDCT transformation was applied to
reduced set of coefficients. These compressed patterns have been compared to
the original functions to compute errors in original training points and other
testing points. The results are illustrated in Fig. 2.

The training error is significantly small for wide range of threshold compres-
sion of learning data for ‘peaks’ and ‘ribbon’ (Fig. 1). Good results are achieved
up to 90% reduction. Testing errors for both these functions show that hav-
ing even roughly 10% of training data allows DCT algorithm to approximate
unknown data with satisfying error.

The DCT input data must be provided as regular grid. This is a significant
drawback of the method. Many systems allows to gather learning data as irreg-
ular sets. To remove this limitation a method of non-regular to regular data
conversion should be implemented.
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Fig. 2. Training and testing error as function of data compression threshold.

4 Converting Randomly Distributed Patterns
into a Regular Grid

The problem of scattered data interpolation is known. Data interpolation algo-
rithms can use linear, cubic, spline and other methods. Example of the implemen-
tation of these algorithms is Matlab’s griddata function. The griddata function
uses several different methods for regular grid points interpolation from irregular
data points. Most of them are triangulation-based, what results in generating
not a number (in Matlab called NaN) values especially at the edges. This means
that there are some values, which cannot be computed by griddata what is the
main drawback of this routine.

To illustrate this observation the following experiment has been carried out.
100 randomly distributed data points were generated for the peaks and ribbon
functions. Inputs and outputs were normalized to 〈−1, 1〉 before applying them
to griddata function. The grid size for interpolation was chosen from 5 to 80
and the number of not defined values in relation to all grid points was presented
on Fig. 3 as the not defined values rate, where 0 represents zero not defined
values in the griddata output. As one can see for both tested functions, the not
defined values rate is the highest when the grid size N is small and although
computing interpolated values on larger grid can decrease this rate a lot, it is
not still completely eliminated. This dependency is actual even for more data
points as it is presented in Table 1.

The problem of not defined points can be eliminated in several ways:

– Training points can be recorded on wider range then needed. Thus, the not
defined values, which are mostly located on the edges or extended area, are
outside needed domain. However, internal not defined values can occur. More-
over, extending the range of domain may be not possible in all real cases.
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Fig. 3. The number of not defined points in relation to grid size for linear approximation
of two functions.

Table 1. The rate of not defined points in output of linear approximation with griddata
of two functions. Grid size N is equal 80, 40 and 20.

N = 80 N = 40 N = 20

NaN rate Data
points

NaN rate Data
points

NaN rate Data
points

Peak Ribbon Peak Ribbon Peak Ribbon

0.2148 0.1464 50 0.2350 0.1762 50 0.2875 0.2425 50

0.1105 0.0803 100 0.1288 0.1225 100 0.2100 0.2050 100

0.0838 0.0728 200 0.1169 0.1100 200 0.1950 0.1900 200

0.0591 0.0566 500 0.1013 0.1006 500 0.1900 0.1900 500

0.0544 0.0541 1000 0.1000 0.0994 1000 0.1900 0.1900 1000

0.0514 0.0512 2000 0.0975 0.0975 2000 0.1900 0.1900 2000

– Lacking points can be approximated based on neighboring points as an addi-
tional data processing step.

– More advance algorithm like Matlab’s ’v4’ which is based on bi-harmonic
spline interpolation. However, the method is limited only to 2 dimensions.

To solve the problem of lacking values in the output of griddata function
the second approach has been applied. For each occurrence of not defined point
proposed algorithm searches for k (in our case k = 4) nearest neighbors, where
nearest means lowest Euclidean distance to the not defined point. Having all
nearest neighbors positions and their values known from the griddata result,
the value of lacking point is computed as a weighted average from all nearest
neighbors. The weights are inversely proportional to the distance to the searched
not defined point.

The proposed solution has been verified with the numerical experiment. In
this experiment 100 random patterns have been generated as input data for
griddata function (with default linear method of approximation). The resulted
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Fig. 4. The error of approximation NaN points for two functions.

approximated data includes some number of not defined values. Then, knowing
the position of not defined points it was possible to compute their values by
taking weighted average from a few nearest neighbors. In this way all needed
grid values has been achieved. Finally the complete grid data can be used to
compare with original function values. As it is presented in Fig. 4 the mean
square error decreases to approximately 0.1 for appropriately big grid size.

To illustrate the difference between griddata results and developed modi-
fication another approximation has been performed using both methods. The
Fig. 5 clearly shows how initially lacking values in the corners were successfully
computed.
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Fig. 5. The illustration of the griddata results with NaN points and the results after
processing with implemented method.
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5 Comparison of Selected Methods

In this section DCT approximation with compression is compared with other
methods. For this purpose the peak function problem has been solved with DCT
(compression threshold is 0.01), TSK Fuzzy system, ANN with two different net-
work topologies, SVN, ELM and ErrCor. ANN uses network with single hidden
layer with linear output unit (ANN-SLP) and fully connected cascade (ANN-
FCC) with additional connections between hidden layers with single neuron per
each hidden layer (Fig. 6).
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Fig. 6. The MPL (multi-layer perception) with single hidden layer, called SLP and
Fully connected cascade FCC used for experiment.

For the experiment training data grid with size 40× 40 and testing data grid
with size 70 × 70 have been used. Training inputs and outputs were normalized
to range 〈−1, 1〉 and testing inputs as well. To show the difference between these
methods several measurements have been gathered. They include root-mean-
square training and testing errors (RMSE), training and testing time, “nodes”
and P. The last two is used to demonstrate complexity of the method. The
“nodes” in the table denote number of RBF units in case of SVM,ELM and
ErrCor, hidden layer neurons in neural networks, triangular membership func-
tions in TSK fuzzy system and coefficients obtained after reduction by DCT
algorithm. The P is the number of parameters needed to store after training
for testing by each algorithm. Both “nodes” and P are calculated in the follow-
ing way:

– SVM - Nodes are equal to RBF units nRBF . Parameters needed to store after
training are computed as: P = nw + nc + nd, where: nw number of weights,
nw = nRBF + 1; nc number of center locations of RBFs, nc = 2nRBF ; nd

number of RBF diameters values, nd = 1.
– ELM and ErrCore - Nodes are equal to RBF units nRBF . Parameters needed

to store after training are computed as: P = nw + nc + nd, where: nw =
nRBF + 1, nc = 2nRBF , nd = nRBF .

– ANN-SLP - Nodes are equal to number of neurons in hidden layer nh. Para-
meters are described as: P = nw, where: nw = (ni +1)nh +nh +1, ni number
of inputs, ni = 2 in this case.
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– ANN-FCC - Nodes are equal to all neurons nn. Parameters are described as:
P = nw, where nw = (ni+1)nn+(nn−1)nn/2, ni = 2; nn number of neurons,
nn = nh + 1.

– TSK - Nodes are equal to overall number of triangular membership functions
(2nmd) used in all dimensions dim (dim=2). Parameters are computed as:
P = n2

md + 2dim, where: nmd number of membership functions in each of
dimensions, nmd = 10 in this case.

– DCT - Nodes are equal to number of frequency coefficients retained after
process of its reduction ncoeff and number of stored parameters is equal to
number of nodes.

Table 2. The results of different methods comparison.

Algorithm Training
RMSE

Testing
RMSE

Training
time (s)

Testing
time (s)

Nodes P

TSK fuzzy 0.0548 0.0551 N/A 1.2940 20 104

ANN-SLP 0.0061 0.0065 1539.092 1.2796 29 117

ANN-FCC 0.0051 0.0058 123.9989 0.2095 9 63

SVM 0.0630 0.0629 0.0066 0.0112 94 284

ELM 0.0695 0.0695 0.1432 0.4276 100 401

ErrCor 0.0023 0.0035 48.4040 0.7970 10 41

DCT 8.21e-04 0.0076 6.59e-05 4.70e-06 100 100

Obtained results are presented in Table 2 and provides following observa-
tions. DCT testing error is comparable to errors obtained for ANN-SLP and
ANN-FCC except ErrCor which gives lowest testing error. Other methods TSK
fuzzy, SVM and ELM give higher errors. Notice that DCT gives much lower
training errors then all other methods what undeniably confirms ability to per-
form approximation with only 10 percent of initial number of coefficients. DCT
undoubtedly outperforms the rest of algorithms when considering training and
testing time because approximation results can be obtained within a single run
without training process with large number of iterations as in neural networks.
However ANN-FCC and ErrCor are the most efficient in terms of number of
nodes needed to store. But training time is nearly million times longer than
obtained with proposed DCT method. Moreover in case of DCT or ErrCor the
training values are obtained in a single run, unlike in ANNs where many attempts
have to be made before proper results are achieved. Here 50 trials had been con-
ducted before the best results were obtained, thus the training process is actually
much longer. TSK fuzzy system reaches smaller error than SVM or ELM with
the same number of nodes but testing time is much longer. On the other hand
in case of SVM and ELM training time is significantly shorter than in ANNs
(still not as good as in DCT method) but the final network is definitely too large
which results in up to four times higher number of stored parameters than in
proposed DCT.
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6 Conclusions

Thanks to the compression feature of DCT the system size can be significantly
reduced. There are numerous systems which allow to gather large amount of
training points in the observed domain. Therefore, for such systems DCT can be
applied to significantly reduce input data with controlled lost of precision. That
reduced data can be used for further manipulation like approximation or data
conversion to obtain more suitable data form. Important example of application
is data conversion from scattered to regular grid.

Last years have brought several powerful methods in computational intel-
ligence. Although, they have some drawbacks and therefore other alternative
methods should be considered. As shown in the previous section DCT can be
successfully used to solve problem.

Because, DCT algorithm is not complex, it is easy to apply to multidimen-
sional problems. Presented results are two or three dimensional problems for
easy visualization, but the method works fine also for any other dimensions.
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Abstract. Number of training patterns has a huge impact on artificial
neural networks training process, not only because of time-consuming
aspects but also on network capacities. During training process the error
for the most patterns reaches low error very fast and is hold to the end
of training so can be safely removed without prejudice to further train-
ing process. Skilful removal of patterns during training allow to achieve
better training results decreasing both training time and training error.
The paper presents some implementations of this approach for Error
Correction algorithm and RBF networks. The effectiveness of proposed
methods has been confirmed by several experiments.

Keywords: ANN training improvement · Error correction · Training
set reduction

1 Introduction

The rapid development of intelligent computational systems allowed to solve
thousands of practical problems using neural networks. We can build intelligent
systems, setting weights with random values initially, and then use an algorithm
that will teach this system adjusting these weights in order to solve complex
problems. It is interesting that such a system can achieve a higher level of com-
petence than teachers. Such systems can be very useful wherever decisions are
taken, even if the man is not able to understand the details of their actions.
Most scientists use the MLP (Multi-Layer Perceptron) architecture and the EBP
(Error Back Propagation) algorithm [1,6]. However, since the EBP algorithm is
not efficient, usually using inflated the number of neurons which mean that the
network with a high degree of freedom consume their capabilities to learn the
noise. Consequently, after the step of learning system was score responsive to
the patterns that are not used during the learning, and it resulted in frustration.
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A new breakthrough in intelligent systems is possible due to new, better archi-
tectures and better, more effective learning algorithms. Although EBP caused
a real breakthrough, it turned out to be a very slow algorithm, not capable of
learning other than MLP, compact network architectures. Most visible progress
in this field was develop the LM (Levenberg-Marquardt) algorithm to train the
neural network. This algorithm is able to teach the network by 100 to 1000 times
less iterations, but its usage to more complex problems is significantly limited,
since the size of the Jacobian matrix is proportional to the number of patterns.
Modification of existing algorithms and development of new algorithms for net-
work learning will allow for faster and more effective network teaching. While
MLP architecture is still very popular it has a very limited capabilities [1]. New
deeper neural network architectures like BMLP (Bridged MLP) [1–3] or DNN
(Dual Neutral Networks) [2] with the same number of neurons can solve prob-
lems up to 100 times more complex [2,4]. Therefore, it can be concluded that
the way neurons interconnections in the network is fundamental and the use of
appropriate architecture has a significant impact on the solution of given prob-
lem. Maintaining the same number of neurons can increase network capacity,
even a hundred times depending on architecture [2,4,5]. However, a problem
arises in that the currently known network learning algorithms, such as EBP, or
LM do not deal with such network architectures. Moreover, the LM algorithm is
not able to train datasets with a high number of patterns that restricts LM algo-
rithm for solving a relatively small problems. Good alternative that can learn
these new architectures is NBN (Neuron-by-Neuron) algorithm [7–9]. It is faster
than LM and can be used for all architectures, including BMLP, FCC, DNN
and MLP, and gives good training results. However, recently published ErrCor
(Error Correction) algorithm [10] allow to get even better results showing that
the shallow architecture can be still in the game.

The mentioned limitation on the number of training patterns during training
with many popular algorithms make them practically unusable for huge prob-
lems. Many possible solutions for this issue can be found in [11–13] where training
set reduction is done in few general ways (a) by random selection of subset pat-
terns, (b) selection most important patterns according given cost function and
(c) by clustering. The aim of this paper is proposition of resolve this problem
during the training process by removing trained patterns in the similar way as
outliers elimination described in [14].

2 Reduction of the Number of Training Patterns

The number of patterns used in training has a significant impact on training
time. In the most training algorithms almost all calculations strongly depend on
the number of patterns. Reduction of patterns that are used during training can,
therefore, make this process faster. The challenge is how to reduce the training
time removing training patterns without affect the accuracy.

In many cases the training error for most patterns reaches a low level very
fast and is hold until the end of training process. These patterns are usually not
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important in the next process of training if they reach a given low level, so they
can be then removed. It allow to increase impact of patterns with larger error
into training process.

Considering removing of training patterns some questions should be
answered:

– What should be the criterion for removing patterns or which patterns should
be removed?

– When the patterns should be removed?
– Is patterns should be removed permanently or can be restored during training

process?

As mentioned the criterion for pattern reduction should be a low level of error
achieved for given pattern. This value, assigned in paper as CT (Cut-off Thresh-
old), should be below expected value of maximal training error. In most cases
especially for real world problems there is not possible to determine this value a
priori because this value depends on complexity of given problem and cannot be
easy specified so some trails are needed to be done. The pattern reduction can be
done during training process and the exact moment of reduction can be depen-
dent on used training algorithm and can be done after given number of training
epochs or after some other specific step of training like changing network archi-
tecture in the case of constructive ANN methods. While this approach can be
applied to any kind of training algorithm and many different ANN, both shallow
and deep architectures like SLP, MLP, FCC or BMLP, in the next section we
propose some implementations for the SLP architecture and ErrCor algorithm.

2.1 Error Correction Algorithm

Error Correction algorithm (ErrCor) is constructive training method that is
used to train neural networks that are build using RBF units with Gaussian
activation function denied by (1).

ϕh (xp) = exp

(
−‖xp − ch‖2

σh

)
(1)

where: ch and σh are the center and width of RBF unit h, respectively. ‖·‖
represents the computation of Euclidean Norm. The output of such network is
given by:

Op =
H∑

h=1

whϕh (xp) + wo (2)

where: wh presents the weight on the connection between RBF unit h and net-
work output. w0 is the bias weight of output unit. Note that the RBF networks
can be implemented using neurons with sigmoid activation function in MLP
architecture [17,18].

The main idea of the ErrCor algorithm is to increase the number of RBF
units one by one adjusting all RBF units in network by training them after
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adding of each unit. The new unit is initially set to compensate largest error
in the current error surface and after that all units are trained changing both
centers and widths as well as output weights, so ErrCor algorithm is not only
constructive that allow to achieve a networks with proper number of units but
also deterministic. Details of algorithm can be found in [10,15].

Pseudo code of the Error Correction algorithm is shown in Fig. 1. More impor-
tant training parameters are:

– NMAX – maximal number of RBFs used in network; ErrCor as constructive
algorithm starts with one RBF unit and in each main loop next RBF unit is
added. Number of units that can be added is limited by this parameter;

– max iterations – maximal number of iterations determine what is the max
number of execute the loop for training of network after adding each RBF
unit;

– desired R error – the level of relative change of training error for which
the network in given configuration is treated as trained as good as possible;
if these value is reached the training process for given number of RBFs is
broken and next RBFs is added;

– desired error – the level of desired error that determine successful training;
if the network reaches this level of error the training process is broken even
if number of RBFs is below NMAX .

2.2 Proposed Methodologies

For the ErrCor training method the five variants of training patterns reduction
had been studied.

Method 1. First variant of proposed technique permanently remove patterns
that match removing conditions after training of each NRBF units. In this case
removed pattern is not restored to training data set until the end of the training
process (removing procedure is implemented in line 25 of ErrCor pseudo code
in Fig. 1).

Method 2. In the second variant all training patterns are checked every NRBF

trained units and only patterns that match removing conditions are removed
from training process. In this case removed pattern can be restored to training
process in the next step if the error for this pattern increased in the meantime
(removing procedure is implemented in the same place as for method 1).

Method 3. In the third variant patterns are removed permanently every given
number of iterations NITER (implemented in line 23 on listing of ErrCor pseudo
code)

Method 4. In the forth variant patterns are removed every given number of itera-
tions NITER but all patterns are restored when new RBF unit is added to network
(removing procedure is implemented in the same place as for method 3).



158 P. Rozycki et al.

1: set error vector err as desired outputs
2: for n ← 1 to NMAX do for all new RBF units
3: find errmax as maximum of absolute value of err
4: create a new RBF unit with the center ch at the location of pattern with

errmax by setting width σh and corresponding weight wh to 1
5: calculate MSE(iter = 1)
6: for iter ← 2 to max iteration do
7: for all patterns do
8: calculate Jacobian vector
9: calculate sub quasi Hessian matrix

10: calculate sub gradient vector
11: end for
12: calculate quasi-Hessian matrix Q and gradient vector g
13: update network parameters
14: calculate new output value actual
15: find error vector err as a difference of desired and actual outputs
16: calculate MSE(iter)
17: while error is not reduced do
18: adjust the parameter using the LM scheme
19: end while
20: if abs(MSE(iter−1)−MSE(iter))

MSE(iter−1)
) < desired R error then

21: break
22: end if
23: patterns removing for methods 3–5
24: end for
25: patterns removing for methods 1–2
26: if MSE(n) < desired error then
27: break
28: end if
29: end for

Fig. 1. Pseudocode of ErrCor algorithm

Method 5. In the last variant all patterns are checked every given number of
iterations NITER and can be removed or restored depending on current value of
error err (removing procedure is implemented in the same place as for method 3).

The next section shows experimental results of applying all five methods for
some benchmark datasets.

3 Experimental Results

Experiments have been done for the following benchmark approximations
[15,16]: Peaks function, Rastrigin function and Schaffer function. All experiments
have been done in the MATLAB software on Intel Core i7 8 GB environment.
To compare proposed methods the following parameters have been measured:
training time and Root Mean Square Error for training (RMSET ) and valida-
tion (RMSEV ) data. As the reference the same parameters have been measured
for original ErrCor algorithm [10].
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Fig. 2. Surfaces of functions used in experiments

3.1 Peaks Function

The first approximation experiment with described methods has been prepared
for Peaks function given by Eq. (3) shown in Fig. 2a.

z(x, y) = − 1
30 e(−1−6x−9x2−9y2)

− (
0.6x − 27x3 − 243y5

)
e(−9x2−9y2)

+
(
0.3 − 1.8x + 2.7x2

)
e(−1−6y−9x2−9x2)

(3)

The training dataset contains 720 randomly generated points while validation
dataset contains 180 points. Experiments been done for three cut-off threshold
CT values from 0.00001 to 0.00003 and for NRBF in range < 1, 4 > (for methods
1, 2) and NITER in range < 5, 30 > (for methods 3–5).

Achieved results are shown in Tables 1 and 2. As can be observed in most
cases both RMSET and RMSEV reaches better result than pure ErrCor.
Only method 3 proved to be ineffective where the training time indeed dropped
significantly but the training error were 2–3 times higher. Others methods gave
similar results to each other so that, unfortunately, the best method can not be
identified clearly, but it can be said that suggested methods allows to reduce
both training error and training time. Best result, bolded in Table 1, have been
achieved using method 2 for CT = 0.00002 and NRBF = 1.
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Table 1. Peaks function results: method 1 and method 2

CT NRBF Training time [s] RMSET RMSEV Training time [s] RMSET RMSEV

Original ErrCor 198.28 0.00006514 0.00007145

Method 1 Method 2

0.00001 1 175.62 0.00005132 0.00005422 160.18 0.00003602 0.00004069

2 169.24 0.00003764 0.00004131 163.76 0.00003594 0.00003935

3 177.93 0.00004270 0.00005042 167.83 0.00004660 0.00004888

4 207.92 0.00004408 0.00016918 165.71 0.00003100 0.00003427

0.00002 1 105.90 0.00016330 0.00016248 179.75 0.00002906 0.00003015

2 162.36 0.00004320 0.00004555 162.37 0.00004155 0.00004580

3 167.11 0.00004447 0.00004529 159.86 0.00005233 0.00005920

4 180.02 0.00004067 0.00004329 165.81 0.00004974 0.00004974

0.00003 1 137.29 0.00010990 0.00012450 173.34 0.00004589 0.00004996

2 148.45 0.00005027 0.00005345 160.88 0.00005119 0.00016614

3 148.75 0.00009407 0.00009776 160.23 0.00003993 0.00004247

4 134.08 0.00007005 0.00007238 165.12 0.00004638 0.00005397

Table 2. Peaks function results: method 3,4 and 5

CT NITER Training
time [s]

RMSET RMSEV Training
time [s]

RMSET RMSEV Training
time [s]

RMSET RMSEV

Original ErrCor 198.28 0.00006514 0.00007145

Method 3 Method 4 Method 5

0.00001 5 83.81 0.00016312 0.00017736 189.71 0.00005267 0.00005763 174.66 0.00009168 0.00010314

10 109.05 0.00015312 0.00015400 180.45 0.00005122 0.00006021 143.98 0.00004925 0.00006836

15 125.62 0.00012623 0.00014639 180.44 0.00004489 0.00005147 164.06 0.00004164 0.00004274

20 122.71 0.00013321 0.00012397 192.03 0.00006416 0.00007006 164.19 0.00006422 0.00007784

25 123.58 0.00008055 0.00008741 193.61 0.00004039 0.00004486 166.42 0.00005237 0.00005441

30 139.69 0.00006311 0.00006658 201.79 0.00004193 0.00004618 172.54 0.00005314 0.00005683

0.00002 5 70.13 0.00025263 0.00030500 143.23 0.00009292 0.00010029 154.55 0.00004153 0.00004441

10 87.51 0.00036390 0.00041616 139.05 0.00004287 0.00004505 171.59 0.00005479 0.00005952

15 76.62 0.00019746 0.00020533 141.84 0.00003681 0.00004113 166.06 0.00004150 0.00004706

20 87.74 0.00022901 0.00022911 173.48 0.00005490 0.00005816 136.31 0.00003652 0.00003570

25 105.89 0.00014402 0.00015402 176.98 0.00004435 0.00004765 170.50 0.00005431 0.00006230

30 88.63 0.00017820 0.00019562 191.53 0.00005108 0.00005288 158.27 0.00003449 0.00003616

0.00003 5 43.06 0.00029388 0.00032568 127.94 0.00010110 0.00010998 120.11 0.00005920 0.00006184

10 74.33 0.00040997 0.00044360 134.62 0.00006126 0.00006912 129.20 0.00004772 0.00005161

15 70.65 0.00032367 0.00032367 196.91 0.00006010 0.00006270 180.62 0.00006924 0.00015879

20 82.48 0.00019794 0.00019942 172.30 0.00006082 0.00007071 156.92 0.00007356 0.00007608

25 82.41 0.00010142 0.00012024 194.00 0.00008494 0.00009371 141.84 0.00004261 0.00007282

30 89.15 0.00017587 0.00018446 285.94 0.00005418 0.00005521 143.96 0.00004963 0.00005224

3.2 Rastrigin Function

The second experiment has been prepared for Rastrigin function given by func-
tion (4) is shown in Fig. 2b.

f(x, y) = 20 + (x2 − 10cos(2πx)) + (y2 − 10cos(2πy)) (4)

The training and verification data sets contain 2100 and 900 randomly
selected points, respectively. Values of CT , NRBF and NITER parameters had
been set the same like in first experiment.

Results are shown in Tables 3 and 4. Results confirm observations from first
experiment prepared for Peaks function. In the most cases errors and training
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Table 3. Rastrigin function results for method 1 and method 2

CT NRBF Training time [s] RMSET RMSEV Training time [s] RMSET RMSEV

Original ErrCor 600.69 0.0003835 0.0003906

Method 1 Method 2

0.00001 1 539.29 0.0002935 0.0003051 524.51 0.0002542 0.0002594

2 504.73 0.0002343 0.0002788 557.27 0.0003235 0.0003215

3 691.01 0.0003250 0.0003295 532.70 0.0003330 0.0003328

4 546.54 0.0003210 0.0003198 544.59 0.0003342 0.0003343

0.00002 1 559.49 0.0003192 0.0003298 576.07 0.0003185 0.0003201

2 557.02 0.0002571 0.0002626 581.20 0.0001477 0.0001532

3 590.74 0.0002386 0.0002434 554.03 0.0002068 0.0002013

4 550.17 0.0002548 0.0002602 637.23 0.0004466 0.0004872

0.00003 1 518.89 0.0002282 0.0002364 594.02 0.0002722 0.0002656

2 595.10 0.0001629 0.0001715 590.66 0.0002548 0.0002636

3 672.27 0.0003247 0.0003259 447.53 0.0002613 0.0002661

4 512.83 0.0004335 0.0004799 646.34 0.0002964 0.0003138

Table 4. Rastrigin function results for methods 3–5

CT NITER Training

time [s]

RMSET RMSEV Training

time [s]

RMSET RMSEV Training

time [s]

RMSET RMSEV

Original ErrCor 600.69 0.0003835 0.0003906

Method 3 Method 4 Method 5

0.00001 5 429.95 0.0003663 0.0003762 578.90 0.0002201 0.0002202 545.36 0.0003873 0.0003809

10 482.46 0.0002470 0.0002542 546.53 0.0003048 0.0003259 529.49 0.0002434 0.0002664

15 484.74 0.0004035 0.0004338 552.16 0.0001558 0.0001628 528.62 0.0002938 0.0002938

20 485.19 0.0002866 0.0002876 513.48 0.0003350 0.0003478 530.28 0.0002752 0.0002992

25 499.52 0.0003153 0.0003120 544.27 0.0002586 0.0002685 530.01 0.0003364 0.0003400

30 504.62 0.0003474 0.0003483 502.98 0.0003290 0.0003290 494.42 0.0003144 0.0003170

0.00002 5 323.20 0.0006120 0.0007603 537.33 0.0003062 0.0003243 533.09 0.0003813 0.0003816

10 352.55 0.0003288 0.0003243 532.57 0.0003610 0.0003735 560.15 0.0002743 0.0002981

15 447.41 0.0003806 0.0003832 543.95 0.0001804 0.0001978 541.26 0.0004274 0.0004749

20 410.53 0.0004548 0.0004826 534.28 0.0002541 0.0002614 552.63 0.0002456 0.0002685

25 494.89 0.0003309 0.0003281 538.67 0.0002602 0.0002606 541.93 0.0002325 0.0002442

30 470.28 0.0002636 0.0003768 535.22 0.0002627 0.0002687 525.52 0.0002479 0.0002763

0.00003 5 278.72 0.0005414 0.0005324 565.79 0.0003250 0.0003273 564.65 0.0002737 0.0002973

10 314.37 0.0005926 0.0006259 514.45 0.0003090 0.0003092 506.72 0.0005028 0.0005480

15 324.50 0.0004706 0.0004708 562.60 0.0002028 0.0002084 516.08 0.0003033 0.0003045

20 414.03 0.0003886 0.0003984 507.22 0.0005283 0.0005621 556.75 0.0002720 0.0002958

25 431.03 0.0003167 0.0003246 524.39 0.0004550 0.0004910 513.33 0.0002204 0.0002185

30 444.51 0.0003816 0.0004118 536.74 0.0002736 0.0002968 515.21 0.0002833 0.0002989

time are lower than these achieved for pure ErrCor. In this case, method 3
gave not such bad results but clearly worse than other methods. Again, best
result have been achieved using method 2, in this case for CT = 0.00002 and
NRBF = 2.
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Table 5. Schaffer function results for method 1 and method 2

CT NRBF Training time [s] RMSET RMSEV Training time [s] RMSET RMSEV

Original ErrCor 17.6142 0.0070983 0.010035

Method 1 Method 2

0.0001 1 24.4539 0.007075 0.009540 34.1358 0.006775 0.009238

2 14.5325 0.006843 0.009868 15.0072 0.010386 0.012526

3 11.9950 0.010392 0.012503 59.5133 NaN NaN

4 13.6592 0.010228 0.013150 20.2732 0.006769 0.008705

0.0002 1 36.1252 0.006588 0.009743 36.0065 0.006345 0.008086

2 13.3991 0.019159 0.083296 21.0788 0.006766 0.008705

3 13.9280 0.014630 0.016132 14.9345 0.010386 0.012517

4 21.0090 0.005970 0.008579 13.4906 0.010387 0.012525

0.0003 1 23.1846 0.006680 0.008448 21.4202 0.006574 0.007953

2 10.9314 0.009938 0.011148 14.2794 0.010386 0.012524

3 23.6867 0.007142 0.010069 16.2057 0.009383 0.011854

4 17.6142 0.007098 0.010035 13.0395 0.010386 0.012524

Table 6. Schaffer function results for methods 3–5

CT NITER Training

time [s]

RMSET RMSEV Training

time [s]

RMSET RMSEV Training

time [s]

RMSET RMSEV

Original ErrCor 17.6142 0.0070983 0.010035

Method 3 Method 4 Method 5

0.0001 5 19.3955 0.007104 0.009098 16.5347 0.007502 0.016821 40.3093 0.006398 0.009185

10 17.4771 0.013326 0.015874 38.3611 0.006094 0.007722 40.8045 0.005326 0.007205

15 19.9957 0.010260 0.013047 36.8225 0.005697 0.008126 29.4327 0.006540 0.008225

20 24.5160 0.006496 0.008395 21.6583 0.006774 0.008721 39.0197 0.006243 0.008234

25 23.2449 0.007759 0.029973 20.1826 0.006925 0.008874 23.8640 0.007891 0.010062

30 36.1263 0.007146 0.010104 34.9781 0.008849 0.011577 35.9352 0.005676 0.007986

0.0002 5 11.8116 0.013826 0.030933 27.7139 0.006041 0.008469 31.1944 0.006550 0.009567

10 14.7851 0.010070 0.011648 27.1981 0.007844 0.030065 38.6671 0.006206 0.008651

15 22.1337 0.011197 0.013147 37.5649 0.006327 0.008118 34.2823 0.005722 0.008152

20 22.0903 0.007120 0.009077 19.6996 0.006952 0.008902 34.5039 0.005415 0.007878

25 27.8958 0.006171 0.009015 14.2324 0.010398 0.012465 28.5269 0.008189 0.010541

30 23.3772 0.007183 0.009623 35.4444 0.007341 0.009191 34.9908 0.006282 0.009208

0.0003 5 9.4365 0.025701 0.028074 16.9347 0.007261 0.034311 31.5590 0.007582 0.009262

10 15.4384 0.011218 0.013381 40.9584 0.006270 0.008951 31.4714 0.006987 0.009185

15 13.5180 0.011433 0.014721 34.4163 0.006557 0.007982 34.1413 0.006524 0.009682

20 14.2874 0.012782 0.014230 15.1858 0.010386 0.012526 33.2569 0.006372 0.008155

25 21.8395 0.007167 0.009267 30.0586 0.008759 0.011390 31.2345 0.006307 0.007916

30 20.4763 0.008293 0.009039 35.8281 0.006508 0.008723 35.2985 0.006207 0.032363

3.3 Schaffer Function

The last experiment have been done for Second Schaffer function. This function
is given by Eq. (5) shown in Fig. 2c.

z (x, y) = 0.5 +
sin2

(
x2 − y2

) − 0.5

[1 + 0.001 (x2 − y2)]2
(5)
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The training and verification data sets contain 630 and 270 randomly selected
points, respectively, and values of NRBF and NITER parameters had been set
the same like in previous experiments while CT had been set in range from
0.0001 to 0.0003. Achieved results have been shown in Tables 5 and 6. As can
be observed in this case results are not so good as in previous experiments. In
most cases training time is higher than for pure ErrCor and training errors also
in many cases are much higher. Such a case is caused by relatively high level
of error achieved in short training time. It means that network was not able to
train more successfully and calculations was broken very early without training
error decreasing. As a consequence the number of iterations was very small and
even presented methods were not very helpful, and additional processing time
for removal procedure only significant increased the training time. Best result
has been achieved by method 5 for CT = 0.0001 and NITER = 10, and again it
was a worse method 3.

4 Conclusions

This is obvious that training patterns are important for neural network train-
ing. However, appropriate selection of these patterns can play an important role
in obtaining good results. The approach proposed in this paper suggests that
patterns that are already trained can be removed from training dataset during
training process to improve training decreasing both training time and training
error. The five proposed methods for ErrCor algorithms have been implemented
and applied to resolve some benchmark problems. The results confirm the valid-
ity of the proposals. The further work in this area will be focused to extend
this approach on soft pattern deletion and to apply presented approach to other
training algorithms and methods for different architectures.
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Abstract. In this paper we present a new approach to solving the
Euclidean traveling salesman problem (ETSP) using SOM Kohonen
maps with chain topology. The Kohonen learning rule is used with ran-
dom parameters providing different neuron locations. Any new neuron
configuration allows us to obtain a new ETSP solution. This new app-
roach to exploring the solution space of the ETSP is easy to implement
and suitable for relatively large ETSP problems. Furthermore, the app-
roach could be combined both with other global optimization methods
as genetic algorithms and with simple TSP solving heuristic procedures.
The method is illustrated by simulations used for solving some TSPLIB
problems.

Keywords: SOM Kohonen map · The Euclidean traveling salesman
problem

1 Introduction

The Traveling Salesman Problem (TSP) is a famous combinatorial optimization
problem [3,17,20] started in the 1930s.

Given a list of places (cities) and the costs of travel between these cities, the
TSP problem is to find the order in which the cities are visited forming a closed
tour in such a way that the costs of traveling are minimized. Each city should
be visited exactly once.

The special case of TSP is the Euclidean traveling salesman problem (ETSP),
where cities are given as points in the Euclidean space (usually R2) and cost
of traveling between each pair of cities is defined as the Euclidean distance
(Euclidean metric).

It is known that the Euclidean TSP, similarly as a more general TSP, is
NP-hard [24]. There are known many exact and approximate methods of solving
TSP and ETSP (see for example [2,28] and the literature cited therein).

Bartholdi and Platzman [7,25] have used the Sierpiński space-filling curve for
a good, very quickly obtained approximate solution of ETSP. Such a solution is
at most O(log(N) times longer than the optimal tour [29].
c© Springer International Publishing AG 2017
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In this paper we concentrate on using a Kohonen SOM network [19]
with closed chain topology for solving ETSP [1,2,4–6,9,11,14,15,21–23,30,31].
Closely related to SOM netwoks are the adaptive ring algorithm [16] and the
elastic net method of Durbin and Willshow [12,13].

The next Section provides a precise formulation of the ETSP problem. The
Kohonen SOM algorithm for ETSP is briefly described in Sect. 3. Section 4
presents the main results of the paper. In this Section the new algorithm for
exploring the solution space of the ETSP problem is formulated and discussed.
Finally, results of computational experiments are shown in Sect. 5.

2 Short Formulation of the ETSP Problem

In the ETSP problem every city is represented by a point on a map. Usually it is
a point in 2-D space or in general a point in some compact subset of Rd, d ≥ 2.
We will assume that this set is a unit cube Id = [0, 1] × . . . × [0, 1].

Let X = {x1, . . . xN} be a given set of points in Id. Our goal is to
find a sequence of points X, i.e., a permutation of point indexes Π =
(π(1), π(2) . . . , π(N)), such that

CTSP (Π,X) =
N∑

i=2

||xπ(i) − xπ(i−1)|| + ||xπ(N) − xπ(1)|| (1)

is minimized over all possible cyclic permutations. ||.|| denotes the Euclidean
norm.

Due to a symmetry property of the Euclidean distance between a pair of
points and since it can be assumed that π(1) = 1, it is possible to find 0.5(N −1)!
different closed paths between points from set X.

Testing all 0.5(N − 1)! possible sequences one can always find the shortest
closed path connecting all N points, but the computational effort for this exhaus-
tive search strategy, rises exponentially with N and rapidly becomes unmanage-
able. For N = 10 it is 181440 different solutions, for N = 20 the number of
solutions rises to 60822600000000000, and for N = 30 it is definitely unmanage-
able to perform the brute force search.

It is known that such SOM networks minimize the sum of squared Euclidean
distances (SED) rather than the sum of Euclidean distances between city-points
[10]. Nevertheless, in practice the Euclidean metric and SED produce the same
or very similar optimal (or sub-optimal) solutions.

3 The Kohonen SOM Algorithm for Solving ETSP

Let M denote the number of neurons. It is assumed that M ≥ N [1,6]. Recall
that N is the number of data points in set X. Each neuron is represented by a
point in Rd labeled by a number j = 1, 2, . . . ,M . Coordinates of such a point,
let’s say labeled by j, form a vector Wj ∈ Id, i.e., Wj is the j-th neuron weight.
Each data point xi ∈ X can be uniquely represented by neuron j� such that
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i�(xi) = arg min
j=1,...,M

||xi − Wj ||2. (2)

Such a neuron is often called “a winner”. In the case of ties we will randomly
pick exactly one winning neuron.

Position (weights) of the winning neuron is then corrected according to the
Kohonen learning rule.

3.1 SOM Learning

The Kohonen learning rule is applied for updating neuron weights (their posi-
tions in the data space). Denote by Wj(n) the weight of j-th neuron in n-iteration
of the learning process.

The process of learning is some kind of stochastic approximation process [27].
In every iteration only one data point from X is chosen at random and used for
neuron position updating.

Kohonen’s method of learning is very efficient since not only a winning neuron
selected according to (2) is updated but its neighbors in the neuron’s chain topol-
ogy are also updated according to:

Wj(n + 1) = Wj(n) + α(n)h(xi, j, n)(xi − Wj(n)), j = 1, . . . , M (3)

where h(xi, j, n) is a neighborhood function taking values in [0, 1] and α(n) is
a learning rate. α(n) is usually very small and decreases to zero with n. The
common choice of the neighborhood function is the Gaussian function

h(xi, j, n) = exp (−|i�(xi) − j|2�
2σ(n)2

), (4)

where symbol |r − s|� denotes min{|r − s|,M − r + s,M − s + r} and σ(n) → 0
when n → ∞. The are many different methods of changing σ and α [5,9,18,31].

4 Exploring ETSP Solution Space

Recall that we have assumed that all ETSP‘s data points are taken from the
unit square, i.e., each xi ∈ [0, 1] × [0, 1]. Appropriate scaling of ETSP points
was performed in the following test examples. Adequate rescaling of subsequent
paths forming the tour under consideration allows us to retain the true goal
function value. Although, both problems: an original and its rescaled version are
not identical from the point of the Kohonen algorithm, we did not observe any
important differences in the results (tested on 1000 random point examples).

4.1 Starting Solutions

There are known different methods of obtaining a starting solution (starting posi-
tions of SOM neurons) for SOM based algorithms solving ETSP [5,6,19]. It is pos-
sible to start with random values (neurons coordinates). One can also construct a
polygon of neurons, which approximates a circle or a rhombic frame [5].
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We have used randomly (uniformly) generated neuron positions along the
Sierpiński space filling curve. The Sierpiński curve could be applied for ordering
ETSP city-points [7,29].

4.2 Computing the Tour Corresponding to the Actual Neuron’s
Locations

As a consequence of finding a winner (2) for each data point, every neuron
j ∈ {1, . . . , M} may be closest to the exactly one data point from X, may be
“empty”, or it may happen that two (or even more than two) data points are
connected to the same neuron [9,14]. Nevertheless, it is relatively easy to obtain
the permutation of cities adequate to the neuron weights.

Let A(j) denote the set of data points connected to neuron j. It is clear that

M⋃

j=1

A(j) = {1, 2, . . . , N}.

Furthermore, A(j), j = 1, . . . , M define at least partial order in the set of data
points. In the case when there exist A(j) such that |A(j)| > 1, strict order can
be obtained by random choice or using the lexicographical order defined in X.

We represent Aj by lists rather than sets, which allows us to retain ordering.
So, we obtain a linear order of data points from X uniquely providing sequence
Π. The computational complexity of that ordering is O(NM log M).

The similar approach for finding a ETSP solution was proposed in [9] in a
final state of the Kohonen algorithm when positions of the neurons are slightly
different than true point locations. We propose to use the method as a tool for
new solution generation.

Thus, our goal is to obtain on the one hand an adequate level of randomness
in the location of the chain of neurons, but on the other hand the neurons
positions should be located at some level of agreement with neuron labels. The
last condition is a reason that we decided to use the Kohonen learning rule for
generating the subsequent neuron chain locations.

Furthermore, it should be noted that in every iteration of the SOM algorithm
only a few neuron weights are effectively updated, namely the winning neuron
and its closest neighbors. When |i�(xi) − j| is larger than (for example) 3σ(n)
then h(xi, j, n) is very small and the weights Wj should not be changed.

The new permutation can be obtained in O(N) time instead of
O(NM log M).

We denote the value of already found best tour according to (1) by Qopt and
the corresponding best (already found) tour (list of M elements) by Πopt. This
means that Qopt and Πopt are used for storing the best solution and the best
permutation found so far, respectively.

4.3 Algorithm

Step1. Initialization: Let n be a discrete learning time starting from 0. The
algorithm inputs are points X = {x1, . . . xN} ⊂ I2. Choose M ≥ N , (for
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example, let M = 2N). The neuron’s weights W are initialized at random
using the uniform distribution along the Sierpiński space-filling curve.
Find the actual tour (permutation of cities) corresponding to neuron
weights W .

Set Aj = {} j = 1, . . . , M . For i = 1, 2, . . . , N find j = i�(xi) and add
index i to the list Aj . Obtain a starting sequence Π by concatenating lists
Aj , j = 1, . . . , M (empty lists are rejected). The main loop of the algorithm
consists of the following steps:

Step 2. If n > nmax go to Step 6. Otherwise, randomly select parameter α(n)
from interval [0.1, 1.0] and parameter σ(n) from the interval [1., 3.0].
Draw at random a city-point x from set X. Let say x = xi.

Step 3. Find neuron i�(xi) closest to xi (according to 2). Update weights accord-
ing to the Kohonen rule (3). Only the neurons j ∈ Ja such that

Ja = {j : |i�(xi) − j| < 3σ(n)}

are updated.
Step 4. For i = 1, 2, . . . , N find

i�new(xi) = arg min
j∈Ja

||xi − Wj ||2. (5)

If
||xi − Wi�

new(xi)||2 < ||xi − Wi�(xi)||2

remove index i from Ai� and add i to the list Ai�
new

.
Step 5. Obtain new sequence Π by concatenating lists Aj , j = 1, . . . , M (empty

lists are rejected).
Step 6. Compute Q(Π,X) according to (1). If Q(Π,X) ≤ Qopt set: Qopt =

Q(Π,X), Πopt = Π and Wopt = W . Set n = n + 1 and go to Step 2.
Step 7. Return the best results Πopt and Qopt.

In the presented Algorithm Kohonen’s learning rule parameters are chosen
at random and since exploring the solution space is assumed to be a never-
ending process, these parameters are changing in certain regions (value‘s intervals
separated from zero).

5 Simulation Study Using TSPLIB Examples

The method proposed in the paper is illustrated by simulations used for solving
some TSPLIB [26] problems. The results of simulations using other, often very
sophisticated methods, can be found in [2].



170 E. Skubalska-Rafaj�lowicz

5.1 Pbc3038 Problem (TSPLIB)

The optimal solution of pbc3038 problem from TSPLIB [26] (at http://www.iwr.
uni-heidelberg.de/groups/comopt/software/TSPLIB95) is known and length of
the optimal tour equals 137694. The problem consists of 3038 data points. We
have finished our search after 260000 simple iterations obtaining the problem
solution with 155069 (i.e., 1.126 times optimal solution). It should be emphasized
that one iteration means corrections of weights using only one data point (one
city). Figure 1 shows in which way the length of the TSP tour is changing in the
process of exploration of the solution space. In this search we have reduced the
range of α parameter to [0.1; 0.3] after 200000 iterations.

Fig. 1. The length of the TSP tour (versus a number of simple iterations) for pbc3038
problem in the process of exploration of the solution space

The best tour obtained after 140000 simple iterations is depicted in Fig. 2.

5.2 pbc1173 Problem (TSPLIB)

The optimal solution of pbc1173 problem from TSPLIB is 56892. The problem
consists of 1173 data points. Figure 3 shows in which way the length of the TSP
tour is changing in the process of exploration of the solution space. We have
finished the search after 200000 simple iterations obtaining the length of the
best tour equal to 64786.1. In the other, longer trial we have obtained the best
value of the goal function after 800000 equal to 62901.2, i.e., 1.127 times longer
than the optimal value. Figure 4 shows the results of these simulations.

5.3 bier127 Problem TSPLIB

The bier127 problem from TSPLIB [26]) appears in some papers [5,6] and even
the optimal solution is obtained by many simulations (repetitions). Optimal

http://www.iwr.uni-heidelberg.de/groups/comopt/software/TSPLIB95
http://www.iwr.uni-heidelberg.de/groups/comopt/software/TSPLIB95
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Fig. 2. The best tour obtained after 140000 simple iterations (pbc3038). Dots indicate
the neurons positions

Fig. 3. The length of the TSP tour (versus a number of simple iterations) for pbc1173
problem in the process of exploration of the solution space
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Fig. 4. The length of the TSP tour for pbc1173 problem in the process of exploration
of the solution space during 800000 iterations

solution value of bier127 problem is 118282. It occurred that after ∼130000
simple iterations the relative error of the best obtained tour with respect to the
optimal tour was 4.7% and after ∼260000 next iterations the error was 4.45%.
In the next trial, the corresponding error after ∼130000 iterations was equal to
3.37%. The smallest problem (bier127) occurred relatively hard from the point
of view the exploration of the solutions space.

6 Comments and Conclusions

In every our test problem the first part of simulations was very similar in every
repetition. We do not provide details, but this observation is a result of many
short-time repetitions of the exploring process. Thus, one could start computing
the goal function values after, for example, 100000 simple iterations.

In this paper we concentrate on the behavior of the proposed exploring algo-
rithm. First, the subsequent solutions are close to each other and changes in
the length of the tour are slow but rather consistent. Up and down changes are
observed but the general trend is down. Second, controlling the value of the goal
function allows us to adjust the range of the learning parameters. Especially,
when the algorithm is trapped close to the local optimum one can expand the
range of the parameters variability. Furthermore, the approach could be com-
bined with other global optimization methods as genetic algorithms, with decom-
position methods, and with simple TSP solving heuristic procedures [2,8,17,20].

Theoretical properties of the exploring solution space SOM algorithm are
still an open problem. Similarly, as in the case of the classical SOM method it is
not proved that the optimal solution of the ETSP is obtainable (or under which
conditions it is obtainable).
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Abstract. This article contributes to the Computer Aided Diagnosis
(CAD) of melanoma pigmented skin cancer. We test back-propagated
Artificial Neural Network (ANN) classifiers for discrimination in benign
and malignant skin lesions. Features used for the classification are derived
from wavelet decomposition coefficients of the dermoscopy image. We
show the most efficient ANN setups as a function of the structure of
hidden layers and the network learning algorithms. Our network topolo-
gies are limited for the sake of restrictions in memory and processing
power of smartphones which are more and more popular as hand-held
‘mobile’ CAD devices for melanoma. We claim resolution invariance of
the selected wavelet features.

Keywords: Melanoma · CAD · Wavelets · ANN

1 Introduction

1.1 Medical Background

Computer aided classification of malignant melanoma plays a crucial role in
prevention of this tumor. Melanoma, as contrasted with the other forms of
skin cancer, is extremely dangerous due to early metastases. Early diagnosis
of malignancy is a life-saving factor. Lack of specialists, too late detections and
an increased melanoma morbidity rate have become a medical problem lately
and, on that account, a challange for computer assisted diagnosis (CAD) [1–3].
The standard therapy, biopsy, is not feasible for all the patients due to treatment
costs and some health reasons. Even if affordable, excision must be done at an
early stage, when standard clinical diagnosis based on the ABCD criteria may
fail [4]. For that reason, analysis of skin lesions images have become a useful
diagnostic tool. The most popular and cheapest form of lesion screening is der-
moscopy (ELM-Epiluminescence Microscopy) [5]. Dermoscopy illuminates and
enlarges the skin and when the image is stored on a computer allows for com-
paring past and current lesion advances. Clinical diagnosis of Melanoma is based
on presence of classic dermoscopic features based on shape, color and structure
content with help of the semi-quantitative descriptive measure ABCD(E), the
7-Point Checklist or Menzies [6].
c© Springer International Publishing AG 2017
L. Rutkowski et al. (Eds.): ICAISC 2017, Part I, LNAI 10245, pp. 175–186, 2017.
DOI: 10.1007/978-3-319-59063-9 16
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1.2 Wavelets

Melanoma at an early stage or the so called featureless melanoma [7] cannot be
diagnosed with the aforementioned measures due to low recognition sensitivity of
the geometric/coloristic features [8]. For that reason methods for wavelet based
decomposition of the skin lesion images have been proposed [9].

The discrete wavelet transform (DWT) is a signal decomposition with a basis
of real orthonormal functions obtained through translation and dilation of a ker-
nel function (the so called mother wavelet). DWT is known to be a multireso-
lution approximation of the signal but when the translation is performed with
arbitrarily small shift the algorithm is too computational-intensive (too redun-
dant). As a workaround the Discrete Dyadic Wavelet Transform (DDWT) is
defined. In DDWT the latter basic operations are performed at the pace of the
powers of two. In DDWT a signal is represented as:

s(n) =
∑

r

c0,rφ0,r +
u∑

p=0

∑

r

dp,rψp,r(n)

where p, r, n ∈ Z and:

cp,r =
∑

n

s(n)φ∗(n2−p − r)

dp,r =
∑

n

s(n)ψ∗(n2−p − r)

The mother wavelet ψ fulfils the ‘two-scale’ difference equation and the scaling
function φ is subject to special relations with the kernel function. Mallat [10]
demonstrated that for the coefficients it holds true:

cp−1,r =
∑

n

l(n)cp(n − r)

dp−1,r =
∑

n

h(n)cp(n − r)

i.e. one iteration of the transform filters out the input sequence with the low-pass
l(n) and high-pass filter h(n) and decimates the output signals by two.

The derived filters should provide certain properties such as: transformation
reversibility, orthogonality of the scaling function to its wavelet (and its trans-
lations) and finite response.

Details of the Mallat algorithm implemented for the 2D signals (images) can
be found in Sect. 2.2.

Analyzis of the skin frequency and scale information with the wavelet features
to distinguish between benign and malignant skin progression can be found in
[11,12].
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1.3 Melanoma CAD with ANN

First ANN classification of melanoma and benign lesions comes from [13] where
about 80% correct classifications were reported. The network topology (14-X-1,
X-hidden neurons) accepted two asymmetry- and twelve color-based features.

In [14] authors analyzed basic, shape and color features with different norma-
lization conditions and concluded that on both dichotomous and trichotomous
tasks the ANNs performed similarly as logistic regression and SVMs, and better
than the k-nearest neighbors and decision trees (sensitivity: 91%, specificity: 94%
for 1619 lesion images).

In [15] authors analyzed 48 parameters belonging to four categories: geome-
try, color, texture, and color clusters inside the lesion and performed step-wise
feature selection to identify an optimal subset of 10 variables (starting from the
most significant: red multicomponent, decile of red, border homogeneity, mean
value of red, grey-blue areas, contrast, interruptions of the border, mean skin-
lesion gradient, background regions imbalance, variance of the border gradient).
The clinical/dermoscopic equivalents of those variables are: multicomponent pat-
tern/homogeneity, lesion darkness, border cleanliness, mean color of the lesion,
grey-blue areas, network analysis, variation in the border cleanliness, grading
of the border, color asymmetry, intensity in the border interruptions. Distin-
guishing melanoma from benign lesions with these optimal features gave the
maximum sensitivity of 93% and specificity 92.75%.

Rajab et al. [16] investigated the neural network edge detection in the iterative
thresholding segmentation. They drew conclusions on the method performance
over a range of different border irregularity properties and signal-to-noise ratio.

An automatic neural skin cancer classification system was developed in [17]
for dermoscopy imagess and optimized for different types of neural network
topologies and different preprocessing modes. The authors reported best recogni-
tion accuracy of the 3-layers back-propagation neural network classifier as 89.9%
and of the auto-associative neural network as 80.8%. In the system some features
were extracted through 2-D wavelet packet decomposition under performance
tests of seven different wavelet bases (the best wavelet base was Bior5.5, and the
most stable experimentally Db1 or Db10). Some opimization was done to the
number and structure of the hidden layers. The best topology was reported for
the three hidden layers with 40-25-10 neurons.

In [18] a back-propagation neural network was used for segmentation. The
results were compared with the ground truth images which showed that the
method had slightly worse segmentation accuracy and slower training period
than Extreme Learning Machine (ELM).

Group [19] segmented dermoscopic images using Maximum Entropy Thresh-
old and extracted features using Gray Level Co-occurrence Matrix (GLCM) for
classification into cancerous or non-cancerous cases using back-propagated neural
networks. The reported accuracy is 88%.

Paper [20] proposed the flow: feature extraction, dimensionality reduction
and classification to discriminate skin lesions into ‘normal’ and ‘abnormal’ skin
cancer classes. In the first stage authors used discrete wavelet transforms, in the
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second stage PCA. In the classification stage a feed forward back-propagated
artificial neural network and k-nearest neighbor paradigmes were applied. Accu-
racy of those experiments was: 95% (ANN) and 97.5% (kNN).

Discrimination between the six Menzies color classes in the calibrated RGB
dermoscopy images were studied in [21]. The Jeffries−Matusita and transformed
divergence separability distances were used to evaluate the color class separabil-
ity. A nonlinear cluster transformation allowed for almost the total separation
of each color class in the feature space. Several neural networks in competition
were used as classifiers. Classification achieved 93% of sensitivity, 62% of speci-
ficity and 74% of accuracy (average). Authors claim that it might be possible
to evaluate a lesion based on the presence of Menzies colors in the dermoscopic
image, mimicking the human diagnosis.

In [22] statistical features and dermoscopic features (ABCD: Asymmetry,
Border, Color and Diameter) for detection and diagnosis of melanoma were used.
Segmentation-based thresholding plus statistical feature extraction using GLCM
were used to calculate the Total Dermoscopy Score (TDS). The combined result
of the TDS parameter and a neural network classification yielded accuracy of
88% which was claimed to be efficient for the skin cancer detection and diagnosis.

In [23] several methods of melanoma classification were proposed: a multi-
layered perceptron, a Bayesian classifier and the K nearest neighbors algorithm.
These methods worked independently and also in combination making a col-
laborative decision support system. The performance factors obtained for seven
neurons in a single hidden layer were: classification rate: 86.73%, sensitivity:
78.43%, specificity: 95.74%, slightly less than in the collaborative method: clas-
sification rate: 87.76%, sensitivity: 78.43%, specificity: 97.87%.

The state-of-the-art of melanoma skin lesion classification by ANN and other
learning paradigms can be found in the reviews [1–3,24].

1.4 Motivation

According to the consumers’ and doctors’ demand for personal decision-suppor-
ting tools there have been developed for years various self-examination/self-
diagnosing optical extensions and grip panels for mobile phones. Nowadays there
is a growing market for handy dermatoscope-like devices with optics and ARM-
based processors for a ‘mobile’ CAD and melanoma diagnosis [25–27]. Since
the developed machine learning and image recognition and interpretation algo-
rithms may demonstrate high complexity and small handheld devices have lim-
ited processing power and memory, it is of great importance to search for meth-
ods that analyze optimally both full-size dermoscopic images and preserve high
efficiency also in downgraded image resolutions.

The latest research presented in [28], showed that the reverse bi-orthogonal
(RBio) and bi-orthogonal (Bior) wavelets prove to be the most efficient, robust,
and resolution invariant wavelet families for the machine learning of dermoscopic
images. This was analyzed in the ensemble of different model types and optimized
for various quality measures. In this work we want to check efficiency and classi-
fication performance of a homogeneous model for the wavelet base that follows
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conclusions of [28]. We pick the RBio3.1 wavelet base and study back-propagated
artificial neural network (ANN) classifiers of the melanoma (RBio3.1)-based fea-
tures with limited topologies for the hidden layers to take into account execution
platforms with limited processing resources.

Within these bounds our objectives are:

• to select the best NN topology and learning method in terms of absolute
melanoma classification performance upon condition of efficient cost of ANN
backpropagation learning for three different resolutions of the dermoscopic
images,

• to search for a resolution-invariant model of ANN for the original clinical data
and the descendant downgraded image resolutions.

Below we show methodology of our machine learning experiments and present
and discuss the results.

2 Data Analysis

2.1 Signal Processing

The database collected for this study included anonymous images of the moles
from 185 patients of one medical clinic in Poland. The examinations were per-
formed with plain digital camera with an extra dermoscopy extension and immer-
sion liquid to remove light reflections. The primordial JPEG pixel resolution was
2272× 1704 and the RGB color depth 24-bit. The resection and hist-pat exami-
nation of the moles allowed to assign labels to 102 malignant melanoma and 83
dysplastic nevus cases. The 83 non-melanoma images were picked up randomly
from the predominant majority of about 2000 displastic lesions. In our analysis
there were no ‘unknown’ or ‘don’t care’ labels.

Melanoma incidence rate may fluctuate over countries, but clinical statistics
shows an average of about 5% melanoma images as a fraction of all the der-
moscopic images of the pigmented nevi. This means that the melanoma class is
under-represented compared to the benign class. Learning classifiers from such
cases would require special rules to properly treat the imbalanced class i.e. to
draw equal attention to the minority class [29,30]. In this experiment we build
classifiers for almost equal classes (102 malignant melanoma versus 83 dysplas-
tic nevus cases) and we do not take into account the (clinical) class imbalance
problem.

In the analysis there were three sets of images: the original set 2272 × 1704
(A) and the two downscaled sets (by averaging neighbor values in 2× 2 elements)
of 1136× 852 (B) and 568× 426 (C) pixels respectively.

2.2 Wavelet Features

There were no apparent artefacts on the analyzed dermoscopy images (black
borders, hairs, droplets of immersion fluid, etc.) or there were few negligible
distortions so no preprocessing tasks to the images took place.
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To support wavelet transformations the dermoscopy images of all three sets
(A, B, C) were transformed to indexed images with linear, monotonic color
maps of double precision numbers. Each iteration of the wavelet decomposition
downscales the input image by 2 both in rows and columns and three such
iterations were done.

Images are two-dimensional signals and the wavelet transform to the images
are done according to the Mallat algorithm [31]. One iteration of this algorithm
produces 4 downscaled sub-images which can be considered as LL, LH, HL and
HH filters (L-low-pass, H-high-pass filter) after one-dimensional wavelet trans-
form on the rows and then on the columns.

DDWT can be applied recursively to the low-frequency sub-band only, but
in our analysis we used the wavelet packets so each of the four filters was subject
to further wavelet decompositions (not only LL).

Altogether in three iterations 1+4+16 = 21 different transformation branches
were produced. In one branch the following 12 simple features were calculated:
(ei, i = 1,2,3,4) - energies of the sub-images, (ei/emax, i = 1,2,3,4) - maximum
energy ratios and (ei/Σek, k �= i, i = 1,2,3,4) - fractional energy ratios, after [32,
33]. Energy was defined as a sum of absolute values of the pixels. This procedure
was repeated for the three sets A, B, C of different image resolutions yielding
21× 12 = 252 attributes in each single set.

For reasons presented in the Introduction for the skin texture analysis we
took RBio3.1 wavelet base. Reverse bi-orthogonal wavelets (wavelet pairs) have
the property of perfect reconstruction i.e. if X-image, A-reconstructed image
of approximations and D-reconstructed image of details, then X = A+D. This
property is possible due to two separate filter sets, one for decomposition and
another one for image reconstruction. This wavelet is symmetric function and is
not orthogonal (X2 �= A2 + D2).

Search for the best subset of features [34] can be used to (i) reduce bias
(overtraining), (ii) reduce computational burden and (iii) enhance classification
performance. This is usually done because the simplest approach, an exhaustive
or random search to evaluate the best feature set, is infeasible or even com-
putationally prohibitive. In this work we do not take advantage of any feature
selection or extraction algorithms. This follows the results presented in [35] where
widely known feature selection mechanisms (CFS, PCA, GSFS) were applied to
melanoma classification problem. It was concluded that although application of
feature selection algorithms may reduce the complexity of the classification, the
performance is highly dependent upon the classifier. Therefore, it was opted to
use all the features and preserve them for some late-selections. It is also the
objective of this work - to search for efficient ANN classifiers in terms of their
topologies and/or error minimization approaches and not by the feature selection
of the data base.

2.3 Machine Learning

In our study we used a static feedforward back-propagation artificial neural
network (ANN) to classify the dermoscopy images based on the calculated 252
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Table 1. Training algorithms used for ANN classification of the dataset.

Mark Method Parameters

L1 Levenberg-Marquardt μ = 0.001

L2 Bayesian Regularization μ = 0.005

L3 Broyden-Fletcher-Goldfarb-Shanno -

L4 Conjugate Gradient with Powell-Beale restarts -

L5 Fletcher-Powell Conjugate Gradient -

L6 Polak-Ribiére Conjugate Gradient -

L7 Gradient Descent learn rate = 0.01

L8 Gradient Descent with Adaptive Learning learn rate = 0.01

L9 Gradient Descent with Momentum learn rate = 0.01

momentum = 0.9

LA Variable Learning rate Gradient Descent learn rate = 0.01

momentum = 0.9

LB One Step Secant -

LC Resilient Backpropagation learn rate = 0.01

Δ = 0.07

LD Scaled Conjugate Gradient -

wavelet features. As a preprocessing phase normalization of the input was done
and the labels were fixed to ‘1’ (malanoma) and ‘0’ (dysplastic nevus).

The ANN structure was:

• 252 input nodes that represent the wavelet features,
• a number of hidden nodes grouped into one or two hidden layers: [10], [20],

[10-10], [10-20], [20-20],
• 2 output neurons, each one activated on the vectors belonging to one class

only (so in the binary classification in a mutually exclusive way).

Two setups were analyzed within the scope of the activation functions:

• NN1: hyperbolic tangent sigmoid transfer function (a1) for the hidden layers
[37] and linear activation function (a2) for the output layer [37]. This is a
generic ANN to model any kind of input to output mapping.

• NN2: hyperbolic tangent sigmoid transfer function (a1) for the hidden layers
and also hyperbolic tangent sigmoid transfer function (a1) for the output layer.
This ANN should perform more efficiently while classifying inputs according
to target classes.

The mean square error (mse) and cross-entropy (ent) were used as performance
functions.

For the sake of cross-validation (CV) we randomly divided our data into
training (70/100), validation (15/100) and testing (15/100) set. Every epoch all



182 G. Surówka and M. Ogorza�lek

the training samples were presented simultaneously to the network to train it.
The validation data was used to evaluate the prediction errors hence to optimize
and update the weights in the backpropagation phase. The testing set was used to
calculate all the performance coefficients. As stopping conditions the maximum
number of epochs reached, maximum time exceeded and performance gradient
fallen below 10−6 were fixed.

Several training algorithms for ANNs have been proposed in the literature
to enhance the convergence speed and reduce the generalization error of the
network [36–38]. In this work we do not discuss mathematical properties of those
algorithms, rather focus on the classification interest when they are run with
‘standard’ base parameters. The analyzed backpropagation training algorithms
are shown (with initial parameters where applicable) in Table 1.

Although in our ANN learning we meet the CV paradigm and validate during
training, to promote better generalization for the performance function ‘mse’
(mean squared error) we applied also the performance regularization ratio (0.01)
which takes into account not only minimizing the error but also the weights and
biases (for L2 set to 0).

Due to performance aspects the Matlab library was used for calls to the ANN
training algorithms. The code was run on the CUDA-based NVidia GTX 1070
GPU.

In the literature referenced in Introduction there are no methodical studies
how the ANN structure (hidden layers) affect the melanoma classification per-
formance. Arbitrary values for both the number of the hidden layers and the
number of neurons in the hidden layers are published. Usually 2- and 3- hidden
layers are presented. Taking into account the computational burden reported
and own attempts on both CPU- and GPU-based parallel computing platforms
and, last but not least, performance analyzes and benchmarks for the ARM-
based mobile devices, we limited ourselves to up to 2 hidden layers with pretty
small (up to 20) neurons on each layer.

3 Results and Discussion

We analyzed two networks: NN1 and NN2 (see Sect. 2.3) each tought according
to two performance measures: (mse) and (ent). The best CV performance for
the discrimination of melanoma from dysplastic nevi is reached with NN2(mse)
which is full sigmoid-like network. Performance of NN1(mse/ent) and NN2(ent)
is slightly worse (by about 8-3%) and more sparse in terms of the learning
algorithms and topologies. Below we present the results for NN2(mse).

Our objective was to find the best performing ANN for the classification
of melanoma dermoscopy images under the assumption that some ARM-based
mobile devices may use it for the computer assisted diagnosis of melanoma and
(as a next step) even be trained on a local database of dermoscopy images. For
that reason only limited topologies were taken into account (starting with 10
hidden neuron on one hidden layer up to 20× 20 hidden neurons on two layers).
Although we take into account only about 10, 20, 100, 200, and 400 weights this
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Fig. 1. AUC values for resolutions A, B, C as a function of hidden layers and learning
algorithm (#Epoch<20).

is not a bad result compared to the literature. Close by performance our experi-
ments show coarsely how complex in terms of epochs the back-propagation algo-
rithms can perform. Statistics for the 5× 13=65 different setups shows the follow-
ing grouping of results in terms of pairs (number ofepochs, setups finished):
(10, 17), (15, 31), (20, 38), (30, 44), (50, 45), (100, 51). As a necessary condition
for further analysis we took the threshold of 20 epochs (median).

In Fig. 1 we plot numerical results of AUC for resolutions A, B and C for the
five setups of the hidden layers and for the thirteen different back-propagation
algorithms assumed that the number of epochs is below 20. Absence of L7-LA
proves that methods based on (variations of) gradient decent converges very
slowly (maximum number of epochs even above 1000) and are out of range of
mobile hand-held devices and are not feasible as CAD applications.

AUC is a good overall measure for how a classifier performs. When the clas-
sifier is used however one should pick up the threshold thereby the tradeoff
between the sensitivity and specificity. This is called the ROC operating point
and its ‘manual’ optimal selection does depend on the subject of interest. In this
study we determined the optimal operating point from probabilistic considera-
tions published in [39]. In Fig. 2 we present those optimal points from trainings
with different learning- and topology- setups. First we remark that the above
numerical procedure fail for few points (middle field and right upper corner).
All the other points are optimal operating points. Strings ‘Lx’ in Fig. 2 stand for
the best-performing back-propagation algorithms and the colors represent the
structure of the hidden layers. There are no single winners and we should mind
that all the points come from the best-converging networks. It seems that dif-
ferent combinations of learning algorithms and topologies reach upper-left ROC
region. Taking into account possible system limitations of the developed applica-
tions (e.g. image resolution limits, the number of the weights, memory limits of
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Fig. 2. Optimal points (not components of one ROC) from trainings with different
learning functions and different hidden layers setups. Resolutions A, B, C are presented.

the training cycle) one can optimally select a pair (learning alg,hidden layers).
L1 (Levenberg-Marquardt) shows extreme robustness for almost all topologies
for resolutions A, B and C. L6 (Polak-Ribiére Conjugate Gradient) seems to be
the second best for A,B,C - it is less represented but reaches high AUC values
in the upper-left corner.

Figure 2 confirms the resolution invariance of the wavelet features for the
original clinical data and the descendant downgraded image resolutions. The
magnitude of the the operating points is preserved for 1136× 852 and 568× 426
and, unexpectedly, outperforms the initial 2272× 1704 conditions. In the ensem-
ble learning [28] the downgraded resolutions showed still high but slightly worse
results. In our experiments with ANN, which is a homogeneous (not complex)
model, better sensitivity and specificity is reached for dermoscopy images with
smaller resolutions. This is an interesting finding that should be related to how
the RBio3.1 wavelet ‘analyzes’ the skin texture. Our working hypothesis is that
the structure of this wavelet base coincides either with the optimal ‘frequency’ of
the human skin or with the texture ‘signature’ of the melanoma. This problem
should be addressed in some future experiments.
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Abstract. Deep learning has emerged as a new branch of machine learn-
ing in recent years. Some of the related algorithms have been reported to
beat state-of-the-art approaches in many applications. The main aim of
this paper is to verify one of the deep learning algorithms, specifically a
stacked autoencoder, to detect the P300 component. This component, as
a specific brain response, is widely used in the systems based on brain-
computer interface. A simple brain-computer interface experiment more
than 200 school-age participants was performed to obtain large datasets
containing the P300 component. After feature extraction the collected
data were split into the training and testing sets. State-of-the art BCI
classifiers (such as LDA, SVM, or Bayesian LDA) were applied to the
data and then compared with the results of stacked autoencoders.

Keywords: Electroencephalography · Event-related potentials · P300 ·
Brain-computer interface · Stacked autoencoders · Deep learning

1 Introduction

Brain-computer interface (BCI) is a communication system in which users’ mes-
sages or commands are recognized directly from the brain activity without using
muscles [1]. Instead of using normal neuromuscular pathways, users explicitly
try to manipulate their brain activity to produce signals that can be used to
control devices. Although brain activity can be measured by various methods,
electroencephalography (EEG) is commonly used in BCIs because only EEG
and related methods can function in most environments, and require relatively
simple and inexpensive equipment [2].

To be comfortable to use, BCIs require high reliability and bit rate that,
besides other factors, depend on the classification algorithm chosen.

1.1 P300 Brain-Computer Interfaces

EEG-based BCIs rely on different phenomena of the brain, such as motor imagery,
the P300 response, or steady-state visually evoked potentials. This paper focuses
c© Springer International Publishing AG 2017
L. Rutkowski et al. (Eds.): ICAISC 2017, Part I, LNAI 10245, pp. 187–198, 2017.
DOI: 10.1007/978-3-319-59063-9 17
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on the P300-based BCIs that are based on the P300 event-related potential (ERP)
component. The P300 component is a positive deflection in the EEG signal occur-
ring from 200 ms to 500 ms after the presentation of rare visual or auditory stimuli
and in most subjects, it is a reliable and easy to detect event-related potential. An
example of the P300 component is depicted in Fig. 1.

Fig. 1. Comparison of averaged EEG responses to common (non-target) stimuli (Xs)
and rare (target) stimuli (Os). There is a clear P300 component following the Os
stimuli. Negative is plotted upward [3].

The P300 speller [4] was the first P300-based BCI that allowed the user to
type letters he or she concentrated on. The letters were arranged in rows and
columns. In the past few years, P300 BCIs have emerged as one of the main BCI
categories. P300 BCIs have consistently exhibited several appealing features –
they are relatively fast, effective for most users, straightforward, and require
practically no training of the user. Recent work has shown that P300 BCIs can
be used for a wide range of different functions and can also work with disabled
users in home settings [5].

The implementation of P300-based BCI systems is essentially a machine
learning task. The P300 waveform that is expected to be most pronounced after
target stimuli can be detected using well-chosen preprocessing, feature extrac-
tion, and classification algorithms. The objective of preprocessing is to increase
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signal to noise ratio. Frequencies below 0.5 Hz and above 30 Hz usually do not
carry much information useful for the detection of the P300 component [3].
Therefore, bandpass filtering is a common preprocessing method. Since the P300
component is stimulus-locked and the background activity is randomly distrib-
uted, the P300 waveform can be extracted using averaging [3]. Various methods
have been used for feature extraction, e.g. discrete wavelet transform, indepen-
dent component analysis, or principal component analysis. The final step of the
P300 component processing is the decision about the presence of the P300 com-
ponent based on classification. Farwell and Donchin used step-wise discriminant
analysis (SWDA) followed by peak picking and covariance evaluation [4]. Other
methods have also been used for the P300 detection such as, support vector
machine (SVM) [6], linear discriminant analysis (LDA) [7], and Bayesian LDA
(BLDA) [8]. Although different features and classifiers have been compared [9],
the comparison of all different features extraction and classification methods
applied to the same dataset has not been performed yet. For comparison pur-
poses, the benchmark P300 speller dataset from the BCI Competition 2003 [10]
together with the papers reporting results achieved on this dataset have been
used. Several approaches were able to reach 100% accuracy using only 4–8 aver-
aged trials on the BCI Competition 2003 data [11].

1.2 Aims of this Paper

Deep learning classification models have been gaining attention in recent years.
Although many different classification models have been used in P300 BCIs, deep
learning models have not been widely explored so far regarding this application.
Only deep belief networks from deep learning category have once been success-
fully applied to P300 detection [12]. To the authors’ best knowledge, stacked
autoencoders have not been used for the P300 detection so far. These models
could outperform traditionally used classifiers because they are known to deal
well with high-dimensional complex inputs.

The objective of this paper is to evaluate the benefits of using deep learning
algorithms for simple P300 BCIs and verify if deep learning models can outper-
form other state-of-the-art classification methods used for P300 detection. The
‘Guess the number’ experiment was used as an example of the P300 BCI system.
In this experiment, the subject secretly chooses a number between 1 and 9 and
the BCI system tries to reveal the number.

This paper is organized as follows. Machine learning techniques used are theo-
retically described in Sect. 2. Subsequently, the proposed experiment is described.
In Sect. 3, the details related to the obtained data and experimental conditions
are given. Section 4.1 explains feature extraction and Sect. 4.2 describes the pro-
cedure used to train stacked autoencoders and classification models that were
used for comparison. The results are given in Sect. 5 and discussed in Sect. 6.
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2 Theoretical Background

2.1 Deep Learning Models

Deep learning models have emerged as a new area of machine learning since
2006 [13]. For many complex problems, deep learning models have proven to
outperform traditional classification approaches (e.g. SVM) that are affected by
the curse of dimensionality [14]. These problems cannot be efficiently solved by
using neural networks with many layers (commonly referred to as deep neural
networks) trained using backpropagation. The more layers the neural network
contains, the lesser the impact of backpropagation on the first layers is. The
gradient descent then tends to get stuck in local minima or plateaus which is why
no more than two layer networks were used in most practical applications [13,14].

Typically, each layer is trained in a greedy way: once the previous layers are
trained, a new layer is trained by encoding the input data provided by the pre-
ceding layers. Finally, a supervised fine-tuning stage of the whole network can be
performed [14]. Deep networks models generally fall into several categories [14],
including deep belief networks, stacked autoencoders, deep kernel machines, and
deep convolutional networks.

2.2 Stacked Autoencoders

A single autoencoder (AA) is a neural network (see Fig. 2) that consists of an
input layer, encoding layer and decoding layer. The encoding layer encodes the
inputs of the network and the decoding layer decodes (reconstructs) the inputs.
Consequently, the number of neurons in the decoding layer is equal to the input
dimensionality. The goal of a single autoencoder is to compute a code h of an
input instance x from which x can be recovered with high accuracy. This can be
formalized as follows [14]:

fdec(fenc(x)) = fdec(h) = x̂ ≈ x (1)

with fenc being the function computed by the encoding layer and fdec being the
function computed by the decoding layer.

The number of neurons in the encoding layer is lower than the input dimen-
sionality. Therefore, in this layer, the network is forced to remove redundancy
from the input by reducing dimensionality. The single autoencoder (being a shal-
low neural network) can easily be trained using the standard backpropagation
algorithm with random weight initialization [15].

Stacking of autoencoders in order to boost performance of deep networks
was originally proposed in [16]. A key function of stacked autoencoders (SAE) is
unsupervised pre-training, layer by layer, as input is fed through. Once the first
layer is pre-trained (neurons h

(1)
1 , h(1)

2 , .., h(1)
4 in Fig. 2), it can be used as an

input of the next autoencoder. The final layer can deal with traditional super-
vised classification and the pre-trained neural network can be fine-tuned using
backpropagation. An example of a stacked autoencoder is depicted in Fig. 3 [15].
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Fig. 2. Autoencoder. The input layer (x1, x2, .. , x6) has the same dimensionality as the

output (decoding layer). The encoding layer (h
(1)
1 , .., h

(1)
4 ) has a lower dimensionality

and performs the encoding [15].

3 Experimental Design

The ‘Guess the number’ experiment, based on visual stimulation, was originally
developed to demonstrate the benefits of using BCI to public. The participant
in the experiment is asked to choose a number between 1 and 9 and concen-
trate on it (i.e. this number is the target stimulus). Then, the subject is exposed
to visual stimuli that include numbers between 1 and 9 randomly appearing
on the monitor. During the experiment, both EEG signal and stimuli markers
are recorded. Concurrently, experimenters observe average event-related poten-
tial (ERP) waveforms for each number and try to guess the number thought.
Their guess is finally verified when the participant is asked to reveal the thought
number.

3.1 Measurement

The experimental conditions and the procedure of data collection were described
in detail in [17]. In this section, the most important points are mentioned.

The experiments were carried out in elementary and secondary schools,
mainly located in the Pilsen region, the Czech Republic, between autumn 2014
and spring 2015. The measurements were taken at the time of regular school
hours, typically in the morning. Most subjects were school-age children (average
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Fig. 3. Stacked autoencoder [15].

age 13.2): 135 males and 104 females. Unfortunately, the environment was usu-
ally quite noisy since many children and also many electrical devices were present
in the room at the same time. However, in any case there was no movement of
people beyond the monitor or in the close proximity of the participant.

The participants were stimulated with numbers flashing on the monitor in
random order. The inter-stimulus interval was 1500 ms. The flashing numbers
were white on the black background as shown in Fig. 4. The participants were
sitting approximately 1 m from the monitor for as long as needed (approximately
10 min on average, stopped when the experimenters were convinced that they
were able to guess the number thought).

3.2 Guess the Number Application for On-line and Off-line BCI
Classification

A desktop Java application [18] using Swing for its graphical user interface was
developed for the analysis of the experiments previously described. The purpose
of this application is to enable off-line (experimental data are first collected and
analyzed later) and on-line (data are streamed into the application during an
experiment) classification. Off-line classification allows users to test preprocess-
ing, feature extraction, and classification algorithms. Subsequently, suitable com-
binations can be selected for on-line classification.
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Fig. 4. Numbers 1–9 were randomly shown on the monitor.

4 P300 Detection

4.1 Preprocessing and Feature Extraction

The following preprocessing steps were applied:

– Referencing. The signal from the root of the nose was used for referencing.
– Channel selection. For further processing, Fz, Cz, and Pz channels were

selected. These EEG channels are related to the occurrence of the P300 com-
ponent [3].

– Epoch extraction. The raw EEG signal was split into fixed-size segments, com-
monly referred to as epochs or trials. The length of epochs was set to 1000 ms.

– Baseline correction. To compensate for possible shifts in the baseline, the
average of 100 ms before each epoch was subtracted from the whole epoch.

– Interval selection. In each epoch, only the most relevant time interval for the
detection of the P300 component and its surroundings was chosen. 512 ms
intervals starting 175 ms after the beginning of each epoch were used. These
parameters were found experimentally [17].

– Discrete wavelet transform (DWT). Discrete wavelet transform was proposed
for single trial event-related potential analysis [19]. For each EEG channel,
5-level DWT using Daubechies 8 mother wavelet was performed. Based on
the results presented in [19], 16 approximation coefficients of level 5 were used
from each EEG channel. Finally, all three results of DWT were concatenated
to form a feature vector of dimension 48. This process is illustrated in Fig. 5.

– Vector normalizing. Finally, the feature vectors were normalized to contain
only samples between −1 and 1.
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Fig. 5. Discrete wavelet transform coefficients. Input EEG signal has 512 samples. The
number of coefficients obtained by DWT is in brackets. 5-level DWT was performed.
cA1–cA5 represent approximation coefficients of different levels, cD1–cD5 represent
detail coefficients. The feature vector was formed by cA5 coefficients.

Band-pass filtering was not performed because our previous results suggested
that it did not improve classification accuracy [17].

4.2 Classification

The preprocessed data were split into training and testing datasets. The training
dataset contained data from 13 subjects. These subjects were selected manually
based on their P300 response to target stimuli. From each subject, all target
trials were extracted. Additionally, the corresponding number of non-target was
randomly selected. The number of target stimuli varied for each subject. How-
ever, in total, 262 target and 262 non-target randomly shuffled trials were used
for training.

Supervised classifiers were used for classification. Several state-of-the-art clas-
sifiers were used to allow comparison with stacked autoencoders:

– Linear discriminant analysis (LDA). Fisher’s LDA implementation from
BCILAB [20] was used. The regularization was set to shrinkage, as recom-
mended in [21].

– Bayesian LDA (BLDA). In [8], BLDA was proposed as a method superior to
Fisher’s LDA. The authors also attached an implementation that was used in
our experiments.

– Support vector machines. The SVM implementation from WEKA Data Mining
Software [22] was used. The C-SVC type of SVM with linear kernel function,
cost 425, weight 1, and seed 1 was used.

– Multi-layer perceptron (MLP). The configuration was described in detail
in [17].
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Stacked autoencoders were implemented using Deeplearning4j library [23].
Their parameters were tuned empirically. Finally, the network was configured in
the following way:

– the number of iterations was set to 1500,
– the optimization algorithm was set to Stochastic Gradient Descent,
– the learning rate was set to 0.005,
– the Nestorovs updater with momentum 0.9 was used.

The network contained three layers and its architecture was 48 - 24 - 12 -
2. The weights of all layers were initialized using the Xavier method. The first
two layers used the Root-mean-square error cross entropy loss function and relu
activation. The last layer used the Negative likelihood loss function and softmax
activation.

For each classifier, the decision about the number thought was made as
follows:

1. The classifier receives a feature vector and its expected classification class
(target, non-target).

2. The classifier returns a score, typically in range between 0 and 1. The higher
the score is, more likely the epoch belongs to the target number.

3. Scores to each number are summed. At the end of the classification of each
number, all scores are averaged. The number with the highest averaged score
is the winner.

5 Results

For each tested algorithm maximum and average classification success rate (the
percentage of correctly revealed numbers) was computed. The feature extraction
method was the same for all tested algorithms to ensure the same classification
inputs. Because training algorithms were indeterministic, each of them was run
for at least 400 iterations to obtain the average classification success rate. The
results of classification available in Table 1 are sorted by the maximum classifi-
cation success rate.

Table 1. Classification results

Method Average success rate [%] Maximum success rate [%]

SAE 74.00% 79.38%

BLDA 73.65% 77.16%

MLP 68.94% 76.7%

LDA 68.77% 75.63%

SVM 65.43% 73.71%

Human Expert [17] —– 64.43%
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The highest average (74.00%) and maximum (79.38%) classification success
rate was achieved by SAE followed by BLDA with 73.65% average and 77.16%
maximum classification success rate. These two methods outperformed other
algorithms. It is clearly visible that all algorithms were more successful in detect-
ing the P300 component than the human expert (64.43%) was.

6 Discussion and Future Work

In our previous work, we described the ‘Guess the number’ experiment and dis-
cussed the feature extraction settings [17]. In this paper, the feature extraction
method was unchanged and various classification algorithms were tuned and
compared. The main attention was payed to deep learning neural network algo-
rithms. These algorithms have rarely been used in electroencephalography and
remain to be evaluated.

Based on our results, stacked autoencoders can be recommended for the
P300 detection. Only BLDA was able to yield similar results which is consistent
with findings of other studies, such as [8]. Apparently, the unsupervised pre-
training prior to supervised fine-tuning helped to adapt weights better than the
backpropagation alone [17]. This can be seen in Table 1, since the SAE network
performed better than the MLP network.

On the other hand, deep belief networks that were also applied to the detec-
tion problem had only limited success. It turned out that it was difficult to find
the appropriate parameters for them. In the future, more algorithms from the
deep learning category can be explored and tuned to see if they can perform well
in this machine learning task.

Based on the algorithms tested, the development of the BCI assistance system
for disabled people is planned in the near future. The SAE network is easy and
fast to train and the results showed that it could handle the single trial P300
classification problem. Therefore SAE could be a good choice for BCI assistance
systems based on the P300 component detection.
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Abstract. In this paper, we propose a novel method for optimization of
multicast routing. With the use of a NARX neural network, we predict
a refresh timeout in PIM–DM algorithm.
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1 Introduction

IP multicasting transmits information streams to a large number of users and
achieves a balance between overloading a source and receivers, providing opti-
mal network bandwidth [12]. This has beneficial effect the computer network
throughput [15]. All supported multicasting protocol routers and routers with
independent multicasting create a several copies of packets only at the points of
divergence of the routes to ensure the most efficient data delivery. Most often,
this type of communication is used in video conferencing, enterprise networks,
distance learning, as well as for the software distribution, stock quotes, news, etc.

IP multicast is an emerging wide area network technology that provides
the capability for efficient information dissemination from senders to poten-
tially large sets of receivers. IP multicast distribution trees [11] or pathways are
enabled via a combination of the LAN-based Internet Group Management Pro-
tocol working in concert with multicast routing protocols. The financial industry
is beginning to utilize IP multicast as a delivery mechanism for near real-time
information dissemination. However, financial services typically have stringent
availability requirements. Therefore, the failure recovery characteristics of IP
multicast are of interest to investigate.

2 PIM–DM

PIM–DM is a multicast routing protocol that uses an underlying unicast rout-
ing information base to flood multicast datagrams to all multicast routers.
c© Springer International Publishing AG 2017
L. Rutkowski et al. (Eds.): ICAISC 2017, Part I, LNAI 10245, pp. 199–205, 2017.
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Prune messages are used to prevent future messages from propagating to routers
without group membership information [1]. PIM–DM is a broadcast and prune
protocol and is best suited for networks where most receivers are “densely”
populated and bandwidth is plentiful. When a source commences sending UDP
traffic with an IP destination group address, the first hop router distributes
data through its interfaces except the interface at which data arrive. Subse-
quent routers do the same during this broadcast phase of the protocol. When
the multicast channel reaches a leaf router (one that is LAN connected to poten-
tial receivers), the group information maintained by the router is examined and
either the multicast data is forwarded onto the LAN or the router prunes back
the channel. This restricts the group to only those receivers that have expressed
interest to have the channel extended to them. In the standard configuration,
the broadcast and prune processes repeat every three minutes. There is also the
ability for a new receiver to asynchronously attach to the multicast channel via
a grafting mechanism.

3 PIM–DM Protocol Overview

PIM–DM assumes that when a source starts sending, all downstream systems
want to receive multicast datagrams. Initially, multicast datagrams are flooded
to all areas of the network. PIM–DM uses RPF to prevent looping of multicast
datagrams while flooding. If some areas of the network do not have group mem-
bers, PIM–DM will prune off the forwarding branch by instantiating prune state.
Prune state has a finite lifetime. When that lifetime expires, data will again be
forwarded down the previously pruned branch. Prune state is associated with
an (S,G) pair. When a new member for a group G appears in a pruned area, a
router can “graft” toward the source S for the group, thereby turning the pruned
branch back into a forwarding branch.

4 PIM–DM Protocol State

A Tree Information Base (TIB) holds the state of all the multicast distribution
trees at this router. In this specification, we define PIM–DM mechanisms in
terms of the TIB. However, only a very simple implementation would actually
implement packet forwarding operations in terms of this state. Most implemen-
tations will use this state to build a multicast forwarding table, which would
then be updated when the relevant state in the TIB changes.

PIM–DM does not maintain a keepalive timer associated with each (S,G)
route. Within PIM–DM, route and state information associated with an (S,G)
entry must be maintained as long as any timer associated with that (S,G) entry
is active. When no timer associated with an (S,G) entry is active, all information
concerning that (S,G) route may be discarded.
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Fig. 1. Classic PIM–DM solution

5 Refresh Timeout

In this section, we present a new approach to make a re-flood time, called a
refresh timeout, to be adaptive. Typically, PIM–DM would re-flood all the mul-
ticast traffic every 3 min. This value seems to be optimal for low volume mul-
ticast, but not higher bandwidth multicast packet streams. In our approach we
estimate this time basing on the historical behaviour of the branch.

Empirical research indicate that sometimes transmission is really necessary,
nevertheless, quite often a router receives PRUNE signal after a very short period
time. The situation is presented in Fig. 1. The upper chart presents an activity
of the end–user, while the lower chart presents, when router is sending data.

Our objective is to:

– minimize a number of unnecessary floods,
– minimize a time of waiting for the transmission

To do this, we propose a local adaptive mechanism that takes into account
only standard signals transmitted to a router in PIM–DM. Namely, we apply a
neural network to estimate a next time Tpruned, when the router should likely
start its transmission.

In the situation under consideration, the router should re–flood a computer
network after half of the standard time. Re–flooding after all this time is risky —
transmission request may be earlier, hence the total time may be too long. We
denote the value of time to the next re–flood as Tn+1.

6 Nonlinear Autoregressive Network for Prediction
of Refresh Timeout

Various neural networks have been used for time series prediction [2,14]. A spe-
cial kind of feedback neural networks called a nonlinear autoregressive network
with exogenous inputs (NARX) has been developed to deal with filtering and
prediction of time series [10,13]. The NARX model is a recurrent dynamic net-
work (see for other types [3–9]), with feedback connections from arbitrary several
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Fig. 2. Series-Parallel architecture of
NARX

Fig. 3. Proposed NARX implementation

layers of the network. It is usually used as a nonlinear predictor, to predict the
next value of the input signal, as well as a nonlinear filter, in which the target
output is a noise-free version of the input signal. In this paper, it is applied in
the modeling of nonlinear dynamic systems, which is the multicast router.

The NARX is defined with the following equation:

̂t (k) = f (t (k − 1) , t (k − 2) , . . . , t (k − nt) , u (k − 1) , u (k − 2) , . . . , u (k − nu))
(1)

where the next value of the output signal t (k) depends on previous values of the
output signal and previous values of an exogenous input signal.

Note that the output of the network is an estimate of the output of a modeled
nonlinear dynamic system. In the standard architecture of NARX, the output,
which is only an estimate, is fed back to the input of the feedforward neural
network. However in our implementation, the actual output is available during
the training process of the network. Therefore, we have made use of a series-
parallel architecture, in which the true and more accurate output is used instead
of the estimated output, as shown in Fig. 2. It is an important feature that we are
able to use the standard backpropagation to train the architecture transformed
into feedforward.

We consider a local approach in which a router sends datagrams to a single
branch of group members. To provide an optimal time between receiving PRUNE
signal and restarting transmission to this router we use a neural model within a
NARX architecture presented in Fig. 3. The minimal neural network architecture
(as we wish to obtain a good generalization ability) includes three neurons in
the input layer and one neuron in the output layer (there is no hidden layer).
Activation function in each neuron is expressed by tanh(s).

We decided to represent the restart time by a relative value bounded in range
[−1, 1], denoted as t. Given the time T expressed in milliseconds, t is calculated
as follows:

t =

⎧

⎨

⎩

−1 forT ≤ Tmin

2 T−Tmin

Tmax−Tmin
− 1 forTmin < T < Tmax

1 forT ≥ Tmax

(2)
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The predicted time is calculated from the neural network output result as:

T =
(t + 1)(Tmax − Tmin)

2
+ Tmin (3)

7 Simulation Results

As an assumption, we set Tmin as 1 min (60000 ms) and Tmax as 11 min
(660000 ms). The NARX network returned Tn+1 value predicted basing on previ-
ous three values Tn, Tn1 and Tn2 . We assumed, that times T−3, T−2, T−1 and T0

equaled 3 min (180000 ms). We used the backpropagation algorithm to train the
NARX. At beginning, we made 100 iterations with times t−1, t−2, t−3 presented
on the inputs and t0 on the output. Each time Tn was computed, we made 10
iterations of backpropagation with tn−1, tn−2, tn−3 on the inputs and tn on the
desired output. Next, we activated network with times tn, tn−1, tn−2 and tn+1.

We carried out comparative tests of the proposed NARX–based PIM–DM
protocol and the standard PIM–DM formulation on our implementation of a
simulator. We simulated local part of the computer network with one sending
router, one receiving router and one end–user. The end–user changed its state
(wants transmission or not) after random time. Times of activity and inactivity
have got uniform distribution with mean value Ta for activity and Ti for inac-
tivity. We have been analysing number of re-floods and the time, when the end
user was waiting for transmission. As a results of simulations, we get the results
in Tables 1 and 2.

Table 1. Workload and waiting time using the standard PIM–DM protocol

Ta Ti Simulation
time [h]

Number
of floods

Waiting time for
transmission [sec]

360 720 10 157 2154

360 720 10 162 2267

360 720 10 163 1927

180 90 10 165 12309

180 90 10 167 9633

180 90 10 155 9210

360 720 24 401 6283

360 720 24 381 6177

360 720 24 389 6173

180 90 24 407 24616

180 90 24 389 23019

180 90 24 394 22489

600 3600 24 440 1747

600 3600 24 417 1308

600 3600 24 441 2034
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Table 2. Workload and waiting time using the NARX-based PIM–DM protocol

Ta Ti Simulation
time [h]

Number
of floods

Waiting time for
transmission [sec]

360 720 10 64 5454

360 720 10 64 6709

360 720 10 63 5783

180 90 10 195 5634

180 90 10 217 5652

180 90 10 183 6230

360 720 24 154 17551

360 720 24 168 16135

360 720 24 178 16491

180 90 24 469 13080

180 90 24 505 12513

180 90 24 489 12429

600 3600 24 155 4282

600 3600 24 143 3712

600 3600 24 150 3572

8 Conclusions

In this paper, we have presented a preliminary research on the prediction of
refresh timeouts. We have made the use of the NARX neural network simulated
on our dedicated software for the PIM–DM protocol. We have simulated and
tested the process of transferring data comparing our NARX-based version of
the PIM–DM algorithm with the standard version of PIM–DM. As a result, we
have obtained better abilities of the proposed network to adapt according an
end-user behaviour.

If the user rarely is turned on, the NARX version of the multicasting protocol
will be flooding rarely, so it will reduce the transmission network workload, as
fewer superfluous floods will occur. However this will increase the waiting time for
the transfer. If the end-users are turned on quite often, the proposed modification
of the multicasting protocol will frequently flood, thus the workload will be
significantly higher. Nevertheless, the user will wait for the transfer shorter. We
have obtained a good compromise between the load on the computer network
and the convenience of the end-user.

As we observe the simulation details, there are still some disadvantages of the
predicted time, hence in our future work, we will try to decrease the workload of
the network not worsening the comfort of the end-user by analyzing the impact
of other possible inputs for the NARX model, especially, making use of control
input u (k) in the series–parallel NARX architecture presented in Fig. 2.
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Abstract. Theoretical results suggest that in order to learn complicated
functions that can represent high-level features in the computer vision
field, one may need to use deep architectures. The popular choice among
scientists and engineers for modeling deep architectures are feed-forward
Deep Artificial Neural Networks. One of the latest research areas in this
field is the evolution of Artificial Neural Networks: NeuroEvolution. This
paper explores the effect of evolving a Node Transfer Function and its
parameters, along with the evolution of connection weights and an archi-
tecture in Deep Neural Networks for Pattern Recognition problems. The
results strongly indicate the importance of evolving Node Transfer Func-
tions for shortening the time of training Deep Artificial Neural Networks
using NeuroEvolution.

1 Introduction

Deep systems are believed to play an important role in information processing
of intelligent agents. A popular hypothesis which supports this belief is that
deep systems can be exponentially more efficient at representing complicated
functions than their shallow counterparts [1] and for certain problems and net-
work architectures it is proven [2]. These systems include learning methods for
a wide array of deep architectures, including neural networks with many hidden
layers [3]. Much attention has recently been devoted to deep neural networks,
because of their theoretical appeal, inspiration from biology, and because of their
empirical success in the computer vision field [4,5].

When using a backpropagation algorithm for training a feed-forward deep
neural network for pattern recognition problems, one may observe that the gra-
dient tends to get smaller as it moves backwards through the hidden layers. This
means that neurons in the earlier layers learn much more slowly than neurons in
the later layers. There are fundamental reasons why this happens in many real-
world neural networks, and this phenomenon is known as the vanishing gradient
problem [6].

Much ongoing research aims to better understand challenges that can occur
when training deep networks. In 2010 Glorot and Bengio [7] found evidence that
using a sigmoid transfer function can potentially cause problems in training deep
neural networks. In another paper [8] Sutskever and others studied an impact on
c© Springer International Publishing AG 2017
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deep learning of the random weight initialization and the momentum schedule
in the momentum-based stochastic gradient descent.

The purpose of this research is to explore the effect of evolving a Node Trans-
fer Function and its parameters, along with the evolution of connection weights
and an architecture in Deep Neural Networks for pattern recognition problems.
The paper concludes that for certain pattern recognition problems the choice of
a node transfer function for each neuron is much more important than the choice
of connection weights in deep neural networks. It provides a way to shorten the
time of training Deep Artificial Neural Networks using the NeuroEvolutionary
approach.

2 Evolution of Deep Neural Networks

Evolutionary Artificial Neural Networks (EANNs) refer to a special class of
ANNs in which evolution is another fundamental form of adaptation in addition
to learning [9]. One of the important features of EANNs is their adaptability to
a dynamic environment. In other words, EANNs can adapt to an environment
as well as changes in the environment. Evolution and learning of EANNs make
adaptation to dynamic environments much more effective [10].

Evolutionary algorithms (EA) have been successfully applied for training
deep neural networks [11]. Several NeuroEvolutionary systems have been suc-
cessfully developed to solve various challenging tasks with remarkably better
performance than traditional learning techniques [12].

The most common way to train an EANN is to evolve connection weights. It
is possible to evolve a topology along with connection weights. Topology evolving
methods include: GNARL [13], NEAT [14] and CGPANN [15]. EAs can be used
to optimize a Node Transfer Function and its parameters of each neuron within a
heterogeneous ANN. Indeed, a transfer function has been shown to be an impor-
tant part of a neural network with one hidden layer [16]. Heterogeneous shallow
EANNs perform much better on MNIST data when the connection weights and
the transfer functions evolve simultaneously along with their parameters for each
node [17]. It also was indicated that further research is required to investigate
the impact of evolving a NTF along with connection weights and architecture of
EANNs [17]. In this research we are taking an additional step forward – explor-
ing the effect of evolving a NTF and its parameters, along with the evolution
of connection weights and an architecture in Deep Neural Networks for Pattern
Recognition problems.

The evolutionary approach to an ANN training process consists of two major
phases. The first phase is to decide on the representation of connection weights
and an architecture: in a form of binary strings or not. In the experiments per-
formed in this paper, the connection weights are represented as real-number
matrices. The second phase is to develop an evolutionary process, in which
search operators, such as crossover and mutation, have to be defined in con-
junction with the representation scheme. In this paper we use crossover and
mutation operators for evolving connection weights, transfer functions and an



208 D. Vodianyk and P. Rokita

architecture of a deep neural network. In the scope of this paper we developed an
evolutionary deep system to perform tests of the proposed method on different
pattern recognition problems. The evolutionary cycle of the system is illustrated
on Fig. 1, where:

Decode – decoding of each individual (genotype) in the current generation
into a set of connection weights, transfer functions and an architecture, con-
structing a corresponding Deep ANNs.
Evaluate – evaluating effectiveness of each deep neural network by computing
its total mean square error between actual and target outputs. The fitness of
an individual is determined by the error. The higher the error, the lower the
fitness.
Select – parents selection based on their fitness for the further reproduction.
Generate – applying search operators, such as crossover and mutation for the
connection weights, an architecture and transfer functions to selected parents
in order to generate offspring, which form the next generation.

Fig. 1. An evolutionary cycle of the system.

3 Pattern Recognition Benchmarks

In order to test the proposed system and make sure that it performs better
on pattern recognition problems with different training and test datasets sizes,
three benchmarks were employed.

3.1 Brodatz Textures

The Brodatz Textures [18] are scans of a set of glossy black and white prints of
the corresponding textures in the Brodatz book. While these prints are pictures
of the same textures as in the book, in most cases they are not the same image
as the one in the book. An example of the texture, which represents “Grass”,
can be seen on Fig. 2.

Since this is a small dataset, it was decided to use only training data for
the performance validation of the deep evolutionary system. The first 26 images
from the dataset were used for the experiment. Original images were resized to
30 by 30 pixels.
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Fig. 2. Example of the Brodatz Texture.

3.2 Handwritten Digits

For this benchmark problem MNIST [19] data set was used. It contains tens of
thousands of scanned images of handwritten digits, together with their correct
classifications. MNIST’s name comes from the fact that it is a modified subset
of two data sets collected by NIST, the United States’ National Institute of
Standards and Technology. Figure 3 shows a few images from the data set.

The dataset was divided into two parts: the first part contains 1, 000 hand-
written digits to be used as a training data and the second part contains 2, 000
images to be used as a test data. These images are 28 by 28 pixels in size.

Fig. 3. Examples of images from MNIST.

3.3 COIL-100

The COIL-100 database [20] contains a set of 7, 200 colored images of 100 objects
on a black background. Each object in the database is represented by 72 images.
Figure 4 shows an example of the image from the original dataset.

Images were resized to 20 by 20 pixels and then grayscaled using the following
formula for calculating luminance [21]:

EY = 0.299 ∗ ER + 0.587 ∗ EG + 0.114 ∗ EB ,

where:

EY – luminance of a pixel;
ER, EG, EB – are red, green and blue components of a pixel.

For the training dataset it was chosen to use 40 images for each object and
the other 32 images were used for the test dataset. In total 4, 000 images were
used for the training dataset and 3, 200 for the test dataset.
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Fig. 4. A random image from COIL-100 database.

4 Experimental Setting

4.1 Initial Architecture of the Deep Neural Network

The architecture of an artificial neural network in the experiment is not constant
and can change during the evolution process. However, we still have to define
an initial architecture of the neural network. It was decided to initialize an
architecture of the network with one hidden layer only and see if it evolves into
a deep neural network. Table 1 describes a shape of the networks used at the
initial stage for each benchmark.

Table 1. Initial architectures of neural networks.

Benchmark problem ANN shape

Brodatz Textures 900 → 60 → 13

Handwritten digits 784 → 60 → 10

COIL-100 400 → 60 → 100

It is important to notice that the evolved networks are truly deep: the number
of hidden layers was varying between 4 and 5. For example, one of the evolution-
ary processes for COIL-100 benchmark produced a deep neural network with 4
hidden layers: 400 → 64 → 63 → 69 → 85 → 100.

4.2 Node Transfer Functions

The list of transfer functions was used to evolve a DNN. Table 2 shows which
functions were used.

The default values of μ and σ for Unipolar Sigmoid, Sigmoid Prime, Hyper-
bolic and Bipolar functions are: μ = 0.0, σ = 1.0 The default values of μ and σ
for Gaussian function are: μ = 4.5, σ = 4.5.
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Table 2. List of node transfer functions.

Function name Equation

Step g(x) =

{
1, if x ≥ 0

0, if x < 0

Unipolar Sigmoid g(x) = 1

1+e
− x−μ

σ

Gaussian g(x) = e
− (x−μ)2

2σ2

Sigmoid Prime g(x) = e
− x−μ

σ

(1+e
− x−μ

σ )2

Hyperbolic Sigmoid g(x) = e
x−μ

σ −e
− x−μ

σ

e
x−μ

σ +e
− x−μ

σ

Bipolar Sigmoid g(x) = 1−e
− x−μ

σ

e
x−μ

σ +e
− x−μ

σ

4.3 Representation of the Deep Evolutionary Neural Network

We are going to use a NeuroEvolutionary approach to train a deep neural net-
work in our system. Therefore, we have to decide how the network should be
represented and which search operators should be used for the evolutionary
process.

A chromosome contains:

1. An array of matrices with connection weights which are represented as real
numbers.

2. A matrix of NTFs for hidden layers and the output layer of the deep neural
network.

3. A matrix with parameters which are represented as objects for node transfer
functions.

Fig. 5. Graphical representation of a chromosome.

Figure 5 shows a graphical representation of a chromosome in a DNN, where:
n is a number of layers, W1, W2, . . . , Wn are matrices of connection weights
between input-hidden, hidden-hidden and hidden-output nodes; F1, F2, . . . , Fn

are arrays of transfer functions associated with each layer; Fp1, Fp2, . . . , Fpn
are arrays of parameters for each node transfer function.

4.4 Search Operators

In the experiment we decided to use both crossover and mutation search opera-
tors to evolve a deep neural network. A population size in one generation is 100
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chromosomes. The population is generated with a random number of hidden
layers, random connection weights and transfer functions.

We applied a randomized version of the crossover operator. The system takes
two neighboring chromosomes and makes a copy of the first one, which forms a
child chromosome. Then it iterates through all layers in the second chromosome
and chooses at random a connection weight and a node transfer function to be
copied into the child chromosome. The number of randomly chosen connection
weights and transfer functions equals to n

2 , where n is the number of neurons in
the layer of the current iteration.

The mutation operator applies for both current chromosomes and for chro-
mosomes generated as the result of the crossover procedure. A probability of the
mutation in the connection weights and node transfer functions is 5%.

For connection weights, a mutation operator creates a random index for each
layer and changes a connection weight value between wk−r and wk+r, where wk

is the current value of connection weight and r is a randomly generated values
between 0 and 1.

For node transfer functions, a mutation operator also creates a random index
for each layer and replaces a function located at that position with a random
transfer function from the predefined list. For evolving parameters in node trans-
fer functions, the mutation operator changes a value of μ between −5.0 and 5.0.
A value of σ changes between −5.0 and 5.0 for Gaussian function and between
1.0 and 5.0 for Sigmoid, Sigmoid Prime, Hyperbolic and Bipolar functions.

The generated population contains deep neural networks of different depth
ranging from 1 to 5 hidden layers and it is not a subject to change during the
evolutionary process. For an architecture, a mutation operator at first chooses a
layer of the neural network, then it randomly chooses which operator to apply:
add or remove. Add operator adds a new neuron to the previously chosen layer.
Remove operators removes the last node from the layer. A probability of mutat-
ing an architecture of a deep neural network is 1%.

5 Results

For each benchmark problem 20 experiments were performed: 10 experiments
for evolving a deep neural network with the sigmoid transfer function in each
neuron and 10 experiments where node transfer functions were evolved for each
neuron. Connection weights and architecture were simultaneously evolved during
the NeuroEvolutionary process in all experiments. Each experiment contains 100
iterations.

The result of each experiment is a number, which represents the root-mean-
square error (RMSE) associated with running a network on the test data set.
RMSE is defined by means of the following formula:

C =

√∑n
i=0(yi − ti)2

n
, (1)

where:
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n – a number of samples in the test data set;
C – RMSE;
yi – the expected response of a neural network for the ith sample from the
test data set;
ti – the actual response of a neural network for the ith sample from the test
data set.

Tables 3, 4 and 5 show results for each benchmark problem, where:

N – experiment number;
C1 – RMSE when evolving connection weights and an architecture in a deep
neural network;
C2 – RMSE when evolving simultaneously connection weights and an archi-
tecture along with node transfer functions and its parameters in a deep neural
network.

Table 6 shows an average RMSE associated with each evolutionary method.

Table 3. Results for Brodatz Textures.

N 1 2 3 4 5 6 7 8 9 10

C1 0.69 0.68 0.68 0.7 0.68 0.71 0.69 0.69 0.69 0.67

C2 0.63 0.66 0.65 0.65 0.6 0.66 0.64 0.63 0.64 0.63

Table 4. Results for handwritten digits.

N 1 2 3 4 5 6 7 8 9 10

C1 0.66 0.68 0.68 0.67 0.68 0.71 0.66 0.67 0.69 0.67

C2 0.65 0.66 0.66 0.65 0.65 0.64 0.66 0.65 0.65 0.65

Table 5. Results for COIL-100.

N 1 2 3 4 5 6 7 8 9 10

C1 3.24 2.97 3.17 3.34 3.22 3.53 3.47 3.37 3.16 2.96

C2 1.44 1.08 1.36 0.99 1.6 1.01 0.89 0.99 1.17 1.24

Table 6. Average RMSE for each evolutionary method and benchmark problem.

Cost\Benchmark Brodatz Textures Digits Recognition COIL-100

〈C1〉 0.688 0.677 3.243

〈C2〉 0.639 0.652 1.177
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6 Conclusions

In this paper we explored the effect of evolving a Node Transfer Function and
its parameters, along with the evolution of connection weights and architecture
in Deep Neural Networks for Pattern Recognition problems.

The results demonstrate that evolving both node transfer functions and the
parameters for each node increases the performance of a deep neural network in
pattern recognition problems. The performance boost is observed for all bench-
mark problems described in this paper. A 7% boost was achieved for Brodatz
Textures pattern recognition problem, 4% for Digits Recognition and a dra-
matic 64% boost for COIL-100. The improvement in performance for COIL-100
demonstrates that evolving a node transfer function can be used for an initial
fine-tuning of a global minimum, which is an important discovery, because evo-
lutionary algorithms are considered to be inefficient for this task.

This suggests the method of evolving node transfer functions and its para-
meters along with connection weights and architecture in deep neural networks
should be considered to improve performance results for pattern recognition
problems and should be included in research software for deep learning.

Further research can be conducted to extend a list of node transfer functions
used for the described evolutionary process in deep neural networks.
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Abstract. A development method of neural network with software-based
learning and circuit-based fine tuning is proposed. The backpropagation is known
as one of the most efficient learning algorithms. A weakness is that the hardware
implementation is extremely difficult. The RWC algorithm which is very easy to
implement its hardware circuits takes too many iterations for learning. In the
proposed approach, the main learning is performed with a software version of the
BP algorithm and then, learned weights are transplanted on a hardware version
of a neural circuit. At the time of the weight transplantation, significant amount
of output error would occur due to the characteristic difference between the soft‐
ware and the hardware. In the proposed method, such error is reduced via a
complementary learning of RWC algorithm which is implemented in a simple
hardware.

Keywords: Chip-in-the-loop · Backpropagation · RWC

1 Introduction

Backpropagation (BP) algorithm is regarded as the most powerful learning algorithm
of neural networks [1, 2]. However, its algorithm is involved with huge amount of
multiplications, sums and nonlinear functions. Also, the fact that measurement of
weights and states of all nodes are required at every iteration is a very big burden. The
difficulties are escalated when imperfections and mismatches are involved in the fabri‐
cation of circuit components.

Some researchers avoided the implementation difficulty of the backpropagation with
the help of software called chip-in-the-loop learning algorithm (CIL) [3, 4], where compli‐
cated arithmetic required for the backpropagation algorithm is performed in software by a
host computer and updating values are downloaded on the hardware version of neural
networks at every iteration. Though the implementation burden of the complicated
circuitry of the BP algorithm is reduced in this approach, the communication load for
reading out the states and weights of neural network circuit at every iteration is very heavy.
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A little different approach from above is proposed also by [5], where learning is
completed in software. After that, learned parameters (weights) are downloaded and
programmed on the hardware version of neural network. However, there is no consid‐
eration for the error caused from the difference between the software version and its
hardware version of neural networks.

Other group of researchers proposed a different kind of learning rule which is easier
for hardware implementation [6–8]. Instead of using gradient descent directly, these
algorithms utilize an approximation of the gradient, which is much easier for hardware
implementation. Random Weight Change (RWC) algorithm [9] is one of the represen‐
tative learning algorithms belonging to this category. Weight of each synapse is changed
randomly by a fixed amount at each iteration. Only the weight changes with which error
is reduced are taken for updating the weights. Therefore, learning procedure is simple
and easy to be implemented with off-the-shelf circuit components [10, 11]. However,
system implementation study had not been performed fully due to the lack of devices
for neural synapses at that time.

The proposed algorithm is a hybrid learning of software-based backpropagation
algorithm and circuit-based RWC learning. The software-based backpropagation is
performed on the host computer firstly. Then, learned parameters (weights) are trans‐
planted to the physical neural circuit via programming. Error created due to difference
between the software and hardware versions of the neural network is eliminated via a
complementary learning with the simple circuit of RWC algorithm. It is a practically
useful method by taking only the advantages of these two approaches.

2 Memristor-Based Neural Network

Two major functions of biological neural synapses are analog multiplication and infor‐
mation storage. Building an analog multiplier artificially requires more than 10 transis‐
tors, which is a heavy burden for the implementation of artificial synapses per node.
Though analog multiplication can be achieved with a single resistor via Ohms’ law,
namely, v = i × R, resistor cannot be utilized for the artificial synapse since it is not
programmable. Recently, a resistor-like but programmable element called Memristor
has been fabricated successfully and opens the horizon in this field. One weakness of
the memristor to be an artificial synapse is lack of negative value expression. Memristor
bridge synapse is developed to overcome such weakness of the memristor [12]. It is
composed of 4 memristors which can provide a signed weighting and regarded as a
promising architecture for implementing synaptic weights in artificial neural networks.

2.1 The Memristor Bridge Synapse

Memristance (resistance of memristor) variation is nonlinear function of the input
voltage [12]. When two identical memristors are connected in opposite polarity, total
memristance becomes constant dramatically due to their complementary actions. This
connection is called back-to-back connection or anti-serial connection. There are two
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types of back-to-back memristor (anti-serial memristor) pairs depending upon the direc‐
tions of polarities as shown in Fig. 1. When these two memristor pairs are connected in
parallel, a bridge type synapse is built as shown in Fig. 2.

(a)                                (b) 

Fig. 1. Two types of anti-serial memristor pairs. Total resistances of both cases are constant while
voltage variations at the middle points of both cases are different.

A
+

-

+
-

+
-

+
-

Vb

Vin

B

V+ V-

Vss

M3
M4

M1
M2

Fig. 2. Memristor bridge synaptic circuit. Weighting operation is performed by the memristor
bridge circuit and voltage-to-current conversion is performed by the differential amplifier.

The memristor-based bridge circuit, shown in Fig. 2, can be used as a synapse in the
proposed NN architecture. When a positive or a negative pulse Vin is applied at the input
terminal, the memristance of each memristor is altered depending on its polarity [12].
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By using the voltage divider formula, the output voltage between nodes A and B is given
as,

Vout = VA − VB =

(
M2

M1 + M2
−

M4

M3 + M4

)
Vin (1)

Equation (1) can be rewritten as a relationship between a synaptic weight 𝜓 and a
synaptic input signal Vin as follows:

Vout = 𝜓 × Vin (2)

where,

𝜓 =

(
M2

M1 + M2
−

M4

M3 + M4

)
(3)

where the range of 𝜓 is [−1.0, +1.0]. This voltage is converted to corresponding current
with the transconductance parameter gm. The currents at the positive and the negative
output terminals of the differential amplifier associated with the kth synapse are

i+
k
= −

1
2

gm𝜓
kVk

in

i−
k
=

1
2

gm𝜓
kVk

in

⎫⎪⎬⎪⎭
(4)

where i+k  and i−k  are the currents at the positive and the negative terminals, respectively.

2.2 Memristor-Based Neural Networks

Figure 3(a) shows a typical neural network where each neuron is composed of multiple
synapses and one activation unit. The structure of a bigger neural network is simply the
repeated connection of such synapses and neurons. The schematic of a memristor bridge
synapse-based neuron in Fig. 3(a) is shown in Fig. 3(b). In Fig. 3(b), voltage inputs
weighted by memristor bridge synapses are converted to currents by differential
amplifiers.

In the proposed circuit, all positive terminals of the input synapses are connected
together, as are the negative terminals and the sum of each signed currents is computed
separately. The sum of each signed currents are

i+
SUM

= −
1
2
∑

k

gm𝜓
KVK

in

i−
SUM

=
1
2
∑

k

gm𝜓
KVK

in

⎫⎪⎪⎬⎪⎪⎭
(5)
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Fig. 3. An illustration of a memristor synapse-based multilayer neural network (a) a multilayer
neural network (b) the schematic of memristor synapse-based multilayer neural circuit
corresponding to the neural network (a).
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where i+
SUM

 and i−
SUM

 are sum of currents at the positive and the negative terminals,
respectively. The output current of the active load circuit is the difference between these
two current components. It follows that,

i
OUT

=
∑

k

gm𝜓
KVK

in (6)

Assuming that a constant resistance RL is connected at the output terminal, the output
voltage of the neuron is

VOUT = RL

∑
k

gm𝜓
KVK

in (7)

The voltage at the output is not linearly proportional to the current and is soon satu‐
rated when the output voltages exceeds VDD − Vth or VSS + Vth, where Vth is the threshold
voltage of the two transistors of the active load, or synapses. Thus, the range of VOUT is
restricted as follows:

VSS + Vth ≤ VOUT ≤ VDD − Vth (8)

Let the minimum voltage VSS + Vth be VMIN and the maximum voltage VDD − Vth be
VMAX.

Vout =

⎧⎪⎪⎪⎨⎪⎪⎪⎩

RLIOUT if
VSS + Vth

ROUT

≤ Iout ≤
VDD − Vth

ROUT

VMAX if
VDD − Vth

ROUT

≤ Iout

VMIN if Iout ≤
VSS + Vth

ROUT

(9)

Then, the circuit for a neural node is as in Fig. 4(a). The activation function is as
shown in Fig. 4(b).
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3 Proposed Hybrid Learning: Hardware Friendly Error-
Backpropagation and Circuit-Based Complementary Learning
with RWC

3.1 Random Weight Change Algorithm for Circuit-Based Learning

The learning algorithm for multilayer neural network should be as simple as possible
for an easy implementation with hardware as described before. In this paper, Random
Weight Change algorithm [9] is chosen as the most adequate candidate of the neural
network learning. It requires only the simple circuitry as it does not involve complex
derivative calculation of the activation function, or complex circuitry for back-propa‐
gation of error as shown in Fig. 5. It can be built by using circuit blocks for different
elementary operations like summation, square, integration, comparison and random
number generation.

Analog
Random

Signal
Generator

I to V

D

∑ |ε|

Multilayer Neural Network
Training

Data

tj

yj

ε

ε

Fig. 5. A hardware architecture of the RWC learning algorithm

Learning processing starts with a neural network programmed with random initial
weights and two capacitors set with big values which are used for the accumulation of
errors in the learning loop. Then, an analog weight-updating vector (Δw) with a small
magnitude is generated by an analog random weight generator and programmed addi‐
tionally on the neural networks. Note that the analog random weight Δw is generated
with an analog chaos generator [12] and is further simplified to ±𝛿 which has the same
magnitude but random signs.

After updating with the random weighting vector (Δw), an input data xj is presented
at the memristor-based multilayer neural networks as shown in Fig. 5 and the output yj

of the neural network is obtained. The difference between the output of the neural
network and target data tj is computed. Then, its absolute value is taken by using an
analog absolute circuit. The input signal of the analog absolute circuit is represented in
current mode for the simplicity of current summation so that the error signals in current
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mode are summed with a simple wired connection in the case of neural networks with
multiple output terminals.

To convert the current signal back to a voltage mode, a short time current charging
technique of a capacitor is adopted in this paper, where the voltage of a capacitor

charging with a current I during time T can be computed via the relationship V =
IT

C
.

The stored error voltage of the present iteration is compared with that of the previous
iteration which was stored in another capacitor. Note that the previous error of the first
iteration is set with the biggest possible value.

The next procedure is the updating of the weights depending upon the output value
of the comparator. If the error of the current iteration is bigger than that of the previous
iteration, the updated weight vector (ΔW) which is added for the current iteration is
subtracted from the weight W. Then, a new small weight vector (ΔW) is generated and
added to the weight W. However, if the error of the current iteration is smaller than that
of the previous iteration, the weight W is updated with the previous learning vector
(ΔW) which was used for the current iteration. This learning procedure continues until
the error is reduced to a small enough value.

3.2 Hybrid Learning: Software-Based Confined Learning and Circuit-Based
Complementary Learning with Circuits

Backpropagation is known as the most efficient learning algorithm. However, the hard‐
ware implementation of the learning algorithm is very difficult due to its complexity.
On the other hand, the RWC algorithm is easy for the implementation in hardware.
However, the number of required learning iterations of the RWC is very big due to its
inherent random search behavior. The proposed learning algorithm is a hybrid one of
these two. After learning with the software version of backpropagation, the parameter
is transplanted on the physical neural circuit via programming. However, the weights
obtained with software-based neural networks normally are not compatible with that of
circuit-based neural networks due to the un-ideality in the implementation of hardware
circuits. Programming on hardware weight is inaccurate due to the nonlinear character‐
istics of physical weights. For instance, weight implemented with memristor is nonlinear
function of the programming voltage. Also, the un-ideality in the fabrication of the
circuit makes the circuit-based neural network to be further deviation from the theoret‐
ical model. If the hardware circuit is not identical to the software version, the error will
occur significantly when the weights learned with a software are transplanted on the
hardware version of neural networks. Our proposed idea is the readjustment of the weight
after the learned weights with the software are transplanted on the hardware-based neural
network. The readjustment is performed with the hardware circuit of RWC which is
easy to implement.

Since the location of the altered state after the learned weights are transplanted on
the neural network circuit will not be deviated far away from that of the software version
of the neural network, the error will decrease quickly during re-learning with RWC
algorithm.

Figure 6 shows 3 steps of procedure of the hybrid learning of BP and RWC.
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Train a Software 
Version of Neural 
Network with BP 

algorithm

Transplant the Software 
Version of Learned 

Weights to Circuit-based 
Neural Network

Retrain the Neural 
Circuit by the circuit 

of RWC algorithm

Fig. 6. Three steps of the learning procedure of the hybrid learning of the BP and the RWC
algorithms. When weights learned with the software version of a neural network are downloaded
on the hardware version of neural networks, learning error increases due to characteristics
difference between software and hardware versions. The error decreases with an additional
learning with the RWC circuit.

4 Simulation Results

The proposed research is on the hardware implementation of the neural networks and
its learning system with the help of software. The hardware part as well as the software
part is implemented with software and its simulation has been performed in a hardware
described software, namely HSPICE. The synapses and nodes of neural networks are
designed with memristor bridge and differential amplifier circuits for both software
version of BP and hardware-based RWC, respectively. For the activation function of
neural node, bipolar sigmoid function is employed.

The learning system is designed with hardware circuit of RWC as described in
Sect. 3. For the simulations of hardware part, all the possible characteristics of circuits
are included.

Parameters of memristors which are employed for memristor bridge synapse are
RON = 400 Ω, ROFF = 40 kΩ, D = 10 nm, and 𝜇v = 10−14 m2V−1S−1 [9]. 𝛿 which is used
for the RWC learning is a pulse of 1 V amplitude and width of 5 ms.

A problem considered for simulating the proposed learning method is to learn the
workspace of a robot. If the map of the workspace is learned by an NN, faster operations
of robots without collision with obstacles are possible. This is an important problem in
robotics. After learning the map of the workspace, the robot can apply appropriate path
planning algorithm to find its way to reach the goal safely in the workspace.

The workspace was considered as a grid and the inputs to NN are the co-ordinates
of the grid. The network size used for this problem was 10 input × 20 hidden × 1 output
nodes. The network was trained to learn the grid of size 21 × 21 as shown in Fig. 7. The
co-ordinates in the grid without obstacle are labeled 1 (yellow) and those with obstacle
were labeled −1 (dark blue). Each 2-dimensional co-ordinate position in the grid was
converted to a 10-dimensional binary number. i.e., the co-ordinate position (3, 2) in the
workspace was converted to (−1−1−111,−1−1−11−1) to allow more degree of
freedom for learning.

The error vs. epoch curve of the training using BP (𝛼 = 0.001), and RWC
(𝛿 = 0.00025) is shown as in Fig. 8. Learning of this workspace is very difficult since it
is a highly nonlinear function.
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Fig. 8. A learning curve of a robot workspace problem with the proposed hybrid learning two
stages of learning curve. After learning with the software version of BP algorithm, hardware-
based learning was performed with the RWC algorithm. Though the error increased significantly
temporally at the time of weight transplanting, it decreased by the complemental learning of RWC.

When the error reaches a threshold (0.01), the learned weights were transplanted to
a neural network circuit. Then, hardware-based learning was performed with the RWC
algorithm. Though the error increased significantly temporally at the time of weight
transplanting, it decreased by the complemental learning of RWC.

Figure 9(a) shows the learned results of the original robot workspace in Fig. 7 with
the software-based BP algorithm, where the left and the right ones are the results before
and after a threshold, respectively. The learned result after the threshold is identical to
the original one in Fig. 7. However, Fig. 9(b) is the output of the neural network circuit
immediately after the transplant of the learned weights. Observe that learning errors
appear at several places (red circled area) of the right one of Fig. 9(b). Those errors
disappear when the complementary learning with the hardware circuit of RWC is
conducted as shown in the right one of Fig. 9(c). This result shows the fact that the
proposed hybrid learning system is a good solution for the hardware implementation of
neural networks.

Fig. 7. A workspace for a robot navigation (Color figure online)
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(a) 

(b) 

(c) 

Fig. 9. Learned results of robot workspace with the proposed hybrid learning system. (a) Results
with the software-based BP algorithm. Left and right ones are ones before and after a thresholding,
respectively. (b) Outputs of the neural network circuit immediately after the learned weights are
transplanted on it. Erroneous areas are marked in red circles. (c) Results after the complementary
learning with the hardware circuit of the RWC. (Color figure online)

5 Conclusions

A hybrid learning method of software-based BP and hardware-based RWC is addressed
in this paper. In the learning method, the software-based BP learning is conducted firstly
and its learned weights are transplanted on the neural hardware circuits. Then, the hard‐
ware-based RWC learning is continued as a complementary learning.
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The proposed learning method has been examined with a robot workspace learning
problem. As expected, the error reduced with BP learning grows abruptly when weights
are transplanted on the neural hardware circuit. However, after some amount of comple‐
mentary learning, the error was reduced successfully below the threshold. Comparing
the learning curves of the proposed hybrid learnings with those of RWC-only learnings,
the required learning iterations of the proposed method are much less than those with
RWC-only learning.
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Abstract. Recently two new approaches to the rule-base evidential rea-
soning were proposed in the literature. The first of them is based on the
Atannasov’s intuitionistic fuzzy sets theory (A − IFS) and Dempster-
Shafer theory (DST ). The second one is based directly on the synthesis
of fuzzy logic and DST . In this paper, using the simple, but real-world
example, it is shown that the first approach in the critical case of high
conflict provides more reasonable and intuitively obvious results.

Keywords: Rule-base evidential reasoning · Atannasov’s intuitionistic
fuzzy sets · Dempster-Shafer Theory

1 Introduction

The methodology of rule-base evidential reasoning (RBER) is based on the tools
of Fuzzy Sets theory (FST ) and the Dempster-Shafer theory (DST ). The syn-
thesis of FST and DST was used for solving control and classification problems
[3,4,17,21,25] when outputs are real values. Nevertheless, when we use RBER
in decision support systems, their outputs should be only the names or labels
of actions or decisions. Obviously, in such cases, the methods, developed for the
controlling can not be used. A more appropriate for the construction of decision
support systems is the so-called RIMER method [23,24], which is based on
the Evidential Reasoning methodology [22]. On the other hand, there are two
drawbacks of RIMER method that substantially restrict its ability to deal with
uncertainties that we can often meet in practice.

The first drawback is that in the RIMER method, a degree of belief can be
assigned only to a particular hypothesis, not to a group of them. The second
drawback is that the RIMER method does not provide a possibility for the
combination of evidence from different sources using methodology of DST .

In [10,12,18], a new approach free of described above drawbacks was proposed
and used for the solution of real-world problems.

Nevertheless, in all above mentioned approaches to the RBER the conven-
tional fuzzy logic was used. For example, consider the following rule:

If x is High Then D, where High is the fuzzy class described by the mem-
bership function μHigh(x), D is a name of corresponding decision. On the other
c© Springer International Publishing AG 2017
L. Rutkowski et al. (Eds.): ICAISC 2017, Part I, LNAI 10245, pp. 231–240, 2017.
DOI: 10.1007/978-3-319-59063-9 21
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hand, in practice we often meet intersecting fuzzy classes, e.g., High and Middle
and as a consequence of intersection we have μHigh(x) > 0 and μMiddle(x) > 0.
If μHigh(x) > μMiddle(x) then we assume that x isHigh. We can see that infor-
mation of nonzero μMiddle(x) is lost, although the difference between μMiddle(x)
and μHigh(x) may be negligible.

In the papers [13–15], we showed that this loss of information may provide
undesirable results in the RBER. To avoid this problem, a new method for
RBER based on the synthesis of Atanassov’s intuitionistic fuzzy sets (A-IFS)
[1] and DST was proposed in [13,14].

Another new method for RBER based of the treatment the values such
as μHigh(x) > 0 and μMiddle(x) > 0 as focal elements of basic probability
assignment in the context of DST was developed in [15].

Since these two approaches are conceptually different, in this paper, using
simple, but real-world example we compare them and show that the first app-
roach in the critical case of high conflict provides more reasonable and intuitively
obvious results. This paper is organised as follows. Section 2 presents the basic
definition of DST and A-IFS needed for the subsequent analysis. In Sect. 3, we
present the results of comparison of two above mentioned new approaches to the
RBER. Concluding section summarises the paper.

2 Preliminaries

2.1 The Basics of DST

The basic definitions of Dempster-Shafer theory (DST ) were introduced by A.P.
Dempster [7]. Later G. Shafer [19] provided a more thorough definition of belief
functions. Let A are subsets of X and X may be treated as a set of propositions
or mutually exclusive hypotheses or answers. A DS belief structure is based on a
mapping m, called basic probability assignment (bpa), from subsets of X into a
unit interval, m : 2X → [0, 1] such that m(∅) = 0,

∑

A⊆X

m(A) = 1. The subsets of

X for which the mapping does not assume a zero value are called focal elements.
Shafer [19] introduced a number of measures associated with DS belief structure.

The measure of belief is a mapping Bel : 2X → [0, 1] such that for any subset
B of X it can be presented as Bel(B) =

∑

∅�=A⊆B

m(A).

A second measure introduced by Shafer [19] is a measure of plausibility. The
measure of plausibility associated with m is a mapping Pl : 2X → [0, 1] such that
for any subset B of X it can be presented as Pl(B) =

∑

A∩B �=∅
m(A). It is easy to

see that Bel(B) ≤ Pl(B). DS provides an explicit measure of ignorance about
an event B and its complementary B as a length of an interval [Bel(B),Pl(B)]
called the belief interval (BI). It can also be interpreted as imprecision of the
“true probability” of B [19].

The core of the evidence theory is the Dempster’s rule of combination of
evidence from independent different sources. With two belief structures m1,m2,
the Dempster’s rule of combination is defined as follows:
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m12(A) =

∑

B∩C=A

m1(B)m2(C)

1 − K
,A �= ∅,m12(∅) = 0, (1)

where K =
∑

B∩C=∅
m1(B)m2(C) is called the degree of conflict which measures

the conflict between the pieces of evidence. Zadeh [26] underlined that this rule
involves counter-intuitive behaviors in the case of considerable conflict.

2.2 The Basics of A-IFS

The concept of A-IFS (the reasons for such notation are presented in [8]) is based
on the simultaneous consideration of membership μ and non-membership ν of
an element of a set to the set itself (see formal definition in [1]). It is postulated
that 0 ≤ μ + ν ≤ 1. Following to [1], we call πA(x) = 1 − μA(x) − νA(x) the
hesitation degree of the element x in the set A. Hereinafter, we will call an object
Ã = 〈μA(x), νA(x)〉 intuitiniostic fuzzy value (IFV ).

The operations of addition ⊕ and multiplication ⊗ on IFV s were defined by
Atanassov [2] as follows. Let A = 〈μA, νA〉 and B = 〈μB , νB〉 be IFV s. Then

A ⊕ B = 〈μA + μB − μAμB , νAνB〉 , (2)

A ⊗ B = 〈μAμB, νA + νB − νAνB〉 . (3)

These operations were constructed in such a way that they produce IFV s. Using
operations (2) and (3), in [6] the following expressions were obtained for any
integer n=1,2,..:

nA = A ⊕ ... ⊕ A = 〈1 − (1 − μA)n, νn
A〉, An = A ⊗ ... ⊗ A =

〈μn
A, 1 − (1 − νA)n〉.
It was proved later that these operations produce IFV s not only for integer

n, but also for all real values λ > 0, i.e.,

λA =
〈
1 − (1 − μA)λ, νλ

A

〉
, (4)

Aλ =
〈
μλ

A, 1 − (1 − νA)λ
〉
. (5)

The operations (2)–(5) have good algebraic properties [20]:
An important problem is the comparison of IFV s. Therefore, the specific

methods which are rather of heuristic nature were developed to compare IFV s.
For this purpose, Chen and Tan [5] proposed to use the so-called score function
(or net membership) S(x) = μ(x) − ν(x). Let a and b be IFV s. It is intuitively
appealing that if S(a) > S(b) then a should be greater (better) than b, but if
S(a) = S(b) this does not always mean that a is equal to b. Therefore, Hong
and Choi [16] in addition to the above score function introduced the so-called
accuracy function H(x) = μ(x) + ν(x) and showed that the relation between
functions S and H is similar to the relation between mean and variance in sta-
tistics. Xu [20] used the functions S and H to construct order relations between
any pair of intuitionistic fuzzy values a and b as follows:
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If (S(a) > S(b)), thenb is smaller than a;
If (S(a) = S(b)), then
(1) If ( H(a)=H(b)), then a=b;
(2) If (H(a) < H(b)), then a is smaller thanb.

(6)

In [11], we have shown that operation (2)–(5) and (6) have some undesirable
properties which may lead to the non-acceptable results in applications:

1. The addition (2) is not an addition invariant operation. Let a, b and c be
IFV s. Then a < b (according to (6)) does not always lead to (a ⊕ c) < (b ⊕ c).

2. The operation (4) is not preserved under multiplication by a real-valued
λ > 0, i.e., inequality a < b (in sense of (6)) does not necessarily imply λa < λb.

2.3 Interpretation of A-IFS in the Framework of DST

It was shown in [9] that DST may serve as a good methodological base for
interpretation of A-IFS. It was proved in [9] that IFV Ã = 〈μÃ(x), νÃ(x)〉
may be represented by the belief interval BIÃ(x) = [BelÃ(x), P lÃ(x)], where
BelÃ(x) = μÃ(x) and PlÃ(x) = 1 − νÃ(x) (see [9] for formal definitions and
more detail). This interpretation makes it possible to represent mathematical
operations on IFV s as operations on belief intervals. The use of the semantics
of DST makes it possible to enhance the performance of A-IFS when dealing
with the operations on IFV s. In [11], two sets of operations on IFV s based
on the interpretation of intuitionistic fuzzy sets in the framework of DST are
proposed and analysed. The first set of operations is based on the treatment of
belief interval as an interval enclosing a true probability. The second set of oper-
ations is based on the treatment of belief interval as an interval enclosing a true
power of some statement (argument, hypothesis, ets). It was shown in [11], that
the non-probabilistic treatment of belief intervals representing IFV s performs
better than the probabilistic one and operations based on the probabilistic and
non-probabilistic treatments of belief intervals representing IFV s perform bet-
ter than operations on IFV s defined in the framework of conventional A-IFS.
Therefore, here we will use only the treatment of belief interval as an interval
enclosing a true power of some statement.

Let X = {x1, x2, ..., xn} be a finite universal set. Assume A are subsets
of X. It is important to note that in the framework of DST a subset A may
be treated also as a question or proposition and X as a set of propositions or
mutually exclusive hypotheses or answers. In such a context, a belief interval
BI(A) = [Bel(A), P l(A)] may be treated as an interval enclosing a true power
of statement (argument, proposition, hypothesis, etc) that xj ∈ X belongs to
the set A ⊆ X. Obviously, the value of such a power lies in interval [0, 1].

Therefore, a belief interval BI(A) = [Bel(A), P l(A)] as a whole may be
treated as an imprecise (interval-valued) statement (argument, proposition,
hypothesis, etc) that xj ∈ X belongs to the set A ⊆ X.

Based on this reasoning, we can say that if we pronounce this statement, we
can obtain some result, e.g., as a reaction on this statement or as an answer to
some question, and if we repeat this statement twice, the result does not change.
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Such a reasoning implies the following property of addition operator:

BI(A) = BI(A) ⊕B BI(A) ⊕B ... ⊕B BI(A).

This is possible only if we define the addition ⊕B of belief intervals as fol-
lows: BI(A) ⊕B BI(A)=

[
Bel(A)+Bel(A)

2 , Pl(A)+Pl(A)
2

]
. So the addition of belief

intervals is represented by their averaging.
Therefore, if we have n different statements represented by belief intervals

BI(Ai) then their sum ⊕B can be defined as follows:

BI(A1) ⊕B BI(A2) ⊕B .... ⊕B BI(An) =

[
1
n

n∑

i=1

Bel(Ai),
1
n

n∑

i=1

Pl(Ai)

]

. (7)

The other operations on belief intervals are presented in [11]. It is justified
in [11] that to compare belief intervals it is enough to compare their centres.

It is proved in [11] that introduced operations on belief intervals are free of
undesirable properties (1) and (2) of conventional operations on IFV s.

3 Two New Approaches to the Rule-Based Evidential
Reasoning: Comparative Study

To present our approach in a more transparent form, in this section we will use a
simplified and relatively simple example of decision-making in the forex trading.
Let us consider the currency pair EUR/USD (Euro/U.S. Dollar). The currency
pair tells the reader how many U.S. dollars (the quote currency) are needed to
purchase one euro (the base currency).

A two-way price quotation that indicates the best price at which a security
can be sold and bought at a given point in time. The Bid price represents the
maximum price that a buyer or buyers are willing to pay for a security. The Ask
price represents the minimum price that a seller or sellers are willing to receive
for the security. A trade or transaction occurs when the buyer and seller agree
on a price for the security.

To simplify our subsequent analysis hereinafter we will use the averaged price
p = (Bid + Ask)/2.

Suppose a trader makes transactions on the currency pair EUR/USD based
on the opinions of two independent experts (E1, E2). The experts on the base
of analysis of changes of price propose the possible transactions: Buy, Sell and
Hold (the lack of transactions). Here we will treat the decision Hold as an inter-
mediate one when an expert hesitates in his/her choice between Buy and Sell.
Therefore, the decision Hold in the spirit of DST will be treated as the com-
pound decision (Buy,Sell) In practice, experts intuitively and based on their
experience transform the numerical information of prices into linguistic terms
such as Low, Medium, High and use them as preconditions for possible deci-
sions. In such a case, in our example (the pair EUR/USD) the expert’s opinions
concerned with the choice of transaction and based on the actual or predicted
prises may be presented in the form of membership functions μBuy

E1 (p), μHold
E1 (p),
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μSEll
E1 (p) (based on the opinion of expert E1) and μBuy

E2 (p), μHold
E2 (p), μSEll

E2 (p)
(based on the opinion of expert E2). These membership functions are presented
in Fig. 1, The values of them represent degrees of expert’s belief in the rea-
sonableness of transactions. Therefore, in the spirit of DST and [15] we can
represent our decision system as follows:

IF (p = p1) then

mE1(Buy) = μBuy
E1 (p1), mE1(Hold) = μHold

E1 (p1), mE1(Sell) = μSell
E1 (p1),

IF (p = p2) then

mE2(Buy) = μBuy
E2 (p2), mE2(Hold) = μHold

E2 (p2), mE2(Sell) = μSell
E2 (p2),

(8)
where bpas mE1(Buy), mE1(Hold), mE1(Sell) and mE2(Buy), mE2(Hold),
mE2(Sell) should be normalised [15]. It was shown in [15] that simple averaging
of bpas seems to be a more reliable combination rule than the Dempster rule (1).

Fig. 1. The membership functions of transaction decision based on the opinion of two
experts E1 and E2.

Therefore, using averaging rule, from (8) we get: m(Buy) ≈ 0.31, m(Hold) ≈
0.34 and m(Sell) ≈ 0.35. Hence from (8) we obtained the decision Sell which
cannot be accepted as an appropriate one because in our case we have more argu-
ments in favour of = Hold than in favour of Sell. Moreover m(Hold) ≈ m(Sell)
and the experts are not so cocksure in their estimations: (πBuy

E1 = πHold
E1 =0.06

and πHold
E2 = πSell

E2 =0.15). It is important that there are no parameter π in the
model (8).

Therefore, let us consider approach based on the synthesis of A − IFS and
DST [13,14]. From Fig. 1 we can see that p1 belongs to the fuzzy class Buy with
the value of membership function μBuy

E1 (p1) = 0.6, but simultaneously it belongs
to the competitive fuzzy class Hold, μHold

E1 (p1) = 0.2. Then following to [13], we
can say that the non-membership function νBuy

E1 (p1) for the fuzzy class Buy is
equal to μHold

E1 (p1) for the competitive fuzzy class Hold. Based on such a rea-

soning, we can represent the final result using two IFVs:
〈
μBuy

E1 (p1), ν
Buy
E1 (p1)

〉
,

〈
μHold

E1 (p1), νHold
E1 (p1)

〉
, where νBuy

E1 (p1) = μHold
E1 (p1) i νHold

E1 (p1) = μBuy
E1 (p1).

Similarly ni the case of p = p2we get:
〈
μHold

E2 (p2), νHold
E2 (p2)

〉
,〈

μSell
E2 (p2), νSell

E2 (p1)
〉
, where νHold

E2 (p2) = μSell
E2 (p2) i νSell

E2 (p2) = μHold
E2 (p2).
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Then in the spirit of approach developed in our previous works we can present
our decision system as follows:

IF (p = p1) Then mE1(Buy) =
〈
μBuy

E1 (p1), ν
Buy
E1 (p1)

〉
,

mE1(Hold) =
〈
μHold

E1 (p1), νHold
E1 (p1)

〉
, mE1(Sell) =

〈
μSell

E1 (p1), νSell
E1 (p1)

〉
,

IF (p = p2) Then mE2(Buy) =
〈
μBuy

E2 (p2), ν
Buy
E2 (p2)

〉
,

mE2(Hold) =
〈
μHold

E2 (p2), νHold
E2 (p2)

〉
, mE2(Sell) =

〈
μSell

E2 (p2), νSell
E2 (p2)

〉
.

(9)

The next step is the combination of obtained bpas. This may be done using
the direct intuitionistic extension of the Dempster rule (1). If bpas are usual
real values then after the use of Dempster rule (1) we obtain

∑
A⊆X m(A) = 1

since the normalisation (division by 1 − K) is inherent part of (1). Obviously, if
bpas are IFV s, the formal normalisation is impossible. On the other hand, all
classical operations on IFV s provide IFV s as results. Therefore, using only the
denominator of direct intuitionistic extension of (1) we get

m12(A) = ⊕B∩C=A(m1(B) ⊗ m2(C)). (10)

On the base of (10) for our example we obtain

mE1E2(Buy) = mE1(Buy) ⊗ mE2(Buy) ⊕ mE1(Buy) ⊗ mE2(Hold)⊕
mE1(Hold) ⊗ mE2(Buy),
mE1E2(Sell) = mE1(Sell) ⊗ mE2(Sell) ⊕ mE1(Sell) ⊗ mE2(Hold)⊕
mE1(Hold) ⊗ mE2(Sell),
mE1E2(Hold) = mE1(Hold) ⊗ mE2(Hold),

(11)

Since the sum mE1E2(Buy) ⊕ mE1E2(Hold) ⊕ mE1E2(Sell) is IFV, we can say
that combination rule (10) is normalised in sense of A–IFS.

Then from (9) and (11) we get mE1E2(Buy) = 〈0.140, 0.211〉,
mE1E2(Hold) = 〈0.095, 0.664〉 and mE1E2(Sell) = 〈0.228, 0.258〉.

To compare obtained IFV s we use the score function S and
from S(x) = μ(x) − ν(x) we finally obtained S(mE1E2(Buy))=−0.071,
S(mE1E2(Hold))=−0.569 and S(mE1E2(Sell))=−0.03. Since S(mE1E2(Sell)) >
S(mE1E2(Buy)) > S(mE1E2(Hold)) we can see that in this case the controver-
sial decision Sell should be accepted.

Therefore, to obtain a more convincing result, in the spirit of [13,14] we
will use the transformation of IFV s into belief intervals and averaging rule for
combination evidence from different sources. Then from (9) we get:

IF (p = p1) Then mE1(Buy) = BIBuy
E1 (p1), mE1(Hold) = BIHold

E1 (p1),
mE1(Sell) = BISell

E1 (p1),
IF (p = p2) Then mE2(Buy) = BIBuy

E2 (p2), mE2(Hold) = BIHold
E2 (p2),

mE2(Sell) = BISell
E2 (p2),

(12)

where BIBuy
E1 =

[
μBuy

E1 (p1), 1 − νBuy
E1 (p1)

]
, BIHold

E1 =
[
μHold

E1 (p1), 1 − νHold
E1

(p1)], BISell
E1 =

[
μSell

E1 (p1), 1 − νSell
E1 (p1)

]
, BIBuy

E2 =
[
μBuy

E2 (p2), 1 − νBuy
E2 (p2)

]
,

BIHold
E2 =

[
μHold

E2 (p2), 1 − νHold
E2 (p2)

]
, BISell

E1 =
[
μSell

E2 (p2), 1 − νSell
E2 (p2)

]
.
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In this case, the averaging rule may be presented as follows:

m(Di) =
1
n

n∑

j=1

BIDi
j (13)

where n is the number of sources of evidence, Di is the ith decision (alternative),
BI is a belief interval, BIDi

j = [μDi
j , 1 − νDi

j ].
For the simplicity, let us denote ηDi

j = 1−νDi
j and BIDi

j = [μDi
j , ηDi

j ]. Then:

BI(Di) = [μDi , ηDi ] = BIDi
1 + BIDi

2 + ... + BIDi
n

=
[
μDi
1 + μDi

2 + ... + μDi
n , ηDi

1 + ηDi
2 + ... + ηDi

n

]
,

(14)

m(Di) =
μ(Di) + η(Di

2
. (15)

The final decision is obtained using the following expression:

Decision = max {m(Di)} . (16)

For our example (see Fig. 1) from above expressions we get:

m(Buy) =
[

μE1(Buy)+μE2(Buy)
2 , ηE1(Buy)+ηE2(Buy)

2

]
= [0.56, 0.62] ,

m(Hold) =
[

μE1(Hold)+μE2(Hold)
2 , ηE1(Hold)+ηE2(Hold)

2

]
= [0.63, 0.84] ,

m(Sell) =
[

μE1(Sell)+μE2(Sell)
2 , ηE1(Sell)+ηE2(Sell)

2

]
= [0.60, 0.75] ,

m(Buy) = 0.59,
m(Hold) = 0.735,
m(Sell) = 0.675,
Decision = max {0.59, 0.735, 0.675} ⇒ Hold.

We can see that using last approach for our critical example we obtain the
decision Hold which seems to more convincing result than decision Sell we get
with the use of other considered approaches.

4 Conclusion

In this paper, three different approaches to the rule-base evidential reasoning
based on the synthesis of DST and fuzzy logic, A − IFS and fuzzy logic and
the DST with direct intuitionistic extension of Dempster’s combination rule,
A − IFS and fuzzy logic and the DST with averaging rule of combination are
compared using the critical real-world example. It is shown that synthesis of
DST and fuzzy logic as well as the direct use of intuitionistic fuzzy values and
classical operations on them may lead to the counter-intuitive results. This may
be a consequence of bad properties of classical operation on intuitionistic fuzzy
values. It is shown that the interpretation of A− IFS in the framework of DST
and the use of averaging rule make it possible to use more information in the
evidential- reasoning and as a consequence to obtain reasonable results when the
synthesis of classical fuzzy logic and DST is failed.
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Abstract. In 1971 N. Nilson introduced a very smart improvement of
forward search methodology in classical planning. It is commonly known
as STRIPS. However, the original STRIPS is not sensitive to temporal
and preferential aspects of reasoning. Unfortunately, neither temporal,
nor preferential extension of STRIPS is known. This paper is just aimed
at proposing such an extension, called later TP-STRIPS. In addition,
some of its meta-logical properties are proved. It is also shown how TP-
STRIPS may be exploited in more practical contexts.

1 Introduction

The biggest difficulty with the main forward-search algorithm is a problem how
to improve efficiency reducing the search space (even for a cost of losing of the
algorithm completeness). The STRIPS method was chronologically one of the first
attempts to overcome this difficulty. It was initially introduced and described in
detail by R. Fikes and N. Nilson in [1] in 1971. It’s computational features were
discussed in detail two decades later in [13] in 1990. Since this time STRIPS has
been exploited as the most useful method in the framework of the search-based
planning paradigm. It is often associated to different planning languages such as
PDDL and its different extensions – collectively denoted as PDDL+ – see: [2–4].

1.1 The Paper Motivation and Objectives

Independently of a broad applicability of STRIPS to planning languages – [2–4],
planners and solvers – based on these languages – no temporal extension of this
method is known. Indeed, some known restrictions of STRIPS – mentioned by N.
Nilsson alone in [1] – refer to the original non-temporal depiction of STRIPS only.
In addition, no extension of STRIPS that additionally covers some preferential
aspects of planning is known. In a consequence, we have no knowledge about
possible restrictions of these two extensions. These shortcomings form the main
motivation factor of this paper.

According to it, this paper is aimed at proposing:

– some fuzzy temporal extension of STRIPS and
– some preferential extension of STRIPS.

c© Springer International Publishing AG 2017
L. Rutkowski et al. (Eds.): ICAISC 2017, Part I, LNAI 10245, pp. 241–252, 2017.
DOI: 10.1007/978-3-319-59063-9_22
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This paper is also focused on checking how these extended STRIPS’s (collectively
denoted later by TP-STRIPS) may be exploited in practice. In particular, we
exploit this method making use of the convolution-based representation of fuzzy
temporal constraints of Allen’s sort – as introduced in [15]. It allows us to observe
how TP-STRIPS might be naturally incorporated to considerations based on
real-analysis. Some ideas of this paper stem from such author’s papers focused
on fuzziness and temporal reasoning as: [6–12].

1.2 The Paper Organization

Rest of the paper is organized as follows. Section 2 presents the original Nils-
son’s formulation of STRIPS. Section 3 presents fuzzy temporal and preferential
extensions of STRIPS denoted by TP-STRIPS. It also contains two meta-logical
properties of STRIPS. Section 4 describes TP-STRIPS in use with respect to
some (sub)problems of Multi-Agent Schedule-Planning Problem. Section 5 con-
tains concluding remarks.

2 Terminological Background of the Paper Analysis

We preface the main paper considerations by introducing a terminological back-
ground of a current analysis. We begin with the original Nilsson’s formulation of
STRIPS. For an introducing of TP-STRIPS we also formulate some remarks on
preferences defined on a base of fuzzy temporal constraints of Allen’s sort. We
generally assume that all basis concepts of classical planning – such as notions
of action, goals, relevance, plan etc. – are the reader known. All of them may be
found in [16].

2.1 STRIPS – in the Original Nilsson’s Depiction

STRIPS method was conceived by N. Nilsson as a unique forward search proce-
dure. Beginning from the initial state s0 to achieve a goal g it works as follows.

1. This algorithm works if a set of states is not empty,
2. Then we choose a state s ∈states.

– If g ⊆ s, then we take π(s) as a desired plan1.
– Otherwise, we take a set E(s) of actions applicable to s.

(a) if E(s) is empty – we remove s from states,
(b) if does not – we choose an action a ∈ E(s) and exchange s for s

′
by

removing effects of a from s. Then a current plan π(s
′
) = π(s).a (The

action a is added at the end.)
(c) The same procedure is repeated for a set E(s

′
), etc. until g will be

achieved.

1 We can see π as a functions from a set of states S and E(S) — as set of actions
applicable to S.
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Elements of this procedure may be represented in the STRIPS-algorithm as
follows (Effect− and Effect+ denote negative and positive effects of actions a.
For a detailed definition – see: [16]).

STRIPS-algorithm(A, s0, g)
begin
states= {s0}
π(s0) = 〈〉

E(s0) = {a| a is a ground instance of an operator in A and precond(a)⊆ s0}
while true do
if states = ∅ then return failure end if
choose a state s ∈ state
if g ⊆ s then return π(s) end if
if E(s) = ∅ then

remove s from states
else

choose and remove an action a ∈ E(s)

s
′ ← s/ Effect−(a)∪Effect+(a)

ifs
′ 
∈ states then
π(s

′
) = π(s).a

E(s
′
) = {a|a is a ground instance of an operation ∈ A and precond(a)⊆ s

′}
end if

end if
end

2.2 Fuzzy Temporal Constraints and Preferences Based on Them

Multi-Agent Schedule-Planning Problem are often temporally rendered in terms
of time period (days or shifts) associated somehow to some agents. Let us,
therefore, assume that: d ∈ D = {d1, d2 . . . , dk}, z ∈ Z = {z1, z2 . . . , zl},
n ∈ N, a ∈ A), where:

– the pair (d, z)na represents a shift z of a day d indexed by an action a and an
agent (nurse) n associated to (d, z)2

are given. For each pair (d, z)na (a and n are parameters here) one can define
a new (not-necessary continuous) function f((d, z)na), which, somehow, maps
the initial and last interval, i.e. (d1, z1)an and (dk, zl)an, to some linear functions
defined on them and it maps other intervals to a function

∑
Xn,d,z,a

3. We con-
sider the function f as normalized, i.e. 0 ≤

∣
∣
∣f(d, z)na

∣
∣
∣ ≤ 1. An exemplary diagram

of f -function is shown in Fig. 2.
2 We assume that (di, zj) �= (dk, zl) are disjoint for i �= k and j �= l.
3 Because of generality of consideration, we omit possible ways of defining such a

function. Anyhow, it may be defined, for example, as follows (Fig. 1):

f((d, z)an) =

⎧
⎪⎨

⎪⎩

A(d1, z1) for (d1, z1)
a
n

−B(dk, zl) for (dk, zl)
a
n

∑
Xn,d,z,a otherwise

(1)

for A(d, z) and −B(d, z) being linear functions of arguments (d1, z1) and (dk, zl)
(resp.) for parameters A, B > 0.
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1

0   (d1, z1)     ….. (di, zj)    (dk, zl)

Fig. 1. Intervals (di, zj) and function f((di, zj) (dark line on a picture) determining a
fuzzy interval. This picture illustrates the fact that f((di, zj) should not necessary be
a continuous function.

3 Fuzzy Temporal Constraints and Global Preferences
in STRIPS

As earlier mentioned – STRIPS method itself refers to a case of classical planning.
The “core” of this method consists in a plan construction by successive adding
new (nondeterministically chosen) actions from a given set of admissible actions.
The main choice criterion of them is their relevance to a task goal.

Our intention is to preserve the same idea in the proposed STRIPS-extension,
denoted later as TP-STRIPS (Temporal-Preferential STRIPS ). Independently
of this similarity between the original version of STRIPS-algorithm and its TP-
STRIPS, there is a couple of differences between these algorithms. It has already
been said that STRIPS input contains: a set of actions A, an initial state s and
a goal state g. TP-STRIPS is intended to contain all these elements, but also:

– a fixed pair (d,z), where d denotes a fixed day and z is a fixed shift,
– a set of temporal constraints C and
– a unique function4 called the preferential Pref(x): (d, z) �→ [0, 1] and
– function f(d, z)an – described as earlier

An examplary preferential Pref(x) is marked in Fig. 3 by the red line.
The role of the preferential Pref(x) is to determine the preferred val-

ues of temporal constraints (more precisely, a preferred areas on a diagram of
fuzzy intervals determined by function f(d, z)an – as in Fig. 2). Let us underline
that we think about preferences only in terms of the preferential function
Pref(x). We exploit these new components to propose a desired TP-STRIPS
now. Because of a comparative nature of preferences – considering pairs of actions
seems to be a more reasonable solution than considering a single action from A in
this extension. This postulate approximates a nature of the temporal-preferential
extension of STRIPS as follows:

1. After a nondeterministic choosing an action a ∈ A, we also nondeterministi-
cally chose other action a1 from A − {a} relevant to a given goal g,

2. We check whether a and a1 respect temporal constraints from a given set C,
4 We do not specify this function, we only assume a general condition of Lebesque inte-

grability of it. It seems to be important because of the integral-based representation
of preferences later. We omit, however, a detailed explanation.
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1

0   (d1, z1)     ….. (di, zj)    (dk, zl)

Fig. 2. Intervals (di, zj) and function f((di, zj) (dark line on a picture) determining a
fuzzy interval with the preferential function (red line) – introduced for (di, zj). (Color
figure online)

3. If chosen actions a1 and a2 respect temporal constraints from C, we compute
f(d, z)a1

n and f(d, z)a2
n (for a fixed agent n) and compare preferences associ-

ated to each of them with values of the preferential function Pref(x).

An idea of TP-STRIPS. Let us specify TP-STRIPS in a more detailed way.
The initial part of TS-STRIPS is the same as the original STRIPS-algorithm.
The first difference consists in a requirement to check whether the chosen actions
from action set A respect the imposed temporal constraints from a given set C
– as already mentioned.

The second difference consists in a new ‘preferential requirement’ to check
whether the actions – respecting constraints from C – are such that their tem-
poral constraints (measured by a function f ) take values greater or smaller than
values of the preferential Pref(x). The procedure is now the following one:
Taking two actions, say {a1, a} for a given pair (d, z) and agent set N – we
compute f(d, z)a1

N and f(d, z)aN .

– if ∀x ∈ (d, z)
(
f(d, z)a1

N > P (x) > f(d, z)aN
)
, then we take a1 and we take

π.a1 as a current plan.
– if ∀x ∈ (d, z)

(
f(d, z)aN >P(x)> f(d, z)a1

N

)
, then take a and we take π.a as a

current plan.

The TP-STRIPS algorithm is presented in the table.
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TP-STRIPS (A, N , C, Pref(x), s, goals, (d,z), f(d, z)A
N )

begin
π ← the empty plan
loop
if s satisfies g then return π

A ← {a| a is a ground instance of an opertor in O,
and a is relevant for g}

if A = ∅ then return failure
choosenondeterministically an action a ∈ A

choose nondeterministically an action a1 ∈ A − {a}
check whether a and a1 respect temporal constraints from C

if a respects C and a1 does not then take a

s ← γ(s, a)

π ← π.a.
if a1 respects C and a does not then take a1

s ← γ(s, a1)

π ← π.a1

otherwise take {a, a1}
compare f(d, z)

a1
N and f(d, z)a

N with Pref(x)

if ∀x ∈ (d, z)
(

f(d, z)
a1
N >Pref(x)> f(d, z)a

N

)
then take a1

s ← γ(s, a1)

π ← π.π.a1.
if ∀x ∈ (d, z)

(
f(d, z)a

N >Pref(x)> f(d, z)
a1
N

)
then take a

s ← γ(s, a)

π ← π.π.a.
if ∀x ∈ (d, z)

(
f(d, z)

a1
N > f(d, z)a

N > Pref(x)
)

then take a1

s ← γ(s, a1)

π ← π.π.a1.
if ∀x ∈ (d, z)

(
f(d, z)a

N > f(d, z)
a1
N > Pref(x)

)
then take a

s ← γ(s, a)

π ← π.π.a.
otherwise take ∅

end

It still remains a natural doubt whether this extended TP-STRIPS forms a
decidable procedure and how its output size depends on the input size. The
following lemma delivers an answer to these questions.

Lemma 1. Assume that a set of actions A with card(A) = n and a set of
temporal constraints C imposed on actions from A with card(C) = m are given.
Then TP-STRIPS is decidable and it polynomially depends on the input size.

Proof. Let A and C are such as described in the lemma above, i.e. let card(A) =
n and card(C) = m. Our output is NChoice – a number of possible choices of
actions from A in the whole TP-STRIPS procedure. Since in both the ’temporal’
and the ’preferential’ step of TP-STRIPS we always choose 2 actions from n-
elemental set A of them, we can do it in

(
n
2

)
ways. Each of such pairs of actions,

say (ai, aj), for 1 ≤ i, j ≤ n should be now checked m-times to check which
constraints from C are satisfied by it. Thus, we need m

(
n
2

)
moves in the temporal

step of TP-STRIPS. For each such a choice in the temporal step, we can choose
2 actions from maximally n-elemental set A in the ‘preferential’ step5 Thus,

5 This possibility holds if all actions remain ‘good’ as respecting temporal constraints
from C.
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the number of possible choices in these two steps NChoice is constrained by
m

(
n
2

)(
n
2

)
= m

(
n
2

)2. Since

m

(
n

2

)(
n

2

)

= m

(
n

2

)2

= m
( n!
2!(n − 2)!

)2

=
m

2

(
(n−1)n

)2

=
m

2
n2(n−1)2, (2)

thus NChoice ≤ O(n4), what justifies its polynomial dependence on the input
size. �	
It is noteworthy that the same property of under exponential complexity of TP-
STRIPS is preserved by a more general situation, when temporal constraints are
imposed not only on single actions, but also on pairs of actions, on their triples,
..., on k -tuples of actions from A. This feature is formulated in the following
lemma.

Lemma 2. Assume that TP-STRIPS is modified such that in its ’temporal’ step
one consider single actions, their pairs, 3-tuples up to n − 1-tuples from A –
according to different types of temporal constraints from C (imposed on single
actions, pairs, etc.). Then number of possible moves in ’temporal’ step of TP-
STRIPS is under exponentially dependent on the input size.

Proof. Assume, as earlier, that card(A) = n and card(C) = m. Suppose that C1

denotes constraints from C imposed on single actions, C2 – denotes constraints
imposed on pairs of actions, C3 – imposed on 3-tuples,. . . , Cn−1 – on n−1-tuples.
Assume that card(C1) = m1, card(C2) = m2, . . . , card(Cn−1) = mn−1.

Then, obviously,
∑n

k=0 mk−1 = m and we must successively choose 2 actions,
the next – 3 actions, . . . , n − 1 actions from n-elemental A (Note that we can
choose the same actions in new steps). Thus, all possible choices in the temporal
step NTemp

choice (our output):

NTemp
choice = m1

(n
1

)
+m2

(n
2

)
+m3

(n
3

)
+m4

(n
4

)
+ ...+mn−1

( n

n − 1

)
≤ m

n∑
k=0

(n
k

)
. (3)

Because of the known equality:
n∑

k=0

(
n

k

)

= 2n (4)

we get:

NTemp
choice = m1

(
n

1

)

+ m2

(
n

2

)

+ m3

(
n

3

)

+ m4

(
n

4

)

+ ... + mn−1

(
n

n − 1

)

< m2n.

(5)
Hence, NTemp

choice < O(exp(n)), what already shows the thesis. �	

4 TP-STRIPS in Use

In this section we focus our attention on presenting how TP-STRIPS might be
used in some problems of Multi-Agent Schedule-Planning Problem (M-A-S-PP)
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class. In order to illustrate this, we introduce the following problem. We make
use of the convolution-based representation of Allen’s relations as proposed by
H-J. Ohlbach in [14,15]6.

Problem. Let us consider an exemplary (simple) subproblem of M-AS-PP with
two agents n1 and n2 performing some task with a goal g = {g1, g2} up to day
dk from the initial state s0

7 during a day d1. They have an admissible set of
actions A = {a1, a2, a3, a4, a5, a6, a7} such that:

– precond(a4) = g1 and
– precond(a1) = g2,
– precond(a2) ⊆ s0 (only),
– a subgoal g1 is quicker executable than g2 (symbolically: g1 < g2) and
– temporal constraints imposed on actions a5 and a6 – having the same precon-

ditions – are as presented in the picture and
– temporal constraints imposed on a6 take values ( 32 , 4 1

2 ) over a time intervals
(1,2) (time units) and for a5 take a constant value 0,1 in the same time inter-
vals (1,2).

Assume also that temporal constraints imposed on performing actions is
approximated by the convolution8.

h(x) = f(x − t) ∗ g(t) =
∫

ex−t sin tdt. (6)

Solution. Assume that – due to the original STRIPS procedure the following
two plans are indicated as the appropriate ones.

– π1 = 〈a2, a7, a3, a4, a5, a1〉 and
– π2 = 〈a2, a7, a3, a4, a6, a1〉.
The choice between π1 and π2 will depend on temporal constraints and prefer-
ences imposed on a5 and a6. We will exploit the extended parts of TP-STRIPS-
algorithm now.

Temporal and preferential component. If we do not impose any further
restrictions on a choice of agents performing these two actions: a5, a6, both of
them are appropriate from the perspective of temporal constraints. In fact, both
actions respect temporal constraints represented graphically by the trapezium
in Fig. 3 – as they completely belong to its interior.

Due to the appropriate step of TS-STRIPS-algorithm one should compare
both of them from the point of view of a preference satisfaction. For that reason:
6 Because of a very broad nature of the Ohlbach’s approach, we omit his explications.

They might be easily found in these works.
7 In order to preserve generality of considerations, we omit a detailed specification of

the initial state s0 and a goal g. As such a pair of agents one can take, for example
a pair:(crane, robot) etc.

8 We can assume that h(x) represents meet(i, j)(x) Allen relation. Anyhow, this iden-
tification is redundant from the point of view of the current analysis.
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action a6

1

x

/4k shift 3 /4k

a5

Fig. 3. Actions a5 and a6 performed during the shift ( 1π
4

k, 3kπ
4

) (of time units) with
temporal constraints imposed on them (represented by values on y-axis normalized to
[0,1]). To underline that a5 and a6 belong to skills of two different agents, they are
marked by the green and red colors (resp.). (Color figure online)

– one needs compute the Preferential Pref(x),
– secondly, one needs to check whether/which action a5 or a6 respects the prefer-

ences. It requires to check whether f(d, z)a5
N > Pref(x) or f(d, z)aN > Pref(x).

Computing convolution. It remains to consider the temporal constraints
approximated by the given convolution.

h(x) = f(x − t) ∗ g(t) =
∫

ex−t sin tdt. (7)

Let us also define Pref(x) = ϕ(f)(x), which we intend to consider ϕ(f)(x) as the
‘preferential line’. Without losing of generality one can assume that the actions
a6 and a5 are represented by appropriate points of R2. It allows us to write

a5 =
{(

x, φ(x)
)
: 0 ≤ x ≤ π

4
and φ(x) ≤ 1

}
, (8)

a6 =
{(

x, ψ(x)
)
: 0 ≤ x ≤ π

4
and ψ(x) ≤ 1

}
, (9)

for some (Lebesque integrable) functions φ and ψ defined over [0, π
4 ]. Due to the

modified STRIPS-algorithm – it is enough to check whether:

∀x ∈ [0,
π

4
]
(
φ(x) ≤ Pref(x) or Pref(x) ≤ φ(x)

)
and (10)

∀x ∈ [0,
π

4
]
(
ψ(x) ≤ Pref(x) or Pref(x) ≤ φ(x)

)
. (11)

If we return to our convolution

h(x) = f(x − t) ∗ g(t) =
∫

ex−t sin tdt. (12)

then – due to well-known Convolution Theorem we obtain9:

F (h(x)) =
∫

ex−t dz

∫

sin tdt, (13)

9 We omit its formulation. It may be easily found in each handbook of real and abstract
analysis. See, for example: [5].
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where F denotes Fourier transform of h(x). Since
∫

ex−t dz

∫

sin tdt = ex cos t, (14)

thus F ∗ (h)(x) – as F (h)(x) considered in integration limits a, b ∈ [0, π
4 ] is as

follows:

F ∗ (h)(x) = ex[cos t]ab = ex(cos a − cos b) = −2 sin
a + b

2
sin

a − b

2
ex. (15)

Putting A = −2 sin a+b
2 sin a−b

2 , we obtain:

F ∗ (h)(x) = Aex, so h(x) =
d

dx
F ∗ (h)(x) = Aex. (16)

Assume now two points P0 = (x0, h(x0)) and P1 = (x1, h(x1)) belonging to
the diagram of h(x). Because P0 = (x0, ϕ(A, f(x0))) and P1 = (x1, ϕ(A, f(x1)))
a line passing through these points satisfies the following equation.

ϕ(f)(x) =
ϕ(f)(x1) − ϕ(f)(x0)

x1 − x0
(x − x0) + ϕ(f)(x0) (17)

Hence Pref(x) := ϕ
(
(f)(x), A

)
is as follows in our case:

ϕ((f(x), A) =
A

(
ex1 − ex0

)

x1 − x0
(x − x0) + ex0 . (18)

For x0 = 0 and x1 = π
4 :

ϕ(f(x), A) =
4A

(
e

π
4 − e0

)

π
x + e

π
4 =

4A
(
e

π
4 − 1

)

π
x + e

π
4 , (19)

for A = −2 sin a+b
2 sin a−b

2 ex. It is not difficult to check that for x ∈ [0, π
4 ]:

e
π
4 ≤ ϕ(f(x), A) ≤ 2(e

π
4 − 1). (20)

After dividing by the normalization factor N = 10 we get:

e
π
4

10
≤ ϕ(f(x), A)

10
≤ 2(e

π
4 − 1)
10

. (21)

Recall that φ(x)a5 = 1
10 for all x ∈ [0, π

4 ], so

φ(x)a5 ≤ ϕ(f(x), A)
10

. (22)

Simoultaneuosly, 2(e
π
4 −1)
10 ≤ e

5 ≤ φ(x)a6 , thus

ϕ(f(x), A)
10

≤ φ(x)a6 . (23)

Therefore, we accept the action a6 and reject a5 (Fig. 4).
Finally, we choose a6 instead of a5 and the sequence π = {a1, a2, a3, a6, a7}

as the required plan.
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Fig. 4. Preferences (determined by the line running through π
4
) imposed on temporal

constraints (the trapesium) with fuzzy temporal constraints (the broken line).

5 Towards a Generalization and Closing Remarks

It has just been shown how the STRIPS method may be temporally and prefer-
entially extended in order to support some more advanced types of reasoning. We
also proved some meta-logical features of this extension. Anyhow, this approach
referred to some rather ideal situation. Meanwhile, not always the situation is
so ideal as the presented above. In fact, it is possible that either both of the
following conditions

1. If ∀x ∈ (d, z)(f(d, z)a1
N > Pref(x) > f(d, z)aN ) and

2. If ∀x ∈ (d, z)(f(d, z)aN >Pref(x)> f(d, z)a1
N )

or (at least) one of them do not completely hold.
Unfortunately, solving this problem does not exhaust a list of all possi-

ble doubts. In fact, the situation, earlier described, may be not so ideal from
another perspective, when functions representing temporal constraints imposed
on actions are not linear or even continuous. Anyhow, an answer to this question
slightly exceeds a terminological framework of this paper – as it requires more
advanced and new portion of formal tools of real analysis and approximation
theory. Nevertheless, it forms an interesting subject of further research.
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Abstract. In the paper, we describe new tacit problems during the
process of comparison of objects. The direction of objects’ comparison
seems to have essential role because such comparison may not be sym-
metric. Thus, we can say that two objects may be viewed as an attempt to
determine the degree to which they are similar or different. In this paper,
we consider objects described by a set of nominal attributes which values
are not precisely known or can be repeated in the object description. Two
kinds of objects’ descriptions are considered, the first the fuzzy and the
second the multiset description. Asymmetric phenomena of comparing
such descriptions of objects is emphasized and discussed.

Keywords: Fuzzy description of objects · Multiset description of
objects · Nominal-valued attributes · Directional comparison of objects

1 Introduction

The role of similarity or dissimilarity of two objects is fundamental in many
theories of cognitive as well as behavior knowledge, and therefore for comparison
of objects there are commonly used different measures of objects’ similarity.

It is important to notice that e.g., in psychological literature, similarity
between objects can be asymmetric (e.g., Tversky [9]). The idea of asymme-
tries appearing in comparison of objects comes directly from the Tversky and
Kahneman prospect theory (e.g., Tversky and Kahneman [10]). In short, this
theory describes people rationality in decisions involving risk, and states, that
people make decisions based on the potential value of losses and gains. The
hypothetical value function is in general asymmetrical, see Fig. 1. The most evi-
dent characteristics of the prospect theory is that the same loss creates greater
feeling of pain compared to the joy created by an equivalent gain. In the next
considerations, Tversky considered objects represented by a sets of features, and
proposed measuring of similarity via comparison of their common and distinctive
features (e.g., Tversky [9]). Such assumptions generate different approaches to
comparison of objects. Namely, comparing two objects A and B there are three
following fundamental questions: “how similar are A and B?”, “how similar is A
to B?” and “how similar is B to A?”. The first question does not distinguishes the
c© Springer International Publishing AG 2017
L. Rutkowski et al. (Eds.): ICAISC 2017, Part I, LNAI 10245, pp. 253–262, 2017.
DOI: 10.1007/978-3-319-59063-9 23
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Value

Losses Gains

Fig. 1. A hypothetical value function [10]

directions of comparison and corresponds to symmetric similarity. In the next
two questions the direction of comparison cannot be negligible and the similarity
of the objects should not be symmetric.

Our present work is motivated by the need to develop a new look at compar-
ison of objects described by either a set of incomplete and inconsistent nominal
attributes. In some sense, the present paper is both a continuation as well as
extension of the authors’ previous papers on comparison of objects (cf. Krawczak
and Szkatu�la [1,3]).

Here, the concept of the mutual impact of one set by another is considered,
and the concept can be considered as some extension of Levenshtein’s distance
(cf. Levenshtein [7]), however the presented concept is much more general.

It seems that the assumption of symmetry should not be established in
advance, and therefore asymmetry of data should not be neglected. Such phe-
nomena of asymmetry of the comparisons of objects mean, that one object has
different impact on another object. It is obvious that objects are describe by
attributes, and each object’s description is represented by a respective set of the
attributes’ values. This way, the task of comparison of objects is converted into
a task of comparison of sets of values of attributes.

Let us illustrate the idea of asymmetry of comparison of two crisp sets describ-
ing the objects. Thus, we consider a finite set V of nominal values, and two ordi-
nary subsets Ai and Aj , where Ai, Aj ⊆ V . We can introduce a concept of the
impact of set Aj by another set Ai, denoted by (Ai �→ Aj), which is interpreted
as a difference between these two sets. Analogically, the concept of the impact of
set Ai by set Aj is denoted by (Aj �→ Ai). Graphical illustration of the impact
phenomena between two fixed subsets of the set V is depicted in Fig. 2.

Applying more complex description of objects we can discover several inter-
esting phenomena involved in the process of comparison of objects.

In this paper, we consider a finite, non-empty set of objects (e.g., concepts,
patterns, references, etc.), each object is described by a set of nominal attributes,
it means the values of the attributes are not precisely known or can be repeated
in the object description. On the one hand, the methodology of the fuzzy set
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Fig. 2. A graphical illustration of the impact between two ordinary sets

theory allows us to model such imperfect, incomplete and inconsistent data,
and on the other hand the multisets theory gives a very convenient mathemat-
ical methodology to describe and analyze qualitative data with repeated values
of objects’ attributes. Therefore, we considered two different cases of objects’
description:

– in the first case, the objects are described by fuzzy sets,
– in the second case, by multisets.

For a better understanding of the considerations describing asymmetric
results during comparisons of objects we use the geometrical interpretations
presented in the forthcoming sections.

2 Matching of Fuzzy Sets

Let us consider a non-empty and finite set V of nominal elements, denoted by
V = {v1, v2, . . . , vL}. In 1965, L. A. Zadeh introduced the concept of fuzzy set
theory as an extension of the classical set theory (cf. Zadeh [11]). A fuzzy set
A in the set V may be represented by a collection of ordered pairs written in
the following form

A = {(ν, μA(v)) | v ∈ V } (1)

where μA : V → [0, 1] is the membership function. Zadeh also introduced the
fundamental operations for fuzzy sets, namely union, intersection and comple-
mentation.

Let us assume that there is a collection of fuzzy sets FS(V ) in the set V .
Let us consider two fuzzy sets Ai, Aj ∈ FS(V ). We defined a novel concept of
the impact on one fuzzy set Aj by another fuzzy set Ai, which is denoted by
(Ai �→ Aj), and interpreted as a difference between fuzzy sets

(Ai �→ Aj) = Ai � Aj = {(ν, μAi �→Aj
(v)) | v ∈ V } (2)

where μAi �→Aj
(v) := max{μAi

(v) − α · μAj
(v)} for a parameter α ≥ 0. In the

opposite case, the impact on the fuzzy set Ai by the fuzzy set Aj is defined in
a similar way

(Aj �→ Ai) = Aj � Ai = {(ν, μAj �→Ai
(v)) | v ∈ V } (3)



256 M. Krawczak and G. Szkatu�la

where μAj �→Ai
(v) := max{μAj

(v)−β ·μAi
(v)} for a parameter β ≥ 0. This model

is characterized by different values of the parameters α and β. In this sense one
could have some extra flexibility of the impact. Obviously, the parameters α and
β could be assumed as different values in Eqs. (2) and (3).

The meaning of the impact of one fuzzy set on the another fuzzy set is
illustrated in the following example.

Example 1. Let us consider two fuzzy sets A1 and A2 in the set V = {v1, v2, v3},
where A1 = {(v1, 0.4), (v2, 0), (v3, 0)} and A2 = {(v1, 1), (v2, 0.1), (v3, 0.4)}. The
impact on the fuzzy set A2 by the fuzzy set A1 is the empty fuzzy set because
the following condition (A1 �→ A2) = A1 � A2 = {(v1, 0), (v2, 0), (v3, 0)} = ∅ is
satisfied. On the other hand, the impact on the fuzzy set A1 by the fuzzy set A2

is the following fuzzy set (A2 �→ A1) = A2 � A1 = {(v1, 0.6), (v2, 0.1), (v3, 0.4)}.

The geometrical interpretation of the proposed concept of the fuzzy sets
impact in 3D space is presented below.

Geometrical interpretation of fuzzy sets impacts

Therefore, we will consider a case characterized by card(V ) = 3, i.e.,
V = {v1, v2, v3}, so that we will consider the fuzzy set Aj ∈ FS(V ), denoted
by Aj = {(v1, μAj

(v1), (v2, μAj
(v2)), (v3, μAj

(v3))}, where μA : V → [0, 1]. The
fuzzy set Aj can be represented as a point in the three dimensional coordi-
nates space, with coordinates (μAj

(v1), μAj
(v2), μAj

(v3)). For simplicity, the ele-
ments v1, v2, v3 can be omitted, i.e., the point has coordinates (μ1

Aj
, μ2

Aj
, μ3

Aj
),

see Fig. 3.

Fig. 3. The fuzzy set Aj represented as a point (µ1
Aj

, µ2
Aj

, µ3
Aj

), marked by •

The point (0,0,0) represents the fuzzy set with the elements v1, v2 and v3
fully not belonging to this fuzzy set; the point (1,1,1) represents the elements
v1, v2 and v3 fully belonging to the fuzzy set; the point (1,0,0) represents the
element v1 fully belonging to the fuzzy set and the elements v2 and v3 fully not
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belonging to the fuzzy set; the point (0,1,1) represents the element v1 fully not
belonging to the fuzzy set and the elements v2 and v3 fully belonging to the
fuzzy set, etc. Any other combination of the values belonging to the fuzzy set
with some degree can be represented inside the cube, as shown in Fig. 3.

For the fixed fuzzy set Aj there are eight areas (denoted by the area I, II,
...VIII), as shown in Fig. 4.

3

        (0,1,1)                               (0,0,1)          

                                                               (1,0,1) 

2

  (0,1,0)               (area I)

                    (1,1,0)                     (1,0,0)      1

Fig. 4. Eight areas which designates a fixed fuzzy set Aj , marked by •

Let us consider the fixed fuzzy set Aj and the area VII, i.e., the cubic marked
by dotted line, as shown in Fig. 5.

Fig. 5. Area of possible location of arbitrary fuzzy set Ai

Let us consider the any arbitrary fuzzy set Ai ∈ FS(V ) represented inside
the cube, denoted by Ai = {(v1, μAi

(v1), (v2, μAi
(v2)), (v3, μAi

(v3))}, with coor-
dinates (μ1

Ai
, μ2

Ai
, μ3

Ai
). Each point related to the fuzzy set Ai lying within spec-

ified area and the fuzzy set Aj satisfies some conditions. For the fixed fuzzy set



258 M. Krawczak and G. Szkatu�la

Aj and the arbitrary fuzzy sets Ai belonging to the area VII, the conditions
μ1
Aj

≥ μ1
Ai

, μ2
Aj

≥ μ2
Ai

and μ3
Aj

≤ μ3
Ai

are satisfied. A three-dimensional inter-
pretation of the impact on the fixed fuzzy set Aj and the arbitrary fuzzy set
Ai is presented in Fig. 6. In figure, there are two impacts, i.e., (Aj �→ Ai) and
(Ai �→ Aj), α = β = 1. The arrow indicates direction of the impact.

Fig. 6. Interpretation of the impact on fixed fuzzy set Ai and arbitrary fuzzy set Aj

Analyzing Fig. 6, one may notice that for the arbitrary fuzzy set Ai belong-
ing to the area VII, the following conditions μ1

Aj �→Ai
= μ1

Aj
− μ1

Ai
, μ2

Aj �→Ai
=

μ2
Aj

− μ2
Ai

and μ3
Aj �→Ai

= 0 are satisfied, i.e., the segments marked in red indi-
cate positive values μ1

Aj �→Ai
and μ2

Aj �→Ai
, respectively. In the opposite case, the

conditions μ1
Ai �→Aj

= 0, μ2
Ai �→Aj

= 0 and μ3
Ai �→Aj

= μ3
Ai

− μ3
Aj

are satisfied, and
the segment marked in red indicate positive value μ3

Ai �→Aj
.

3 Matching of Multisets

Let us consider the multisets defined in so-called multiplicative form (e.g., Petro-
vsky [8]), drawn from a non-empty and finite ordinary set V of nominal-valued
elements, V = {v1, v2, . . . , vL}, vi+1, ∀i ∈ {1, 2, ..., L− 1}. The multiset S drawn
from the ordinary set can be represented by a set of ordered pairs:

S = {(kS(v), v) | v ∈ V } (4)

where kS : V → {0, 1, 2, ...}. In (4) the function kS(.) is called a counting
function or the multiplicity function, and the value of kS(v) specifies the
number of occurrences of the element v ∈ V in the multiset S. The element
which is not included in the multiset S has its counting function equal zero.
The multiset space is the set of all multisets with elements of V , such that no
element occurs more than m times, and is denoted by [V ]m.
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In the authors’ previous papers (e.g., Krawczak and Szkatu�la [4–6]) there
was developed the definition of a novel concept of impact on one multiset S2 by
another multiset S1, denoted by (S1 �→ S2), which is interpreted as a difference
between multisets, in the following way:

(S1 �→ S2) = S1 � S2 = {(kS1 �→S2(v), v) | v ∈ V } (5)

where kS1 �→S2(v) := max{kS1(v) − kS2(v), 0}. It is important to notice that the
direction of the impact has significant meaning. In other words, one multiset
can impact on another multiset with some degree. The counterpart definition is
similar

(S2 �→ S1) = S2 � S1 = {(kS2 �→S1(v), v) | v ∈ V } (6)

where kS2 �→S1(v) := max{kS2(v) − kS1(v), 0}.
The meaning of the impact of one multiset on another multiset is illustrated

in the following example.

Example 2. There is considered the following set V = {a, b, c, d, e}, and two
exemplary multisets S1 = {(1, a), (1, e)} and S2 = {(1, a), (1, d), (3, e)}, where
S1, S2 ∈ [V ]3. The impact on the multiset S2 by the multiset S1 is the empty
multiset, because (S1 �→ S2) = S1 � S2 = ∅. The impact of the multiset S1 by
the multiset S2 is the following multiset (S2 �→ S1) = S2 � S1 = {(1, d), (2, e)}.

The geometrical interpretation of the proposed concept of the multisets’
impact in 2D space is presented below.

Geometrical interpretation of multisets′ impacts

Let us assume that card(V ) = 2, i.e., V = {v1, v2}, and then
consider two multisets S1 = {(kS1(v1), v1), (kS1(v2), v2)} and S2 =
{(kS2(v1), v1), (kS2(v2), v2)}, S1, S2 ∈ [V ]m. Each considered multiset can be
represented as a point in 2-dimensional space, see in Fig. 7, and these two points
have the following coordinates (kS1(v1), kS1(v2)) and (kS2(v1), kS2(v2)), respec-
tively. According to Eq. (5), the impact on the multiset S2 by the multiset S1 is
interpreted as a new multiset described as follows (cf. Krawczak and Szkatu�la
[4–6]):

(S1 �→ S2) = {(kS1 �→S2(v1), v1), (kS1 �→S2(v2), v2)
= {(max{kS1(v1) − kS2(v1), 0}, v1), (max{kS1(v2) − kS2(v2), 0}, v2)}

And, in the opposite case, the impact on the multiset S1 by the multiset S2

has the similar definition (cf. Krawczak and Szkatu�la [4–6]):

(S2 �→ S1) = {(kS2 �→S1(v1), v1), (kS2 �→S1(v2), v2)
= {(max{kS2(v1) − kS1(v1), 0}, v1), (max{kS2(v2) − kS1(v2), 0}, v2)}

The two-dimensional geometrical interpretations of the impact on the exem-
plary multisets S1 and S2 are presented in Fig. 7.

Within the figure, there are indicated two impacts, i.e., the impact (S1 �→ S2)
in the left figure, and (S2 �→ S1) in the right figure. The arrows indicate the
directions of the impact.
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Fig. 7. The graphical interpretations of the impact on the multisets S1 and S2

Analyzing Fig. 7, one may notice that for the exemplary multisets S1, S2 ∈
[V ]m, the impact of one multiset by another creates a new multiset, obtained as
the subtraction of these two multisets. Thus, the multisets’ impact describes
difference between multisets, and therefore the direction of the impact can-
not be neglected. The following conditions kS1 �→S2(v1) = kS1(v1) − kS2(v1) and
kS1 �→S2(v2) = 0, as well as kS2 �→S1(v1) = 0 and kS2 �→S1(v2) = kS2(v2) − kS1(v2),
are satisfied. The segments marked by the thick lines indicate positive val-
ues of the counting functions kS1 �→S2(v1) and kS2 �→S1(v2), respectively. In the
case of the impact (S1 �→ S2), the beginning of the segment is the point
(kS2(v1), kS1(v2)), and the end of the segment is the point (kS1(v1), kS1(v2)).
While, for the opposite impact (S2 �→ S1), the beginning of the segment is the
point (kS2(v1), kS1(v2)), and the end is the point (kS2(v1), kS2(v2)).

The cases shown in Fig. 7 have been especially selected in order to obtain the
impacts as single-element multisets, just indicated by the thick lines. Thus, the
first impact, depictured at left side of Fig. 7, can be rewritten in the following
multiset form

(S1 �→ S2) = {(kS1 �→S2(v1), v1), (kS1 �→S2(v2), v2)}
= {(kS1(v1) − kS2(v1), v1), (0, v2)}

while the second impact, depictured at right side of Fig. 7, can be rewritten as

(S2 �→ S1) = {(kS2 �→S1(v1), v1), (kS2 �→S1(v2), v2)}
= {(0, v1), (kS2(v2) − kS1(v2), v2)}

Thus, even such simple illustration made aware that the considered direc-
tional comparisons of multisets, in result the directional comparisons of objects,
cannot be ignored.

4 Conclusions

In this paper we studied a new look at problems appearing during the process
of comparison of objects. The comparison of two object should be considered
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with regard to order of compared objects. Therefore, we called such phenomena
as the directional comparisons. For illustration of the considered problem, we
examined two kinds of objects’ descriptions, namely the objects are described
by fuzzy sets, and the objects described by multisets. In results, we have noticed
the directional phenomena of comparisons of objects. In the paper we made use
the graphical illustrations in order to clarify the geometric interpretations of the
arisen problem. This way, we considered a finite, non-empty set of objects, and
each object was described by a set of attributes described by nominal values.
Within the first case the attributes’ values are not precisely known while in
the second case repetitions of the objects’ values were allowed. The direction of
objects’ comparison seems to have essential role because such comparison may
not be symmetric.

In the authors’ opinion, the considered asymmetric phenomena of compar-
ing objects can constitute to developed the new measures objects’ comparisons
(cf. Krawczak and Szkatu�la [4–6]). However, it is impossible to indicate which
measure is better in general and the choice depends on the nature of data under
consideration. Therefore, for example, there does not exist the best measure for
evaluation of proximity between two arbitrary multisets. Here, we present an
example of comparison of a few measures for the multisets.

Fig. 8. A graphical illustration of few selected measures for fixed multisets S1 and S2

Let us consider the multisets drawn from an ordinary set V of nominal-
valued elements. Let us assume, that card(V ) = 2, i.e., V = {v1, v2}, and then
consider two fixed multisets S1 = {(2, v1), (3, v2)} and S2 = {(3, v1), (1, v2)},
where S1, S2 ∈ [V ]5. The problem is to calculate degrees of proximity between
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these multisets. We compare the counting functions of proposed impacts and the
selected measures of distances, namely dChebyshev(S1, S2) = max

i∈{1,2}
| kS1(vi) −

kS2(vi) |, dManhattan(S1, S2) =
2∑

i=1

| kS1(vi) − kS2(vi) |, and dEyclidean(S1, S2) =
√

2∑

i=1

| kS1(vi) − kS2(vi) |2. The graphic illustration is shown in Fig. 8. It is easy

to confirm that the different criteria of evaluation of the distances between multi-
sets will lead to different results. Obviously, the Chebyshev measure dChebyshev =
2 (the purple segment) as well as Manhattan dManhattan = 3 (the red path shows
one of possible realization) and Euclidean dEyclidean =

√
5 (the green segment)

are symmetric. However, if the direction of comparison of multisets cannot be
neglected, then the counting functions kS1 �→S2(v2) = 2 and kS2 �→S1(v1) = 1 of
the impacts (two black segments) may be used.

The direction of the objects’ comparison (or groups of objects’ comparison)
may have significant meaning, namely, to generate the classification rules, which
distinguish no commutativity of the comparisons of the classes. Additionally,
the methodology can be used to evaluate groups’ distances in order to solve
clustering tasks (cf. Krawczak and Szkatu�la [2]).
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Abstract. In this paper a new method based on a population-based
algorithm with flexible selectable operators for nonlinear modeling is
proposed. This method enables usage of any types of exploration and
exploitation operators, typical for population-based algorithms. More-
over, in proposed approach each solution from population encodes activ-
ity and parameters of these operators. Due to this, they can be selected
dynamically in the evolution process. Such approach eliminates the need
for determining detailed mechanism of the population-based algorithm.
For the simulations typical nonlinear modeling benchmarks were used.

Keywords: Population-based algorithms · Selection of evolutionary
operators · Neuro-fuzzy systems · Nonlinear modeling · Exploration and
exploitation

1 Introduction

Population-based algorithms are an artificial intelligence (AI) methods (see e.g.
[3,6,8,15,23,49,71,75–77]) that belong to evolutionary computation subset (see
e.g. [9,17,37,41,43,67,72,74]). The field of AI can be defined as a study of intelli-
gent agents, machines that mimics functions associated with human minds func-
tions (such as learning [30,42,56] and problem solving [65,66]). The goals of AI
include, among others, data mining and processing (see e.g. [22,44,47,61,63,70]),
language and image processing (see e.g. [1,28,36,64]), systems identification (see
e.g. [27,50–55]), optimization (see e.g. [26,31]), etc. In this paper population-
based algorithms are used for parameter optimization of neuro-fuzzy systems (see
e.g. [20,21,48,59,60,62]) for nonlinear modelling (see e.g. [5,38,39,57]), however
proposed method can be used in any optimization problem.

The population-based algorithm differ from traditional optimization meth-
ods: (a) they do not process parameters directly, but their encoded form, (b) they
search solutions based not on a single point, but on a population of the points
(the population contains individuals, each individual encodes single solution),
c© Springer International Publishing AG 2017
L. Rutkowski et al. (Eds.): ICAISC 2017, Part I, LNAI 10245, pp. 263–278, 2017.
DOI: 10.1007/978-3-319-59063-9_24
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(c) they use objective function directly, not its derivatives (this function deter-
mines the quality of the solutions in the population), (d) they use probabilistic
mechanisms, not deterministic. As a result, they have advantage over other opti-
mization techniques such as: analytical methods, random methods, etc. [12].

The idea of population-based algorithms relies on iterative processing of indi-
viduals. In each iteration a new generation of individuals is generated (charac-
terized, by definition, by improved values of the objective function). Currently,
many varieties of population-based algorithms exist and they can be divided to:
(a) single-population algorithms (see e.g. [68]) and multi-population algorithms
(see e.g. [40]), (b) algorithms generating single solutions (see e.g. [2]) and fronts
of solutions (see e.g. [16]), (c) algorithms using single-objective function (see
e.g. [73]), and multi-objective function (see e.g. [10,25]). The efficiency of these
algorithm strongly depends on evolutionary operators used for exploration and
exploitation of the search space (search space determines acceptable boundaries
for parameters of solutions). These operators are used for creation of next gener-
ation of individuals. Operators from different algorithms have some similarities,
for example the equivalent of mutation operator of the genetic algorithm is the
revolution operator of the imperialist competitive algorithm [4], the equivalent
of the crossover operator is assimilation operator. Evolutionary operators usu-
ally have a set of parameters that must be selected before starting of evolution
process (this is done usually by trial and error method) or modified in this
process (usually by specified equation or due to specified rules).

In this paper a new method based on population-based algorithm with flexible
selectable operators for nonlinear modeling is proposed. This method enables
usage any types of exploration and exploitation operators, typical for population-
based algorithms. Moreover, in proposed approach each solution from population
encodes activity and parameters of these operators. Due to this, they can be
selected dynamically in the evolution process (choosing of them is performed
automatically for the problem under consideration). Such approach eliminates
the need for determining detailed mechanism of the population-based algorithm.
For the simulations typical nonlinear modeling benchmarks were used.

The structure of this paper is as follows: in Sect. 2 a description of proposed
method is placed, Sect. 3 contains simulation results and in Sect. 4 the conclu-
sions are drawn.

2 Description of Proposed Method

Characteristics of the proposed method can be summarized as follows:

– The method is characterized by the ability of an automatic creation of model
during the process of evolution. The most important feature of the method is
the fact that during the process of evolution the selection and configuration
of the evolution operators used for exploration and exploitation takes place
simultaneously. This eliminates the need for selection of the type of operators
and their parameters by trial and error method. This approach also enables
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to achieve an appropriate balance between exploration and exploitation of the
search space.

– The method is based on the possibilities of fuzzy systems, which are a con-
venient tool for nonlinear modeling. Modeling can be done in different ways:
(a) neuro-fuzzy system can model input-output dependences (see e.g. [18]),
(b) neuro-fuzzy system can model elements of state variables matrix (see e.g.
[7]), (c) neuro-fuzzy system can provide appropriate cooperation of partial
models representing various operating states of the modeled object (see e.g.
[24]), etc. In this paper the first type of modeling will be considered, and the
description of system used in the modeling is given in Sect. 2.1.

– The method uses hybrid approach proposed by us earlier, enabling the simul-
taneous selection of real parameters and binary parameters (see e.g. [40]). Due
to this, the structure and parameters used for modeling of fuzzy system and
used in the process of evolution operators can be automatically selected.

The proposed method is based on the approach analogical to particle swarm
optimization (PSO, [33]). PSO algorithm uses population of individuals, in which
each individual encodes parameters of potential solution to the problem under
consideration (marked as Xpar

ch = {Xpar
ch,1, ...,X

par
ch,Lpar}), velocity vector, used

for modification of potential solution parameters (Xvel
ch = {Xvel

ch,1, ...,X
vel
ch,Lpar}),

and best found so far parameters of potential solution p (marked as Xbst
ch =

{Xbst
ch,1, ...,X

bst
ch,Lpar}). In the algorithm the best solution found in population is

additionally remembered (marked as Xglb = {Xglb
1 , ...,Xglb

Lpar}). In the evolution
process, the parameters Xvel

ch and Xpar
ch are subject to modification according to

the following equation:
⎧
⎪⎪⎨

⎪⎪⎩

Xvel
ch,g :=

⎛

⎝
w · Xvel

ch,g+c1 · U(0, 1) ·
(
Xbst

ch,g − Xpar
ch,g

)
+

+c2 · U(0, 1) ·
(
Xglb

g − Xpar
ch,g

)

⎞

⎠

Xpar
ch,g := Xpar

ch,g + Xvel
ch,g

, (1)

where ch = 1, ..., Npop is index of individual in population, Npop stands for
number of individuals in population, g = 1, ..., Lpar is index of real parameter
(gene), Lpar stands for number of real parameters (actual number of parameters
is different, which is explained in Sect. 2.2), w is inertia weight (usually w ∈
[0.8, 1.0]), c1 and c2 are cognitive and social parameters (see [33]), U (a, b) is
function returning random number from range [a, b].

In this paper a generalization of (1) is proposed. The generalization was
designed in a way any evolutionary operator of exploration and exploitation can
be used. Moreover, operators and their parameters can be selected dynamically
in evolution process. This is consistent with two facts on the population algo-
rithms: (a) in some algorithms operators of exploration and exploitation are
intermingled, (b) in modification of parameters multiple operators can be used
simultaneously. The generalized form of Eq. (1) takes the following form:
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⎧
⎨

⎩

Xvel
ch,g := w · Xvel

ch,g +
Lop
∑

o=1
Xop

ch,o · opo

(
Xpar

ch,g,X
glb
g ,Xbst

ch,g,

Xpar
ch1,g,X

par
ch2,g, hch

)

Xpar
ch,g := Xpar

ch,g + Xvel
ch,g,

, (2)

where vector Xop
ch = {Xop

ch,1, ...,X
op
ch,Lop} contains information on binary keys

that stand for activation state of connected with them operators (in this paper
an assumption that 0 value stands for excluded operator and vice versa), Lop

stands for number of considered operators (see Table 1), opo(·) stand for func-
tions representing operator with index o, Xpar

ch1 and Xpar
ch2 stand for parent indi-

viduals chosen by selection method (for example roulette wheel method, [58]),
hch stands for difference between averaged location of individuals from current
and previous generation (see e.g. [14]).

2.1 Description of Neuro-Fuzzy System Used for Nonlinear
Modeling

As previously mentioned in this paper, for nonlinear modeling a multi-input,
multi-output fuzzy system that maps X → Y is used, where X ⊂ Rn and
Y ⊂ Rm. The fuzzy rule base of the system consists of a collection of N fuzzy
if-then rules that takes the following form:

Rk :
[
IF (x1 is Ak

1) AND . . . AND (xn is Ak
n)

THEN (y1 is Bk
1 ), . . . , (ym is Bk

m)

]

, (3)

where x = [x1, . . . , xn] ∈ X, y = [y1, . . . , ym] ∈ Y, Ak
1 , . . . , A

k
n are fuzzy sets

characterized by membership functions μAk
i
(xi), i = 1, . . . , n, k = 1, . . . , N , n

stands for number of inputs, Bk
1 , . . . , Bk

m are fuzzy sets characterized by mem-
bership functions μBk

j
(yj), j = 1, . . . ,m, k = 1, . . . , N , m stands for number of

outputs. In this paper a Gaussian membership type functions are considered [58].
In the Mamdani approach (see e.g. [58]) output signal ȳj , j = 1, . . . , m, of

the fuzzy system is described by the following formula (for more details see our
previous papers, e.g. [18]):

ȳj =

R∑

r=1
ȳdef
j,r · N

S
k=1

{

T

{
n

T
i=1

{
μAk

i
(x̄i)

}
, μBk

j

(
ȳdef
j,r

)
}}

R∑

r=1

N

S
k=1

{

T

{
n

T
i=1

{
μAk

i
(x̄i)

}
, μBk

j

(
ȳdef
j,r

)
}} , (4)

where ȳdef
j,r , j = 1, . . . , m, r = 1, . . . , R, are discretization points, R is a number

of discretization points, T {·} is a t-norm, and S {·} is a t-conorm (see e.g. [35]).

2.2 Encoding of the Individuals

Used in this paper encoding refers to Pittsburgh approach [29]. Thus, the single
individual Xch encodes the information on:
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– Keys of operators (binary parameters). They are encoded as Xop
ch and they are

used in Eq. (2) (see Table 1).
– Parameters of neuro-fuzzy system (4) and parameters of operators (for the list

of operators parameters see Table 1):

Xpar
ch =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

x̄A
ch,1,1, σ

A
ch,1,1, . . . , x̄

A
ch,n,1, σ

A
ch,n,1, . . .

x̄A
ch,1,N , σA

ch,1,N , . . . , x̄A
ch,n,N , σA

ch,n,N ,

ȳB
ch,1,1, σ

B
ch,1,1, . . . , ȳ

B
ch,m,1, σ

B
ch,m,1, . . .

ȳB
ch,1,N , σB

ch,1,N , . . . , ȳB
ch,m,N , σB

ch,m,N ,

ȳdef
ch,1,1, . . . , ȳ

def
ch,1,R, . . . , ȳdef

ch,m,1, . . . , ȳ
def
ch,m,R,

w, c1, c2, pc1, pc2,mr, pm, FDE,

CR, fmin, fmax, A
t, αt, Â, FBTO

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎭

=
{

Xpar
ch,1, . . . , X

par
ch,Lpar

}
,

(5)

where {x̄A
i,k, σ

A
i,k} stand for parameters of membership functions of input

Gaussian fuzzy sets Ak
1 , . . . , A

k
n, {ȳB

j,k, σ
B
j,k} stand for parameters of member-

ship functions of output Gaussian fuzzy sets Bk
1 , . . . , Bk

m, Lpar is the number
of genes of part Xpar

ch .
– Velocity vector of parameters Xpar

ch (see (5)). They are encoded as set Xvel
ch .

– Best location of individual Xbst
ch (they are copy of best parameters Xpar

ch ).

A individual is thus a collection of components: Xch = {Xop
ch,Xpar

ch ,Xvel
ch ,

Xbst
ch } = {Xch,1, ...,Xch,L} with a total length of genes equal to L = 3·Lpar+Lop.

2.3 Evaluation of the Individuals

In this article the aim of the objective function (fitness function) is to minimize
standardized error as follows:

ε =
1
m

·
m∑

j=1

1
Z ·

Z∑

z=1
|dz,j − ȳz,j |

max
z=1,...,Z

{dz,j} − min
z=1,...,Z

{dz,j} , (6)

where dz,j is expected value of j-th output for z-th data sample (z = 1, ..., Z),
Z stands for number of data samples, ȳj is neuro-fuzzy system (4) output value
calculated for data sample x̄z. The purpose of normalization is to eliminate the
differences between the errors of different outputs of the system (4) in case where
m > 1. While evolutionary processing a function in a form (6) is used to evaluate
accuracy of the neuro-fuzzy system encoded by component Xpar

ch of individuals
Xch, ch = 1, 2, . . . , Npop and it is marked as ff (Xch).

2.4 Processing of the Individuals

The proposed method for processing the population taking into account the
Eq. (2) that allows use of any combination of evolutionary operators. This process
is executed according to the following steps:
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Table 1. Chosen functions that represent evolutionary operators of exploration and
exploitation considered in this paper. In the table the following marks are addition-
ally used: α = U(0, 1) stands for a random number generated individually for each
parameter under modification, β = U(0, 1) stands for a random number generated
individually for each individual under modification, RInd is randomly chosen index of
parameter, RSet contains a set of randomly chosen indexes of parameters, ff (·) stand
for objective function of individual, ffmin is a smallest value of objective function for
current population, UG (1, 1) is random number according to Gaussian distribution
with mean 1 and variance 1, At is parameter additionally multiplied by coefficient αt

each time when individual modification improves solution (see e.g. [73])

o Base method opo
(
Xpar

ch,g , Xglb
g , Xbst

ch,g , Xpar
ch1,g , Xpar

ch2,g , hg

)
= Parameters

0 PSO-best [33] c1 · U(0, 1) ·
(
Xbst

ch,g − Xpar
ch,g

)
c1 ∈ [1.5, 2.5]

1 PSO-global [33] c2 · U(0, 1) ·
(
Xglb

g − Xpar
ch,g

)
c2 ∈ [1.5, 2.5]

2 GA-cross1 [58]

{
U(0, 1) ·

(
Xpar

ch1,g − Xpar
ch,g

)
for β < pc1

0 for otherwise
pc1 ∈ [0.7, 1.0]

3 GA-cross2 [58]

⎧
⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

⎛
⎝ Xpar

ch2,g − Xpar
ch,g+

+U(0, 1) ·
(
Xpar

ch1,g − Xpar
ch2,g

)
⎞
⎠

for β < pc2

0 for otherwise

pc2 ∈ [0.7, 1.0]

4 GA-mutation [58]

{
U(−1, 1) · mr for α < pm

0 for otherwise

Mr ∈ [0.01, 0.20]

pm ∈ [0.05, 0.50]

5 DE-crossover [2]

⎧
⎪⎪⎨
⎪⎪⎩

FDE ·
(
Xpar

ch1,g − Xpar
ch2,g

)

for (α < CR) or (ch = RInd)

0 for otherwise

FDE ∈ [0, 2]

CR ∈ [0, 1]

6 BAT-movement [73] U(fmin, fmin + fmax) ·
(
Xglb

g − Xpar
ch,g

) fmin ∈ [0.0, 0.5]

fmax ∈ [0.0, 1.0]

7 BAT-walk [73] U(−1, 1) ·
Npop∑
ch3=1

At
ch3

Npop

At ∈ [0.0, 0.5]

αt ∈ [0.9, 1.0]

8 ABC-candidate [32]

{
U(−1, 1) ·

(
Xpar

ch1,g − Xpar
ch,g

)
for ch = RInd

0 for otherwise
−

9 FWA-explosion [68]

⎧
⎪⎪⎨
⎪⎪⎩

U(−1,1)·Â·(ff(Xch)−ffmin)
Npop∑

ch3=1
(ff(Xch3)−ffmin)

for ch ∈ RSet

0 for otherwise

Â ∈ [0.1, 2.0]

10 FWA-mutation [68]

{
Xpar

ch,g · UG (1, 1) − Xpar
ch,g for ch ∈ RSet

0 for otherwise
−

11 BTO-history [14] FBTO · U(0, 1) · hi FBTO ∈ [3, 4]

– Step 1. Initialization of population. In this step all genes of all Npop individuals
are set randomly. It takes into account the specification of the problem under
consideration and operators parameters ranges stated in Table 1. In case of
genes Xvel

ch the assumptions that the genes do not exceed 20% ranges of the
corresponding genes from Xpar

ch are additionally taken.
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– Step 2. Evaluation of population. This step aims to evaluate each individual
by using fitness function (6).

– Step 3. Reproduction. It is based on mechanisms analogical to algorithm PSO
(with improvements that makes generalization possible):

• For each individual Xch a copy is created (which allows to use of any
selection method-see Step 4).

• Binary genes of the copy Xop
ch are modified using crossover and mutation

operators from genetic algorithm [58]. Parameters of these operators (pm
and pc1) are encoded in set Xpar

ch .
• Real genes of the copy Xvel

ch and Xpar
ch are updated according to (2). Genes

Xpar
ch are also repaired (narrowed down to specified boundaries).

• The copies of Xch are evaluated by fitness function (6). If the fitness
function value of the copy is better than the fitness function value of the
individual, the genes Xbst

ch of the copy are set as genes Xpar
ch of the copy.

– Step 4. New generation selection. Proposed approach allows us to use different
strategy for selection new population individuals. In this paper we assumed
that the following strategies will be used:

• Strategy S1. In this strategy, the copy of an individual replaces the indi-
vidual (as in the algorithm PSO).

• Strategy S2. In this strategy, the copy of an individual replaces the indi-
vidual only if the fitness function value of the copy is better than the
fitness function value of the individual (similar to BAT algorithm [73]).

• Strategy S3. In this strategy individuals and their modified copies are
placed in temporary population, and then the best (according to fitness
function) Npop individuals are selected for next generation.

– Step 5. Stop condition. In this step a stop condition is checked (for example
if the specified number of algorithm iterations is achieved). If this condition
is not met, the algorithm goes back to Step 3, otherwise the best solution is
presented and algorithm stops.

3 Simulations

The goals of the simulations were to test:

– Classic algorithm PSO (Xop
ch,g = 1, g = 0, 1, and Xop

ch,g = 0, g = 2, 3, . . . 11),
algorithm PSO enriched by using other evolutionary operators (PSO-OP)
(Xop

ch,g = 1, g = 0, 1, and Xop
ch,g ∈ {0, 1}, g = 2, 3, . . . 11) and proposed

in this paper algorithm with flexible selectable evolutionary operators (OP)
(Xop

ch,g ∈ {0, 1}, g = 0, 1, . . . 11).
– Different approaches for selection of operators’ parameters. Two approaches

were considered: (a) static (operators’ parameters were set as average values
of ranges from literature-see Table 1) and (b) dynamic (operators parameters
were selected in evolutionary process).

– Different strategies for selecting next generation of individuals (see Sect. 2.4-
strategies S1, S2, and S3).
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Table 2. Nonlinear benchmarks used in simulations

No. Problem name and
reference

Short
name

Number
of inputs
(n)

Number of
outputs (m)

Number of
data rows (Z)

1. Concrete slump test [13] Slump 7 3 103

2. Computer hardware [34] Mcpu 9 1 209

3. Yacht hydrodynamics [45] Yacht 6 1 308

4. Auto MPG [46] Ampg 7 1 398

5. Energy efficiency [69] Energy 8 2 768

6. Airfoil self-noise [11] Airfoil 5 1 1503

Table 3. Averaged values of ff (·) for considered benchmarks. Best results for each
strategy are shown in bold

Strat. Method Param. Slump Mcpu Yacht Ampg Energy Airfoil Avg.

S1 PSO Static 0.1228 0.0327 0.0920 0.1053 0.2597 0.1373 0.1250
Dynamic 0.1448 0.0469 0.1202 0.1277 0.3298 0.1477 0.1528

PSO+OP Static 0.1223 0.0327 0.0805 0.1048 0.2383 0.1339 0.1188
Dynamic 0.1448 0.0452 0.1232 0.1249 0.3190 0.1385 0.1493

OP Static 0.1248 0.0339 0.0823 0.1013 0.2286 0.1317 0.1171
Dynamic 0.1201 0.0312 0.0857 0.1045 0.2195 0.1346 0.1159

S2 PSO Static 0.1051 0.0285 0.0719 0.0850 0.1986 0.1096 0.0998
Dynamic 0.1025 0.0329 0.0746 0.0970 0.2124 0.1275 0.1078

PSO+OP Static 0.0994 0.0244 0.0581 0.0936 0.1890 0.1208 0.0976
Dynamic 0.1082 0.0261 0.0660 0.0974 0.1802 0.1221 0.1000

OP Static 0.0874 0.0159 0.0379 0.0636 0.1683 0.0950 0.0780
Dynamic 0.0749 0.0152 0.0321 0.0609 0.1624 0.0811 0.0711

S3 PSO Static 0.0956 0.0260 0.0572 0.0818 0.1775 0.1052 0.0905
Dynamic 0.1028 0.0298 0.0713 0.0938 0.1933 0.1092 0.1000

PSO+OP Static 0.0941 0.0248 0.0572 0.0820 0.1744 0.0993 0.0887
Dynamic 0.0985 0.0244 0.0622 0.0871 0.1860 0.1174 0.0959

OP Static 0.0755 0.0093 0.0493 0.0575 0.1646 0.0775 0.0706
Dynamic 0.0636 0.0086 0.0431 0.0547 0.1627 0.0751 0.0663

The simulations were performed for typical benchmarks from nonlinear mod-
eling field (see Table 2). The parameters of simulations were set as follows: num-
ber of fuzzy rules N = 3, number of discretization points R = 3, triangular
norms: algebraic, number of individuals Npop = 100, number of iterations: 1000,
number of repeats of simulations for each problem and case: 20, selection method
for choosing parents of the individual: roulette wheel. s The average simulation
results are presented in Table 3, Figs. 1 and 2. The average number of used oper-
ators in population for best results (strategy S3 and algorithm OP) is shown
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slump mpcu yacht ampg energy airfoil
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0.25

·)(
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egareva

PSO

PSO+OP
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Fig. 1. Averaged results in relation to specified algorithms for considered benchmarks.

slump mpcu yacht ampg energy airfoil
0.00

0.30
S1

S2

S3

Fig. 2. Averaged results in relation to specified strategy for considered benchmarks.

iteration0 1000

ope

2

4

Fig. 3. Average number of used operators (ope) by single individual for strategy S3
and algorithm OP with static (gray line) and dynamic parameters (dark gray line).

in Figs. 4 and 5. The average number of used operators per individual for best
results is shown in Fig. 3.

The simulations conclusions are as follows:

– Algorithm PSO+OP performs better than classic PSO algorithm, regardless
of the strategy used for the selection of a new population (see Table 3 and
Fig. 1). At the same time algorithm OP gives best results, regardless of the
strategy used for the selection of a new population (see Table 3 and Fig. 1).
Notwithstanding, the best results were obtained for algorithm OP and strategy
S3 (see Table 3).

– Strategy S2 performs better then strategy S1 regardless of the used algorithm
(see Table 3 and Fig. 2) and strategy S3 performs better then strategy S2
regardless of the used algorithm (see Table 3 and Fig. 2).

– Using dynamic parameters of operators mainly benefits cases that use of algo-
rithm OP (see Table 3). At the same time the average number of active oper-
ators for a single individual decreased with the iteration of evolutionary algo-
rithm (see Fig. 3).
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Fig. 4. Average number of individuals with active operators for strategy S3 and algo-
rithm OP with static parameters.
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Fig. 5. Average number of individuals with active operators for strategy S3 and algo-
rithm OP with dynamic parameters.

– In cases that use strategy S3 and algorithm OP the certain domination of
specified evolutionary operators can be seen. It is presented in Fig. 4 (operators
BAT-move and ABC-candidate dominates population) and Fig. 5 (operators
DE-crossover and BAT-move dominates population).

– In cases that use strategy S3 and algorithm OP the number of used operators
changes with the iteration of evolutionary algorithm. The examples are shown
in Fig. 4 (activation of FWA-explosion and GA-cross1 decrease) and Fig. 5
(activation of GA-cross2 and BTO-history increase).
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4 Conclusions

In this paper a new method based on population-based algorithm with flexi-
ble selectable evolutionary operators for nonlinear modeling was proposed. This
method: (a) adjusts the behavior of evolutionary operators (both the explo-
ration and exploitation operators) to problem under consideration and (b) pro-
vides a reasonable balance between exploration and exploitation of search space.
Performed simulations shown, among others, that: (a) using flexible selectable
operators ensures higher accuracy for nonlinear modeling benchmarks simultane-
ously with faster convergence of algorithm, (b) automatic selection of operators
parameters is beneficial when is used together with flexible selectable operators
(OP+S3).

In further studies in the field of evolutionary operators selection it is planned,
among others, to develop a mechanism for flexible selectable operators in multi
population-based algorithm that uses advantages of populations cooperation.
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Abstract. In this paper, we consider a multi-objective portfolio diversi-
fication problem under real constraints in fuzzy environment, where the
objective is to minimize the variance of portfolio and maximize expected
return rate of portfolio. The return rates of assets are modeled using con-
cept of Ordered Fuzzy Candlesticks, which are Ordered Fuzzy Numbers.
The use of them allows modeling uncertainty associated with financial
data based on high-frequency data. Thanks to well-defined arithmetic of
Ordered Fuzzy Numbers, the estimators of fuzzy-valued expected value
and covariance can be computed in the same way as for real random
variables. In an empirical study, 20 assets included in the Warsaw Stock
Exchange Top 20 Index are used to compare considered fuzzy model with
crisp mean-variance model.

Keywords: Ordered fuzzy number · Kosinski’s fuzzy number · Ordered
fuzzy candlestick · Fuzzy portfolio diversification · Fuzzy returns · Multi-
objective optimization · Financial high-frequency data

1 Introduction

Portfolio selection is the problem how to allocate investor’s capital among differ-
ent assets such that the investment goal can be achieved with minimal risk. The
traditional portfolio optimization method initiated by Markowitz [17] employs
variance as risk measure and have become a cornerstone of modern portfolio
theory. However, several authors tried to explore alternative risk measures to
replace variance [7,8]. The return rates of financial assets often are character-
ized as a random variable with a probability distribution. But there are many
non-probabilistic factors that affect the financial markets such that the return of
risky asset is fuzzy uncertainty. With the extensive application of fuzzy set the-
ory, some researchers have investigated the portfolio selection problem in fuzzy
environment [1,4,24,27].

In the above mentioned literatures, the authors used basic concept of fuzzy
numbers [2,26]. In this paper, we presents an approach where the return rates
c© Springer International Publishing AG 2017
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of assets are modeled using concept of Ordered Fuzzy Candlesticks, which are
Ordered Fuzzy Numbers. The use of them allows modeling uncertainty asso-
ciated with financial data based on high-frequency data. The high-frequency
financial data are observations which containing the most complete knowledge
about quotations of the financial instrument.

2 Portfolio Diversification Problem

The classical Mean-Variance (MV) portfolio optimization model introduced by
Markowitz [17–19] aims at determining the fractions xi of a given capital to be
invested in each asset i belonging to a predetermined set or market so as minimize
the risk of the return of the whole portfolio, identified with its variance, while
restricting the expected return of the portfolio to attain a specified value ρ. The
classical MV problem can be written as follows

Minimize
n∑

i=1

n∑

j=1

σijxixj

Subject to
n∑

i=1

μixi = ρ (required expected return)
n∑

i=1

xi = 1 (budget constraint)

(1)

where n assets are available, μi is the expected return of asset i and σij is the
covariance of returns of asset i and asset j.

The problem (1) is a convex quadratic programming problem which can be
solved by a number of efficient algorithms with a moderate computational effort
even for large instances. In our considerations we add to the MV model the
realistic constraint that no more than K assets should be held in the portfolio
and the quantity xi of each asset should be limited within a given interval [li, ui].
Furthermore, the transaction cost ci of the asset i is also included. Under this
assumptions the MV model is no longer a convex optimization problem because
of the non-convexity of its feasible regions. This model can be defined and solved
as following multi-objective optimization problem

Minimize
n∑

i=1

n∑

j=1

σijxixj

Maximize
n∑

i=1

μixi −
n∑

i=1

ci|xi − x0
i |

Subject to
n∑

i=1

xi = 1 (budget constraint)

xi = 0 or li ≤ xi ≤ ui (quantity constraint)
#{i : xi > 0} ≤ K (cardinality constraint)
i = 1, . . . , n

(2)

where x0
i are a current fractions of a given capital.
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The solution of the multi-objective optimization problem is the set of Pareto
optimal solutions (efficient frontier). One of the possibility to choose the final
solution is to choose a portfolio with the highest Sharpe ratio (tangency portfo-
lio). The Sharpe ratio, developed by W. F. Sharpe [25], is the ratio of a port-
folio’s total return minus the risk-free rate divided by the standard deviation of
the portfolio, which is a measure of its risk. The Sharpe ratio is simply the risk
premium per unit of risk, which is quantified by the standard deviation of the
portfolio and it is defined as

SR =
μp − rf

σp
(3)

where μp is the expected return of portfolio, σp is the standard deviation of
portfolio and rf is the risk-free rate.

3 Fuzzy Background Concepts

3.1 Ordered Fuzzy Numbers (OFN)

Ordered Fuzzy Numbers (called also the Kosinski’s Fuzzy Numbers) introduced
by Kosiński et al. in series of papers [9–13] are defined by ordered pairs of continu-
ous real functions defined on the interval [0, 1] i.e. A = (f, g) with f, g : [0, 1] → R

as continuous functions.
Functions f and g are called the up and down-parts of the fuzzy number

A, respectively. The continuity of both parts implies their images are bounded
intervals, say UP and DOWN, respectively. In general, the functions f and g need
not be invertible, and only continuity is required. If we assume, however, that
these functions are monotonous, i.e., invertible, and add the constant function
of x on the interval [1−

A, 1+A] with the value equal to 1, we might define the
membership function

Fig. 1. Graphical interpretation of OFN and a OFN presented as fuzzy number in
classical meaning
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μ(x) =

⎧
⎨

⎩

f−1(x) if x ∈ [f(0), f(1)],
g−1(x) if x ∈ [g(1), g(0)],

1 if x ∈ [1−
A, 1+A],

(4)

if f is increasing and g is decreasing, and such that f ≤ g (pointwise). In this way,
the obtained membership function μ(x), x ∈ R represents a mathematical object
which resembles a convex fuzzy number in the classical sense. The Ordered Fuzzy
Number and Ordered Fuzzy Number as a fuzzy number in classical meaning are
presented in Fig. 1.

Furthermore, the basic arithmetic operations on Ordered Fuzzy Numbers are
defined as the pairwise operations of their elements.

Let A = (fA, gA), B = (fB , gB) and C = (fC , gC) are Ordered Fuzzy Num-
bers. The sum C = A + B, subtraction C = A − B, product C = A · B, and
division C = A ÷ B are defined by formula

fC(y) = fA(y) ∗ fB(y), gC(y) = gA(y) ∗ gB(y) (5)

where ∗ works for +, −, · and ÷, respectively, and where C = A ÷ B is defined,
if the functions |fB | and |gB | are bigger than zero. In a similar way, multiply an
Ordered Fuzzy Number A by a scalar λ ∈ R, i.e. C = λ ·A is defined by formula

fC(y) = λ · fA(y), gC(y) = λ · gA(y) (6)

This definition leads to some useful properties. The one of them is existence
of neutral elements of addition and multiplication. This fact causes that not
always the result of an arithmetic operation is a fuzzy number with a larger
support. This allows to build fuzzy models based on Ordered Fuzzy Numbers in
the form of the classical equations without losing the accuracy.

Moreover, a universe O of all Ordered Fuzzy Numbers can be identified with
C0([0, 1]) × C0([0, 1]), hence the space O is topologically a Banach space [12].
A class of defuzzification operators of Ordered Fuzzy Numbers can be defined,
as linear and continuous functionals on the Banach space O. Each of them, say
Def has a representation by a sum of two Stieltjes integrals with respect to
functions ν1 and ν2 of bounded variation [14],

Def(A) =

1∫

0

fA(s)dν1(s) +

1∫

0

gA(s)dν2(s) (7)

where Def(A) is the value of a defuzzification operator at the Ordered Fuzzy
Number A = (fA, gA).

An example of a nonlinear functional is center of gravity defuzzification func-
tional (CoG) calculated at A = (fA, gA)

CoG(A) =

1∫

0

fA(s) + gA(s)
2

|fA(s) − gA(s)|ds{
1∫

0

|fA(s) − gA(s)|ds}−1 (8)
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provided
1∫

0

|fA(s) − gA(s)|ds �= 0. Center of gravity operator defined above is

equivalent to the center of gravity operator in classical fuzzy logic.
In addition, note that a pair of continuous functions (f, g) determines differ-

ent Ordered Fuzzy Number than the pair (g, f). In this way, an extra feature to
this object, named the orientation is appointed. Depending on the orientation,
the Ordered Fuzzy Numbers can be divided into two types: a positive orienta-
tion, if the direction of Ordered Fuzzy Number is consistent with the direction
of the axis Ox and a negative orientation, if the direction of the Ordered Fuzzy
Number is opposite to the direction of the axis Ox.

3.2 Ordered Fuzzy Candlesticks (OFC)

Concept of Ordered Fuzzy Candlesticks was proposed by the authors in
[20–22]. Generally, in this approach, a fixed time interval of financial high fre-
quency data is identified with Ordered Fuzzy Number and it is called Ordered
Fuzzy Candlestick. The general idea is presented in Fig. 2. Notice, that the ori-
entation of the Ordered Fuzzy Number shows whether the Ordered Fuzzy Can-
dlestick is long or short. While the information about movements in the price
are contained in the shape of the f and g functions.

In our previous works listed two cases of construction of Ordered Fuzzy Can-
dlesticks. The first assumes that the functions f and g are functions of prede-
termined type, moreover, the shapes of these functions should depend on two
parameters (e.g. linear, etc.). Then the Ordered Fuzzy Candlestick for given time
series can be defined as follows.

Let {Xt : t ∈ T} be a given time series and T = {1, 2, . . . , n}. The Ordered
Fuzzy Candlestick is defined as an Ordered Fuzzy Number C = (f, g) which
satisfies the following conditions 1–4 (for long candlestick) or 1′–4′ (for short
candlestick).

Fig. 2. Draft of general concept of ordered fuzzy candlestick
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1. X1 ≤ Xn.
2. f : [0, 1] → R is continuous and increasing on [0, 1].
3. g : [0, 1] → R is continuous and decreasing on [0, 1].
4. S1 < S2, f(1) = S1, f(0) = min

t∈T
Xt − C1, g(1) = S2 and g(0) is such that

the ratios
Fg

A
and

Ff

B
are equal.

1′. X1 > Xn.
2′. f : [0, 1] → R is continuous and decreasing on [0, 1].
3′. g : [0, 1] → R is continuous and increasing on [0, 1].
4′. S1 < S2, f(1) = S2, f(0) = max

t∈T
Xt + C2, g(1) = S1 and g(0) is such that

the ratios
Ff

A
and

Fg

B
are equal.

In the above conditions the center of Ordered Fuzzy Candlestick (i.e. added
interval) is designated by parameters S1, S2 ∈ [mint∈T Xt,maxt∈T Xt] and can
be compute as different kinds of averages (e.g. arithmetic, weighted or exponen-
tial). While C1 and C2 are arbitrary nonnegative real numbers, which further
extend the support of fuzzy numbers and can be compute e.g. as standard devi-
ation or volatility of Xt. The parameters A and B are positive real numbers,
which determine the relationship between the functions f and g. They can be
calculated as the mass of the desired area with the assumed density (see Fig. 2).
Numbers Ff and Fg are the fields under the graph of functions f−1 and g−1,
respectively. The examples of realizations of Trapezoid and Gaussian Ordered
Fuzzy Candlesticks are defined below and presented in Fig. 3.

Example 1: Trapezoid OFC. Suppose that f and g are linear functions in form

f(x) = (bf − af ) x + af and g(x) = (bg − ag) x + ag (9)

then the Ordered Fuzzy Candlestick C = (f, g) is called a Trapezoid OFC,
especially if S1 = S2 then also can be called a Triangular OFC.

Example 2: Gaussian OFC. The Ordered Fuzzy Candlestick C = (f, g) where
the membership relation has a shape similar to the Gaussian function is called
a Gaussian OFC. It means that f and g are given by functions

f(x) = f(z) = σf

√
−2 ln(z) + mf and g(x) = g(z) = σg

√
−2 ln(z) + mg

(10)
where e.g. z = (1 − α)x + α, α close to zero.

The second case of construction of Ordered Fuzzy Candlesticks assumes that
the functions f and g are defined in similar way as the empirical distribution in
the statistical sciences and it is called an Empirical OFC.

Let {Xt : t ∈ T} be a given time series and T = {1, 2, . . . , n}. The values
of parameters S1, S2 and C1, C2 are determined based on a time series Xt. The
new time series Yt is created from time series Xt by sorting in ascending. Next,
the two time series Y

(1)
t and Y

(2)
t are created as

Y
(1)
t = {Yi : i ∈ T ∧ Yi ≤ S1} t ∈ {0, 1, . . . ,K1}



Fuzzy Portfolio Diversification with Ordered Fuzzy Numbers 285

Y
(2)
t = {Yi : i ∈ T ∧ S2 ≤ Yi} t ∈ {0, 1, . . . ,K2}

Now, based on these time series we define the two discrete functions on interval
[0, 1] with step dx = 1

M (i.e. M + 1 points) as

Ψ1(k · dx) =

{
Y

(1)

� k
dx � − M−k

M C1 if k ∈ {0, 1, . . . ,M − 1}
S1 if k = M

Ψ2(k · dx) =

{
Y

(2)

K2−� k
dx � + M−k

M C2 if k ∈ {0, 1, . . . ,M − 1}
S2 if k = M

Then the empirical OFC is an Ordered Fuzzy Number C = (f, g) where the
functions f and g are continous approximation of functions Ψ1 and Ψ2, respec-
tively for long candlestick, whilst for short candlestick Ψ2 and Ψ1, respectively.
The example of realization of the Empirical OFC is presented in Fig. 4.

Fig. 3. Examples of trapezoid and Gaussian OFC

In technical analysis the prices are by far the most important. However,
another piece of important information about price movement is volume. Volume
is the number of entities traded during the time period under study. It is used
to confirm trends and chart patterns. Any price movement up or down with
relatively high volume is seen as a stronger, more relevant move than a similar
move with weak volume [23].

In case of Ordered Fuzzy Candlestick, add extra information about volume
is very easy. Enough to calculate the parameters S1, S2, A,B,C1, C2 using the
density associated with volume or in case of Empirical OFC, enough to calculate
functions Ψ1 and Ψ2 using prices repeated volume times. The example of Ordered
Fuzzy Candlesticks without and with volume information are presented in Fig. 5.
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Fig. 4. Example of Empirical OFC

Fig. 5. Example of Gaussian OFC without and with volume information

3.3 Fuzzy Returns and Their Excepted Value and Covariance

In this approach, the fuzzy simply return of asset are modeled based on high-
frequency data (tick-by-tick data) using concept of Ordered Fuzzy Candlestick.
Let Xt, t = 1, . . . , T be a time series of quotations of given asset for given fixed
time interval (e.g. day, week, month). The new time series Rt is created from
time series Xt as follows

Rt =
Xt − X1

X1
t = 1, . . . , T (11)

Now, based on these time series the Ordered Fuzzy Candlestick R = (fR, gR) is
defined and it is called fuzzy simply return for given time interval.

Let R
(1)

t and R
(2)

t , t = 1, . . . , T be a sequences of fuzzy simple returns. Notice,
that Rt are Ordered Fuzzy Numbers. Thanks to well-defined arithmetic of OFN,
the estimators of the fuzzy-valued expected value and fuzzy-valued covariance
of Ordered Fuzzy Numbers (as random variables) can be defined as follows
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– Estimator of the fuzzy-valued expected value of R
(1)

:

μ
R

(1) =
1
T

T∑

t=1

R
(1)

t (12)

– Estimator of the fuzzy-valued covariance of R
(1)

and R
(2)

:

σ
R

(1)
R

(2) = cov
(
R

(1)
, R

(2)
)

=
1
T

T∑

t=1

((
R

(1)

t − μ
R

(1)

)(
R

(2)

t − μ
R

(2)

))
(13)

Sometimes in practice, such as in uncertain programming theory, a scalar
expected value is often required as a surrogate for a fuzzy random variables so
that a decision-maker may employ the value to make decision. For this pur-
pose, a defuzzification operator called expected value of Ordered Fuzzy Number
A = (fA, gA) is defined as follows

E(A) =
1
2

1∫

0

[fA(s) + gA(s)]ds (14)

Expected value operator defined above is equivalent1 to the definition of expected
value operator proposed by Liu and Liu in [15,16].

Now, the estimators of the scalar-valued expected value and scalar-valued
covariance of Ordered Fuzzy Numbers can be defined as follows

– Estimator of the scalar-valued expected value of R
(1)

:

μ
R

(1) = E
(
μ
R

(1)

)
(15)

– Estimator of the scalar-valued covariance of R
(1)

and R
(2)

:

σ
R

(1)
R

(2) = E
(
σ
R

(1)
R

(2)

)
(16)

4 Fuzzy Portfolio Diversification Problem

The fuzzy portfolio diversification problem is formulated as multi-objective opti-
mization problem as follows

1 For Ordered Fuzzy Number which can be represented as classical convex fuzzy
number.
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Minimize E
(

n∑

i=1

n∑

j=1

σ
R

(i)
R

(j)xixj

)

Maximize E
(

n∑

i=1

μ
R

(i)xi

)

−
n∑

i=1

ci|xi − x0
i |

Subject to
n∑

i=1

xi = 1 (budget constraint)

xi = 0 or li ≤ xi ≤ ui (quantity constraint)
#{i : xi > 0} ≤ K (cardinality constraint)
i = 1, . . . , n

(17)

where n assets are available, fuzzy simple returns R
(i)

of asset i are defined as
Ordered Fuzzy Candlestisks, μ

R
(i) is the fuzzy-valued expected return of asset

i and σ
R

(i)
R

(j) is the fuzzy-valued covariance of returns of asset i and asset j.
Other notations are the same as in the definition of the problem (2).

The Sharpe ratio for fuzzy model is defined as

SR =
μp − rf

σp
(18)

where μp is the scalar-valued expected return of portfolio, σp is the scalar-valued
standard deviation of portfolio and rf is the risk-free rate.

5 Numerical Example

This section presents a numerical experiments of crisp portfolio diversification
problem (2) and fuzzy portfolio diversification problem (17) by using securities
from the Polish Stock Market. In particular, we have considered the monthly
returns of 20 assets included in the stock index WIG20. The returns of the assets
are characterized by monthly simple returns in case of crisp model. While in the
case of fuzzy model, the monthly fuzzy simple returns are modeled by empirical
Ordered Fuzzy Candlesticks with volume information and parameters S1, S2 as
minimum and maximum of different kinds of averages (arithmetic, weighted and
exponential), C1 = C2 = 0 and M = 21.

The analysis was conducted over three-month sample period using historical
data from the past two years (24 monthly returns). The optimal portfolio weights
were calculated, and then, these were applied to a portfolio held for a subsequent
period of one month. The transaction cost of each assets is set to 0.38%, i.e.,
ci = 0.0038 and the risk-free rate is approximated by the one-month Warsaw
Interbank Bid Rate (WIBID). The lower li and upper ui bounds are set to
0.01 and 0.15, respectively. The maximal count of diffrent asset K is set to 15.
The IMmune GAme theory MultiObjective (IMGAMO) algorithm proposed by
P. Jarosz et al. in [3,5,6] was used for solving both multi-objective problems.

The initial fractions of assets are set to x0
i = 0.0, i = 1, . . . , 20 and risk-free

rate rf is set to 1
12{1.36%, 1.37%, 1.40%}, respectively. Figure 6 illustrate the
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Fig. 6. The efficient frontiers and tangency portfolios

efficient frontiers and optimal tangency portfolios found by IMGAMO algorithm
for the diversification at the beginning of each of the considered month (April,
May, June 2016). The results show that for each month optimal portfolio is the
same as for the first month but different for each of the models. The optimal
weights of assets are presented in Table 1.

Table 1. Optimal tangency portfolios

Asset no 2, 4, 5, 8, 16, 17 10 19 1, 3, 6, 7, 9, 11 . . . 15, 18, 20

Crisp model 0.15 0.0 0.1 0.0

Fuzzy model 0.15 0.1 0.0 0.0

Out-of-sample experiments allow evaluation of the effectiveness of portfolio
models by evaluate their ex-post performance at the end of each month. The
performance are compared also with the official market index (WIG20) and
naive diversification (xi = 1

n ). The results are presented in Table 2. As can be
seen the out-of-sample performance at the end of three-month period is the best
for proposed fuzzy model.
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Table 2. Out-of-sample performance of portfolios

Model April May June Three-month

Return Cost Real return Real return Real return Total return

Naive −0.0216 0.0038 −0.0254 −0,0709 −0,0223 −0.1147

WIG20 −0.0388 0.0038 −0.0426 −0,0466 −0,0287 −0.1135

Crisp model −0.0066 0.0038 −0.0104 −0,0387 −0,0322 −0.0793

Fuzzy model 0.0027 0.0038 −0.0011 −0,0247 −0,0243 −0.0494

6 Conclusion

This paper investigated a fuzzy portfolio optimization problem with real con-
straints in complex uncertain environment. We described the representation of
fuzzy simply return rates using concept of the Ordered Fuzzy Candlesticks. More-
over, we calculated the estimators of fuzzy expected value and fuzzy covariance
using well-defined arithmetic of Ordered Fuzzy Numbers in the same way as
for real random variables. A numerical example was given to demonstrate the
application and the effectiveness of our model. It should be mentioned that the
approach proposed in this paper can be applied to other financial problems such
as forecasting and pricing of financial instruments.
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Abstract. The present study presents the applications of a hierarchical
fuzzy system in the traffic light system control process. In this paper
a hierarchical fuzzy system was designed. This system is based on the
fuzzy system for traffic lights control FS-TLC. The main advantage of
the solution presented herein is a significant reduction of the number of
defined rules. Additionally, owing to the use of hierarchical fuzzy systems,
it is possible to greatly reduce the time required for computations and to
reduce the use of memory in the systems designed. Also that systems can
be significantly more effective in operation, and they allow a creation of
faster controllers that may be implemented in the hardware architecture.

1 Introduction

Fuzzy systems FLS [1] possess many applications [3,4], and one of them is the
traffic light system control process [5,6]. The database of rules based on the IF
... THEN ... structure is the main component of every fuzzy system. Depending
on the designed system, the rule base may have small dimensions yet it may also
be very complex. If a traditional fuzzy system with a large number of input vari-
ables were used, then a rule database will be growing exponentially [7]. This is
the main reason for the prolonged time of computations performed by a specific
controller. A desirable feature of any fuzzy logic system is the shortest possible
time for decision making. For this reason, optimization methods of the operation
of control systems are sought, also those that operate based on FLS (see Fig. 1a)
fuzzy logic principles. One solution includes the use of the modelling method of
hierarchical fuzzy systems HFS [8,9]. Owing to this, it is possible to substantially
reduce the number of fuzzy rules that were contained in the rule database. Tra-
ditional fuzzy systems are based on the assumptions proposed by Mamdani or
Takagi-Sugeno-Kang (TSK). The difference between these two systems consists
in a delicate modification of fuzzy rules. Hierarchical fuzzy systems are devel-
oped on the basis of traditional fuzzy systems. Figure 1 includes an example of
the structure of fuzzy systems. As it is evident from examples 1b and 1c, outputs
from the individual traditional systems serve at the same time as inputs for the
FLS traditional system.

It should be emphasized that the number of the defined rules, which take up
a certain portion of the memory, also has an impact on the total data process-
ing time. Most frequently, systems are created whose operation is based on a
c© Springer International Publishing AG 2017
L. Rutkowski et al. (Eds.): ICAISC 2017, Part I, LNAI 10245, pp. 292–301, 2017.
DOI: 10.1007/978-3-319-59063-9 26
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Fig. 1. Examples of fuzzy logic systems: simple FLS (A) and hierarchical fuzzy logic
systems HFS (B, C)

traditional and invariable database of fuzzy rules [5,8]; however, there are also
the so-called “adaptive” fuzzy systems, which dynamically create not merely a
database of rules but rather a scope of data used during the performance of
computations [6]. One should bear it in mind that the method of the creation
and use of the so-called “database of rules” is dependent solely on the designer of
a given system. It is also the designer who, based on observations and research,
defines data and its ranges, which are responsible for the correct and desirable
operation of the entire system. This paper is an extension of the idea of FS-TLC
system that was presented in paper [5] but this time it is focused on optimiza-
tion method by using hierarchical fuzzy logic systems. This paper consists of the
following sections: Sect. 2 covers a brief description of the problem of rules and
the issues related to the times of operations performed; Sect. 3 contains a com-
parison of the traditional fuzzy system for the traffic light control and a version
created based on a hierarchical model; In Sect. 4 the assumptions of the taken
experiment and the test results are shown; and finally in Sect. 5 conclusions are
presented.

2 Problem of Rules

Usually the designer of the system is responsible for the criteria of an ade-
quate selection of fuzzy rules. The system’s designer, based on the research and
expected results, decides about the number of rules and to what extent they will
be complex. This also translates onto the process of the adequate computations.
In many cases, the decision making process should be as fast as possible. This
paper, is not focus merely on obtaining as short as possible time for a reduc-
tion of traffic at a given road intersection. An optimization of the computation
process constitutes an important element of the operation of every system. By
using a hierarchical fuzzy system, a six-fold reduction of the number of fuzzy
rules in the rule database were obtained, and compared to the fuzzy logic system
presented in paper [5] the computation time was reduced four times. An opti-
mization of the operation of the system is one of the most desirable properties
in currently designed controllers; hence, this paper is oriented onto an indication
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of the use of fuzzy hierarchical systems as an initial method of an optimization
of the operation of systems based on fuzzy logic assumptions.

3 An Architecture of Traditional FS for Traffic Light
Control

A traditional fuzzy system [5] is based on four linguistic input variables and
on two output variables for each of the directions of the movement of vehicles
(cf. Fig. 2). The linguistic input variables are described as follows: the number
of vehicles in the north-south direction (VNS) and in the east-west direction
(VEW), the total weight of vehicles in the north-south direction (WNS) and in
the east-west direction (WEW). The linguistic output variables represent the
activity time of the green light for the north-south (GNS) and the east-west
(GEW) directions. The VNS and VEW linguistic variables are composed of
three linguistic values: small (SM), medium (ME) and large (LA). The WNS
and WEW linguistic variables are described with two linguistic values: light (LI)
and heavy (HE). The GNS and GEW linguistic variables comprise five linguistic
values: very short (XS), short (SH), average (AV), long (L) and very long (XL).
Referring to the system [5], linguistic variables were modified so that linguistic
values could total to 1 in any range. The linguistic input and output variables
are presented in Fig. 3. In this system [5], PROD-MAX fuzzy operators were
used. The FS-TLC [5] fuzzy system is composed of 72 fuzzy rules: 36 rules are
assigned to the GNS output and further 36 rules are assigned to the GEW
output. The rules were constructed like in FS-TLC [5]. The fuzzy rules coding
scheme is as follows: for example the encoded fuzzy rule SM, SM, LI, LI, XS
which is connected with the output GNS represents the decoded fuzzy rule:

IF VEW=SM AND VNS=SM AND WEW=LI AND WNS=LI THEN GNS=XS

All the fuzzy rules that are used in the FS-TLC [5] system are shown in
Table 1. The height method was used in the defuzzification process.

Fig. 2. The structure of FS-TLC
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Fig. 3. Fuzzy system linguistic variables representation: the input VNS and VEW (a),
WNS and WEW (b) and the output GNS and GEW (c)

4 Proposed Hierarchical Fuzzy Logic System for Traffic
Lights Control

The hierarchical HFS-TLC fuzzy system was created based on the FS-TLC fuzzy
system [5]. The linguistic input variables and the linguistic output variables were
described in the same identical manner as in the FS-TLC [5] system (cf. Fig. 3).
All the remaining processes of the fuzzy system, i.e. fuzzification, inferring and
defuzzification remain unchanged, too. Considering the creation method of hier-
archical fuzzy systems, the input data was distributed onto two separate fuzzy
systems (cf. Fig. 4), where the output data is obtained from. In connection with
this, the database of fuzzy rules was distributed onto these two fuzzy subsys-
tems. Owing to this, it was possible to substantially reduce the number of rules
in the database. As compared to the system of FS-TLC [5], where 72 fuzzy rules
were constructed (36 rules for the GNS and GEW outputs respectively), in our
HFS-TLC system, we obtained merely 12 fuzzy rules: 6 rules for the GNS output
and 6 rules for the GEW output. This substantial reduction of the number of
rules is also confirmed in the literature [7–10]. The fuzzy rules coding scheme for
HFS-TLC is as follows: for example the encoded fuzzy rule SM, LI, XS which is
connected with the output GNS represents the decoded fuzzy rule:

IF VEW=SM AND WEW=LI THEN GEW=XS

The set of rules for the HFS-TLC system is presented in Table 2.
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Table 1. The fuzzy rules for FS-TLC system

The fuzzy rules for GNS output in FS-TLC system

SM, SM, LI, LI, XS ME, SM, LI LI, XS LA, SM, LI, LI, XS

SM, SM, HE, LI, XS ME, SM, HE, LI, XS LA, SM, HE, LI, XS

SM, SM, LI, HE, SH ME, SM, LI, HE, SH LA, MS, LI, HE, SH

SM, SM, HE, HE, SH ME, SM, HE, HE, SH LA, SM, HE, HE, SH

SM, ME, LI, LI, AV ME, ME, LI, LI, AV LA, ME, LI, LI, AV

SM, ME, HE, LI, AV ME, ME, HE, LI, AV LA, ME, HE, LI, AV

SM, ME, LI, HE, LO ME, ME, LI, HE, LO LA, ME, LI, HE, LO

SM, ME, HE, HE, LO ME, ME, HE, HE, LO LA, ME, HE, HE, LO

SM, LA, LI, LI, LO ME, LA, LI, LI, LO LA, LA, LI, LI, LO

SM, LA, HE, LI, LO ME, LA, HE, LI, LO LA, LA, HE, LI, LO

SM, LA, LI, HE, XL ME, LA, LI, HE, XL LA, LA, LI, HE, XL

SM, LA, HE, HE, XL ME, LA, HE, HE, XL LA, LA, HE, HE, XL

The fuzzy rules for GEW output in FS-TLC system

SM, SM, LI, LI, XS ME, SM, LI LI, AV LA, SM, LI, LI, LO

SM, SM, HE, LI, SH ME, SM, HE, LI, LO LA, SM, HE, LI, XL

SM, SM, LI, HE, XS ME, SM, LI, HE, AV LA, MS, LI, HE, LO

SM, SM, HE, HE, SH ME, SM, HE, HE, LO LA, SM, HE, HE, XL

SM, ME, LI, LI, XS ME, ME, LI, LI, AV LA, ME, LI, LI, LO

SM, ME, HE, LI, SH ME, ME, HE, LI, LO LA, ME, HE, LI, XL

SM, ME, LI, HE, XS ME, ME, LI, HE, AV LA, ME, LI, HE, LO

SM, ME, HE, HE, SH ME, ME, HE, HE, LO LA, ME, HE, HE, XL

SM, LA, LI, LI, XS ME, LA, LI, LI, AV LA, LA, LI, LI, LO

SM, LA, HE LI, SH ME, LA, HE, LI, LO LA, LA, HE, LI, XL

SM, LA, LI, HE, XS ME, LA, LI, HE, AV LA, LA, LI, HE, LO

SM, LA, HE, HE, SH ME, LA, HE, HE, LO LA, LA, HE, HE, XL

Fig. 4. The structure of HFS-TLC
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Table 2. The fuzzy rules for outputs in HFS-TLC system.

The fuzzy rules for outputs in HFS-TLC system

GNS GEW

SM, LI, XS SM, LI, XS

SM, HE, S SM, HE, S

ME, LI, M ME, LI, M

ME, HE, L ME, HE, XL

LA, LI, L LA, LI, L

LA, HE, XL LA, HE, XL

5 Description of Experiments

In this paper, an experiment that is described in the literature [5] was used.
All the conditions required for the experiment were fulfilled. This experiment
consisted in a comparison of the operation of two different fuzzy systems: FS-
TLC [5] and an adaptive system that is referred to as AEO [5,6]. The operation of
both systems is related to the traffic light system control process and were tested
on the situation when the traffic is rapidly growing in the given intersection. The
simulation process was divided into eight stages as it was presented in paper [5].
The present study furthermore contains a comparison of the operation of the
following systems: the base FS-TLC system [5], the adaptation system [5,6] and
the hierarchical HFS-TLC fuzzy system. All these systems use the same random
data generated, yet in the computation process, they use only the data that are
required for computation. According to the assumptions, the results obtained for
the FS-TLC [5] and HFS-TLC systems should be identical. Apart from this, time
measurements will be performed in relation to the calculations made in order
to verify the efficiency of the operation of the systems under comparison. These
measurements were conducted on a computer based on the Intel Core2 Duo
3.18 GHz processor with Microsoft Windows 7 operating system. The application
for the tests was created in the Microsoft Visual Studio 2012 C# environment.

During the experiment taken from literature [5], 25 simulation processes were
conducted. The average simulation time (out of 25 trials performed) is: 2496[s]
for the FS-TLC [5] systems and for HFS-TLC system and 2536[s] for the AEO
system [6]. It needs to be added that for all simulations performed, the adap-
tational system [6] again won only once and time difference is equal to 8 s. It
is evident based on the results obtained that the FS-TLC and HFS-TLC sys-
tems acquire the same results and they manage definitely better the traffic light
system control problem under examination as compared to the AEO system.
The times obtained by the individual fuzzy systems are presented in Table 3.
The differences are much more noticeable in the results obtained during the
measurements performed of computational times for input to the output for
full simulation time. The minimum time for the each systems were: 12597[ns]
for the HFS-TLC system, 41990[ns] for the FS-TLC [5] system and as much as
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Table 3. The particular simulation times for fuzzy systems: FS-TLC, HFS-TLC and
AEO

Simulation FS-TLC HFS-TLC AEO [10] Difference

Simulation time [s] Simulation time [s] [s] [s]

1 2481 2481 2483 2

2 2489 2489 2575 86

3 2331 2331 2351 20

4 2505 2505 2535 30

5 2455 2455 2483 28

6 2443 2443 2485 42

7 2467 2467 2517 50

8 2453 2453 2517 64

9 2391 2391 2447 56

10 2527 2527 2559 32

11 2593 2593 2679 86

12 2473 2473 2475 2

13 2505 2505 2497 -8

14 2661 2661 2683 22

15 2527 2527 2599 72

16 2513 2513 2519 6

17 2507 2507 2561 54

18 2531 2531 2597 66

19 2489 2489 2511 22

20 2451 2451 2489 38

21 2577 2577 2621 44

22 2531 2531 2571 40

23 2467 2467 2503 36

24 2471 2471 2565 94

25 2551 2551 2571 20

160208[ns] for the adaptive system AEO. As it can be seen, the fuzzy system
built in the hierarchical model obtained threefold faster time as compared to that
of the FS-TLC system and almost thirteen times better time than that of the
AEO system. Figure 5 contains complete characteristics of the minimum compu-
tational times; it can be seen that the FS-TLC [5] and HFS-TLC demonstrate
more balanced results. The greatest differences can be observed while compar-
ing the maximum times obtained during the computational processes performed.
When comparing the results obtained in all of the simulation processes, an abrupt
prolongation is noted of the performance time of calculations by the adaptive
system. This is mainly connected with the algorithm [6] accepted by the authors,
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Fig. 5. The minimal calculation times for compared systems

which performs a search in its own database in order to determine the value that
comes closest to the conditions on the road. The longest computational times
obtained by the individual systems are as follows: 76228[ns] was obtained by
the HFS-TLC system, 767125[ns] was obtained by the FS-TLC [5] system, while
the adaptive system obtained 4998102[ns]. It can observed while analysing yet
another time the characteristics of the maximum times for all the systems under
examination that the adaptive system possesses a non-linear structure as com-
pared to typically fuzzy systems (cf. Fig. 6). From the 25 simulations conducted,
the average values were derived of times required to perform computational oper-
ations. It is to be noted that the HFS-TLC system obtained the average time
that was not much higher (i.e. 19068[ns]) from its shortest time allocated to cal-
culations. The traditional fuzzy system FS-TLC [5] obtained an average time on
the level of 88625[ns] and this time is nearly twice as long as the minimum time.
The AEO adaptive system gained a result of 1423578[ns] and this time is nearly
9 times as long as the minimum time. The characteristics of the average times
obtained does do deviate from the remaining ones (cf. Fig. 7). The FS-TLC [5]
and HFS-TLC fuzzy systems obtain the most linear course.

Fig. 6. The maximal calculation times for compared systems
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Fig. 7. The average calculation times for compared systems

6 Conclusions

It is clearly evident when analysing the results obtained during the experiment
that the FS-TLC [5] and HFS-TLC fuzzy systems are much more efficient during
the traffic light system control process. Additionally, it needs to be mentioned
that it is the hierarchic HFS-TLC system that is the most effective one based on
all the results obtained. Apart from an efficient operation, it is characterized by
two principal advantages: a sixfold reduction of the fuzzy rules used comparing
to the FS-TLC [5] and the shortest time required for the performance of all the
computational operations. These are unquestionable arguments in favour of the
need to create fuzzy systems in a hierarchical manner. In the future, the HFS-
TLC hierarchical system under examination may be implemented in platforms
that use the multithreading of the operations performed. Hierarchical fuzzy sys-
tems should be used in those systems that require as short as possible times
of reactions and computational operations performed. Additionally, it needs to
be emphasized that, when using hierarchical modelling of fuzzy systems, the
demand of the systems designed for data memory can substantially be reduced.
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Abstract. This paper focuses on problems related to learning rules
using numerical data for the Hierarchical Fuzzy Logic Systems (HFLS)
described in [8]. Using hierarchical structure of Fuzzy Logic Systems
(FLS) some complex problems could be divided into subproblems with
smaller dimensions. “Hierarchical” means that fuzzy sets produced as
output of one of fuzzy logic systems are then processed as input of
another as the sets of auxiliary variables. The main scope of this paper is
to use HFLS in classification problems for different datasets from the UCI
Machine Learning Repository (The UC Irvine Machine Learning Repos-
itory shared by Center for Machine Learning and Intelligent Systems
(University of California, Irvine) available at https://archive.ics.uci.edu/
ml/index.html). The proposal presented in this paper operates on a type-
1 HFLS, built with the fuzzy logic systems (in the sense of Mamdani).
Iris, Abalone, Wine, Wine Quality Red and White datasets were used.
Obtained results are described and compared to other classification
systems.

Keywords: Hierarchical Fuzzy Logic Systems · Learning fuzzy rules ·
Rules quality measures · IF-THEN rules · Classification · Fuzzy classifi-
cation system

1 Introduction

In particular, we are interested in computational intelligence methods based on
FLS that make it possible to solve different complex problems. By “complex” we
mean problems whose rulebases are really large (e.g. 1500 rules with more than
two antecedents) and by using HFLS we significantly reduce the number of rules
which makes it easier for an expert to express the knowledge processed by systems.
Systems based on fuzzy logic [19], which makes decisions based on knowledge con-
taining the rules like IF . . .THEN . . . ; with unspecified predicates [17] could be
used for many purposes such as controlling, decision making or classification. Our
previous work focused on application of our HFLS and learning methods in deci-
sion making process for vehicles in computer games based on Tank 1990.

To prove the versatility of our solutions and learning method correctness in
this paper we would like to apply these solutions in fuzzy classification problem.
c© Springer International Publishing AG 2017
L. Rutkowski et al. (Eds.): ICAISC 2017, Part I, LNAI 10245, pp. 302–314, 2017.
DOI: 10.1007/978-3-319-59063-9 27
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The new application proposed here is to learn FLS and HFLS rulebase using
numerical data and test their classification accuracy with other attributes in minds
such as knowledge base ‘size’. Different HFLS structures,LinguisticVariables (LV)
definitions, Quality Measures (QM) and Learning Ratios (LR) will be used during
tests.

The rest of the paper is organized as follows: Subsect. 1.1 treats about our
motivation to develop HFLS and HFLS learning methods; Next Subsect. 1.2
describes used datasets; Some literature references with different classification
systems including fuzzy ones’ description and classification accuracy results’
summary for datasets used in this paper are presented in Sect. 2, some literature
references with description of our former works are also included. Section 3 con-
tains a brief description our new learning algorithm for HFLS with application
of Wu & Mendel (Wu&M) IF-THEN rules quality measures. In Sect. 4, tests and
the results are described. The last Sect. 5 contains conclusions and some future
directions of the research.

1.1 Motivation for Developing Hierarchical FLSs

Below we can see an example of one fuzzy rule that belongs to the FLS rulebase
for Abalone dataset:

RULE 0: IF gender IS infant AND length IS small AND diameter
IS small AND height IS small AND whole weight IS small AND
shucked weight IS small AND viscera weight IS small AND shell
weight IS small THEN rings IS c;

Abalone dataset operates on eight input parameters and one output parame-
ter. The output parameter has 28 possible values. Describing all of input parame-
ters using LV with only three labels (possible values for input parameter), during
learning process we have to build about 1.8 · 105 rules using eight antecedents
and one consequent. The number of fuzzy rules in final knowledge base could be
reduced to more than 2140 rules removing conflicting and zero power rules.

HFLS contains many unit FLSs and outputs of one FLS are then considered
as input of another one. The hierarchical structure looks more complicated, but
in reality it allows us to simplify a complex problem with at least four input para-
meters into several subproblems with smaller dimensions. This approach gives us
high level or human consistent fuzzy rules and further knowledge base!

Using HFLS build up with seven unit FLSs (with two input parameters each)
for Abalone datasets example final knowledge base could contain only 113 fuzzy
rules with maximum two antecedents and one consequent (only 2273 generated
rules during the learning process including conflicting and zero power rules).
Examples of four rules taken from different unit FLSs rulebases are listed below;
example structure of our HFLS for Abalone dataset classification is presented on
Fig. 1.

FLS1 RULE 3: IF gender IS infant AND length IS small THEN aa IS p3;
FLS2 RULE 1: IF diameter IS small AND height IS small
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THEN ab IS p1;
FLS5 RULE 1: IF aa IS p3 AND ab IS p1 THEN ba IS p3;
FLS7 RULE 22: IF ba IS p3 AND bb IS p3 THEN rings IS i;

Fig. 1. Example HFLS structure for Abalone dataset classification problem build up
with eight input parameters and one output.

Thus HFLS make it possible to divide complex problems into several sub-
problems with smaller rulebases and simpler rules, which has a positive impact
on performance. This is because of a huge reduction of the number of fired rules
and performed mathematical operations during the learning process iteration or
each inference. So it is worth developing HFLS. In this paper we would like
to bring those benefits to play with a classification system based on HFLS using
our learning method based on the Wang & Mendel (W&M) method adopted for
the HFLS dealing with learning with numerical data, which does not contain any
data for auxiliary variables. This method was introduced in [10] and improved
in [9] applying quality measures of IF-THEN rules in the sense of Wu&M.

1.2 Description of Datasets

In this paper four different datasets are taken into account during our research
focused on hierarchical fuzzy classification systems. They are briefly described
below (for summary see Table 1.)

Table 1. Summary of chosen datasets classified by our HFLS and other authors’
methods described in Subsect. 2.1 respectively.

Iris Abalone Wine Wine Quality

Number of instances 150 4 177 178 1 599 (Red) 4 898 (White)

Number of attributes 4 8 13 12

Number of classes 3 28 3 11
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Iris Plants from Fisher, 1936. Iris is very famous dataset with four numeric,
predictive attributes and the class of Iris Plant (Iris Setosa, Iris Versicolour and
Iris Virginica). The dataset contains only 150 instances (50 in each of three
classes).

Abalone. This dataset contains physical measurements for Abalone age predict-
ing. There are eight attributes plus the output one. The dataset contains 4177
instances.

Wine recognition. This data includes the results of a chemical analysis of wines
grown in the same region in Italy but derived from three different cultivars
(output parameter). The analysis determined the quantities of 13 constituents
(input attributes) found in each of the three types of wines. The dataset contains
178 instances.

Wine Quality (WQ). Two datasets are included, related to the red and white
vinho verde wine samples, from the north of Portugal. The output parameter
as wine quality depends on 11 physicochemical attributes. The dataset contains
1599 instances in the red dataset and 4898 in the white one.

2 Literature References and Former Works

At the start to better understand the HFLS we could recall to [18]. In [1,3,11,15]
authors introduce HFLS for many different problems, i.e. controlling agricultural
robots in a natural environment, truck backer-upper system or grouping cars
into platoons and controlling the velocity and the gap between cars in single
lane platoons.

Authors in [13] say that using fuzzy models all parameters should be learnt in
appropriate way by using experimental data and respective learning algorithms.
The Wang & Mendel method which is designed as learning algorithm on numer-
ical data for traditional FLS is described in [14]. Authors of [16] use linguistic
summaries to generate fuzzy rules.

Our HFLS is described in [8] with comparison to traditional FLS. [10] intro-
duces our new learning method based on the W&M method adopted for HFLS.
Application of IF-THEN rules quality measures in the sense of Wu&M as method
improvement is described in [9].

2.1 Classification References

Authors in [5] describe fuzzy classification system design using Particle Swarm
Optimization (PSO) with dynamic parameter adaption through fuzzy logic.
Learning ratio is set up to 70% of all instances (30% for testing). The obtained
results are shown in Table 2.

Paper [2] describes quality assesment of red wine using logistic classification
after clustering the experimental data with the K-means and Expectation Maxi-
mization (EM) algorithms. Additionally, logistic WEKA (Waikato Environment
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Table 2. Percentage accuracy obtained by [5] authors during classification experiments
using PSO methods and Iris, Abalone, Wine and Wine Quality datasets.

Dataset PSO simple FPSO1 FPSO2 FPSO3

Iris [%] 7.00 11.00 11.00 13.00

Abalone [%] 64.00 87.00 73.00 78.00

Wine [%] 52.00 57.00 63.00 57.00

Wine Quality Red [%] 48.00 53.00 51.00 56.00

Wine Quality White [%] 43.00 42.00 45.00 46.00

for Knowledge Analysis) were tested for comparison. Basic logistics classifica-
tion by WEKA gets 59.78% accuracy. Using K-means clustering classification
accuracy of the data was 94.75%, which was 7.32% better than that obtained by
fitted logistic classification using EM. All of the obtained results are in Table 3.

Table 3. Percentage accuracy obtained by [2] authors during classification experiments
using logistic classification, fitted logistic classification and K-means clustering for WQ
Red dataset.

Dataset EM Fitted EM K-means

Wine Quality White [%] 59.79 87.43 94.75

Fuzzy Cooperative Coevolution (Fuzzy CoCo) is presented in [6]. Fuzzy CoCo
was applied to flower classification problem (using Iris dataset) obtaining very
good classification results coupled with high human interpretability. In this sys-
tem fuzzy modelling problem is solved by two coevolving cooperative species:
encoding values which define completely all the membership functions for all the
variables of the system and define a set of fuzzy rules. Fuzzy CoCo classification
has high accuracy (about 99%) generating very small rulebase listed below.

Rule 1: IF petal lengh IS high THEN output is virginica;
Rule 2: IF sepal width IS low AND petal width IS low
THEN output IS virginica;
Rule 3: IF sepal lengh IS medium AND petal width IS medium
THEN output IS setosa;
Default: ELSE output IS setosa;

Authors of [7] introduce fuzzy pattern tree induction as machine learning
method for classification. Pattern tree is a tree-like structure, whose inner nodes
are marked with fuzzy logical operators or arithmetical operators and whose leaf
nodes are associated with fuzzy terms on input attributes. There are two main
types of fuzzy pattern tree: bottom-up approach and top-down approach. Clas-
sification accuracy results for Iris dataset using different types of fuzzy pattern
trees are described in Table 4.
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Table 4. Percentage accuracy obtained by [7] authors during classification experiments
using fuzzy Pattern Trees (PT) in two different approaches: bottom-up and top-down
(TD) for Iris datasets.

Training ratio PTTD.1 [%] PTTD.5 [%] PTTD.25 [%] Bottom up [%]

0.3 87.00 87.00 87.00 81.00

0.8 87.00 87.00 87.00 87.00

Another approach that could be used in classification is proposed in [4].
Authors of this paper describe Discernibility-Matrix Method Based on the
Hybrid of Equivalence and Dominance Relations. The obtained results for clas-
sification purposes for different datasets are listed in Table 5.

Table 5. Percentage accuracy obtained by [4] authors during their experiments using
Discernibility-Matrix and Attribute Significance methods and Iris, Wine and Wine
Quality datasets.

Method Iris [%] Wine [%] Wine Quality [%]

Discernibility-Matrix Method 90.00 47.22 47.63

Attribute Significance Method 89.20 45.00 48.50

In [12] authors describe application of Neuro-Fuzzy (NF) System for classifi-
cation purposes. Wine Quality Red and White datasets are taken into account
with different rule methods. The results are shown in Table 6. Additional clas-
sification results are delivered for C4.5 and Multilayer Perceptron (100 epoch)
implemented in Weka for comparison.

Table 6. Percentage accuracy obtained by [12] authors during classification experi-
ments using NF system and Wine Quality Red and White datasets. Three variants of
system were tested using different rules method: Rectangular, Kosko and Shalaginov.
Additional classification experiments classification results using C4.5 and Multilayer
Perceptron (100 epochs) implemented in Weka for Wine Quality Red and White
datasets are delivered.

Method Wine Quality Red Wine Quality White

NF Rectangular [%] 41.34 37.26

NF Kosko [%] 43.09 27.62

NF Shalaginov [%] 68.67 59.06

MLP 1-layer [%] 60.54 52.02

MLP 5-layers [%] 58.54 53.35

MLP 10-layers [%] 58.79 54.53

C4.5 [%] 73.93 58.68
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3 Learning Rules Algorithm for Hierarchical Fuzzy Logic
Systems

Brief description of our fuzzy rules learning algorithm for HFLS is given below;
for detailed description see [9].

STEP 1: for each variable divide input and output domains into fuzzy regions
STEP 2: define groups of variables (including inputs and outputs for each unit
FLS).
STEP 3: generate a separate rulebase for each group of variables using all avail-
able combinations or choosen strategy when the output variable is an auxiliary
STEP 4: compute the rule’s degree or partial Wu&M fuzzy rules quality mea-
sure value iterating through learning data for each rule for each of unit rulebases
with conflicting rules
STEP 5: compute the final values of Wu&M rules quality measures
STEP 6: remove conflicting rules, leaving rules with the highest value of rule’s
degree or chosen Wu&M IF-THEN rules quality measures removing also rules
with zero quality measure value (zero power fuzzy rules). Additionally we could
remove rules with the degree less than some α value, where 0 ≤ α ≤ 1.

The mentioned rule’s degree is ‘simple’ and based on membership value -
it is some kind of FR quality measure introduced by Wang & Mendel in [14].
Wu & M IF-THEN rules quality measures were used for learning purposes in [16];
in this paper we refer only to three of them: degree of truth, degree of sufficient
coverage and degree of usefulness.

4 Tests and Results

4.1 Tests

Both FLS and HFLS were tested for classification purposes taking into account
different datasets described in 1.2 and compared to other known methods such as
Neuro-Fuzzy System, Fuzzy CoCo System or MLP (see Subsect. 2.1). Moreover,
for FLS and HFLS different test cases were prepared taking into account:

– different possible values for LV, e.g. two (yes, no) or three (small, medium,
high) labels connected with fuzzy sets

– different HFLS structures, e.g. different number of unit FLSs with different
relations between them

– different learning ratio, e.g. 1.0 means that all of input instances would be
taken into account during learning process or 0.2 reduces this number to 20%

– different fuzzy rules quality measures, e.g. degree of truth by W&M or Wu&M
fuzzy rules quality measures such as degree of sufficient coverage
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All of learned FLSs and HFLSs were tested for all input dataset instances
collecting different attributes such as number of unit FLSs, number of fuzzy
rules (all of generated, conflicting or included in final rulebase), rulebase power
or percentage accuracy (percentage number of correct classifications).

Description of some shortcuts used in results description:

– FLS/HFLS - Fuzzy Logic System or Hierarchical FLS
– 3smh - three used values for linguistic variables with labels: small, medium

and high
– WM - W&M degree of truth
– LsT, LsC, LsU - rules quality measures in the sense of Wu&M such as degree

of truth, degree of sufficient coverage and degree of usefulness
– sp - first layer for HFLS were divided by sepal and petal into two unit FLSs

for Iris dataset.

4.2 Results

Table 7 contains a summary of FLS and HFLS systems learned for Iris dataset
with learning ratio 1.0. Different degrees and quality measures were taken into
account. All of input parameters were described using only three possible values
and the input parameters were dividen in the first HFLS layer by sepal and petal
into two unit FLSs.

Table 7. Summary of FLS and HFLS systems learned for Iris dataset with learning
ratio 1.0 for different rule degrees and quality measures.

testCaseName FLS-3smh HFLS-sp-3smh

qualityMeasure WM LsT LsC LsU WM LsT LsC LsU

Number of auxiliary parameters 0 0 0 0 2 2 2 2

Number of unit FLSs 1 1 1 1 3 3 3 3

Number of all generated rules 243 243 243 243 93 93 93 93

Number of final rules 62 62 48 48 39 39 29 29

Number of antecedents 4 4 4 4 2 2 2 2

Rulebase power 0.17 0.82 0.65 0.55 0.47 0.82 0.83 0.71

Percentage accuracy [%] 94.66 94.00 81.33 94.00 98.00 98.00 93.33 93.33

Mean error 0.20 0.18 0.23 0.19 0.18 0.14 0.16 0.16

In comparison to Table 7 we could see Table 8 which contains summary of FLS
and HFLS systems learned for Iris dataset with different learning ratios. Only
the degree of truth in the sense of Wu&M were taken into account. Figure 2
shows percentage accuracy comparison for different quality measures and
learning ratios.
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Fig. 2. Percentage classification accuracy for Wine dataset using HFLS with different
fuzzy rules quality measures and different learning ratios.

Table 8. Summary of FLS and HFLS systems learned for Iris dataset with different
learning ratios for the degree of truth in the sense of Wu&M fuzzy rules quality measure.

testCaseName FLS-3smh HFLS-sp-3smh

learningRatio 0.75 0.25 0.1 0.75 0.25 0.1

Number of lines 150 150 150 150 150 150

Number of learning lines 112 37 14 112 37 14

Rulebase power 0.82 0.86 0.90 0.83 0.86 0.84

Percentage accuracy [%] 94.00 93.33 93.33 98.00 96.00 94.00

Mean error 0.18 0.19 0.19 0.14 0.16 0.17

Table 9 contains the best classification accuracy values obtained during our
research (for FLS and HFLS with our learning fuzzy rules method) and other
authors’ research (mentioned in Subsect. 2.1 including Tables 2, 3, 4, 5 and 6).
Of course the collected data is incomplete because not all of datasets used in
this paper were used during other, cited authors’ research. Also we have not
got classification accuracy results for FLS and two datasets (Wine and Wine
Quality) because of the number of input parameters for those datasets and very
huge number of possible rules’ combinations; we are unable to perform learning
process. The best values are in bold and the worst are underlined.
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Table 9. Summary of the best classification accuracy results [%] obtained during
our research and other, cited authors’ research (mentioned in Subsect. 2.1. The best
accuracy values are bolded and the worst values are underlined (for each dataset). An
asterix (‘*’) means that we were unable to finish learning process due to high complexity
of FLS systems.

Iris Abalone Wine Wine Quality White Wine
Quality Red

our FLS 94.66 22.74 * * *

our HFLS 98.00 26.41 84.27 48.08 42.28

PSO simple 7.00 64.00 52.00 48.00 43.00

FPSO1 11.00 87.00 57.00 53.00 42.00

FPSO2 11.00 73.00 63.00 51.00 45.00

FPSO3 13.00 78.00 57.00 56.00 46.00

Discernibility matrix 90.00 47.22 47.63

Attribute significance 89.20 45.00 48.50

EM 59.79

Fitted EM 87.43

K-means 94.75

Neuro-Fuzzy Rectangular 37.26 41.34

Neuro-Fuzzy Kosko 27.62 43.09

Neuro-Fuzzy Shalaginov 59.06 68.67

MLP 1-layer 52.02 60.54

MLP 5-layers 53.35 58.54

MLP 10-layers 54.53 58.79

C4.5 58.68 73.93

Fuzzy CoCo 99.12

PTTD.1 87.00

PTTD.5 87.00

PTTD.25 87.00

Bottom Up 87.00

5 Conclusions and Future Work

The tests run prove versality of the proposed solutions and the correctness of our
learning method. Our previous research was focused only on one example prob-
lem based on decision making process during tank vehicles controlling process
in the game Tank 1990. Application of our solutions for classification purposes
gives us proof that the proposed solutions could be successfully used in other
complex problems.

We recommend HFLS especially for complex problems (e.g. at least
with four or more parameters) because we could solve this kind of problems



312 K. Renkas and A. Niewiadomski

in the easiest way with a highly reduced rulebase which is human consis-
tent in comparison to traditional FLS (for example more than 2140 rules with
eight antecedents could be reduced to 113 rules with only two antecedents using
HFLS) without any system quality loss registered in our tests. More-
over, FLS are even unable to handle big dimensional datasets. For more see
Subsect. 1.1 where is described our motivation to use HFLS system instead of
FLS for Abalone classification problem. Further, taking another dataset as Iris
which is not as complex as Abalone but in this case we could also gain more than
60% savings concerning the number of generated rules during learning process;
additionally better results in classification accuracy were registered in both cases
(see Tables 7, 8 and 9).

Results in Table 7 shows that the appliaction of fuzzy rules quality measures
in comparison to the basic rules degree introduced in original Wang & Mendel
method do not have any possitive impact on Iris classification accuracy, but it
really does for other datasets used during our research (Abalone, Wine and Wine
Quality). We dare to say that application of fuzzy rules quality measures in the
sense of Wu&M is much more effective in more complex problems or during
learning process using much more input instances.

Of course our HFLS and learning method is not a perfect solution for clas-
sification purposes because there are more specialized methods that get better
classification accuracy, but our systems accuracy is not bad - moreover we coud
say that is even good.

Results presented in Table 9 show that our HFLS in comparison to other
results presented by authors cited in Subsect. 2.1 gets:

– the best classification accuracy for the Wine dataset
– very high classification accuracy for the Iris dataset with the 98% result (the

best one is 99.12% accuracy obtained by Fuzzy CoCo system (see [6]))
– quite good results for the Wine Quality dataset with about 48% classification

accuracy for White Wine and 42% for the Red one.
– very poor results for Abalone datasets having only 26.4% accuracy when other

methods accuracy is at the level of 64% − 87%

Moreover, we would like to emphasize that our HFLS system obtains quite the
same good classification accuracy highly reducing the learning ratio to very small
possitive value. Results in Table 8 show that the accuracy is at a high level even
for 0.1 learning ratio which means that for Iris dataset just 14 learning instances
are enough to provide 94% classification accuracy. Tests on other datasets used
in this paper confirm that reducing the learning ratio does not have a negative
impact on classification accuracy. For dataset where the number of instances is
bigger the safe value of learning ratio is 0.01 for Abalone or White Wine Quality.

During future research we could modify the learning method by using some
clustering methods during generating fuzzy sets for linguistic variables using
learning data. Well fitted intervals of input domains should have a possitive
impact on the whole process of learning and improve obtained results during
tests. Also tuning fuzzy sets function using linguistic hedges during learning
process could be taken into account during future research.
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Abstract. Bullying at schools is a serious social phenomenon around
the world that negatively affects the development of children. However,
anti-bullying programs should not focus on labeling children as either
bullies or victims since they could produce opposite effects. Thus, an
approach to deal with bullying episodes, without labeling children, is to
determine their severity, so that school staff may respond to them appro-
priately. Related work about computational techniques to fight against
bullying showed promising results but they offer categorical information
as a set of labels. This work proposes a framework to determine bullying
severity in texts, composed by two parts: (1) evaluation of texts using
Support Vector Machine (SVM) classifiers found in the literature, and
(2) development of a Fuzzy Logic System that uses the outputs of SVM
classifiers as its inputs to identify the bullying severity. Results show that
it is necessary to improve the accuracy of SVM classifiers to determine
the bullying severity through Fuzzy Logic.

Keywords: Machine learning · Fuzzy logic · Text mining · Bullying

1 Introduction

Bullying is a serious social problem among school children with a high peak dur-
ing early adolescence (11–14 years old) [1,2]. This problem concerns students,
school staff and parents [3] because of its negative consequences for the mental,
social and emotional student’s health. The entire school environment becomes
dangerous when there are not effective interventions against bullying situations
and it involves all children, without exception [4]. For example, bullies are likely
to suffer depression, to engage in fighting behavior as well as criminal and acad-
emic misconduct, to be physically and socially aggressive, to have low empathy
and to have an exaggerated air of self-confidence [5]. On the other hand, their
victims may suffer from depression, loneliness, anxiety, fear, sadness and low
self-esteem [4]. Indeed, students who were either bullies or victims might have
health problems and emotional adjustment in adulthood [6].

Therefore, it is important for schools to design and implement prevention
and intervention programs to reduce bullying and victimization and the effec-
tiveness of these programs promote positive youth [6]. Additionally, bullying
c© Springer International Publishing AG 2017
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should be viewed along a continuum rather than labeling children as bullies,
victims or uninvolved, because labeling overemphasizes the role of individual
children without accentuating their capacities and thus it contributes to a nega-
tive climate [7]. Therefore, instead of labeling children, an effective anti-bullying
program has to be able to respond to signs of any of the categories of involve-
ment [8]: bullying (helping bullies because their behavior is just a response to
several causes such as familiar problems [1]) and victimization (helping victims,
even by-standers, because typically they do not seek help or prefer to suffer
in silence [7]). In [9], the authors propose a Bullying Assessment Matrix which
allows school staff to determine the severity of a bullying episode. Indeed, that
matrix would avoid labeling students and would help to measure the episode as
a whole.

Typically, social scientists of bullying use surveys and questionnaires that
may yield limited information due to their cost and potential participant fatigue
[10]. In contrast, the computer science study of bullying is emerging with promis-
ing results [11]. Nowadays, digital technology forms part of the life of young peo-
ple and the most prevalent online activity that they are engaged in is the use of
social media such as Facebook, Twitter and YouTube. Digital technology may be
exploited to determine bullying behavior [9] since the participants of a bullying
episode (physical or cyber) often post social media text about their experience
[11,12]. The work of Xu [12] shows that social media, with appropriate Machine
Learning (ML) and Natural Language Processing (NLP) techniques, can be a
valuable tool for the study of bullying.

Following that premise and the proposal of the Bullying Assessment Matrix
of [9], this work proposes a bullying-severity identification framework composed
by SVM classifiers developed in [12,13] and a Fuzzy Logic System (FLS) in order
to determine the severity of bullying episodes occurring in texts.

The remainder of this paper is organized as follows: Sect. 2 presents litera-
ture review about bullying and current approaches to reduce bullying episodes
at school. It also addresses work on computational techniques to fight against
bullying. Section 3 describes our proposed approach used to develop the frame-
work. Section 4 shows the experimental results and related discussion. Finally,
Sect. 5 discusses the conclusions and future work.

2 Background and Literature Review

2.1 Definition of Bullying

The most widely accepted definition of bullying was given by the psychologist
Dan Olweus [2,14]. He defined that a student is being bullied or victimized when
he or she is repeatedly exposed to negative actions on the part of one or more
students over time. In fact, there are three key concepts [15] that differentiate
bullying from other forms of school violence and conflict: (1) an intent to harm or
upset another student, (2) the harmful behavior occurs repeatedly, and (3) the
relationship between the bully (or bullies) and the victim(s) is characterized by
an imbalance in power. In addition, each bullying episode has a severity level
and an impact on the victim [11].
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2.2 Types of Bullying

The forms of bullying behaviors are physical aggression (hitting, kicking, punch-
ing), verbal (name-calling, threatening), property damage (stealing or damaging
the possessions of victims) [6], sexual (inappropriate touching, relational (spread-
ing rumors or exclusionary behavior) and cyberbullying (bullying through elec-
tronic devices) [3,15,16]. Regarding the perception of bullying severity, physical
bullying had higher values of severity than verbal and relational. However, verbal
and relational bullying can be just as harmful as physical bullying [17].

2.3 Participants in a Bullying Episode

Typically, bullies and victims are the key participants in a bullying episode at
school [14]. However, bullying is not an isolated event between two individuals
[3]. In [3], we found the following roles: the bully, the victim and three types of
witnesses such as uninvolved students, bully supporters (students that incite the
bully without personally taking action against the victim) and bully intervener
(students that defend or console the victim). Additionally, the work of Xu et al.
[13] augmented two new roles for social media: the reporter, who is someone that
may not be present during the episode and the accuser, who accuses someone as
being the bully.

2.4 Bullying Assessment Matrix

In [9], the authors consider that all bullying episodes have to be responded
appropriately with policies and processes according to their nature. Thus, they
propose a Bullying Assessment Matrix to assess severity, impact and frequency
of a bullying incident that supports schools in their decisions about how to treat
the incident. The bullying incident is considered as moderate, major or severe if
the total score varies between 3–5, 6–7 or 8–9 respectively.

2.5 Prior Work in Computer Science

Computational social science is an emerging field has the capacity to collect
and analyze large amounts of data, e.g. originating from the Internet [18] and
especially from social media networks. Within this context, the computational
study of bullying presented in [11–13] shows that social media can enrich it due to
their nature (large-scale, near real-time and dynamic data) and their popularity
among young people.

Indeed, the social network Twitter, that allows people to post 140-character
messages called tweet, produces about 400 million tweets per day and has been
used as a data source to answer social science questions [19,20]. Despite the fact
that texts posted on Twitter may be unstructured and informal texts with noise
as non-standard abbreviations, typographical errors, use of emoticons, irony and
sarcasms [20,21], they offer the possibility to identify online (cyberbullying) and
offline bullying trends (bullying episodes in the real word) [14].
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In [22–25], we found Data Mining and ML techniques to detect cyberbul-
lying using social networks as data sources, including Twitter. In contrast, the
work of Mancilla-caceres et al. [10] propose the identification of participants of
school bullying situations through their social interactions in a computer game
instead of using real and social-interaction data from social networks - due to
its evaluation complexity and its availability (e.g. Facebook). The thesis of [26]
made a comparison between text classification methods and classification using
sentiment analysis (emotional vectors) to determine bullying in Twitter conver-
sations. The results showed that using the emotional vectors did not improve
the accuracy of the classification (78% versus 75%).

2.6 Support Vector Machine in Text Classification

In [12], there are five SVM classifiers publicly available, but we chose only four
of them due to their importance according to the literature presented in Sect. 2.
The work of [12] collected 32,477,558 tweets and each tweet was represented
by the combination of both unigrams and bigrams (1g2g) which were part of a
vocabulary file (4,524 entries). Each SVM classifier handles its own model file
where we found that a weight was assigned to each feature of the vocabulary
mentioned above. The description and accuracy of the chosen SVM classifiers are
shown in Table 1. SVM classifiers in [12] return a real number. For SVM binary
classifiers, results less than zero are labeled as No and greater than zero are Yes.
For SVM multi-class classifiers, a real number is calculated for each possible
class for a tweet, and the final result is the largest value among all of them.

Table 1. SVM classifiers developed by [12]

SVM
classif.

Description Classes Accuracy

Bullying
trace

It identifies if text belongs
to a bullying context

Yes
No

86%

Teasing
trace

It identifies if exists lack
of severity of a bullying episode

Yes
No

89%

Author
role

It identifies participants of
a bullying episode

Victim, Defender, Reporter
bully, Accuser, Other

61%

Bullying
form

It identifies bullying forms
of a bullying episode

General, Cyberbullying
physical, Verbal

70%

2.7 Fuzzy Logic System

A limitation that led to the creation of fuzzy logic was the poor precision offered
by natural languages used to describe or share knowledge that is inherently
vague for some contexts [27]. For example, concepts such as cheap, expensive,
big and old do not have well-defined boundaries, and thus they may be called
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fuzzy concepts. The Fuzzy Logic (FL) approach allows us to better deal with
the uncertainty present in problems with high complexity, where traditional sys-
tem modeling techniques do not offer enough precision [27]. In Sect. 1, we have
presented the complexity of the bullying problem and we have mentioned that
labeling children would not be the correct path to solve the problem. Further-
more, Barton [3] shows that bullies and victims should not be completely (or
precisely) regarded as such since it depends on the level of conflict in which they
are involved in. Therefore, we propose to include and integrate the capabilities of
Fuzzy Logic to determine the severity of bullying episodes according to a number
of factors that would be inputs to our FL System.

3 Proposed Approach

Our proposal consists in developing a framework that allows school staff to
determine the severity level of a bullying episode in texts, in English written
by students aged between 11 and 14 years old. The texts are collected through
a social network developed for this project. They are evaluated using a Java
Swing application that executes the SVM classifiers and the Fuzzy Logic System
in order to obtain the severity level of the text. Figure 1 shows the functionality
of the framework.

We divided the development of the framework in four main tasks: (1) Text
pre-processing, (2) Text Classification using SVM classifiers of Xu [12], (3) Devel-
opment of the Fuzzy Logic System, and (4) Development of a Social Network
and Java Swing Application.

Fig. 1. Functionality of the Bullying-Severity Identifier Framework



320 C.R. Sedano et al.

3.1 Task 1: Text Pre-processing

We collected 18,504 tweets using Twitter Streaming API and Tweepy from June
to December 2016, and we also added 4,783 of the tweets used by Xu [12] in the
training phase of the SVM classifier. These tweets included any of the keywords
that belong to a bullying context according to the literature. Additionally, we
collected texts from No-Place4hate.org and StampOutBullying.co.uk, which are
stories written by children that were involved in bullying episodes. We analyzed
tweets and stories to find high-frequency words, unigrams and bigrams, so that
they could assist us in improving the vocabulary used by the SVM classifiers
of [12]. We used only tweets (18,504 in total) to test the SVM classifiers in
the next task. Since, tweets have an unstructured format, they passed through
the Enrichment and Tokenization process defined by Xu [12]. We made some
improvements in the Tokenization process such as replacing URLs that started
with https:// by HTTPLINK and correctly removing English contractions of
words (e.g. he’ll → he will).

3.2 Task 2: Text Classification Using SVM Classifiers

To the SVM classifiers of [12], which were developed in Java, we added the
following modifications: (1) created a method to read tweets collected in Task
1, (2) created an order of execution of SVM classifiers: It consisted on executing
first the SVM Bullying Trace. Only tweets classified as YES can continue being
classified by the other SVM classifiers. This scheme allows us to filter out those
tweets that are not considered as bullying trace. For example, the tweet I was
bullied in elementary school because of my height and then teased for crying
about it I didn’t have close friends until 3rd grade, that passed the filter, was
classified with the following labels: general bullying form, No teasing and victim
author role. We found that labels are associated with a real numeric value and
that number varied in a range depending on the SVM classifier.

3.3 Task 3: Development of the Fuzzy Logic System

We followed an adaptation of the methodology proposed in [28] to develop the
Fuzzy Logic System. Thus, we defined two parts: (1) Structure Identification,
and (2) Parameter Identification.

Structure Identification

The structure identification is composed of (1) selection of the most relevant or
possible input candidates and assignment of membership functions, (2) Specifi-
cations of the relationships between input and outputs through rules.
Input selection and membership: Once all tweets had their labels assigned due to
the execution of the SVM classifiers, we analyzed them. Finally, we selected eight
labels as input variables and we grouped them by three categories: author role,
bullying form, and teasing. Only the Bully and Victim labels were considered out



A Bullying-Severity Identifier Framework 321

of the six categories defined in the literature: roles such as Reporter and Assistant
were discarded due to their ambiguity; and Accuser and Defender labels were
discarded due the complexity involved in inferring their impact on a bullying
episode. All of the labels of the bullying form (i.e. general, cyberbullying, verbal
and physical) where considered due to their relevance according to the literature.
The variable teasing was considered important because it allows determination
of whether or not the text is a joke - and if so, the severity must decrease.

Next, we defined the Fuzzification process, i.e. for each input variable, we
defined its membership functions. Each input variable related to a bullying form
(general, physical, cyberbullying, verbal) and author role (bully, victim) had
three membership functions: Low, Medium and High. Each input variable related
to teasing had two membership functions: Yes and No. The intervals of each
membership functions were determined based on the analysis of a set of 18,504
tweets labeled in the previous task. The output variable was called severity and
had three membership functions: moderate, major and severe. We used the same
names of the Bullying Matrix Assessment [9].

Fig. 2. Determination of the severity of bullying episodes (in text) using Fuzzy Logic

Rule generation: Based on the literature review, we established some criteria
for the creation of rules - for example - the importance of each input variable in
determining the output variable severity. Thus, a higher importance was assigned
to the input variable physical in comparison to the verbal, general and cyber-
bullying variables. Regarding roles, victim and bully were considered the most
important ones to define the bullying severity. Finally, the “teasing” variable was
considered most important when it belongs to the no category in its membership
function. We generated eight sets of rules that were modeled in MATLAB soft-
ware using the Mamdani fuzzy inference system: VictimGeneral, VictimPhysical,
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VictimVerbal, VictimCyberbullying, BullyGeneral, BullyPhysical, BullyVerbal,
BullyCyberbullying. Each set has 18 rules, the set that will be used must be
related to the labels of the tweet. For example, in Fig. 2, the tweet was evalu-
ated with the set of rules VictimGeneral because of its labels (author = victim,
bullying form = general and teasing=no) and the output was of severity severe.

Parameter Identification

Membership function tuning: The analysis of labeled tweets allowed us to choose
the shape of the membership function for each input and output variable. The
range of each input variable was determined based on maximum and minimum
values extracted from a set of 18,504 tweets.
Parameter adjustment: In [27], we found seven methods used for defuzzification:
among them, the Centroid (or Center of Gravity) method is the most widely
used. We have also decided to use it because of its accuracy.

3.4 Task 4: Development of a Social Network and Java Swing
Application

We developed a social network, in order to collect new texts, with the 140-
character limitation - since there is no guarantee that the application of SVM
classifiers works with larger texts [12]. This social network was developed in
Wordpress (CMS), written in PHP and it uses MySql as the database. To inte-
grate the SVM classifiers with the Fuzzy Logic System, we used the jFuzzy-
Logic.jar library in our Java Swing Application, which may be used by school
staff to manage texts written by their students.

4 Results and Discussion

A set of 18,504 tweets were collected in order to validate the modeled fuzzy logic
system, and 11,004 were classified as bullying traces. Once the model processed
the tweets, 10,717 were classified as general bullying, 28 as physical bullying, 86
as verbal bullying and 173 as cyberbullying. Finally, 5,949 tweets were classified
with the variables of interest, i.e. the variables selected as inputs to the fuzzy
logic system.

The resulting tweets were analyzed and the severity of the bullying episodes
was determined by agreement of the authors, allowing the comparison to the
output of the fuzzy system. The process revealed the difficulty in dealing with
the identification of the severity of bullying episodes, even by common sense.
The task of determining the severity on a bullying episode turned difficult as
each author had a different perception of the same case, even when the same
criteria used to create the fuzzy rules were applied.
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5 Conclusion

The accuracy of the SVM classifiers used in this work compromised the per-
formance of the fuzzy logic system. However, it is important to emphasize the
high complexity involved in addressing social issues from the field of computer
science. The analysis performed in this work indicated that the accuracy of the
outputs of the SVM classifiers directly affected the fuzzy outputs, meaning that,
in order to obtain better results, the SVM classifiers need to be improved.

Currently, we continue working on improving the text classification in order
to generate new models used by SVM classifiers. Other factors such as sex, race,
social and economic status of the participants of bullying episodes should be
considered as well as part of the evaluation of bullying episodes. In future work,
other NLP techniques may be used in the preprocessing of texts. Furthermore,
improvements in the vocabulary used by the classifiers are also recommended,
for example, by assigning proper weights to the most relevant words pertaining
to a given bullying context.
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Abstract. Successful-parent selection (SPS) framework in differential
evolution (DE) is studied. Two SPS versions (SPS1 proposed recently in
literature and SPS2 newly proposed in this paper) are applied to seven
state-of-the-art DE variants. The algorithms are compared experimen-
tally on CEC 2014 test suite used as a benchmark. The application of
SPS1 increases the efficiency of two DE algorithms in over 50% of test
problems. An overall comparison shows that the newly proposed SPS2
performs well only in two cases whereas SPS1 outperforms six out of 7
original algorithms.

Keywords: Global optimization · Differential evolution · Successful-
parent selection · Experimental comparison · CEC 2014 test suite

1 Introduction

The search of the global optimum of an objective function arises frequently in
many fields of human activities. Without loss of generality, this problem can
be simply formed as a minimization problem in a very clear form. This single-
objective continuous global optimization problem is formed as follows.

The objective function is denoted f(x),x = (x1, x2, . . . , xD) ∈ R
D and the

search domain Ω is limited by boundaries given by lower (aj) and upper (bj)
border, Ω =

∏D
j=1[aj , bj ], aj < bj , j = 1, 2, . . . , D. Then the global minimum

point x∗, which satisfies condition f(x∗) ≤ f(x),∀x ∈ Ω is the solution of the
problem.

The successful-parent selection (SPS) mechanism [4] was constructed in order
to prevent stagnation of the population. In this paper, another variant of SPS
mechanism is also proposed. Both SPS variants are applied to seven state-of-
the-art adaptive variants of differential evolution algorithm and experimentally
compared on CEC 2014 test suite [6].

The remaining part of the paper is organized as follows. Basics of differential
evolution algorithm is explained in Sect. 2. The used state-of-the-art variants
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of differential evolution and details of the applied mechanism are described in
Sects. 3 and 4. CEC 2014 test suite with the experiment settings are introduced
in Sect. 5. Results of the experimental comparison of the algorithms are presented
in Sect. 6 and some remarks are provided in Sect. 7.

2 Differential Evolution Algorithm

Differential evolution (DE) is a stochastic population based evolutionary tech-
nique which searches for the global optimum of the objective function heuristi-
cally. It was introduced by Storn and Price approximately twenty years ago [11]
in order to solve real-valued problems. Despite its simplicity, DE is a power-
ful global optimizer that frequently outperforms other well-known optimiza-
tion algorithms [14,15] and therefore DE is very often applied to many real
problems [9]. On the other hand, settings of DE control parameters affect the
efficiency of the search substantially. This matter was very intensively studied
including the way of their adaptive or self-adaptive setting, for a comprehen-
sive summary of recent results see [2,3,8]. DE algorithm uses a population of

Algorithm 1. Differential evolution algorithm
initialize population P = {x1,x2, . . . ,xN}
evaluate f(xi), i = 1, 2, . . . , N
while stopping condition not reached do

for i = 1, 2, . . . , N do
create a new trial vector y (mutation and crossover)
evaluate f(y)
if f(y) ≤ f(xi) then

insert y into Q
else

insert xi into Q
end if

end for
P ← Q

end while

N points - candidates of the solutions in the search domain. The population
is developed during the whole search process using evolutionary operators, i.e.
selection, mutation and crossover. Mutation is controlled by F parameter, F > 0,
and crossover is controlled by parameter CR, 0 ≤ CR ≤ 1. The DE algorithm is
shown in pseudo-code in Algorithm1.

The combination of mutation and crossover is called DE strategy and it is
denoted by the abbreviation of DE/m/n/c. Symbol m specifies the kind of muta-
tion, n is used for the number of differences in mutation, and c indicates the type
of crossover. Various values of F and CR can be used in each strategy. DE has a
few control parameters only. Besides setting the population size N and defining
the stopping condition necessary for all evolutionary algorithms, the selection of
DE strategy and setting the values of F and CR is all that must be done.
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3 State-of-the-art De Variants

The self-adaptive DE variants (jDE [1], JADE [17], SaDE [10], EPSDE [7] and
SHADE [12]) are currently considered as the state-of-the-art DE variants and
the performance of novel DE variants is compared with these state-of-the-art DE
variants in currently appearing studies. These variants are also included in this
experiment along with a variant of composite trial vector generation strategies
and control parameters published recently (CoDE) [16] and recently proposed
DE with an individual-dependent mechanism (IDE) [13].

A simple and efficient adaptive DE variant (mostly called jDE in literature)
was proposed by Brest et al. [1]. It uses the DE/rand/1/bin with an evolutionary
self-adaptation of F and CR. The pair of these control parameters is encoded
with each individual of the population and survives if an individual is successful,
i.e. if it generates such a trial vector which is inserted into next generation. The
values of F and CR are initialized randomly for each point xi in population P
and survive with the individuals in the population, but they can be randomly
mutated in each generation with given probabilities τ1 and τ2.

The differential evolution algorithm with strategy adaptation (SaDE) was
introduced by Qin and Suganthan. An enhanced variant of SaDE was proposed
later in [10] and it is used in our experimental comparison. Four mutation strate-
gies (rand/1/bin, rand/2/bin, rand-to-best/2/bin, and current-to-rand/1) for
creating new trial vectors are stored in a strategy pool. Each strategy has a prob-
ability to be selected. These probabilities are updated after each LP generations.

JADE is an algorithm of adaptive differential evolution introduced by Zhang
and Sanderson in [17]. The original DE concept is extended with three different
improvements - current-to-pbest mutation strategy, adaptive control of parame-
ters F and CR, and archive A. Archive A is initialized as an empty set. In every
generation, parent individuals replaced by a better offspring, (f(y) ≤ f(xi)),
individuals are put into the archive. After every generation, the archive size is
reduced to N individuals by random dropping surplus individuals.

In EPSDE adaptive variant [7], an ensemble of mutation strategies and
parameter values is applied. The mutation strategies and the values of con-
trol parameters are chosen from pools. The combination of the strategies and
the parameters in the pools should have diverse characteristics, so that they can
exhibit distinct performance during different stages of evolution when dealing
with a particular problem. The triplet of (strategy, F , CR) is encoded along
with each individual of population. If the parent vector produces a successful
offspring vector, this triplet survives with the trial vector for next generation.
Otherwise, the triplet is randomly reinitialized.

The adaptive DE variant with composite trial vector generation strategies
and control parameters, CoDE, was presented by Wang et al. [16]. The results
showed that CoDE is at least competitive with the algorithms in the comparison.
The CoDE combines three well-studied trial vector strategies with three control
parameter settings in a random way to generate trial vectors. The strategies are
rand/1/bin, rand/2/bin, and current-to-rand/1 and all the three strategies are
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applied when generating a new vector (select the offspring vector with the least
function from the triplet).

DE variant called Success-History Based Parameter Adaptation for Differen-
tial Evolution (SHADE) was proposed by Tanabe and Fukunaga in 2013 [12]. It
was derived from the original JADE algorithm proposed by Zhang and Sander-
son in 2009 [17]. The main extension of SHADE compared to original JADE is in
a history-based adaptation of the control parameters F and CR. Both JADE and
SHADE variants use an efficient greedy current-to-pbest mutation strategy, in
the case of SHADE, the parameter of pi for selecting the best point is generated
randomly for each point of the population according to pi = rand[2/N, 0.2].

The last algorithm in the comparison is Differential Evolution With an Indi-
vidual-Dependent Mechanism (abbreviated IDE) introduced in 2015 by Tang et
al. [13]. The algorithm uses an individual dependent mechanism of F and CR
control parameters and the selection of the DE mutation strategy with respect
to the ranking the individual of the population sorted according to the function
values. The selection of the mutation also depends on the stage of the search.
The search process of IDE is divided to two stages based on the input parameter
gt – exploration and exploitation. A detailed description of IDE algorithm is
provided in [13].

4 DE with Successful-Parent Selection Framework

Although DE belongs to very efficient global optimization methods, even the
DE search process stopped by a stagnation in many cases of the problems. The
stagnation is situation when individuals of the population are not able to gen-
erate better solutions [5]. If the stagnation of the population is detected, there
are several ways to help generate better offspring individuals.

In 2015 Guo et al. came up with new approach of smart selection of the
individuals for mutation in DE called Successful-Parent Selection (SPS) frame-
work [4]. This framework purports to avoid the stagnation of the population. A
very simple idea of SPS is based on two steps – detecting the stagnation and use
good archived individual(-s) to generate better offspring individuals.

Stagnation of population is detected for each individual xi independently,
based on the counts of ongoing failures in previous generations sti. When an
individual is not able to generate a better new trial point y in several consecutive
generations (ST), we suppose that it is stagnated. In this case, individuals from
the archive of successful parents (SPA) are used in order to generate a new trial
point. A pseudo-code of standard DE algorithm extended with SPS framework
is pictured in Algorithm2.

At the beginning, the limit for consecutive failures called stagnation tolerance
(ST ) is initialized, the counts of individual’s failures (st i) are set to zero and the
initialized population is copied to archive of successful parents (SPA). Then from
generation to generation, the counter of ith individual failures, st i, is compared
with the stagnation tolerance ST in order to detect individual stagnation. The
counter sti is increased when the ith individual generates an unsuccessful trial



Efficiency of SPS in the State-of-the-art DE 331

point y, f(y) > f(xi). In case stagnation of xi is detected, sti > ST, new trial
point for the ith individual is created by parent individuals selected from SPA.
An archive of successful parents is updated in order to hold ‘fresh’ old successful

Algorithm 2. Successful-Parent Selection Framework
initialize stagnation tolerance ST
initialize counters of failures st1 = st2 = . . . = stN = 0
initialize population P = {x1,x2, . . . ,xN}
evaluate f(xi), i = 1, 2, . . . , N
SPA = P
while stopping condition not reached do

for i = 1, 2, . . . , N do
if sti ≤ ST then

create a new trial vector y using P
else

create a new trial vector y using SPA
end if
evaluate f(y)
if f(y) ≤ f(xi) then

insert y into Q
insert xi into SPA
sti = 0

else
insert xi into Q
sti = sti + 1

end if
end for
P ← Q

end while

individuals. An individual xi is inserted to SPA when it creates better trial point
y, f(y) ≤ f(xi). In such a case, the counter of the ith individual failures is reset
to zero, sti = 0.

There are two logical ways how to refresh the individuals in SPA. In the
first case, the oldest individual is replaced by newcomer xi. Thus, kept SPA
individuals enable to avoid the stagnation using very recent old good parent
solutions. This approach was proposed in paper [4] and applied to state-of-the-art
adaptive JADE, SaDE and SHADE variants solving the problems of CEC 2014
test suite with lower levels of dimension. Here we extended the experimental
comparison to some other algorithms and the comparison of two SPS methods.

The second possible considered refreshing of SPA is realized as follows. When
a new trial point y outperforms parent solution, f(y) ≤ f(xi), this parent indi-
vidual is placed into SPA in the ith position. Thus, only the ith parent individual
in SPA is refreshed. It is clear that some individuals in such an updated SPA
could be stored for a long time but older successful parent solutions could gen-
erate new individuals which could avoid the stagnation of P . It is clear that a
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fundamental role in the SPS approach is played by the value of the stagnation
limit, ST. Small values bring that new trial points y are created using parents
from SPA predominantly and vice versa.

Both of the aforementioned SPS approaches are applied to seven proposed
state-of-the-art DE variants from Sect. 3 and experimentally compared. For bet-
ter reading of the results, the original SPS approach is abbreviated SPS1 and
the newly proposed one is labeled by SPS2.

5 Experimental Setting

A test suite of 30 functions was proposed for the special session on Real-Para-
meter Numerical Optimization, a part of Congress on Evolutionary Compu-
tation (CEC) 2014. This session is intended as a competition of optimization
algorithms. The functions are described in report [6], including the experimen-
tal settings required for the competition. We can expect that this test suite
will become one of the most relevant benchmarks required for publishing new
single-objective optimization algorithms.

The search range (domain) for all the test functions is [−100, 100]D. The true
function value at the global minimum point of each test problem f(x∗) is known.
Thus, the function error can be computed as f(xmin) − f(x∗), where f(xmin) is
the function value of the solution by the algorithm.

The tests were carried out at four levels of dimension, D = 10, 30, 50, 100,
with 51 times repeated runs per each test function. The run stops if the pre-
scribed value of MaxFES = D × 104 is reached or if the minimum function
error in the population is less than 1 × 10−8 because such a value of the error is
considered sufficient for an acceptable approximation of the correct solution.

The population size was set up to N = 100 for all the problems and the
levels of dimension. The authors of the SPS framework studied the values of
the stagnation limit from ST = 1 to ST = 512, good results was reached for
ST = 16, 32, 64. We select a bigger value for our experiments, i.e. ST = 64.
The remaining control parameters of the algorithms were set up to the rec-
ommended values described in Sect. 3. All the algorithms are implemented in
Matlab 2010a and all computations were carried out on a standard PC with
Windows 7, Intel(R) Core(TM)i7-4790 CPU 3.6 GHz 3.6 GHz, 16 GB RAM.

6 Results

A statistical comparison of SPS1 and SPS2 frameworks efficiency is assessed by
Wilcoxon two-sample test at significance level 0.05. The numbers of the test
functions where SPS1 or SPS2 framework significantly outperforms the original
adaptive DE algorithm are in Tables 1 and 3 for each dimension level. Conversely,
the numbers of the test problems in which the original adaptive DE variant
performs significantly better than SPS1 or SPS2 are in Tables 2 and 4. In the
remaining problems, there is no significant difference between the original DE
algorithms and algorithms with proposed frameworks.
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Table 1. Counts of the significant wins of the SPS1 framework.

Algorithm D10 D30 D50 D100
∑

%

CoDE 14 20 18 15 67 56

EPSDE 22 17 17 15 71 59

IDE 5 6 9 11 31 26

JADE 15 9 10 7 41 34

jDE 18 11 6 5 40 33

SaDE 3 0 0 0 3 3

SHADE 19 11 10 8 48 40

Table 2. Counts of the significant losses of the SPS1 framework.

Algorithm D10 D30 D50 D100
∑

%

CoDE 0 0 1 0 1 1

EPSDE 0 0 1 0 1 1

IDE 8 9 9 6 32 27

JADE 0 2 1 3 6 5

jDE 0 1 2 6 9 8

SaDE 1 0 3 0 4 3

SHADE 0 1 1 4 6 5

Table 3. Counts of the significant wins of the SPS2 framework.

Algorithm D10 D30 D50 D100
∑

%

CoDE 1 3 1 1 6 5

EPSDE 1 0 2 1 4 3

IDE 1 0 1 1 3 3

JADE 0 1 1 1 3 3

jDE 1 0 0 2 3 3

SaDE 1 2 1 0 4 3

SHADE 1 3 0 0 4 3

In Tables 1, 2, 3 and 4 of results, the total count of the significant wins
or losses out of 120 test problems is computed for all dimensions, denoted by
symbol ‘Σ’. In the last column, the percentage of overall significant wins or
losses for all algorithms is computed. Based on Table 1 of significant wins of
SPS1 framework, we can see that the biggest increase of the performance was
reached for EPSDE and CODE variants (over 50%). In the case of SaDE variant,
SPS1 benefited only in less than 3% of test problems. Analysing the number of
the significant losses of SPS1, we can see that the least decrease of efficiency is
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Table 4. Counts of the significant losses of the SPS2 framework.

Algorithm D10 D30 D50 D100
∑

%

CoDE 1 0 0 1 2 2

EPSDE 1 0 2 0 3 3

IDE 16 23 22 22 83 69

JADE 5 1 1 0 7 6

jDE 5 10 15 16 46 38

SaDE 2 1 1 1 5 4

SHADE 2 0 2 1 5 4

Table 5. Mean ranks from Friedman-rank test results for all the algorithms in
comparison.

Algorithm D = 10 D = 30 D = 50 D = 100 Mean

EPSDESPS1 8.5 5.4 6.2 8 7

JADESPS1 5.3 7.8 7.7 7.7 7.1

IDE 6.4 7.2 9.2 9.2 8

IDESPS1 8.4 7.7 8.1 8.5 8.2

JADESPS2 7.8 9.6 9.7 7.7 8.7

JADE 7.9 9.9 9 8.2 8.7

jDESPS1 6.6 9.1 9.6 10.3 8.9

CoDESPS1 15.7 9.4 8 9.8 10.7

IDESPS2 9.5 10.3 11.9 11.3 10.8

jDE 11.7 11.3 10.6 10.7 11.1

SHADESPS1 7.3 12 12.3 13 11.2

SaDESPS1 11.7 12.4 12.4 10.4 11.7

SaDE 12.1 12.7 12.8 10.9 12.1

SaDESPS2 12.1 12.5 12.5 11.7 12.2

jDESPS2 13.8 12.6 12 12.8 12.8

SHADE 10.9 13.7 13.4 13.3 12.8

SHADESPS2 10.5 13.2 14.1 14.1 13

EPSDE 15.4 13 12.3 12.7 13.4

EPSDESPS2 14.9 13 12.6 12.9 13.4

CoDESPS2 17.2 14.1 13.1 14 14.6

CoDE 17.2 14.2 13.6 13.9 14.7

reached for the CODE and EPSDE variants (less than 1% of the test problems).
The worst results are obtained for IDE, i.e. performance decreases in 27% of the
test problems. Regarding the dimension level, it is obvious that efficiency of SPS1
more frequently decreases with increased D (Tables 1 and 2). On the other hand,
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using SPS2 framework increases the performance of adaptive DE variants. The
number of wins of SPS2 compared with the original DE variants is only about
in 3% of the test problems (Table 3). Conversely, SPS2 mostly decreases the
performance for IDE and jDE variants, i.e. influences worse results in 69% and
38% of the test problems.

The overall performance of all 21 algorithms was compared using Friedman
test for medians of function-error values. The null hypothesis on the equal per-
formance of the algorithms was rejected, the achieved p value for rejection was
p < 5 × 107. Mean ranks of the algorithms are presented in Table 5. Note that
the algorithm winning uniquely in all the problems would have the mean rank 1
and another algorithm being a unique looser in all the problems would have the
mean rank 21. In the last column of Table 5, the average mean rank is computed
for all dimensions. The table is sorted based on an average mean rank in an
ascending way, i.e. algorithms which perform overall better are in higher rows
and vice versa. For the best performing algorithm in each dimension, the mean
rank is printed bold and underlined, the mean rank for the second is printed
bold and the third best variant is underlined. It is obvious that the least aver-
age mean rank is for the EPSDE variant with SPS1 framework and the second
position is for JADE variant with SPS1 framework. Only in the case of IDE
variant, even SPS1 and SPS2 framework is not able to increase the algorithm
performance. For four DE variants in comparison, SPS1 framework is able to
increase the overall performance and for CODE and JADE even SPS2 increases
their performance, based on the average mean rank (last column in Table 5).

7 Conclusion

The experimental comparison has shown that SPS could significantly increase
the performance of the state-of-the-art DE variants. A better performance is
reached especially with the original SPS framework [4], when the oldest indi-
viduals in SPA are updated. The newly proposed SPS framework was successful
only in a minor part of the test problems. A big benefit of SPS was observed
especially for EPSDE and CODE variants in more than 50% of the test prob-
lems. These results are better compared with the results of DE algorithms in
the original paper [4]. There is no benefit of SPS applied in SaDE variant. The
results of Friedman test show that in two DE out of 7 both SPS1 and SPS2
approaches perform better and in four DE the SPS1 framework performs better
than the original algorithms.
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Abstract. The paper presents a novel hyper-heuristic strategy for
hybridization of nature inspired algorithms. The strategy is based on
switching the state of agents using a logistic probability function, which
depends upon the fitness rank of an agent. A case study using two
nature inspired algorithms (Artificial Bee Colony (ABC) and Krill Herd-
ing (KH)) and eight optimization problems (Ackley Function, Bukin
Function N.6, Griewank Function, Holder Table Function, Levy Func-
tion, Schaffer Function N.2, Schwefel Function, Shubert Function) is
presented. The results show a superiority of the proposed hyper-heuristic
(mean end-rank for hybrid algorithm is 1.435 vs. 2.157 for KH and 2.408
for ABC).

Keywords: Nature inspired algorithms · Metaheuristic · Optimization

1 Introduction

Nature inspired algorithms (NIA) are based on the collective behavior of liv-
ing algorithms such as swarms of insects or flocks of birds. More generally,
NIA describe the behavior of communicating agents forming a multi-agent sys-
tem. While each individual agent has limited processing power, the system
(swarm, network) as a whole can perform complex tasks such as resource search.
Many modern meta-heuristic algorithms inspired by natural or social phenomena
have been proposed such as Artificial Bee Colony (ABC) [1], Firefly Algorithm
(FA) [2], Grey Wolf Optimizer (GWO) [3], Krill Herd (KH) [4], and Particle
Swarm Optimization (PSO) [5]. Such algorithms are widely applied in different
domains, such as scientific computing [6], transportation engineering [7], engi-
neering optimization [4], internet server allocation [8], image processing [9,10],
image recognition [11], bioinformatics [13], intelligent systems [14], control sys-
tems [15], voice recognition [12,16], and transparent optical networks [17].

Comparison of nature-inspired algorithms for solving different optimization
problems has been motivated by the No Free Lunch theorems [18], which prove
c© Springer International Publishing AG 2017
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that for any search or optimization algorithm, any elevated performance over
one class of problems is exactly paid for in performance over another class. For
example, Çivicioglu and Besdok [19] compare the Cuckoo-search, PSO, Differen-
tial Evolution and ABC algorithms. Alqattan and Abdullah [13] compare ABC
and PSO. Researchers also proposed their hybrid algorithms by combining two
or more metaheurestic algorithms such as MultiStart Hyper-heuristic algorithm
(MSH-QAP) [20], which uses of Simulated Annealing (SA), Robust Tabu Search
(RTS), Ant Colony Optimization (FAnt), and Breakout Local Search (BLS).

Hybridization is an evolutionary meta-heuristic approach [21]. Zhao et al. [22]
introduced the combined algorithm of dynamic multi-swarm particle swarm opti-
mizer (DMS-PSO) and Harmony Search (HS). Yang and Deb [23] proposed a
two-stage hybrid search method, Eagle Strategy, which iteratively combined
random search using Lèvy walk with the firefly algorithm. A simple way of
hybridization is to form a new algorithm by combining other two algorithms.
A more general idea is to automatically devise new algorithms by combining
the strength and compensating for the weaknesses of heuristic algorithms. The
process is called hyper-heuristic, a method that seeks to automate the process
of selecting, combining, or adapting several simpler heuristics (or components of
such heuristics) to efficiently solve computational search problems [24].

Hyper-heuristic works at a higher level when compared with the typical
application of meta-heuristics to optimisation problems i.e. a hyper-heuristic
is a (meta-)heuristic which operates on lower level (meta-)heuristics [25] aim-
ing to choose intelligently the right heuristic or algorithm for a given prob-
lem. Hyper-heuristics often involves the use of a ’choice function’, which trades
off the exploitation and exploration activities in choosing the next heuristic
to use [26]. The choice function can be random [27], lower-level heuristic per-
formance based [25], evolutionary [28], or greedy [27]. Greedy choice function
rewards the low level heuristics with currently best performance. For example,
the choice function can be defined as a 3rd-order tensor of the trail of a hyper-
heuristic mixing heuristics [29]. Factorization of such a tensor reveals the latent
relationships between the low level heuristics and the hyper-heuristic itself.

Related approaches to hyper-heuristics are evolving evolutionary algorithms
(EEA) [30], which let an EA discover the rules and knowledge, so that it
can find the best EA to optimise the solutions of a problem; Self-modification
Cartesian Genetic Programming (SMCGP) [31], which encodes the chosen low-
level heuristic, alongside self-modifying operators in a graph structure; Auto-
constructive Evolution [32] as reproductive mechanisms, which are evolved and
then used to derive problem solutions; and exponentially increasing hyper-
heuristic (EIHH) [33], which uses a meta-hyper-heuristic algorithm to search
heuristic space for greater performance benefits. Combination of different heuris-
tics also can be defined as the leader-following consensus problem, where leader
is a heuristic with best fitness, which is followed by other heuristics. The leader-
following configuration can be considered as an energy saving mechanism found
in many biological systems, which can enhance the communication and orienta-
tion of the flock [34].

We present a hyper-heuristic to combine the behaviour of agents described
by two different heuristic algorithms. A case study in combining the ABC [1]



State Flipping Based Hyper-Heuristic for Hybridization 339

and KH [4] is presented. The performance of hyper-heuristic is evaluated with
respect to stand-alone ABC and KH using 8 benchmark optimization problems.

2 Hybridization Method

2.1 Description and Pseudocode

The proposed hybridization method assigns a state to each swarming agent and
defines an algorithm how this state changes during the execution of the algo-
rithm. We assume that the state of an agent defines its behaviour. If a population
of agents is under-performing, their states can be flipped hoping that the change
in behaviour would result in higher performance. Thus, the state of agents is
not constant and can vary from iteration to iteration. The pseudo-code of the
hybridization hyper-heuristic is presented below.

(1) BEGIN

(2) Initialize positions of all agents

(3) WHILE iterations remain DO

(4) IF first Iteration THEN

(5) Initialize the state of agents to one of (Agent1 or Agent2) randomly

(6) ELSE

(7) Flip the state of agents using logistic probability

(8) END IF

(9) FOREACH agent IN state Agent1

(10) Calculate new position using one iteration of Algorithm1

(11) END FOREACH

(12) FOREACH agent IN state Agent2

(13) Calculate new position using one iteration of Algorithm2

(14) END FOREACH

(15) Merge populations

(16) END WHILE

(17) Return the fitness of best performing agent

(18) END

Here we assume that there are only two possible states (Agent1 or Agent2),
while their corresponding behaviour is defined by Algorithm1 and Algorithm2.

The probability of flipping the state in Line 7 of pseudo-code is calculated
using a logistic function with equation:

P (r) =
1

1 + e−(r−n/2)
. (1)

here r is the fitness rank of an agent (agents are sorted from best performers
to worst performers by the fitness value), and n is the number of agents.

Hereinafter for our further experiments, Algorithm1 is Krill Herding (KH)
and Algorithm2 is Artificial Bee Colony (ABC), which are described below.
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2.2 Krill Herding (KH)

Krill Herd (KH) [4] algorithm simulates the behavior of Antarctic krill (Euphau-
sia superba) individuals found in the Southern Ocean. Krills are able to form a
large herd that can reach hundreds of meters in length. When predators (pen-
guins or sea birds) attack krill herds, they take individual krill which leads to
reduced krill density. After the attack by predators, formation of krill is a multi-
objective process aimed at increasing krill density and reaching food.

The position of krills is defined by movement induced by the presence of
other krills, foraging activity, and random diffusion. All individual krill move
towards the best possible solution while searching for highest density and food.
The smallest distances of each krill from food and from highest density of the
herd are considered as the objective function for the krill movement, which finally
lead the krills to herd around global minima.

The KH algorithm has been shown of being capable of to solve efficiently a
wide range of numerical optimization problems [4].

2.3 Artificial Bee Colony (ABC)

The Artificial Bee Colony (ABC) algorithm [1] is based on a model of forag-
ing behaviour of a honeybee colony described analytically by reactiondiffusion
equations developed by Tereshko [35]. This model consists of three essential com-
ponents: food sources, employed foragers, and unemployed foragers, and defines
two leading modes of the honeybee colony behaviour: recruitment to a food
source and abandonment of a source. In order to select a food source, a for-
ager bee evaluates several properties related with the food source such as its
closeness to the hive, richness of the energy, taste of its nectar, and the ease
or difficulty of extracting this energy. An employed forager is employed at a
specific food source which she is currently exploiting. She carries information
about this specific source and shares it with other bees waiting in the hive. The
information includes the distance, the direction and the profitability of the food
source. Unemployed foragers search the environment randomly or try to find a
food source by means of the information given by the employed bee.

The ABC algorithm implements a population-based search in which artificial
bees change their positions in time aiming to discover the places of food sources
with high nectar amount and finally the one with the highest nectar. Two types
of artificial bees (employed and onlooker bees) choose food sources depending
on the experience of themselves and their nest mates, and adjust their positions.
Scout bees fly and choose the food sources randomly without using experience.
If the nectar amount of a new source is higher than that of the previous one in
their memory, they memorize the new position and forget the previous one.

Thus, ABC combines local search, which is carried out by employed bees
and on-looker bees, with global search, managed by onlookers and scout bees,
therefore attempting to balance the exploration and exploitation policies.
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2.4 Summary

The proposed hyper-heuristic hybridization method adapted to hybridization of
ABC and KH algorithms is summarized graphically in Fig. 1. The simple mecha-
nism of probabilistic state flipping leads to an emergence of interesting collective
behaviour, when under-performing agents try to imitate the behaviour of well-
performing agents by switching to their type of behaviour. On the other hand, if
a single state attracts a majority of agents, less-performing agents start switch-
ing to an alternative state. Such an opportunistic behaviour provides a balance
between exploration and exploitation. Exploration helps to come close to the
global minimum or good local minimum, while exploitation helps to locate the
global minimum more accurately. Thus the hyper-heuristic provides a balancing
mechanism between global and local search properties (underlying algorithm can
be biased towards local or global search) allowing to diversifying the search in
order to avoid getting trapped in a local optimum.

Fig. 1. Conceptual diagram of the proposed hybridization method
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3 Benchmarks

To validate the proposed method, we have selected 8 benchmark functions: Ack-
ley Function (Eq. 1), Bukin Function N.6 (Eq. 2), Griewank Function (Eq. 3),
Holder Table Function (Eq. 4), Levy Function (Eq. 5), Schaffer Function N.2
(Eq. 6), Schwefel Function (Eq. 7), Shubert Function (Eq. 8):

f1(x) = −20e−0.2
√

1
d

∑d
i=1 x2

i − e
1
d

∑d
i=1 cos(2πxi) + 20 + e (2)

f2(x) = 100
√

|x2 − 0.01x2
1| + 0.01|x1 + 10| (3)

f3(x) =
1

4000

n∑
i=1

x2
1 −

n∏
i=1

cos(
xi√

i
) + 1, (4)

f4(x) = −|sin(x1)cos(x2)e|1−
√

x2
1+x2

2
π ||, (5)

f5(x) = sin2(πω1) +
d−1∑
i=1

(ωi − 1)2[1 + 10sin2(πωi + 1)]

+(ωi − 1)2[1 + 10sin2(2πωd)], ωi = 1 +
xi − 1

4

(6)

f6(x) = 0.5 +
sin2(x2

1 + x2
2) − 0.5

[1 + 0.001(x2
1 + x2

2)]2
, (7)

f7(x) = 418.9829d −
d∑

i=1

xisin(
√

|xi|), (8)

f8(x) = (
5∑

j=1

jcos((j + 1)x1 + j))(
5∑

j=1

jcos((j + 1)x2 + j)), (9)

here d is the number of dimensions.
These functions are commonly used for benchmarking new evolutionary and

nature inspired algorithms [36]. All these functions have many local minima.
The algorithms have been implemented in MATLAB in a 2.5GHz Dual Core

CPU with 4GB RAM computer, running Windows 8 OS. We have implemented
both the hybrid algorithm, which combines KH and ABC as well as stand-alone
KH and ABC, for comparison. We used 50 agents, and each algorithm was
allowed to run for 200 iterations. We have repeated the process for 100 times
each and have performed the statistical analysis of the results.

We have compared the mean ranks of analysed algorithms in each itera-
tion (see Fig. 2). We can see that initially, the ABC is the better method until
approximately the 50th iteration. Then the proposed hybrid method overtakes
as the best method by rank. On the over hand, KH never scores as the best
method, however, it manages to overtake ABC when algorithms are allowed to
run for a larger number of iterations. We have performed the analysis of the
algorithm performance using the Friedman rank test. The hypothesis that there
is no difference between the ranks of the ABC, KH and Hybrid-ABC-KH has
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Fig. 2. Ranks vs. Iterations for 8 optimization problems

Fig. 3. Mean ranks for 8 optimization problems at final iteration

been rejected. In Fig. 3, we can see the mean ranks of all compared methods at
the final (200th) iteration with statistical confidence limits. We can see that the
proposed method is the best (mean rank 1.435±0.018), KH achieved the second
place (mean rank 2.157±0.018), and ABC is the third (mean rank 2.408±0.022).
Finally, we have calculated probability that the proposed method is the best (i.e.,
achieves top fitness) for each of the analysed optimization problems (Fig. 4). We
can see that while the proposed method does not allow to achieve top fitness in
the beginning, but after approximately 20–30 iteration its performance starts to
increase. In the end, the proposed method achieves top fitness for five benchmark
problems (Bukin, Schwefel, Shaffer No.2, Holder Table, Griewank), but fails to
achieve top fitness for another three problems (Ackley, Levy, Shubert).
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Fig. 4. Probability of top fitness for the proposed hybridization method

4 Conclusions

We proposed a state-flipping based hybridization scheme of nature-inspired algo-
rithms that assigns each agent a variable state. The state is flipped randomly
based on the fitness rank of each agent after its current iteration. The application
of the proposed method attempts to take merits of the Krill Herding (KH) and
the Artificial Bee Colony (ABC) in order to avoid all agents getting trapped in
inferior local optimal regions.

The proposed algorithm is able more effectively to generate better quality
solutions more often (achieves higher rank as well as has higher probability of
achieving top rank when compared to the stand-alone KH and ABC) on several
optimization problems with multiple local minima.
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Abstract. We introduce a well-optimized implementation of PSO algo-
rithm based on, Compute Unified Device Architecture (CUDA), using
global neighborhood topology with extremely large swarms (greater than
1000 particles). The algorithm optimization is based on effective data
organization in GPU memory such as transfer and thread optimiza-
tion, pinned memory and the zero-copy mechanism usage. Experimental
results show that the implementation on GPU is significantly faster than
implementation on CPU.

Keywords: Particle Swarm Optimization (PSO) · Global topology ·
Graphics processing unit (GPU) · CUDA architecture

1 Introduction

The Particle Swarm Optimization algorithm (PSO) can be recommended as an
optimizer for complex and large-scale problems because it finds a satisfactory
solution in most tests, it is easy to implement, and the number of adjustable para-
meters is relatively small. Fast convergence and reliability are PSO attributes.
However, the PSO often requires a long runtime that prevents from real-time
application in dynamically changing environments.

Algorithms can be speedup using parallelization. PSO is intrinsically parallel
because each particle in a population moves according to the same rule. Our
main idea was to use the graphics processing unit (GPU) which is ideally suited
for computations performed across thousands of elements at the same time (in
parallel). Software must use a large number of concurrent threads to make a good
performance on GPU. To fulfill this requirements we decided to use large number
of particles moving over the search space. Among many different PSO variants
we choose the one with global neighborhood topology because it is universal.
Additionally, we propose an improved data structure that allows for effective
CUDA implementation.
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The performance of the proposed CUDA Gbest PSO algorithm was evalu-
ated on standard optimization benchmarks with two criteria: success rate and
speedup.

In the paper, we present literature reviews and a discussion on different
neighborhood topologies. We also present a detailed description of CUDA PSO
improvement (optimization) process. Finally, we discuss experimental results.

2 Previous Reports on GPU PSO

In 2007 Li et al. proposed to implement PSO algorithm on GPU for the first
time [11]. Particles were mapped into textures on a graphics card and calculated
in parallel. The algorithm was implemented without a CUDA support. In 2009
several authors published results on PSO parallelization based on the CUDA
platform [10,15,18,19]. The general conclusion was that GPU accelerated the
PSO algorithm when optimizing test functions.

The results from published GPU PSO implementations are hard to compare.
Reported speedups and runtimes depend on hardware and software. Authors
tested different parallelization models, PSO variants, data structures, and graph-
ics cards. Experimental environments vary in dimension, population, and maxi-
mum step sizes, PSO coefficients, initial values, etc. We compare our results to
others only if environments are similar.

The GPU PSO presented in the literature can be divided into two cate-
gories: with local and global neighborhood topologies. Many implementations
used the ring local topology, including: [2,3,12,13,19,20]. The authors of [10],
probably applied wheel topology which we guessed from the information about
20 neighbors used.

The global topology PSO on GPU was not very popular in studies. Two
papers [4,16] presented the success rate of multi-swarm global topology PSO.
The first optimized the entire search space with many parallel swarms and in
the second each swarm optimized part of the decomposed search space. Two
other papers described a one population PSO. In [15] applied the canonical PSO
with a constriction factor. The authors of [17] analyzed the basic PSO with an
adaptive inertial factor but did not describe data structures.

Two papers, [5,18], do not reveal the neighborhood topology and other impor-
tant details about PSO and its CUDA implementation.

Our research fills the gap and tests the basic (non-canonical), one population
PSO with the global topology on GPU using the CUDA platform. In the next
section, we discuss pros and cons of different neighborhood topologies to motivate
our choice.

3 Neighborhood Topologies and Population Size in PSO

The mechanism of particles’ cooperation is the key PSO feature resulting in effec-
tiveness of a search space exploration [6,9]. If a particle discovers a local/global
optimum it becomes the best in its neighborhood. The Best particle attracts
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others to this region. Each particle i in step t explores the search space moving
from its old position xt

i into a new one:

xt+1
i = xt

i + vt+1
i , (1)

where vt+1
i is the particle velocity and is calculated as follows:

vt+1
i = ωvt

i + ϕ1Ut
1(pb

t
i − xt

i) + ϕ2Ut
2(b

t − xt
i), (2)

where ω is the weight of inertia, ϕ1 and ϕ2 are positive numbers called personal
and global best influence respectively, pbt

i is the best location found so far
of particle i and bt is the best position in the neighborhood. U1 and U2 are
uniformly distributed random numbers.

The neighborhood is the scope of particles influence. The PSO neighborhood
is either Gbest or Lbest.

Definition 1. Gbest is a neighborhood topology composed of the entire popula-
tion.

Definition 2. Lbest is a neighborhood topology comprising some number of
adjacent neighbors in the population.

The neighborhood topology influences the algorithm performance. Kennedy
and Eberhart [9] analyzed the PSO sociometry on standard functions in
30-dimensional spaces comparing Gbest and two Lbest (circle and wheel) neigh-
borhood topologies. They concluded that particle cooperation was problem
dependent i.e. the optimized function influenced the neighborhood. There were
no clear rules describing the relationship. Usually, Gbest was either best or nearly
so in all tests. The authors stressed that “the main disadvantage of the Gbest
PSO is that it is unable to explore multiple optimal regions simultaneously”.

Kennedy and Eberhart continued their research on the neighborhood associ-
ation with the optimization problem [7]. They revealed great variation of opti-
mization abilities within topologies. The “von Neumann” Lbest neighborhood
performs better than Gbest or ring Lbest topology on some test functions. Yet,
no rule for assigning the neighborhood structure to the goal function was dis-
covered. Kennedy and Mendes tested canonical and fully informed PSO with
different neighborhood sizes and concluded that “it will be necessary to find the
topologies that are very best suited to each algorithm” [8].

Bratton and Kennedy defined good practices for PSO application and indi-
cated that the Gbest topology performs better in most multidimensional prob-
lems, converging faster to the optimum [1]. The convergence rate is a benefit
only when the swarm’s optimum is global. When particles are attracted to a
local optimum the whole population can fix there. Definitely, Gbest is the best
choice for unimodal functions and a sufficiently good selection for multimodal
functions.

Because Gbest performs the best or close to the best in solving test functions,
we propose to use it. The extremely large population is our strategy to overcome
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the Gbest problem of not exploring many search space areas simultaneously. In
sequential PSOs with large populations, the runtime increases and prevents from
real-time applications. Parallelism in PSO allows increasing the population size
with a slight runtime increase [18]. Tests performed on GPU PSO that used
populations up to 2800 particles showed that large populations are necessary for
some functions to find the optimum [19].

4 Optimized CUDA Gbest PSO

This section presents CUDA Gbest PSO implementation details such as data
organization and mechanisms used to optimize the algorithm performance. First,
we detected time-consuming operations and then proposed data structure reorga-
nization and transfer as well as threads optimizations. At the end of the section,
we present an experiment showing a runtime reduction.

4.1 Basic CUDA Gbest PSO

The sequential and parallel code identification is the first step in GPU imple-
mentations. In the proposed CUDA Gbest PSO the following operations run
sequentially on the CPU: memory allocation, pre-generated random numbers,
the algorithm control, and the best global position update run on the CPU,
see Algorithm 1. The swarm initialization and particles update is executed in
parallel on the GPU (Algorithm 1).

Algorithm 1. Basic CUDA Gbest PSO implementation — CPU/GPU codes
separation
1: (GPU) Generate vector of random numbers
2: (GPU) Swarm initialization (the entire population in parallel)
3: for (CPU) each step t do
4: (GPU) update particles (the entire population in parallel)
5: for (CPU) each particle i do
6: if (CPU) pbi is better than b then
7: (CPU) b = pbi

8: (CPU) b index is i

9: if (CPU) b index is �= −1 then
10: (CPU) send b index to GPU
11: (CPU) load b from GPU to CPU

The CUDA platform allows writing device (GPU) code in C functions called
kernels. Each kernel is executed by many GPU threads in a Single-Instruction-
Multiple-Thread (SIMT) fashion. Each thread executes the entire kernel once.
We programmed two kernels: one to initialize the population and the second to
update particles positions including f(x) fitness function and best particle posi-
tion pb evaluation (Algorithm 2). New particle positions are calculated according
to Eqs. (1) and (2).
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Algorithm 2. The particles update — The GPU kernel
1: update each coordinate of vector xi

2: calculate fitness function f(x)
3: update best particle position pb

4.2 Transfer Optimization

A bottleneck in GPU programming is data transfer and communication between
the CPU and the GPU. The kernel call procedure runs in the three following
steps:

1. transfer input data from host memory to device memories (global, constant
and texture memory);

2. run kernel on data;
3. transfer results from device memories to the host memory.

Minimizing data transfer between host and device memories speeds up the
algorithm [14].

In the PSO algorithm, the best particle bt position is determined by compar-
ing values in a sequence. The process is not suitable for parallelization, and we
run it on the CPU resulting in data exchange between device and host memories.
We propose a data structure to optimize the number of transferred variables.

In the proposed CUDA Gbest PSO data are stored both in GPU (device) and
CPU (host) memories (Table 1). Velocities V, positions X, local best positions
Pb of n particles with m independent variables, fitness values f(X), local best
fitness f(Pb) of n particles and the index of the best particle in the entire swarm
are stored in separate variables in the device memory. The CPU memory stores:
the best particle position b, the best particle fitness evaluation f(b) and the
local best fitness f(Pb) of n particles.

The data structure affects memory transfers in each step t of the Algorithm 1:
n local best fitness values (f(Pb)) are transferred from GPU to CPU and only
one value of the global best particle index (b) is sent back.

Table 1. CUDA Gbest PSO data structure

Memory GPU (device) V, X, Pb, f(X), f(Pb)

CPU (host) b, f(b), f(Pb)

4.3 Thread Optimization

To keep the GPU effectively busy, nVidia corporation supplies developers with
software called CUDA Occupancy Calculator that helps determine device occu-
pancy. The occupancy can be viewed as a percentage of the hardware’s ability
to process active warps [14]. The CUDA Occupancy Calculator is useful for
choosing the block size based on shared memory and register requirements to
maximize occupancy.
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In all experiments presented in the paper we use NVIDIA GeForce GT 540M
(ver. CC 2.1) based on Fermi architecture and NVIDIA GeForce 940M (ver. CC
5.0) based on Maxwell architecture. For this graphic board the optimal block size
for each kernel was calculated using CUDA Occupancy Calculator. The kernel
initializing the population was most effectively executed with 608 block size and
the kernel updating particles positions with 224 block size for 540M. For 940M
both kernel was most effectively executed with 512 block size.

4.4 Pinned Memory and Zero-copy mechanism

We use pinned memory and Zero-copy features available in CUDA to maximize
memory bandwidth.

Pinned memory is a page-locked memory that is never swapped out by the
OS. It provides fast access but can reduce system performance because it is a
scarce resource.

The extension to pinned memory is the Zero-copy mechanism that allows
GPU to avoid allocating and copying data between device and host memories.
Kernels access the host memory directly. The mechanism allows to improve the
data structure (Table 2). Both, sequential and parallel codes access the fitness
personal best values f(Pb). We located the vector in the directly accessed mem-
ory to speed up the algorithm.

Table 2. CUDA Gbest PSO data structure using Zero-copy mechanism

Memory GPU (device) V, X, Pb, f(X),

CPU (host) b, f(b)

Shared (host) f(Pb)

The thread and memory optimization resulted in developing extra CUDA
Gbest PSO code (Algorithm 3) that precedes the Algorithm 1.

Algorithm 3. CUDA Gbest PSO code preceding the Algorithm 1
1: (CPU) Get GPU properties
2: (CPU) Set block size
3: if (CPU) GPU can map host memory then
4: (CPU) Allocate fitness evaluation of particles best value vector f(Pb) on host

using Zero-Copy mechanism

4.5 Optimized CUDA Gbest PSO experiment

We modified CUDA Gbest PSO progressively to observe the influence on run-
time. The main goal was to obtain a fast and effective CUDA Gbest PSO algo-
rithm with a large number of particles. The sequence of changes was as fol-
lows: a) transfer optimization b) threads optimization c) pinned-memory usage
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d)zero-copy mechanism. Each step was compared to the basic CUDA Gbest PSO
(Algorithm 1). Figure 1 shows runtime on two-variable Beale’s function on differ-
ent architectures. The PSO was implemented, with ω = 0.8 ϕ1 = 2.0, ϕ2 = 0.8,
initial velocities were random numbers in the range [−4.5, 4.5].
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Fig. 1. Runtime along increasing swarm size tested on (1) basic CUDA Gbest PSO,
(2) CUDA Gbest PSO with transfer optimization, (3) CUDA Gbest PSO with threads
optimization, (4) pinned-memory usage (5) zero-copy mechanism

The less time consuming was CUDA Gbest PSO implementation with opti-
mized transfer, the optimal block size for each kernel and the zero-copy mecha-
nism. We can reduce the runtime twice on average when compared to the basic
CUDA Gbest PSO and use the optimized algorithm in further experiments.

5 Experiments, Results, and Discussion

The goal of our experiments was to compare the computational efficiency of
optimized CUDA Gbest PSO and sequential PSO evaluated by runtime, speedup
ratio and success rate. We conducted two experiments: one on three-dimensional
benchmarks, and the second on multi-dimensional benchmarks for different
swarm sizes. Tests were performed repeatedly because of the stochastic algo-
rithm nature. The results of the tests were combined and then averaged.

For comparison purposes let us introduce the following two definitions.

Definition 3. The speedup is the ratio of mean sequential PSO runtime to
mean optimized CUDA Gbest PSO runtime.

Algorithms were stopped always and only after 1000 iterations. No other stop
condition was used.

Definition 4. The success rate is defined to be the ratio of the number of
times the algorithm found the global optimum with the 1e-06 tolerance to the
number of trials (20 in each experiment).
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Eight standard benchmarks were tested (Table 3): Ackley, Beale,
Bohachevsky, Easom, Rastrigin, Schwefel and Three-Hump Camel functions. All
were run in 3 dimensions. The Rastrigin and Schwefel both multimodal functions
were also run in 6 and 11 dimensions, as to test the algorithm in a more diffi-
cult environment. We omit detailed description because all used functions are
standard.

Both tested algorithms optimized CUDA Gbest PSO and sequential PSO use
the following coefficients: ω = 0.8, ϕ1 = 2.0, ϕ2 = 0.8. Particles were initialized
in a range of the function domain (ranges given in Table 3).

Table 3. Tested benchmarks, their domains and studied dimensions

Function Domain Dimensions

Ackley [−30, 30] 3

Beale [−4.5, 4.5] 3

Bohachevsky [−100, 100] 3

Easom [−100, 100] 3

Michalewicz [0, π] 3

Rastrigin [−5.12, 5.12] 3, 6, and 11

Schwefel [−500, 500] 3, 6, and 11

Three-Hump Camel [−5, 5] 3

Numerical experiments on sequential PSO and optimized CUDA Gbest PSO
were conducted on an Acer Aspire 5742G equipped with an Intel Core i5-480M at
2.667 GHz and 4GB main memory. The operating system was Microsoft Windows
7 (Professional) 64-bit server version. CUDA Gbest PSO used GPU from the
NVIDA GeForce GT 540M and NVIDIA GeForce 940M card.

5.1 Three-Dimensional Tests

We compared sequential PSO and optimized CUDA Gbest PSO time perfor-
mances. Results (average from 50 runs) presented in Table 4 lead to a natural
conclusion that runtime increases with population (swarm) size. The sequential
PSO runtime increases more rapidly (sometimes even up to 2 s ) than optimized
CUDA Gbest PSO implementation (at most 0.2 s ). Our experiment shows that
the large number of particles in CUDA Gbest PSO does not significantly influ-
ence the runtime. The highest runtime increase was from 184ms (1000 particles)
to 205ms (4000 particles) using the Michalewicz function for Fermi architecture
and from 116ms (1000 particles) to 131ms (4000 particles) using Beale function
for Maxwell architecture.

The maximum runtime for the optimized CUDA Gbest PSO was 214ms (4000
particles). This time is similar to runtimes (few hundreds milliseconds) reported
in [2,4,12], and is significantly shorter than few seconds reported in [5,10,15,19].
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We tested the success rate of sequential PSO and optimized CUDA Gbest
PSO. It was always 1 for both algorithms meaning that the optimum was found
every time with the given precision.

Table 4. Runtime [ms] in three-dimensional domain, where CPU — sequential PSO,
GPU 1 (540M), GPU 2 (940M) — optimized CUDA Gbest PSO

Swarm size Swarm size

Test 1000 2000 3000 4000 Test 1000 2000 3000 4000

Ackley CPU 176 350 525 701 Beale CPU 462 923 1377 1844

Ackley GPU 1 175 192 194 199 Beale GPU 1 178 183 189 196

Ackley GPU 2 114 115 125 129 Beale GPU 2 116 117 126 131

Bohachevsky CPU 240 487 723 965 Easom CPU 383 763 1142 1526

Bohachevsky GPU 1 188 192 203 205 Easom GPU 1 191 195 207 208

Bohachevsky GPU 2 113 116 122 127 Easom GPU 2 113 117 118 126

Michalewicz CPU 419 834 1253 1678 Rastrigin CPU 155 308 463 616

Michalewicz GPU 1 184 186 199 205 Rastrigin GPU 1 169 170 177 182

Michalewicz GPU 2 115 117 124 129 Rastrigin GPU 2 110 115 119 122

Schwefel CPU 186 360 540 679 Three-Hump Camel CPU 478 957 1432 1910

Schwefel GPU 1 172 172 184 185 Three-Hump Camel GPU 1 186 190 203 214

Schwefel GPU 2 110 113 121 124 Three-Hump Camel GPU 2 120 117 124 128

Mean CPU 312 623 932 1240 Mean GPU 1 180 186 195 199

Mean GPU 2 114 117 122 127

We calculated speedup ratios for every benchmark and presented them
in Fig. 2. The experiment supports the previously reported conclusion that
GPU parallelization of PSO reduces the runtime. In the test with 1000 par-
ticles speedup was small (between 1 and 4.1 in 1000 particles) but acceleration
increased with population size (between 3.4 and 14.8 in 4000 particles).
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Fig. 2. Speedup calculated from runtimes (Table 4) (1) Ackley, (2) Beale, (3)
Bohachevsky, (4) Easom, (5) Michalewicz, (6) Rastrigin, (7) Schwefel, (8) Three-Hump
Camel
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5.2 Multi-dimensional Tests

We checked algorithms performances in more complex environments i.e. 6- and
11-dimensional spaces on multimodal functions. The sequential PSO and opti-
mized CUDA Gbest PSO runtimes, and speedups averaged from 50 runs are
presented in Table 5.

In the case of the Rastrigin function, the maximum speedup was 5.4. This
result was similar to those presented in [5,10,15,19,20]. In the Schwefel 11D
(500 000 particles) test a speedup > 60 was gained. The highest speedup reported
in the literature was 30 (standard benchmarks optimization using GPU PSO
implementation). Our result is a new achievement. All results considered, we
observed that the speedup increases with population size and function complex-
ity.

The Schwefel test showed that sequential PSO was unable to find a solution
in reasonable time, runtime was impractical. In the same test optimized CUDA
Gbest PSO detected the optimum in only few seconds.

Table 5. Runtimes [ms] and speedup in 6- and 11-dimensional domains, where CPU —
sequential PSO, GPU 1, GPU 2 — optimized CUDA Gbest PSO

Rastrigin Swarm size Schwefel Swarm size

Dim Type 1 000 4 000 50 000 100 000 Type 1 000 50 000 100 000 500 000

6 CPU 455 1 892 14 033 27 527 CPU 415 18 771 37 725 191 265

6 GPU 1 290 444 2 735 5 240 GPU 1 244 2 735 5 032 25 004

6 GPU 2 129 151 1 385 2 240 GPU 2 128 1 335 2 342 9 325

Speedup 1 1.6 4.3 5.1 5.3 Speedup 1 1.7 6.9 7.45 7.6

Speedup 2 3.5 12.5 10.1 12.3 Speedup 2 3.2 14.1 16.1 20.5

11 CPU 1 220 4 270 50 587 101 260 CPU 7 398 347 317 657 919 > 1h

11 GPU 1 386 1 013 9 893 19 443 GPU 1 400 10 598 20 128 99 445

11 GPU 2 171 245 4 499 8 989 GPU 2 192 4 250 8 287 33 390

Speedup 1 3.2 4.2 5.1 5.2 Speedup 1 18.5 32.8 32.7 > 60

Speedup 2 7.1 17.4 11.2 11.3 Speedup 2 38.5 81.7 79.4 > 60

We increased the swarm size compared to the 3-dimensional tests. Our goal
was to find the swarm size that guarantees an algorithm success rate of 1. The
optimum of the Rastrigin benchmark was always found by the sequential PSO
and the optimized CUDA Gbest PSO despite of the swarm size. Table 6 presents
success rate for Schwefel benchmark on GPU. CPU should have the same success
rate if it would be possible to use the same random number generator.

Table 6. Effectiveness in 6- and 11-dimensional domain Schwefel benchmark

Dimension 1 000 50 000 100 000 500 000

6 1 1 1 1

11 0 0.18 0.72 1
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In the optimized CUDA Gbest PSO we were always able (based on tested
benchmarks) to estimate a swarm size at which the algorithm’s success rate
equaled 1. Based on this feature and obtained runtimes we claim that the pro-
posed algorithm might be appropriate for a practical real-time implementation.

6 Conclusions

We proposed the optimized CUDA Gbest PSO algorithm based on Gbest topol-
ogy utilizing a large number of particles. We applied thread and transfer opti-
mization and the zero-copy mechanism and by that we obtained an algorithm
that performs exceptionally good comparing to sequential PSO and other GPU
PSO solutions presented in the literature. We evaluated the algorithm using two
criteria: success rate and speedup (Sects. 5.1 and 5.2).

Based on experimental results we concluded that the main advantages of
optimized CUDA Gbest PSO are:

– Short runtime: even complex i.e. multimodal functions can be optimized fast.
The algorithm runs in 10 s with 500 000 particles. Experiments show that in 3-
dimensional benchmarks, the runtime in a large swarm (4000 particles) is less
than 0.22 s for Fermi architecture and less than 0.14 s for Maxwell architecture.

– Speedup in most tests was below 10 for Fermi architecture and below 16 for
Maxwell architecture. It can be even more than 60 when the optimization task
is complex (Schwefel 11D, 500 000 particles).

– Extremely large populations are recommended. They just make good use of
hardware capabilities and guarantee an success rate of 1 (confirmed in all
tests).

The optimized CUDA Gbest PSO should be tested in higher dimensionality,
more complex test functions and on several GPUs.
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Abstract. Evolutionary instance selection is the most accurate process
comparing to other methods based on distance, such as the instance selec-
tion methods based on k-NN. However, the drawback of evolutionary
methods is their very high computational cost. We compare the perfor-
mance of evolutionary and classical methods and discuss how to min-
imize the computational cost using optimization of genetic algorithm
parameters, joining them with the classical instance selection methods
and caching the information used by k-NN.

1 Introduction

Data preprocessing is frequently the step in machine learning, which in the
highest degree determines the success of the entire process. That is because the
quality of the possible results is limited by the data quality itself and if the data
quality is poor, even the best classification algorithm cannot demonstrate its
power. Poor quality data means data with a lot of measurement errors, irrelevant
information and other artifacts. The irrelevant information additionally makes
the training time long and the model interpretation harder. An important step
in data preprocessing is feature and instance selection or in a broader context
feature and instance weighting and generation. There are three main purposes
of data selection:

– to decrease the data size,
– to reduce the noise in data,
– to select representative data points (prototype) in order to enable us better

understand the process.

The first and second objective can be implemented by feature selection and all
three by instance selection. This paper is focused on instance selection, although
it is likely that some conclusions can be extended onto feature selection and
joined instance and feature selection.

The classical instance selection methods select the instances before the clas-
sifier training, frequently basing on local predictions made by k-NN (Sect. 2).
However, in some cases the instance selection can be also incorporated into the
classifier, for instance under some conditions the neural network can reject the
instances, which have very high error value as the network response, as they are
supposed to be outliers.
c© Springer International Publishing AG 2017
L. Rutkowski et al. (Eds.): ICAISC 2017, Part I, LNAI 10245, pp. 359–369, 2017.
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There are different definitions of what are genetic algorithms and what are
evolutionary algorithms. Some of the definitions say that genetic algorithms
use binary values and evolutionary algorithms use real values. The values that
we use are discretized real numbers, sometimes only with two values (which
corresponds to binary) and sometimes with more values. We will use both of the
terms while referring to our methods. First we discuss the genetic algorithms
with two binary values and how their implementation and parameters influence
their performance. We consider generational and steady state genetic algorithms
and mixtures of both. We evaluate different crossover schemes, population size
and fitness functions. Then we extend that analysis onto multi-valued coding.
We discuss how the computational cost can be reduced especially in the case of
applying evolutionary algorithms to instance selection (Sect. 3).

There have been some propositions in the literature to use genetic or evo-
lutionary algorithms for instance selections [1–3]. Evolutionary optimization is
usually able to find the subset of instances, which is Pareto-optimal in the terms
of compression and accuracy. Thus, we cannot improve on that. Instead, we
propose two other improvements: reduction of the optimization computational
complexity and improvement by including instance weighting. When genetic or
evolutionary algorithms are applied to instance selection, their convergence time
can be additionally decreased using the results of classical instance selection
algorithms while generating the initial population and caching the information
from previous model learning (Sect. 4).

Finally we experimentally compare the results of some of the best classical
methods and the evolutionary methods on several datasets (Sect. 5) and conclude
with our findings regarding the accuracy and computational complexity of those
methods (Sect. 6).

2 Classical Instance Selection Methods

The classical instance selection methods usually are based on some local prop-
erties of the dataset, frequently the nearest neighbors or Voronoi cells, to assess
which instances can be removed as noisy or redundant [4,5]. Their advantage is
speed and their disadvantage is the accuracy compared to evolutionary methods.

In the literature frequently DROP-3 is considered as the most effective from
the well known instance selection algorithms. However, our test on 10 classifi-
cation datasets with 200 to 20.000 instances and the tests of Grochowski and
Jankowski performed on smaller datasets [7] showed that IB3 performs not much
worse. When we proceeded IB3 with ENN, the results were equally good as those
of DROP-3 (in fact ENN is also used at the fist stage of DROP-3). Both DROP-3
and ENN with IB3 were able to reduce the number of instances on the datasets
used in our experiments on average to 4% with the average accuracy drop from
92% to 87%. However, in our implementation in RapidMiner [6] the selection
time of ENN+IB3 was much shorter than that of DROP-3 so for that reason in
the final experiments we decided to use ENN followed by IB3.

The purpose of running ENN (Edited Nearest Neighbor) [8] is to increase
classification accuracy by noise reduction in the training set. ENN uses k-NN
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to predict the class of each instance and marks the instances for which the
predicted class is different than the real class. In the next step the marked
instances are removed from the training set, as they are considered noise. The
data size reduction obtained by ENN is usually very weak (at the level of 10% in
our experiments) and higher compression indicates that the data quality is poor.

DROP-3 (Decremental Reduction Optimization Procedure v.3) [8] first
runs ENN and then the condensation part removes redundant instances. The
instances are first sorted by their distance from the nearest enemy (nearest
another class instance) and then particular instances get removed if the clas-
sification of their neighbors by k-NN does not worsen without them.

IB3 (Instance Based Learning v.3) [9] first selects the instances misclassified
by k-NN (as the correctly classified instances are believed not to provide any
additional information) and then it further removes from the selected set the
instances, which can be removed without the loss of classification accuracy.

The classical instance selection methods were originally designed for classifi-
cation tasks. However, many of the algorithms can be adapted to regression tasks
[10]. There are two ways to accomplish this. The first approach uses output dis-
cretization and converting the regression problem to a multi-class classification
[11]. The second one replaces the concept of “the same class” by some arbitrary
distance threshold in the output space. If a difference between a given instance
real value and the value predicted by k-NN is lower than the threshold, then the
instance is dealt with in the same way as its class would by correctly predicted in
the classification task [12]. Currently our tests with evolutionary instance selec-
tion for regression tasks are in progress and they will be probably presented in
the next paper.

Frequently a further improvement can be obtained using ensembles of
instance selection algorithms [11,13]. However, the results will not be so good
as they can be obtained with evolutionary instance selection.

3 Optimization of Genetic Algorithms Parameters

The idea and variants of genetic algorithms are well described in the literature.
In [14,15] the reader can find the information. A special feature of genetic algo-
rithms is that they are frequently able to find the optimal solution even without
optimal parameters. However, adjusting the parameters allows for significant
reduction of computational cost. On the other hand the optimal parameters
depend on a given task [16]. Our purpose was to examine how convergence time
of genetic algorithms applied to instance selection depends on several parameters.
Using only a single processor core the convergence time would be proportional
to the number of fitness function evaluations.

We used for the calculations a computer with two Xeon processors, each with
12 physical cores with hyperthreading turned off, thus we had 24 physical cores.
So in this case it was optimal to evaluate 24 different solutions simultaneously.
For that reason the size of any batch of calculation that we considered was 24
and multiplies of 24.
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In the experiments we used chromosomes of different length from 200 to
20.000 (what corresponded to the number of instances in our datasets). The
target value (the solution to be found) was obtained by randomly generating
zeros and ones at each position or five different values (0, 0.25, 0.5, 0.75, 1),
which corresponded to instance weighting. We provide detailed information for
optimization of the binary case.

First we evaluated the influence of population size on the required number
of fitness function evaluations. The short answer is: optimal population size P
is about 100 in general and P = 96 for a 24-core system and it only very
slightly increases with the chromosome length in the examined range from 200
to 20.000. For a bit smaller populations the average convergence time can be
slightly shorter, but the process is less stable: the standard deviation is higher
and occasionally the algorithms did not converge at all. The results are shown
in Fig. 1.

In the next series of experiments we determined the optimal number of par-
ents of one descendants. It was about 40 for the shortest chromosomes up to 400
for longest ones. An approximate rule is: 3

√
NumInstances. The convergence

of generational genetic algorithms with that many parents was over 3 times
faster than with two parents only. Moreover, it provided a higher diversity in
the recombination process, so smaller population was needed. The results are
shown in Fig. 2.

It is known from the literature that the steady state genetic algorithms tend
to converge faster that generational ones [17,18]. In steady state algorithms,
when an offspring is created it immediately replaces the worst individual in the
population (or the parent, or the most similar one) and the population imme-
diately gets better as a whole, without the need to wait for the entire next
generation. However, in our case the fastest solution was to create and simulta-
neously evaluate N = 24 offspring, because we had 24 cores in our computer.
Even if that requires a little bit more calculations, the total time is definitely
shorter, because the calculations are performed in parallel. This solution allows
to decrease the number of fitness function evaluation by several percent compar-
ing with the generational genetic algorithms with elitism.

The next important point is the fitness function, which can be written in the
following form:

fitness =
(
α ∗ accuracy

avgAccuracy
+ (1 − α) ∗ avgNumV ectors

numV ectors

)p

(1)

and the exponent p can be gradually increased as the optimization progresses.
First, we start from a low p, as p = 2 in order not to limit the population
diversity and then as the optimization progresses and the individuals tend to be
more similar to each other, we gradually increase it to p = 6.
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Algorithm 1. The genetic algorithm process
generate initial currentPopulation of P individuals
calculate fitness for currentPopulation individuals
for n=0 . . . numIterations do

apply the crossover operation to generate the newPopulation of N individuals
(N <= P )
calculate fitness for newPopulation individuals
if optimal solution found or no further progress then

end process
end if
sort together currentPopulation and newPopulation individuals by fitness
select the best P individuals into currentPopulation
apply the mutation operation

end for

Algorithm 2. The crossover operation
for i=0 . . . populationSize do

if RandomDouble(0,1) < crossoverProbability then
for c = 0 . . . numCrossoverPoints + 1 do

individual[i][c] = RouletteWheelSelection(RandomDouble(0,sumFitness));
crossoverPoint[i][c] = RandomInteger(0,numPositions);

end for
sort crossoverPoint[i];
for c = 1 . . . numCrossoverPoints + 2 do

for d = crossoverPoint[i][c - 1] . . . crossoverPoint[i][c] do
newPopulation[i][d] = currentPopulation[individual[i][c - 1]][d];

end for
end for

end if
end for

4 Evolutionary Algorithms for Instance Selection
and Instance Weighting

Weused twoways to accelerate theprocess of evolutionary instance selection: start-
ing from a population based on ENN with IB3 selection and cashing the informa-
tion required for k-NN. The second way can be easily done if the prediction model
is k-NN, but the idea can also be partially extended to some other classifiers.

A better way than randomly generate individuals in the initial population is
to run the ENN with IB3 instance selection (or another classical algorithm) first
and then to use the generated set of prototypes to generate the initial population
(Algorithm 3). That allowed us to decrease the calculation time approximately
by 30%.

We implemented caching of the information required for k-NN in the following
way: first we calculate the distances between each point in the test set and each
point in the training set. Then we maintain two arrays for each point in the
test set. One array contains the distances to particular points in the training
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Fig. 1. How the number of fitness function evaluations depends on the population size
(number of individuals), with 100 crossover points (101 parents).

Fig. 2. How the number of fitness function evaluations depends on the number of
crossover points (number of parents) with the population size 96 individuals.

set and the other array numbers of that points. Then we sort the first array
in the increasing order and modify the second array accordingly to keep track
of the point numbers. In the optimization phase it is enough to read from the
second array the first k points, which are selected in a given individual and
use their classes to predict the class of the point in the test set. In the case of
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distance-weighted k-NN we additionally read their distances from the first array.
As the optimization is converging after some number of iterations it happens that
some training set points are included very frequently in the individuals, while
others very seldom. At that point we create another set of arrays, which contain
only the distances and numbers of the frequent points. The arrays are much
smaller than the original arrays (especially for big datasets) and thus searching
for the numbers and distances in them is much faster. When a point exists in
an individual and does not exist in the small array then it is searched for in the
original array. This of course does not decrease the number of fitness function
evaluations but frequently more than two orders of magnitude decreases the cost
of fitness function evaluation comparing to running the full k-NN each time.

Although it is not so straightforward to extend this idea onto other classifiers,
we must remember that k-NN is only the classifier used for instance selection,
and the final classifier used for classification can still be a different model. A
question may arise if the subset of instances that is optimal for k-NN is also
optimal for other classifiers. To answer the questions we performed experiments,
when the classifier used to evaluate the fitness function was an MLP network
with a hidden single layer trained with the Rprop algorithm. The results showed
that the subsets selected with k-NN and MLP contained mostly the same points,
however some differences can be sometimes observed. We assume that even if
the subset selected by k-NN is not optimal for MLP classifiers, it is enough close
to the optimal one and in the cached version of k-NN can be used as much faster
fitness function evaluator.

In the case of instance selection, we do not have to find the absolutely best
subset, but an enough good suboptimal solution is acceptable. At the end of
genetic optimization the improvement progresses very slowly, so by accepting a
good suboptimal solution we can save o lot of time.

Algorithm 3. Generation of initial population
run the ENN followed by IB3 instance selection to get the set S of selected instances
for i=0 . . . populationSize do

for v=0 . . . originalNumVectors do
if Instance Selection then

initialPopulation[i][v] = 1 with probability p1 = 0.1 if the instance v is in not S
initialPopulation[i][v] = 0 with probability p2 = 1− p1 if the instance v is in S

end if
if Instance Weighting then

initialPopulation[i][v] = Random(0,0.5) if the instance v is in not S
initialPopulation[i][v] = Random(0.5,1) if the instance v is in S
initialPopulation[i][v] = Random(0.5,1) with probability p3 = 0.1 if v is in not S
initialPopulation[i][v] = Random(0,0.5) with probability p3 = 0.1 if v is in S

end if
end for

end for



366 M. Kordos

5 Experiments and Results

To perform the experiments we created a program, which can be downloaded
from www.kordos.com/icaisc2017. In k-NN we used k = 3 or k = 1 if there
were too few instances to use k = 3. We trained the neural networks for 30
epochs with the R-prop algorithm. We used networks with one hidden layer.
The numbers of neurons in the hidden layer was equal to the geometric mean
of number of inputs and number of classes. We performed the experiments on
10 classification datasets from the Keel Repository [19]: Ionosphere (351,33,2),
Image Segmentation (210, 18, 7), Magic (19020, 20, 2), Thyroid (7200, 21, 3),
Page-blocks (5472, 10, 5), WDBC (569, 30, 2), Sonar (208, 60, 2), Satellite Image
(6435, 36, 6), Penbased (10992, 16, 10), Pima(768, 8, 2). The numbers in the
brackets are (number of instances, number of features, number of classes).

Table 1. Experimental results. EV = evolutionary instance selection, i = percentage of
selected instances, a-classification accuracy, KNN, MLP - algorithms used in the fitness
function evaluation

Dataset Alpha IB3-i IB3-aKNN IB3-aMLP EV-iKNN EV-aKNN EV-iMLP EV-aMLP

Ionosphere 91.15 0.99 15.22 86.87 84.34 1.34 92.05 1.34 92.45

0.96 1.34 92.25 1.34 92.40

0.90 1.34 92.15 1.34 92.38

ImgSegm 94.24 0.99 13.88 90.04 91.00 13.71 91.38 13.71 92.49

0.96 13.71 91.38 13.71 91.55

0.90 13.71 91.38 13.71 91.49

Magic 85.29 0.99 3.91 82.88 82.51 2.85 84.87 2.68 85.29

0.96 1.98 84.04 1.96 84.47

0.90 1.15 82.66 1.05 83.14

Thyroid 98.87 0.99 2.87 88.81 92.97 2.02 96.03 1.81 98.87

0.96 1.45 95.15 1.32 98.47

0.90 1.12 92.60 1.02 98.05

PageBlk 96.75 0.99 2.29 93.82 93.62 1.86 97.01 1.80 97.14

0.96 1.09 96.67 0.98 96.75

0.90 0.82 95.12 0.83 96.50

WDBC 98.89 0.99 - - - 2.85 97.99 3.44 98.66

0.96 1.20 97.12 1.25 97.89

0.90 1.15 96.83 1.15 97.15

Sonar 83.19 0.99 27.65 70.61 70.20 3.66 86.14 3.37 85.90

0.96 2.36 85.01 2.38 85.24

0.90 2.05 83.85 1.87 83.19

SatImg 0.99 7.47 87.57 84.61 3.13 87.85 4.07 85.01

0.96 1.52 86.12 1.54 82.52

0.90 1.15 72.20 0.78 67.78

Penbased 0.99 3.60 97.36 90.35 4.02 97.55 3.20 91.35

0.98 3.20 97.30 3.25 91.30

0.96 2.54 91.55 2.20 88.01

Pima 97.15 0.99 - - - 1.24 97.35 1.24 98.27

0.96 1.24 97.27 1.24 98.27

0.90 1.24 97.29 1.24 98.27

www.kordos.com/icaisc2017
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All the experiments were performed in crossvalidation. In case of evolutionary
algorithms we used 80% of the training subset for training and 20% for evalu-
ation to select the best individual to be tested. We performed a two-objective
optimization, where one objective was to maximize classification accuracy on
a test set and the other one was to minimize the number of instances in the
training set (Eq. 1). The α parameter was used to assign weights to the two
objectives. The power exponent p was gradually increased during the training.
We started from p = 2 and finish at p = 6, as the differences between particular
individuals tend to get much smaller as the genetic optimization progresses. If
an individual contained fewer than four instances, we always added the missing
instances from the most frequent instances.

Many of the evolutionary approaches are able to find the best solution, so
there was no point to compare our methods to other evolutionary instance selec-
tion methods described in the literature in terms of accuracy. Moreover, the
authors usually provided only the results obtained on very small datasets and
did not provide enough information to perform such a comparison. However, the
advantage of our approach is in the computational time decrease. The whole
selection process took from single seconds to minutes depending on the dataset
size.

The instance weighting is used in the following way: in k-NN each instance
was multiplied by its weight and the weighted number of instances in each class
was considered. In the MLP network the error the network makes during learning
on each instance was multiplied by the instance weight. We did not allow for
subsets with fewer than 4 selected instances. Instance weighting only seldom
improved the results for classification, thus we decided not to include this in
Table 1. However, based on our previous experience with instance weighting we
expect the weighting to work well in regression problems, especially with noisy
data [10,12,20].

6 Conclusions

The purpose of the optimization of the process and its parameters was mostly
to decrease the computational complexity, while also taking into account the
stability (low variance) of the process. We optimized the number of crossover
points, the size of the population and the fitness function. We added the caching
of the information required by k-NN. We also compared the obtained methods
with the results obtained with classical instance selection methods. The results
obtained with evolutionary methods are most accurate, but on the other hand
most time consuming. The optimization allowed us to shorten the process time
by finding the optimal parameters for our tasks, that is: population size: 96
individuals, multi-parent recombinations, with the number of parent 3 times the
square root of the number of instances, the fitness function exponent gradu-
ally increasing from 2.0 to 6.0. The experiments were first conducted in detail
in the “emulation mode” using as the target a randomly generated individual
(what was much fasted without the need to use k-NN or to train the neural
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network) and then confirmed using k-NN and neural networks prediction and
number of selected instances as the two objectives of the fitness function. In addi-
tion the initial population was generated not totally randomly but was centered
about the solution found with the classical methods and randomly perturbated.
The total number of iterations that we were able to achieve using 96 individ-
uals and starting from ENN+IB3 based randomized values was approximately
0.5 · numInstances0.7. Instance weighting did not cause significant improvement
in classification tasks. Also setting the balance α between accuracy and number
of instances in some cases did not have any influence on the results, as it was
enough to have as few instances as four to obtain the best classification accuracy.

The accuracy of the evolutionary methods is their strong point, while the
computational complexity, although we were able to significantly lower it is still
several hundred times higher than that of classical methods. But it may be
acceptable, as in the experiments the whole selection process took from single
seconds to minutes depending on the data size.

The direction of our future work is to investigate feature selection and weight-
ing together with instance selection as well for classification as for regression
problems.
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Abstract. Dynamic Difficulty Adjustment (DDA) seeks to adapt the
challenge a game poses to a human player. When the game is too easy
the player can become bored, when it is too hard - frustrated. In the
case of a serious game (educational game), additionally, without a bal-
ance between the player competence and the game challenge the game
could repeatedly exploit the developed skills, or fail to achieve the ped-
agogical goals. In this paper evolutionary algorithm (EA) is used to find
game settings suitable for the player of a serious math game. To reduce
the number of training data and accelerate the search for the ‘right’ game
difficulty level EA modifications are introduced. Various experiments are
performed. The obtained results show that proposed methods can sub-
stantially decrease the time a human player has to wait for a suitable
game level.

Keywords: Dynamic Difficulty Adjustment (DDA) · Game AI · Serious
game · Evolutionary algorithm

1 Introduction

Computer games have become an integral part of our social and cultural environ-
ment over the past decades. They are now considered a routine part of children’s
and adolescents’ lives [1]. People, especially children, can spend hours playing
games without realizing the passage of time. Such a high level of engagement is
rare in typical learning experiences. Scholarly interest in educational games also
called serious games has grown rapidly in recent years [7] with the realization of
the potential of capitalizing on game’s entertainment value by offering an instruc-
tional content during the gameplay. Various research indicates that serious games
render learning easier, more enjoyable, more interesting, and, thus, more effec-
tive [6,8–10]. The serious games industry is gaining momentum as games and
simulations designed for education and other training purposes continue to gain
growing acceptance worldwide. For instance, two major educational technology
research journals, Computers & Education and British Journal of Educational
Technology contain hundreds of articles on games.

An entertainment has an important role to play in serious games, contributing
to their motivational and engaging qualities leading to players voluntarily playing
c© Springer International Publishing AG 2017
L. Rutkowski et al. (Eds.): ICAISC 2017, Part I, LNAI 10245, pp. 370–379, 2017.
DOI: 10.1007/978-3-319-59063-9 33
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serious games for extended periods of time. Generally, a game in which the
challenge level matches the skill of the human player has a greater entertainment
value than a game that is either too easy (boring) or too hard (frustrating).
The balance between the player competence and the challenge presented by a
task is necessary to achieve by the player a state of “flow” [2], the state of mind
characterized by focused concentration and elevated enjoyment during performed
activities. Therefore the game’s tasks should be designed so the player has a
reasonable chance of success with intense effort. This is especially important
when designing a serious game, otherwise, the game could repeatedly exploit
the developed skills, or fail to achieve the pedagogical goals.

To be effective, a cognitive training needs to be adapted to the users’ abili-
ties. Unfortunately, fixing a few predefined and static difficulty levels (e.g. easy,
medium, hard) is not sufficient. There is a great diversity among players in
terms of skills and/or domain knowledge. Even players with a similar level of
game playing ability can find different aspects of a game more difficult. Moreover,
users may change their performance over time.

Dynamic Difficulty Adjustment (DDA), that seeks to adapt the challenge
a game poses to a human player is an emerging and challenging research area
of artificial intelligence (AI) in digital games. AI techniques like evolutionary
algorithms and artificial neural networks have enormous potential to learn the
levels of player’s skills for various games. Unfortunately, these methods need lots
of training data and a great amount of learning time.

The paper introduces methods reducing the number of training game levels
(especially the frustrating ones) for DDA system built with an evolutionary
algorithm. A serious game is developed as the test bed to evaluate the efficiency
of the proposed methods.

The paper continues by presenting related work in Sect. 2. Section 3 defines
the problem. Section 4 introduces the proposed methods. Section 5 presents the
serious game, conducted experiments and simulation results. Section 6 concludes
the paper.

2 Related Work

The approaches, proposed in work on DDA differ in terms of adjustment meth-
ods, as well as adjusted game content. The game difficulty has been set also in
various ways: as subjective feedbacks like self-reported fun level [11] or as, more
popular, objectively measured performance of a player [12,13,17–19]. In [18]
authors showed that objectively measured performance of a player is inversely
correlated with the subjectively assessed difficulty.

One approach is to modify the behavior of characters controlled by the com-
puter, the Non-Player Characters (NPCs).

In work [12] NPC is defined with behavior rules, that are adjusted through
dynamic scripting. In [14] author focuses on improving previous DDA system
with three modifications: dynamic weight clipping, differential learning, and
adrenalin rush.
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In [20] NPC is described with a set of quantitative attributes, that are
adjusted with the use of general quantitative measure resulting from an out-
come of player’s and opponent’s actions.

In [19] good quality, initial NPC strategies are built offline using Reinforce-
ment Learning (RL). Action selection mechanism adjusts the behavior of NPC
depending on the current user’s skills. During the game, the computer opponent
increases or decreases the possibility of ‘mistakes’, while still learning with RL.

Second approach concerns the personalized procedural content generation
(PCG).

In the paper [11] the DDA system automatically generates personalized levels
for platform games. The DDA performs an exhaustive search in the space of
controllable levels features to find the combination of the features that, taken
together with observed gameplay features, maximize the multi-layer perceptron
(MLP), which models player experience preferences.

In the paper [16], the racing tracks in a car racing game are built. A multiob-
jective evolutionary algorithm maximizes the entertainment value of the track
relative to a particular player.

In another approach, one can control the game settings in order to make
challenges easier or harder.

One of the common directions in commercial and serious games is to rely on
the knowledge and experience of human experts to derive the adaptation model
tightly dependent on the game. The weights or contributions of individual game
components to the game difficulty are manually determined, as well as actions
taken to adjust the game [5,15].

In [13] probabilistic technique that dynamically evaluates the difficulty of
given obstacles based on user performance is proposed. As the player moves
throughout the game world, DDA system, Hamlet, uses statistical metrics to
monitor incoming game data. Over time, Hamlet estimates the player’s future
state from this data. When an undesirable but avoidable state is predicted, the
system intervenes and adjusts game settings, such as changing the number of
enemies that appear in a certain location or providing a nearby health pack for
the player to pick up.

In [17] an artificial neural network (ANN) model describing the relationship
between the dynamic game state, player performance, the adaptation decision
to be taken and the resultant game difficulty determines both the direction and
magnitude of game adaptation.

In [18] player’s performance data is used to construct a tensor, which is
decomposed to predict the player’s performance over time. To receive the desired
player performance, the DDA adapts the game contents based on the predicted
performance.

All presented approaches have their advantages and limitations. For example,
adjusting techniques for NPCs limit the design of computer players. Limitation
of using such methods as evolutionary algorithms or artificial neural network
lies, on the other hand, in the great amount of training data required and the
execution time when the decision space for adaptation becomes large.
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3 Problem Definition

The aim of this paper is to present DDA system that can be used to adjust
serious game with its educational content to player skills. Especially, we are
interested in the first stage of DDA system, in which it finds the difficulty level
of the game, which corresponds to the player skills.

Games, on which we concentrate, are made up of levels. Each level consists
of the game elements (GE) that can be adjusted to the skills of the player. Some
of the game elements are educational game elements (EGE) that player has to
solve. The levels could be divided (but this is not required) into smaller parts,
Challenge Stages, for which player performance can be calculated. Challenge
stage doesn’t have to use all GEs of the game level. For each GE, we can identify
a set of difficulty points (DP). Each subsequent difficulty point refers to the next
difficulty level of the GE.

The DDA system is ignorant of the specific manner in which the game ele-
ments at specific difficulty points are designed, allowing for much more system
generality. Game Levels are evaluated based on the player performance. The
searched situation by DDA is that the player is close to losing, but still wins. So
the worse the results the better, with a high penalty for failure. The first goal of
the DDA system is to find, as quickly as possible, a vector of game elements diffi-
culty points (VGEDP) for which game challenge is set on the level of the human
player abilities. This goal can be described as an optimization problem (where
player performance is minimized), which may be solved by evolutionary opti-
mization (e.g. genetic algorithm (GA), that can produce high quality solutions.)
With many simultaneously adjusted game elements, the problem, however, is
the great amount of training data (VGEDPs), required by the algorithm to find
the solution. Because the training is performed by a human player we must find
a way to reduce the number of training examples and accelerate the process.
This paper focuses on improving the evolutionary algorithm for DDA system by
introducing methods to lower the number of training game levels, especially the
frustrating ones (too hard for the player).

4 Modified Evolutionary Algorithm

An evolutionary algorithm (EA) [3] begins its search with a population of solu-
tions usually created at random. Next, the procedure enters into an iterative
operation of updating the current population to create a new population by the
use of three main operators: selection, crossover, and mutation. The operation
stops when one or more termination criteria are met.

The EA solutions for our game are represented by bounded integer vectors
derived directly from the game (VGEDPs). Each GE can have DP varying from
0 to 10. The DP of 10 means the most difficult. 0 and 1 mean the easiest for
no-educational GE and EGE, respectively. If EGE has DP set to 0 then this
element is not used in game level as too difficult for the user. To make sure that
the EGEs are not specifically removed to improve the player results for each
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EGE sets to 0 user gets a penalty. However, this penalty is lower than the one
caused by failed EGE. As a result, we have the highest fitness value for unfulfilled
EGE, a little lower for unused EGE and still lower for successful EGE.

Proposed in this paper modifications do not change the main algorithm, but
work with it to produce results faster and with less data presented to the player.

4.1 Saved Solutions Table [M1]

First, we propose to store all tested solutions with obtained fitness values
(player’s performance) in the Saved Solutions Table (SST) so they aren’t pre-
sented to the player again. It is not unheard of that EA proposes the same
solutions again and again, especially when population converges to some value.
For this solution, an application needs more space but from the point of view of
a player, it is a profitable exchange. When the new game level must be evalu-
ated, first it is looked for in the SST, then it is evaluated or the saved fitness is
returned.

Next idea uses a domain knowledge: information on parameters’ difficulty
points for the failed games. If the player has lost for the specified game settings
(VGEDP) it is to be expected that he will lose again if all the settings are
the same or more difficult. For example, if a player is not able to defeat three
opponents, ha can not beat four, when other GE are the same (or more difficult).
In SST, in addition to VGEDP and its fitness value, we store an information if
the player won or lost. When the new solution must be evaluated, first we check
SST if there is a failed solution with all DPs easiest or the same as in the verified
vector. If we find such a vector fitness value of found solution is returned.

If the game allows the use of the challenge stages, then we can store the
result of the challenge stage in SST and use it the same way as described for
the game level. The difference is that same GEs for a challenge stage are set as
inactive and we can compare only solutions with the same inactive elements. If
the challenge stage is found in SST than the game level will be evaluated only
partly - the remaining values will be taken from SST.

4.2 Failed Difficulty Point for the Game Element [M2]

The second method also exchanges less training data for more memory space.
This method also uses information about subsequent levels of difficulty for game
elements.

We count and store the number of occurrences for each GE with the particular
DP and the number of lost game levels when this DP was used. When the new
solution must be evaluated we check each GE for using failed DP. DP is believed
to be failed if the ratio of losses to the number of occurrences, failure ratio,
exceeds a certain threshold limF . A failure ratio is checked recursively in the
direction of easiest DP starting from DP for checked solution. The occurrences
are counted until the DP with a failure ratio below the limF is encountered. If
the number of counted occurrences is greater than a predetermined threshold
limFC then the value of DP in evaluated vector is reduced.

With this change, impossible solutions should be quickly eliminated.



Dynamic Diffculty Adjustment for Serious Game 375

4.3 Local Optimization Algorithms

There are two phases in the search of an EA. First, the EA exhibits a more global
search by maintaining a diverse population. Second, a more local search takes
place by bringing the population members closer together. Although the EA
degenerates to both these search phases automatically it is believed that more
efficient search can be achieved if the local search phase can be executed with
a more specialized local search algorithm. Choosing such local search algorithm
one must remember that our purpose is to reduce training solutions and that it
is not easy as the scale of an optimization problem is set by the dimensionality
of the problem, i.e. the number of variables on which the search is performed.
In this paper, we choose a simple hill-climbing algorithm where neighbors differ
from each other with single DP increased or decreased by one.

Optimization with Threshold [M3]. In the first method, the initial solution
for local optimization is chosen when its fitness value is less than certain thresh-
old limO. Then, up to 2 N neighboring solutions are generated and evaluated,
where N is the size of VGEDP. The best neighbor is picked and the algorithm
continues until the limOi iteration is reached or there are no better neighboring
solutions. The number of optimization for single generation may not exceed the
threshold limOc.

The problem with this method is that the EA may not find, fast enough,
the solution with fitness value below limO. As a result, the second method was
proposed.

Optimization with History [M4]. In this method, the fitness value of the
optimized solution must be less than the fitness value of the best solution from
the previous generation fMIN−1. After that, the algorithm behaves the same as
in the previous method. The number of optimization for single generation may
not exceed the threshold limOgc.

Optimization with Probability [M5]. The last optimization method also
uses the minimal fitness value fMIN−1, but with the weight wO. With the prob-
ability pO a solution is selected from the population for optimization. If its fitness
value does not exceed the wO ∗fMIN−1 the solution vector remains unchanged.
To reduce the number of evaluated solutions, we check only if a change of 1 (up
or down) of one randomly selected DP improves the solution. If the answer is
yes the solution is adjusted.

5 Experiments

To evaluate the effect of the proposed methods serious math game for improv-
ing the arithmetic skills was employed. The player aim, in this game, is to solve
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arithmetic operations, within a limited time with the limited resources, by select-
ing the results from the available values and shooting them with a cannon. In
the same time, the player must fight off opponents. To win the game the player
must use various skills: knowledge of mathematics, spatial imagination as well as
perception and reflexes. These skills may be at various levels. For example, the
first grade may have little knowledge of mathematics and very quick reflexes.
In turn, a professor of mathematics may have a very long reaction time and
the vast mathematical knowledge. For every mathematical challenge, the player
starts with maximum power and time. The power can be used to kill enemies
and shoot at arithmetic results. This power is also reduced as a result of the
opponents’ attacks. A player loses when he loses all the power or runs out of
time. He can also give up.

In this game we can identify eleven game elements: four EGEs corresponding
to the available mathematical operations (addition, subtraction, multiplication,
and division), the number and the size of generated responses, the length of the
guiding beam for the cannon, the number and the movement speed of opponents,
also their strength and the frequency of appearance. Their DPs represent a
solution in AE. The training game level can be divided into four challenge stages
corresponding to 4 mathematical tasks. During a regular game, an arithmetic
operator is selected at random.

To test DDA system we need a player. For this purpose, a computer player
was designed. His behavior is controlled by the variables describing his style,
abilities, and knowledge. We register a time reactions of a random player to
different game events and use their average values in a computer player (e.g.
time reaction to a new opponent). We register also other behaviors which may
be described in a quantitative way (e.g. how many shots he performs over those
necessary to kill the opponent). At this stage, a computer player behavior is
designed for this game only and can not be generalized.

Seven tests were defined, with a different combination of EA modifications
(M1 to M5 from Chap. 4):

T0 - without any modification,
T1 - M1 and M2 (limF = 0.8, limFC = 40),
T2 - M1, M2 (settings from T1), M3 (limOi = 10, limOc = 1, limO = 84),
T3 - M1, M2 (settings from T1), M4 (limOgc = 1),
T4 - M1, M2 (settings from T1), M5 (wO = 1.1, pO = 0.6),
T5 - M1, M3, M4, M5 (settings as in tests T2–T4),
T6 - M1, M2, M3, M4, M5 (settings as in tests T1–T4).

First we use classic GA with tournament selection with 2 participants, muta-
tion (mutation operator probability mp = 0.3 and probability for each integer to
be modified by mutation mpp = 0.3) and crossover (operator probability cp = 0.5
and equal distribution of individuals elements). The population size is 100. For
test identification we use prefix CGA.

Because we have seen in the obtained results the loss of good solutions in
successive generations we added tests that use EA with an elite-preservation
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operator that keep 1 best solution in population. We tray generational (GGA)
and steady state (SGA) genetic algorithms [4] with the same setting as for CGA.

Because of premature convergence of SGA to unsatisfactory solutions for a
population of 100 individuals we use SGA with a population of 200 individuals.

Each test was repeated from 60 to 100 times and averaged. In the description
of the results presented in Sect. 5.1 we refer to average values.

5.1 Results

Figures in Fig. 1a–c presents the best fitness obtained in each generation by
different tests. Figure 1d presents the best fitness obtained for different numbers
of evaluated solutions.

The results show that all modifications accelerate EA, regardless of its type.
Tests T0 are always behind the rest. Tests T6 that uses all modifications simul-
taneously are always the best. We suspect that this is due to the complementary
behavior of the modifications.

Fig. 1. Experiments results for CGA, GGA and SGA for tests T0–T6

The use of the modification M2 results in a rapid improvement in the early
stages of the evolution. The consequence of this is a faster transition from a global
to local optimization of EA and getting stuck in a local minimum (tests T1). On
the other hand, without M2 other methods starts local optimization from worse
evolution points (tests T5). For this reason, each optimization technique is used
with M2 (tests T2–T4).
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From all minimization techniques M4 (tests T3) get results the closest to
the best results (tests T6). We can speculate that this type of modification has
the strongest influence on results of tests T6. Optimization M5 is slower but
finds better solutions in the end. The method M3 has the worst results. The
problem here arises from the use of a threshold, which is often not achieved or
is achieved too late. However, when this threshold is reached, we often observed
a significant improvement. The results from SGA with M3 must be divided into
two parts, due to the clear differences between results of evolution, which reached
the required threshold (SGT 2B), and which have not.

At the end, we compare the results of different types of GA for an authentic
number of evaluated game levels (Fig. 1d). We can again see that our modifica-
tions work. We can also see that the results for SGA and GGA are better than
CGA. We can not, however definitely determine which method is better: SGA
or GGA. The SGA algorithm quickly generates a better solution. But the 200
individuals in SGA population results in the fact that the GGA finds individuals
with tolerable fitness value faster. The player may be prepared to train longer
with the training levels somewhat similar to his skills.

Finally, the decline in training data, because of the method M1 was calcu-
lated. The results were different for CGA, SGA and GGA. The best situation is
for SGA, where we get 88% less evaluated game levels, next we get 72% for GGA
and 20% for CGA. If we are using challenge stages we get 91% less evaluated
challenge stages for SGA, 79% for GGA and 47% for CGA. As we can see that
numbers are high. We received a huge reduction in the training data.

6 Conclusion

In this paper, we presented methods for reducing the number of training data
for evolutionary algorithms used to adjust the game challenge to the level of
the human player abilities for a serious game. The obtained results show that
proposed methods can substantially decrease the time a human player has to wait
for suitable game levels. There is significant potential for future work. Currently,
we have not made large assumptions about evolutionary algorithms. We should
check if the parameters of the EA can further improve the results. Second, the
game DDA should track the progression in the player’s performance and for a
serious game guide its development. We should propose a solution for this task.
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02/020/BK 17/0105 conducted at the Institute of Informatics, the Silesian University
of Technology.

References

1. Olson, C.K.: Children’s motivations for video game play in the context of normal
development. Rev. Gen. Psychol. 4(2), 180–187 (2010)

2. Csikszentmihalyi, M.: Flow: The Psychology of Optimal Experience. Harper &
Row, New York (1990)



Dynamic Diffculty Adjustment for Serious Game 379

3. Goldberg, D.E.: Genetic Algorithms for Search, Optimization, and Machine Learn-
ing. Addison-Wesley, Reading (1989)

4. Jones, J., Soule, T.: Comparing genetic robustness in generational vs. steady state
evolutionary algorithms. In: Proceedings of the 8th Annual Conference on Genetic
and Evolutionary Computation GECCO 2006, pp. 143–150 (2006)

5. Osman, Z., Dupire, J., Mader, S., Cubaud, P., Natkin, S.: Monitoring player atten-
tion: a non-invasive measurement method applied to serious games. Entertainment
Comput. 14, 33–43 (2016)

6. Kebritchi, M., Hirumi, A., Bai, H.: The effects of modern mathematics computer
games on mathematics achievement and class motivation. Comput. Educ. 55, 427–
443 (2010)

7. Hainey, T., Connolly, T., Boyle, E., Wilson, A., Razak, A.: A systematic literature
review of games-based learning empirical evidence in primary education. Comput.
Educ. 102, 202–223 (2016)

8. Castellar, E., Looy, J., Szmalec, A., Marez, L.: Improving arithmetic skills through
gameplay: assessment of the effectiveness of an educational game in terms of cog-
nitive and affective learning outcomes. Inf. Sci. 264, 19–31 (2014)

9. Castellar, E., All, A., de Marez, L., Looy, J.: Cognitive abilities, digital games
and arithmetic performance enhancement: a study comparing the effects of a math
game and paper exercises. Comput. Educ. 85, 123–133 (2015)

10. Clark, D., Tanner-Smith, E., Killingsworth, S.: Digital games, design, and learning:
a systematic review and meta-analysis. Rev. Educ. Res. 86(1), 79–122 (2016)

11. Shaker, N., Yannakakis, G., Togelius., J.: Towards automatic personalized con-
tent generation for platform games. In: Proceedings of Artificial Intelligence and
Interactive Digital Entertainment (AIIDE 2010). AAAI Press (2010)

12. Spronck, P., Sprinkhuizen-Kuyper, I., Postma, E.: Difficulty scaling of game AI.
In: Proceedings of the 5th International Conference on Intelligent Games and Sim-
ulation (GAME-ON 2004), pp. 33–37 (2004)

13. Hunicke, R., Chapman, V.: AI for dynamic difficulty adjustment in games. In:
Challenges in Game Artificial Intelligence AAAI Workshop, pp. 91–96 (2004)

14. Joy James Prabhu, A.: Improving dynamic difficulty adjustment to enhance player
experience in games. In: Das, V.V., Vijaykumar, R. (eds.) ICT 2010. CCIS, vol.
101, pp. 303–306. Springer, Heidelberg (2010). doi:10.1007/978-3-642-15766-0 44

15. Magerko, B., Stensrud, B., Holt, L.: Bringing the schoolhouse inside the box - a
tool for engaging, individualized training. In: Proceedings of the 25th Army Science
Conference (2006)

16. Togelius, J., De Nardi, R., Lucas, S.M.: Towards automatic personalised content
creation in racing games. In: Proceedings of the IEEE Symposium on Computa-
tional Intelligence and Games (2007)

17. Yin, H., Luo, L., Cai1, W., Ong, Y., Zhong, J.: A Data-driven approach for online
adaptation of game difficulty (2015)

18. Zook, A., Riedl, M.O.: A temporal data-driven player model for dynamic difficulty
adjustment. In: Proceedings of the AAAI Conference on Artificial Intelligence and
Interactive Digital Entertainment (2012)

19. Andrade, G., Ramalho, G., Corruble, V.: Challenge-sensitive action selection: an
application to game balancing. In: IEEE/WIC/ACM International Conference on
Intelligent Agent Technology, pp. 194–200 (2005)

20. Lach, E.: Evaluation of automatic calibration method for motion tracking using
magnetic and inertial sensors. In: Pi ↪etka, E., Badura, P., Kawa, J., Wieclawek, W.
(eds.) Information Technologies in Medicine. AISC, vol. 472, pp. 337–348. Springer,
Cham (2016). doi:10.1007/978-3-319-39904-1 30

http://dx.doi.org/10.1007/978-3-642-15766-0_44
http://dx.doi.org/10.1007/978-3-319-39904-1_30


Hybrid Initialization in the Process
of Evolutionary Learning

Krystian Łapa1(B), Krzysztof Cpałka1, and Yoichi Hayashi2

1 Institute of Computational Intelligence,
Częstochowa University of Technology, Częstochowa, Poland

{krystian.lapa,krzysztof.cpalka}@iisi.pcz.pl
2 Department of Computer Science, Meiji University, Tokyo, Japan

hayashiy@cs.meiji.ac.jp

Abstract. Population-based algorithms are an interesting tool for solv-
ing optimization problems. Their performance depends not only on their
specification but also on methods used for initialization of initial popula-
tion. In this paper a new hybridization approach of initialization meth-
ods is proposed. It is based on classification of initialization methods
that allow various combination of the methods from each category. To
test the proposed approach typical problems related to population-based
algorithms were used.

Keywords: Population-based algorithms · Population initialization ·
Initialization methods · Hybrid initialization

1 Introduction

The proper initialization of population in evolutionary algorithms helps to find
better solutions to problems and decrease the computation time needed for this
process [5]. The initialization process becomes even more important for high
dimensional optimization problems (where big set of proper values should be
found) [27,43]. Moreover, depending on simulation problem under consideration
different initialization methods might result in obtaining better solutions [32].

The evolutionary algorithms are part of computational intelligence meth-
ods (see e.g. [8,11,18–21,35,38,50–53,59–62,69–75]) in which specified sys-
tems (e.g. fuzzy systems [22,31], neural networks [13,64,65], decision trees
[16,54,56]) can learn specified task from data (see e.g. [14,23,34,36,49]) or from
experimental observation (see e.g. [24,25]). Computational intelligence meth-
ods are used, among others, for: data mining (see e.g. [45,55,57]), modelling
(see e.g. [3,4,10,15,17]), classification (see e.g. [28,44,66]) or control (see e.g.
[9,30,37,46]).

The initialization methods existing in the literature are focused mostly on
uniform distribution of generated numbers in search spaces boundaries (ranges
of parameters) under consideration and techniques focusing on searching promis-
ing areas of search space (areas that are suspected to give promising results).
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The other types of techniques are related to the population initialization (e.g.
Opposite-Based Learning [47] or Adaptive Randomness [40]). These techniques
use already evaluated solutions in assistance to create new solutions and they
belong to the computational intelligence methods.

In the literature many attempts for classification of the initialization methods
can be found. In [26] the following categories were proposed:

– Randomness. This category contains stochastic and deterministic techniques.
In the stochastic techniques initialization depends on stochastic initializers
(source of randomness). In this subcategory pseudo-random generators and
chaos-based generators can be highlighted. In the deterministic techniques
initialization depends on deterministic initializers (source of equal coverage).
This subcategory contains mostly sequential generators, the purpose of which
is to equally distribute numbers in n-dimensional search space.

– Compositionality. This category consists of the steps needed for the initializa-
tion. In a single step subcategory initialization process cannot be divided into
separate steps (initialization takes place as a single process). The multi-step
subcategory, on the other hand, contains methods with multiple initialization
steps (hybrid and multi-step techniques). A good example of methods from
this subcategory is an Opposite-Based Learning [47], where first half of the
population is initialized randomly and the other half is initialized as opposite
(in a terms of numbers) to the first half.

– Generality. This category contains generic and application specified tech-
niques. The generic techniques can be applied for any problems without using
knowledge about problem under consideration (the simulation problem is treat
as the black box). Due to that it is usually not possible to narrow the search
space by omission of areas in which no global optimum can be found. The
application specified techniques are opposite techniques which use knowledge
about simulation problem. Due to that the initial population can be spread in
promising areas of the search space.

The initialization techniques related to the population might also be linked
with: (a) automatic selection of initial population size and fitting population
size during evolution process, (b) automatic reinitialization of a part of the
population in the evolution process, (c) methods using multiple initialization
methods in a single population. In this paper a new approach to hybridization
of initialization methods is proposed. It is based on classification of initialization
methods that allow various combination of the methods from each category. The
proposed approach has not been discussed in the literature.

This paper structure is as follows: in the Sect. 2 description of the proposed
approach can be found, in the Sect. 3 the obtained results are presented and in
the Sect. 4 the conclusions are drawn.

2 Description of Proposed Hybridization Approach

In the proposed approach initialization methods (called later standard initial-
ization methods) were divided in a way to make any hybridization between each
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possible category. Moreover, the proposed approach is based on test in the stan-
dard initialization methods and selection of the fittest in order to create hybrid
methods. The proposed classification of the initialization methods contains the
following categories (see Fig. 1):

– Number generating methods. This category contains methods focused on
generating numbers (it is equal to randomness category proposed by [26]).
Those methods can be divided into pseudo-random generators, chaos-based
generators and sequential-random generators. An example group of pseudo-
random generators are Lagged Fibonacci Generators (LFG) [39]. These meth-
ods use numeric values from previous steps to generate pseudo-random num-
bers according to the following equation:

xi = xi−p1 ♦ xi−p2 ♦ xi−p3 ♦ ... ♦ xi−pk
mod m, (1)

where ♦ stands for any binary operator (e.g. addition, multiplication, xor),
pi (i = 1, ..., k) stands for generator delays, k stands for number of generator
elements, mod stands for modulo. An example of sequential method is Halton
Sequence [7], which works according to the following steps: (a) Divide search
space into p (any prime number) equal partitions. (b) Select the partitions
separating values as numbers for sequences. (c) Divide again each obtained
partitions into p equal partitions and select alternately separating values from
each partition. (d) In case of reaching last available value from step (c) repeat
step (c). The final sequence of numbers can be made by grouping numbers
from several generated sequences obtained from steps (a)-(d). Number gener-
ating methods considered in the simulations are presented in Table 1 (methods
A01-A15).

– Number transformation methods (see e.g. [42]). The idea of this category of
methods relays on transformation of generated numbers in a way to cover
search space in a specified way. In [42] authors proved that the transformation
of numbers allows us to obtain better results. An example of such method is
e.g. Center-Based Initialization [48]. The authors calculated that the average
distance between the solutions and the global optimum is smaller if generated
numbers are closer to the center of the search space. Due to that only C% of
the search space is used by the transformation executed as follows:

xi =
1 − C

2
+ C · U (0, 1) = U

(
1 − C

2
,
1 + C

2

)
, (2)

Fig. 1. Proposed initialization methods classification and idea of the hybridization.
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Fig. 2. The distribution of values after using: (a) function (3), (b) function (4).

where U(a, b) stands for any number generator (that returns numbers ∈ [a, b]).
Methods from this category might be based on function transformation-for
example Hyperbolic Transformation (see Fig. 2.a):

xi =
1
π

· arccos (U (−1, 1)) . (3)

Another transformation example is Exponential Transformation (see Fig. 2.b):

xi =

⎧⎨
⎩

1
2 · exp

(
− 1

2σ2 · (
1
2 − α

)2) for α < 1
2

1 − 1
2 · exp

(
− 1

2σ2 · (
α − 1

2

)2) for α ≥ 1
2 ,

(4)

where α = U (0, 1). Exponential and Hyperbolic Transformation methods have
not been discussed in the literature. Number transformation methods consid-
ered in the simulations are presented in Table 1 (methods B01-B10).

– Methods relied on population. This group contains methods that manage
initialization of the population. An example method is Simple Sequential Inhi-
bition (SSI, [12]), where newly generated solutions are added into the popu-
lation only if the smallest distance between rest of solutions is higher than
specified threshold value (Δ). In this paper additional modification is pro-
posed (Dynamic SSI), where the parameter Δ is modified by multiplying it by
parameter α each time when a solution is rejected. This category of methods
also contains Centroidal Voronoi Tessellation methods (CVT, [58]) in which a
higher number of solutions are generated (but not evaluated), grouped by any
clustering algorithm and centroids of those groups are treat as initial popula-
tion (see e.g. [58]). Methods relied on population considered in the simulations
are presented in Table 1 (methods C01-C10).

Notes on how to combine the initialization methods belonging to the cate-
gories listed in Table 1 can be summarized as follows:

– From each category (see Fig. 1) two standard initialization methods will be
selected on the basis of the averaged results presented in Table 3.

– Selected methods will be combined (one method from each category) into 8
hybrid methods. Those methods are presented in Table 4.
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3 Simulations

Notes on simulation can be summarized as follows:

– The idea of the simulations was to test standard (see Table 1) and hybrid (see
Table 4) initialization methods.

Table 1. Selected initialization methods (considered in the simulations). Legend: “#”-
method symbol, “src”-literature source, “*”-method proposed in this paper.

# Method name Method parameters Src

A01 Halton sequence p=(2, 3) [7]

A02 Halton sequence p=(2, 3, 5, 7, 11, 13, 17, 19, 23, 29) [7]

A03 LFG ♦ = +, m = 230, p=
[
1 3
]

[39]

A04 LFG-Knuth-TAOCP ♦ = +, m = 230, p=
[
37 100

]
[39]

A05 LFG-Marsa-LFIB4 ♦ = +, m = 232, p=
[
55 119 179 256

]
[39]

A06 LFG-Ziff98 ♦ = XOR, m = 232, p=
[
471 1586 6988 9689

]
[39]

A07 Mersenne twister 19937 Default [6]

A08 Mrg32k3a Default [6]

A09 XOR-shift Default [41]

A10 PALF Default [2]

A11 Sobol sequence Direction vector: new-joe-kuo-6.21201 [7]

A12 SRNG Default [29]

A13 Tent map μ = 1.95 [27]

A14 Wichmann-Hill’s 1982 CMC Default [67]

A15 Wichmann-Hill’s 2006 CMC Default [68]

B01 Box-Muller Default [63]

B02 Center-Based C=70% [48]

B03 Center-Based C=80% [48]

B04 Center-Based C=90% [48]

B05 Exponential transformation default *

B06 Hyperbolic transformation default *

B07 Latin hypercube sampling N = 2, M = 5 [33]

B08 Latin hypercube sampling N = 3, M = 10 [33]

B09 Latin hypercube sampling N = 5, M = 12 [33]

B10 Normal sampling μ = 0, σ = 0.2 [48]

C01 Adaptive randomness k = 3 [40]

C02 Adaptive randomness k = 10 [40]

C03 CVT+k-means N = 1000, iterations = 50 [58]

C04 CVT+k-means N = 5000, iterations = 50 [58]

C05 Dynamic SSI Δ = 0.32, α = 0.999, distance=Manhattan *

C06 Dynamic SSI Δ = 0.40, α = 0.999, distance=Euclidean *

C07 Opposite-based learning Default [47]

C08 Quadratic interpolation Default [1]

C09 SSI Δ = 0.27, distance=Manhattan [12]

C10 SSI Δ = 0.35, distance=Euclidean [12]
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Table 2. Simulation problems (n stands for dimension). Legend: “#”-method symbol.

# Problem
name

Problem equation Parameters

F01 Ackley’s
problem

−20 exp

(
− 1

5

√
n∑

i=1
x2
i

/
n

)
+

− exp

(
n∑

i=1
cos (2πxi)

/
n

)
+ 20 + e

n = 30

xi ∈ [−15, 32]

min = {0, 0, ..., 0}

F02 4th De Jong
n∑

i=1
ix4

i

n = 30

xi ∈ [−0.6, 1.3]

min = {0, 0, ..., 0}

F03 Levy’s
function

sin2 (3πx1)+

+
n−1∑
i=1

(xi − 1)2
(
1 + sin2 (3πxi+1)

)
+

+(xn − 1)2
(
1 + sin2 (2πxn)

)
n = 30

xi ∈ [−10, 10]

min = {1, 1, ..., 1}

F04 Rastrigin’s
function

10n +
n∑

i=1

(
x2
i − 10 cos (2πxi)

) n = 30

xi ∈ [−2.4, 5]

min = {0, 0, ..., 0}

F05 Rosenbrock’s
valley

n−1∑
i=1

[
100
(
xi+1 − x2

i

)2
+ (1 − xi)

2
] n = 30

xi ∈ [−2, 2]

min = {1, 1, ..., 1}

F06 Sphere
model

n∑
i=1

x2
i

n = 30

xi ∈ [−2.5, 5.1]

min = {1, 1, ..., 1}

F07 Alpine
function

n∑
i=1

|xi sin (xi) + 0.1xi|
n = 60

xi ∈ [−5.5, 10]

min = {0, 0, ..., 0}

F08 Inverted
cosine wave
function

−
n−1∑
i=1

⎛
⎜⎝ exp

(
−(x2

i+x2
i+1+0.5xixi+1)

8

)
·

· cos
(
4
√

x2
i + x2

i+1 + 0.5xixi+1

)
⎞
⎟⎠+

+n − 1

n = 60

xi ∈ [−1.2, 2.5]

min = {0, 0, ..., 0}

F09 Pathological
function

n−1∑
i=1

(
0.5 +

sin2
√

100x2
i+x2

i+1−0.5

1+0.001
(
x2
i−2xixi+1+x2

i+1

)2

) n = 60

xi ∈ [−24, 50]

min = {0, 0, ..., 0}

F10 Schwefel’s
problem 2.21

max {|xi| , 1 ≤ i ≤ n}
n = 60

xi ∈ [−50, 99]

min = {0, 0, ..., 0}

F11 Schwefel’s
problem 2.22

n∑
i=1

|xi| +
n∏

i=1
|xi|

n = 60

xi ∈ [−4, 10]

min = {0, 0, ..., 0}

F12 Zakharov’s
function

n∑
i=1

x2
i +

(
n∑

i=1
0.5ixi

)2

+

(
n∑

i=1
0.5ixi

)4 n = 60

xi ∈ [−5.5, 10]

min = {0, 0, ..., 0}
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Table 3. Averaged normalized results obtained for standard initialization methods.
Legend: “dev”-standard deviation, “occ”-amount of occurrence of the method in top 3
methods in own group. Top 3 results for each group were marked bold.

# F01 F02 F03 F04 F05 F06 F07 F08 F09 F10 F11 F12 avg dev occ

A01 1.00 0.27 0.45 0.46 0.08 0.50 1.00 1.00 0.66 1.00 0.57 0.78 0.65 70% 2

A02 0.25 0.29 0.37 0.28 0.24 0.83 0.38 0.73 0.08 0.48 0.48 0.58 0.41 51% 1

A03 0.28 0.49 0.40 0.20 0.10 0.55 0.29 0.32 0.27 0.24 0.08 0.49 0.31 52% 2

A04 0.38 0.07 0.65 0.16 0.15 0.46 0.24 0.39 0.24 0.14 0.04 0.23 0.26 48% 3

A05 0.33 0.41 0.49 0.00 0.57 0.50 0.07 0.38 0.14 0.00 0.00 0.00 0.24 36% 6

A06 0.31 0.82 0.18 0.18 0.47 0.33 0.29 0.37 0.30 0.13 0.06 0.41 0.32 53% 3

A07 0.22 0.39 0.32 0.18 0.23 0.78 0.29 0.47 0.27 0.14 0.03 0.39 0.31 49% 3

A08 0.16 0.29 0.43 0.16 0.12 0.29 0.25 0.39 0.21 0.17 0.11 0.26 0.24 52% 5

A09 0.93 0.54 0.59 0.17 0.34 0.15 0.28 0.41 0.16 0.27 0.03 0.53 0.37 48% 2

A10 0.90 0.39 0.60 0.18 0.23 0.81 0.24 0.34 0.26 0.24 0.04 0.33 0.38 52% 2

A11 0.45 0.58 0.54 0.16 0.24 0.56 0.31 0.42 0.27 0.44 0.26 0.92 0.43 62% 1

A12 0.72 0.32 0.42 0.16 0.37 0.76 0.28 0.50 0.26 0.18 0.03 0.34 0.36 49% 2

A13 0.37 0.44 0.30 1.00 0.32 0.50 0.93 0.19 0.20 0.84 1.00 1.00 0.59 45% 2

A14 0.55 0.54 0.32 0.20 0.23 0.90 0.27 0.42 0.26 0.15 0.03 0.26 0.34 50% 0

A15 0.03 0.18 0.53 0.18 0.23 1.00 0.28 0.38 0.26 0.07 0.10 0.38 0.30 50% 3

B01 0.28 0.50 0.59 0.31 0.02 0.35 0.31 0.09 1.00 0.97 0.05 0.17 0.39 49% 2

B02 0.03 0.36 0.45 0.26 0.21 0.43 0.25 0.00 0.87 0.28 0.08 0.12 0.28 52% 3

B03 0.45 0.22 0.32 0.29 0.34 0.54 0.19 0.10 0.46 0.21 0.11 0.22 0.29 52% 3

B04 0.10 0.41 0.00 0.18 0.39 0.26 0.23 0.16 0.33 0.20 0.08 0.29 0.22 52% 3

B05 0.18 0.42 0.30 0.21 0.15 0.44 0.22 0.12 0.37 0.20 0.05 0.14 0.23 48% 3

B06 0.41 0.00 0.43 0.22 0.06 0.14 0.28 0.08 0.51 0.28 0.03 0.16 0.22 48% 5

B07 0.06 0.34 0.39 0.30 1.00 0.00 0.00 0.52 0.00 0.12 0.01 0.57 0.28 59% 6

B08 0.00 0.34 0.83 0.34 0.00 0.49 0.42 0.53 0.22 0.12 0.00 0.37 0.31 62% 6

B09 0.80 0.35 0.70 0.26 0.43 0.68 0.13 0.11 0.07 0.12 0.00 0.18 0.32 57% 4

B10 0.06 0.41 0.45 0.13 0.30 0.35 0.25 0.41 0.23 0.16 0.15 0.39 0.27 52% 1

C01 0.44 0.27 1.00 0.21 0.35 0.17 0.29 0.54 0.21 0.19 0.12 0.32 0.34 54% 2

C02 0.42 0.27 0.39 0.10 0.51 0.30 0.27 0.54 0.19 0.10 0.07 0.26 0.29 50% 5

C03 0.32 0.46 0.71 0.29 0.03 0.29 0.45 0.10 0.37 0.56 0.19 0.08 0.32 46% 5

C04 0.48 0.18 0.48 0.37 0.10 0.47 0.52 0.12 0.47 0.41 0.07 0.10 0.32 48% 5

C05 0.61 0.21 0.45 0.19 0.33 0.47 0.27 0.28 0.23 0.21 0.17 0.24 0.30 53% 3

C06 0.33 0.36 0.28 0.11 0.27 0.46 0.22 0.47 0.20 0.07 0.12 0.34 0.27 50% 6

C07 0.40 0.05 0.60 0.24 0.32 0.67 0.25 0.38 0.24 0.23 0.09 0.26 0.31 54% 2

C08 0.72 1.00 0.12 0.26 0.16 0.64 0.43 0.63 0.27 0.52 0.12 0.55 0.45 60% 2

C09 0.76 0.44 0.33 0.19 0.17 0.43 0.27 0.35 0.28 0.15 0.05 0.33 0.31 49% 2

C10 0.25 0.70 0.26 0.08 0.24 0.82 0.20 0.39 0.25 0.17 0.09 0.40 0.32 52% 4

– To test typical problems related to population-based algorithms were used
(see Table 2). However, the search space ranges was modified to avoid cases in
which a global optimum is placed in the center of the search space (some of
the methods are focused on searching center of the search space).

– The genetic algorithm was used as the evolutionary algorithm. It had the
following parameters: population size: 100, crossover probability: 0.9, muta-
tion probability: 0.2, mutation range: 0.2, number of iterations (steps): 1000.
Simulations for each problem and each function were repeated 200 times and
results were averaged.
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– The simulation results for standard initialization methods are presented in
Table 3. The two top methods from each category were selected as the base for
hybrid initialization methods (on the basis of averaged results for all simulation
problems F01-F12).

– The simulation results for hybrid initialization methods are shown in Table 5.
– The simulation results from Tables 3 and 5 were normalized in a purpose of

clear presentation and proper aggregation of averaged results for all simulation
problems. The denormalization values are presented in Table 6.

The conclusions of the simulations:

– It is not ambiguous to choose the best initialization method. This confirms
the conclusions of the work [32].

– The best standard initialization methods are: A05, A08, A04, B04, B06, B05,
C06, C02, C05 (see Table 3).

– Methods B05, B06, C05 and C06 proposed in the paper cope well in their
respective categories.

– The proposed hybrid initialization methods H01, H02, H07 allowed us to
obtain better results than standard initialization methods (see Table 5).

Table 4. Hybrid initialization methods.

# Standard methods used # Standard methods used

H01 A05+B04+C02 H05 A08+B04+C02
H02 A05+B04+C06 H06 A08+B04+C06
H03 A05+B06+C02 H07 A08+B06+C02
H04 A05+B06+C06 H08 A08+B06+C06

Table 5. Averaged normalized results obtained for hybrid initialization methods. Leg-
end: “dev”-average standard deviation, “occ”-amount of occurrence of the method in top
3 methods in own group. Top 3 results for each group were marked bold.

# F01 F02 F03 F04 F05 F06 F07 F08 F09 F10 F11 F12 avg dev occ

A05 0.65 0.45 1.00 0.00 1.00 0.61 0.02 0.73 0.00 0.00 0.00 0.00 0.37 36% 6

A08 0.44 0.32 0.88 0.38 0.18 0.40 0.31 0.75 0.15 0.62 0.24 0.44 0.42 52% 0

B04 0.37 0.45 0.00 0.42 0.69 0.37 0.27 0.35 0.42 0.70 0.18 0.50 0.39 52% 2

B06 0.75 0.01 0.89 0.52 0.08 0.25 0.36 0.23 0.85 1.00 0.06 0.27 0.44 48% 4

C02 0.77 0.29 0.80 0.25 0.90 0.41 0.35 1.00 0.10 0.35 0.15 0.45 0.48 50% 1

C06 1.00 0.23 0.92 0.44 0.58 0.58 0.33 0.56 0.20 0.73 0.37 0.42 0.53 53% 0

H01 0.00 0.55 0.30 0.18 0.80 0.34 0.01 0.44 0.13 0.01 0.08 0.34 0.26 39% 5

H02 0.96 0.00 0.23 0.08 0.29 0.83 0.00 0.00 0.27 0.00 0.00 0.12 0.23 35% 8

H03 0.80 0.39 0.56 0.77 0.41 1.00 0.76 0.40 0.55 0.89 1.00 1.00 0.71 99% 0

H04 0.88 0.30 0.77 1.00 0.09 0.84 1.00 0.33 0.72 0.69 0.40 0.61 0.64 118% 5

H05 0.69 0.52 0.88 0.39 0.67 0.42 0.23 0.38 0.24 0.56 0.15 0.68 0.48 52% 0

H06 0.73 1.00 0.72 0.49 0.51 0.13 0.25 0.30 0.51 0.48 0.01 0.52 0.47 47% 2

H07 0.39 0.22 0.68 0.49 0.00 0.00 0.28 0.20 0.01 0.39 0.07 0.14 0.24 64% 7

H08 0.90 0.63 0.54 0.55 0.22 0.48 0.32 0.24 1.00 0.66 0.19 0.23 0.50 51% 0
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Table 6. Denormalization parameters for the results presented in Table 3 and 5.

Values for Table 3 Values for Table 5
# Min Max Min Max

F01 8.4352E-04 9.3715E-04 8.2457E-04 9.0076E-04
F02 2.4189E-17 5.5553E-17 2.3936E-17 5.3209E-17
F03 5.1266E-05 8.8507E-05 5.1266E-05 6.9396E-05
F04 3.0068E+01 6.6583E+01 3.0068E+01 4.5633E+01
F05 2.3167E+01 2.4853E+01 2.3199E+01 2.4123E+01
F06 3.8874E-08 4.6460E-08 3.8013E-08 4.5646E-08
F07 6.8472E-03 1.9001E-02 7.5259E-03 1.5152E-02
F08 1.4555E+01 1.9366E+01 1.4306E+01 1.7161E+01
F09 1.7266E-03 8.9101E-03 2.7394E-03 5.8696E-03
F10 4.8027E-02 6.5068E-01 4.8027E-02 2.1697E-01
F11 3.6007E-02 3.9404E-01 3.6974E-02 1.9817E-01
F12 1.8789E+00 4.9269E+00 1.8789E+00 3.6576E+00

– Some of the proposed hybrid methods yielded worse results than standard
initialization methods, therefore, the process of combining methods requires
experimental approach (see Table 5).

4 Conclusions

In this paper several hybrid methods for initialization were proposed. Their
characteristic is that they combine different (standard) approaches in the field
of initialization. They were previously considered generally independently. The
effectiveness of combining techniques of initialization has been confirmed in per-
formed simulations. For considered simulation problems the proposed method
yielded interesting results.

In further studies in the field of initialization the following actions are taken
under consideration: (a) development of methods for automatic configuration of
initialization methods (and their parameters), (b) development of solutions for
initialization of the population for the evolutionary algorithms using multiple
populations.
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Abstract. The paper is devoted to present a new tuning method for Fractional
Order PID controller dedicated to temperature control. The proposed method uses
Particle Swarm Optimization algorithm. The control plant is described by transfer
function with delay. Results of experiments show that the proposed approach
assures the good control performance in the sense of known integral cost func‐
tions.

Keywords: Digital fractional order PID controller · PSO method · CFE
approximation · ORA approximation · Temperature control

1 An Introduction

One of the main areas of application fractional order calculus in automation is a frac‐
tional order PID control (FO PID control). Results presented by many Authors [2, 3, 9,
13, 15, 19] show, that FO PID controller is able to assure better control performance
than classic integer order PID controller.

An implementation of FO PID controller at each digital platform (PLC, microcon‐
troller) requires us to apply integer order, finite dimensional, discrete approximant. The
most known are PSE (Power Series Expansion) and CFE (Continuous Fraction Expan‐
sion) (see for example [2, 4, 9, 10, 12, 14]). They allow us to estimate a non integer
order element with the use of digital filter. The detailed comparison of both methods
was done for example in [4]. In this paper it was marked that the CFE is a more effective
method according to the PSE method, but there are some restrictions for the correct
choice of the sampling period.

A crucial problem during use a FO PID controller is its correct tune to certain control
plant. To do it different methods can be employed (see for example [2, 15]). In the last
few years, computational algorithm techniques are being more popularized in tuning
controllers due to its combination of low complexity, simplicity and efficiency. Particle
Swarm Optimization is one of them, which is based on swarm intelligence. In a PSO
system, single solution, called particles, fly in multi-dimensional space adjusting its
position according to its own and neighborhoods experience. The performance of each
particle is measured by value of fitness function, which is related to the problem. This
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algorithm is supposed to achieve proper settings of the five parameters kP, kI, kD, α,β to
gain optimal control performance for the given plant.

The aim of this paper is to present a method of tuning FO PID controller using Particle
Swarm Optimization Algorithm with assumption that tuned FO PID is required to
control high order plant, described by transfer function with delay. The presented
approach allows us to obtain controller optimal in the sense of known integral cost
functions (IAE, ITAE and ISE). The similar approach dedicated to servo drive was
presented in [2].

The paper is organized as follows: at the beginning preliminaries are recalled:
elementary ideas from Fractional Order Calculus, ORA and CFE approximations and
PSO algorithm. Next the considered, closed loop control system with high order plant
is remembered. Furthermore the proposed algorithm is presented. Results are illustrated
by simulations done with the use of Matlab and associated to real experimental control
system.

2 Preliminaries

2.1 Elementary Ideas from Fractional Order Calculus

A non integer order operator is generally described as follows (see for example [6]):

aD𝛼

t
f (t) =

⎧
⎪
⎨
⎪
⎩

d𝛼f (t)

dt𝛼
𝛼 > 0

1 𝛼 = 0
∫ t

a
f (𝜏)(d𝜏)−𝛼 𝛼 < 0

(1)

In (1) α denotes a non integer order of operation, a,t denote a time interval to calculate
operator.

The operator (1) can be described by different definitions given by Grünvald and
Letnikov (GL definition), Rieman and Liouville (RL definition) and Caputo (see for
example: [6, 18]), but a discretization of the operator (1) can be done the most naturally
and easily by the known definition, given by Grünvald and Letnikov:

aD𝛼

t
f (t) = lim

h→0
h−𝛼

[
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h

]

∑

j=0
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(
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)

f (t − jh)
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In (2) h is a step of discretization, […] denotes an integer part, 
(
∝

j

)

 is a generali‐

zation of Newton symbol into real numbers:
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j!
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For fractional order systems an idea of transfer function can also be given and its
form is analogical as for integer order systems.

Let us consider an elementary non-integer order PID controller described by the
transfer function (4):

Gc(s) = kp +
kI

s𝛼
+ kDs𝛽 (4)

In (4) α,β ∈ R are fractional-orders of integral and derivative actions, kP, kI, kD are
coefficients or proportional, integral and derivative actions of a controller.

The analytical form of the step response ya(t) for the above controller can be calcu‐
lated with the use of [3, p. 5] and it has the following form:

ya(t) = L−1
{

1
s

(

kp +
kI

s𝛼
+ kDs𝛽

)}

= kP + kI ⋅
t𝛼

𝛤 (𝛼 + 1)
+ kD

t−𝛽

𝛤 (1 − 𝛽)
(5)

where Γ(..) denotes complete Gamma function:

𝛤 (𝛼) =

∞

∫
0

e−xx𝛼−1dx (6)

2.2 The Ostaloup Recursive Approximation (ORA)

The method proposed by Oustaloup (see for example [9, 10, 14]) allows us to approxi‐
mate an elementary non-integer order transfer function sα in the shape of finite dimen‐
sional, integer-order approximation expressed as follows:

s𝛼 ≅ kf

N∏

n=1

1 +
s

𝜇n

1 +
s

𝜈n

= GORA(s) (7)

In (4) N denotes the order of approximation, μn and νn are the following coefficients:

𝜇1 = 𝜔l

√
𝜂

𝜈n = 𝜇n𝛾 , n = 1,… , N

𝜇n+1 = 𝜈n𝜂, n = 1,… , N − 1
(8)

where:
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N
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)1 − 𝛼

N

(9)

In (9) ω l and ω h describe the range of angular frequency, for which parameters are
calculated.

A steady-state gain kf is calculated to assure the convergence the step response of
approximation to step response of the real plant in a steady state. Results presented in
[12] show, that the order of approximation N assuring its good performance is not too
high (really equal 8).

2.3 The CFE Approximation

An alternative form of integer order, finite dimensional approximant for non integer
order operator can be obtained with the use of Continuous Fraction Expansion (CFE)
approximation (see for example [1, 4, 19]):

0D𝛼

kh
f (t) ≅

(1 + a

h

)±𝛼
(

1 − z−1

1 + az−1

)±𝛼

=

(1 + a

h

)±𝛼

CFE{…} (10)

Where:

CFE{…} =

(
1 − z−1

1 + az−1

)±𝛼

=
v𝛾0 + z−1v𝛾1

w𝛾0 + z−1w𝛾1
(11)

Coefficients v and w in (11) are equal:

v𝛾0 = w𝛾0 =
2

a + 𝛾 + 𝛾a − 1

v𝛾1 =
a − 𝛾 − 𝛾a − 1
a + 𝛾 + 𝛾a − 1

w𝛾1 = 1

(12)

If the Euler approximation is applied, then a = 0 and (12) reduces to:

v𝛾0 = w𝛾0 =
2

𝛾 − 1

v𝛾1 =
−𝛾 − 1
𝛾 − 1

w𝛾1 = 1

(13)
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To calculate the transfer function (10)–(13) the MATLAB function dfod1 written by
I. Petras can be employed (see [16]). This function will also be applied during numerical
optimization of FO PID we deal with.

2.4 Particle Swarm Optimization Algorithm

PSO algorithm is a global, stochastic optimization method, which is described in [7, 8].
It is developed from swarm intelligence and it is inspired by behavior of birds flocking and
fish schooling. Algorithm relies on the exchange of information between birds in a popu‐
lation. PSO is initialized with random solutions. Each solution regulates its trajectory
towards its best result – pBest and the best position reached by members of its neighbor‐
hood – gBest. The fitness function evaluated the performance of particle to decide
whether the best fitting solution is reached. In each iteration all solutions update their
values by fitness function and according to the following recursive equations (see [7]):

p = p + v (14)

v = c1r1v + c2r2(pBest − p) + c3r3(gBest − p) (15)

where the algorithmic parameters are defined as:

• p - position
• v - velocity
• c1, c2, c3 – learning rate
• r1, r2, r3 – a random number from normal distribution U(0,1)

In general, the PSO algorithm is depicted by the flowchart shown in Fig. 1.
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Fig. 1. Block diagram of PSO algorithm.

3 The Closed Loop Control System with High Order Plant
and FO PID Controller

The general form of closed loop control system is recalled in Fig. 2. The Gc(s) denotes
a transfer function of controller, described by (4). E, R, U and Y denote Laplace trans‐
forms of reference value, error, control signal and process value respectively.

Gc(s) G(s) 
R(s) E(s) Y(s)U(s)

-

Fig. 2. The closed – loop control system with high order plant.

The considered control plant is described by the following transfer function with
delay, describing a huge class of real control plants (for example heat plants):
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G(s) =
ke−𝜏s

Ts + 1 (16)

Where k is a steady-state gain of the plant, τ and T are dead time and time constant
of the plant respectively.

4 The Proposed Tuning Algorithm

The optimal values of the five unknown PID controller parameters kP, kI, kD, α, β are
found using PSO algorithm. Search space is five dimensional. Block diagram given in
Fig. 3 describes flow of program.

Fig. 3. The block diagram of FO PID tuning with the use of PSO algorithm.

First tuning m-file is responsible for input parameters. It sends all details about fitness
functions, plant parameters and method of approximation to other parts of program. At
the end, it creates graphs of results.

Second m-file includes all operations connected to optimization method. This function
is based on algorithm from Fig. 1. At the beginning it is needed to set parameters for PSO:
number of iterations, amount of population and constants. The most important choice is
to select fitness function. Cost function is required to achieve better performance of opti‐
mization. In control, it is important to have smaller overshoots and oscillations. In this
paper, there is a possibility to choose one from three implemented cost functions:

• Integral of Absolute Error (IAE)

IIAE = ∫ |e(t)|dt (17)
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• Integral of Time Absolute Error (ITAE)

IITAE = ∫ t|e(t)|dt (18)

• Integral Square Error (ISE)

IISE = ∫ e2(t)dt (19)

All particles have their own attributes: position, velocity, pBest and gBest. These
parameters are initialized at the beginning by random numbers in range of their possible
values. In each iteration, position and velocity is evaluated by Eqs. (13) and (14). Not
only is fitness function changed, but also after comparison with previously best value is
found and remembered. Fitness function is calculated in every iteration with the use of
Simulink model of closed-loop system shown in Fig. 4. As the output of m-file, we obtain
five optimized parameters for PID system.

Fig. 4. The Simulink model PID_fit calculating cost functions.

Fitness m-file, includes methods of approximation, uses ORA and CFE method. CFE
method is based on Ivo Petras files [16, 17]. There are calculated data from actual iter‐
ation and later transfer function, which are later send to Simulink model (Fig. 4).

PID_FIT is Simulink model of closed-loop system, containing plant, controller and
block calculating a selected cost function.

5 Results of Experiments

Tests were done using approach described in the previous section and Matlab/Simulink
model shown in Fig. 4. The model 4 is expected to simulate the real experimental system
shown in Fig. 5. It contains the following main parts: experimental heat plant, PLC and
PC computers with SCADA and PLC configuration software.
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Fig. 5. The experimental control system.

The experimental heat plant has the shape of a thin copper rod 260 [mm] long. For
further considerations it will be assumed, that its length is equal 1.0. This implies that
localization and length of heater and RTD sensors can be be expressed with respect to 1.0.
The rod is heated by an electric heater of the length Δx0 = 0.14 localized at one end of rod.

The temperature of the rod is measured with the use of typical Pt100 sensors located
in points: 0.29, 0.50 and 0.73 of rod length. The input signal of the system is the standard
current signal from range 0–20 [mA]. It is amplified to the range 0–1.5 [A] and next it is
the input signal for the heater. Signals from the Pt100 sensors are read directly by analog
input module in the PLC. Data from PLC are read by SCADA and stored to further analysis.

For purpose of considerations presented in this paper the control plant was described
by transfer function with delay (16) with the parameters (sensor 1 was considered)
expressed by transfer function (20):

G(s) =
1, 4359e−3.597s

1 + 34, 21s
(20)

Parameters of the transfer function (20) were identified with the use of Least Square
Method by fitting the step response of model (20) to step response of the real plant at
the same time grid. From numerical point of view this job consists in minimization of
the MSE cost function as a function of model parameters:

MSE =
1
K

K∑

k=1

(
ye(k) − ym(k)

)2
(21)

In (21) ye(k) and ym(k) denote the experimental and model step responses respec‐
tively, k denotes k-th time moment, equal: kh¸ where h = 1[s] was a sample time during
experiments, K is a number of all collected samples, equal 300.

Results of experiments are presented in Figs. 6, 7, 8 and 9. The Fig. 10 presents the
step response of the control system with the classic integer order PID controller, tuned
by autotune algorithm available at MATLAB.
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Time [s]

t

y(t) 

Fig. 6. Step response of the control system. FO PID tuned with the use of cost function IAE.
Mp = 8.8731%, IAE = 6.6658, ISE = 5.0194, ITAE = 42.6515, rise time = 4,4968[s], settling
time = 25,6976 [s]. Controller parameters: α = −0.418, β = 0.357, kp = 3.7050, kI = 0.0538,
kD = 0.2593.
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Fig. 7. Step response of the control system. FO PID tuned with the use of cost function ITAE.
Mp = 22.4582%, IAE = 8.8608, ISE = 5.9727, ITAE = 87.4357, settling time = 33.5506 [s], rise
time = 4.8181[s]. Controller parameters: α = −0.3418, β = 0.257, kp = 5.0050, kI = 0.0238,
kD = 0.593.
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Fig. 8. Step response of the control system. FO PID tuned with the use of cost function IAE.
Mp = 3.2651%, IAE = 6.6452, ISE = 7.1111, ITAE = 40.5128, settling time = 20.4345[s], rise
time = 7.2748 [s]. Controller parameters: α = −0.0982, β = 0.3757, kp = 0.4562, kI = 0.1137,
kD = 0.8932.
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Fig. 9. Step response of the control system. FO PID tuned with the use of cost function ITAE.
Mp = 2.7711%, IAE = 7.9193, ISE = 6.1625, ITAE = 47.4985 settling time = 21.7375 [s], rise
time = 8.1618 [s]. Controller parameters: α = −0.1282, β = 0.057, kp = 0.5350, kI = 0.1838,
kD = 0.1293.
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Fig. 10. Step response of the control system with the “classic” Integer Order PID controller tuned
with the use of autotune function available at MATLAB. Mp = 6.6259%, IAE = 52.1265,
ISE = 39.4198, ITAE = 100.925, settling time = 109.0420 [s], rise time = 27.2994 [s]. Controller
parameters: kp = 0.6448, kI = 0.3071, kD = 0.6567.

From Figs. 6, 7, 8, 9 and 10 it can be concluded at once that the proposed, Fractional
Order PID controller tuned by PSO method assures a better control performance in the
sense all proposed cost functions that classic integer order PID controller.

Next, the use of the discrete-time CFE approximation to construct the FO PID
controller gives the better control performance than applying the continuous –time ORA
approximation.

It should be also mentioned that duration of calculations necessary to correct tuning
the considered FO PID controller was significantly longer that the tuning done with the
use of known methods. This was observed during experiments: circa 50 iterations were
evaluated about 90[s].

6 Final Conclusions

The final conclusions from the paper can be formulated as follows:

• The proposed PSO based method allows us to effectively tune the considered FO PID
controller dedicated to control of high order industrial plant, described by transfer
function with delay, independently on approximation method used to construct the
FO controller.

• A main disadvantage of the proposed method is associated to the fact that results are
hard to repeat or verify, because they are determined by random starting points.

• Further investigations of the presented problems will cover tests done with the use
of a real, experimental, PLC control system presented in the previous section.
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• An another interesting idea is to implement the proposed tuning algorithm directly
at PLC or SCADA platform.
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Abstract. A new mechanism for resizing population in differential evo-
lution algorithm based on diversity of population has been proposed and
compared with linear reduction of population size published in 2014.
Seven modifications of differential evolution algorithm were chosen for
this comparison. Experiments are done on CEC2014 benchmark set. The
new diversity-based resizing mechanism frequently improves results of
tested variants of differential evolution algorithm more than linear reduc-
tion of population size, especially in larger dimensions.

Keywords: Global optimization · Differential evolution · Population
size · Population diversity · Experimental comparison

1 Introduction

The differential evolution algorithm is one of the most frequently used evolu-
tionary algorithms for global optimization. It is studied and improved by many
groups of researchers. Effectiveness of the algorithm depends on the setting of its
control parameters. Many adaptive versions of the algorithm have been proposed
because of the fact. An adaptive version called Success-history based differential
evolution (SHADE) [14] proposed by Tanabe and Fukunaga is one of them. The
authors improved the algorithm by linear reduction of population size. Resulting
algorithm called LSHADE [15] was the best DE-version in optimization competi-
tion on CEC2014 [6,7]. The algorithm is more efficient in comparison with other
DE-versions also because it saves function evaluations.

The idea of saving the evaluations is useful but sometimes adding a point into
population may improve the solution, e.g. in case of the premature convergency.
If the population diversity (dispersion of population points in search space) is
large enough, the algorithm can create many different points as a trial point and
it has bigger chance to find the area of global optimum. Thus, if the diversity is
large we can save the function evaluations by excluding a point from population.
On the other hand, if the diversity is too small (the whole population is located
in area of a local minimum), we can try to improve the search by adding a point.
The added point should increase the population diversity. These ideas are basic
c© Springer International Publishing AG 2017
L. Rutkowski et al. (Eds.): ICAISC 2017, Part I, LNAI 10245, pp. 408–417, 2017.
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concepts for our mechanism which was introduced in [12]. In this paper, we com-
pare this diversity-based adaptive mechanism with linear reduction of population
size proposed in [15]. It is accomplished by implementing both mechanisms in
seven effective variants of differential evolution. The comparison is carried out
on benchmark set developed for CEC2014 competition [6].

The rest of this paper is organized as follows. In the following section, the
differential evolution algorithm is briefly described. In Sects. 3 and 4, linear
reduction of population size and our mechanism of population resizing based
on population diversity are explained. In Sect. 5, principal ideas of six adaptive
versions used in experimental comparison are described. In Sect. 6, experimental
settings and summary of the comparison are presented. The last section comes
up with conclusions.

2 Differential Evolution

The differential evolution algorithm (DE) is powerful and easy-implemented pop-
ulation based algorithm for global optimization [13]. DE works with population
P of NP points. NP is the size of population. The population evolves during the
search and the points of population are considered as candidates of solution.

The population is initialized randomly in the search space S, S =∏D
j=1[aj , bj ], aj < bj , j = 1, 2, . . . ,D . D is dimension of problem. Then a

loop repeats until the stopping condition is satisfied. In a body of the cycle,
a new generation Q of population P is created by the following way. A new
trial point yi is produced by mutation and crossover operations for each point
xi ∈ P , i ∈ {1, 2, . . . ,NP}. If f(yi) ≤ f(xi), where f is objective function of
optimized problem, the trial point yi is inserted into the new generation Q, oth-
erwise the point xi enters into Q. After completing the process, Q becomes the
current generation of population P . Each trial vector yi is generated by muta-
tion and crossover operations. As a mutant vector vi is created by a mutation,
then the trial point is computed based on two points, xi and the mutant vi, by
crossover. There are many different versions of mutation operation, e.g. best/1,
randrl/1 [4], best/2, rand/2, and rand/1 [13]. Binomial or exponential crossover
can be used. F is parameter of mutation and it affects how far from so called
based point of mutation operation the mutant is located. CR is parameter of
crossover and it biases the rate of coordinates, which are taken into trial point
yi from the mutant vi.

A combination of a mutation and a crossover is called DE-strategy. It is often
denoted by abbreviation DE/m/n/c, where m stands for a kind of mutation, n
denotes number of differences used in the mutation, and c is employed type of
crossover. DE-strategy together with values of F and CR is sometimes called
DE-setting.

3 Linear Reduction of Population Size

Linear reduction of population size was proposed in [15]. With this mechanism,
DE algorithm starts with a large number of points inside the population in order
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to emphasize the exploration, NP = NPinit. It stops with NP = NPmin equal
to relatively small number. The value of NP is changed linearly according to (1)
during the search. The new size of population is computed at the end of each gen-
eration G. If the NPG+1 is less than current NP , only NPG+1 better points from
current population form new generation of population. Recommended values are
NPinit = 18 ∗ D and NPmin = 4 [15].

NPG+1 = round
[

NPinit − FES
MaxFES

(NPinit − NPmin)
]

. (1)

The mechanism inspired us to propose our new resizing mechanism.

4 Diversity-Based Resizing Mechanism

There are many adaptive versions of DE algorithm proposed since the algorithm
has been introduced [13]. However, there are still optimization problems where
even the most effective DE-versions fail in their successful solving due to pre-
mature convergency or stagnation [5]. In the case of premature convergency, all
points of population are situated inside an area of a local minimum. The stagna-
tion means that no new and better point can be found in the search process. To
solve these issues we proposed a new mechanism of resizing the population [12].
Basic ideas are to save the function evaluations when the diversity of population
is sufficient and to prevent premature convergency by adding new points into
population. The diversity of population is measured by DI defined in (2), where
x̄j is the mean of jth coordinate of the points in the current generation of popu-
lation (3). DI is square root of average square of distance between a population
point and centroid x̄ = (x̄1, x̄2, . . . , x̄D). The diversity in initial population is
labelled as DIinit and is used as reference value in definition of relative measure
RD of the diversity in the current generation of population (4),

DI =

√
√
√
√ 1

NP

NP∑

i=1

D∑

j=1

(xij − x̄j)2 , (2)

x̄j =
1
NP

NP∑

i=1

xij , (3)

RD =
DI

DIinit
. (4)

Relative number of actually depleted function evaluations is defined by (5).

RFES =
FES

MaxFES
, (5)

where FES is current count of function evaluations and MaxFES is count of
function evaluations allowed in the search. The size of population is changed



Controlling Population Size in DE by Diversity Mechanism 411

depending on actual relative diversity. We suggested to keep the relative diversity
near its required value rRD linearly decreasing from the value 1 at the beginning
of the search to value near 0 at the end of the search. We proposed to keep the
relative diversity RD somewhere around the required relative diversity rRD as
you can see in Fig. 1. It means to change the population size only when the actual
relative diversity is less than 0.9 × rRD or larger than 1.1 × rRD. It is suggested
for first nine tenths of search. In the last tenth, the zero value is strictly required.

RD is computed after each generation. The size of population is increased
by 1 and a random point from search space is added when the RD is less than
0.9× rRD. The population size is decreased by 1 and the worst point is excluded
when the RD is larger than 1.1× rRD. There are minimal and maximal values of
population size used in the approach, NPmin = 8 and NPmax = 200. The search
process starts with NPinit = 50.
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Fig. 1. Required relative diversity rRD and the area of allowed relative diversity

5 Algorithms in Experiments

Seven DE algorithms were chosen for experiments in this paper, original version
of differential evolution algorithm, three adaptive versions which are accord-
ing to [3] included to the state-of-the-art algorithms, namely CoDE, EPSDE,
and jDE. Fifth algorithm placed into our experiments is b6e6rl algorithm. It
is an effective version of competitive adaptive differential evolution algorithm
proposed by Tvrd́ık [17]. The algorithm and its versions participated in compe-
titions organized on congresses on evolutionary computation (CEC) [2,11,18].
Next algorithm employed in the experiment of this paper is SHADE [14], the
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first ranked DE-version on CEC2013 [8,9]. Its modification with linear reduc-
tion of population size was successful. See CEC2014 [6,7]. Another algorithm
included in our tests is recently proposed IDE algorithm [16]. Original version
of DE algorithm is used with the most frequent DE/rand/1/bin strategy, input
parameters are set as F = 0.8 and CR = 0.5.

CoDE [19] creates three different trial points by employing three different
DE-strategies and the best one is then final trial point. The authors picked out
three DE-strategies, namely DE/rand/1/bin, DE/rand/2/bin, and DE/current-
to-rand/1/-. A couple of (F,CR) parameters is randomly chosen from three
possible pairs (1, 0.1), (1, 0.9), and (0.8, 0.2) for each of the three DE-strategies
separately.

EPSDE [10] algorithm uses a pool of DE-strategies, a pool of F -values, and
a pool of CR-values. Each point of the population has an associated triplet of
parameters initialized randomly from respective pool. If the triplet is successful,
which means it produces a trial point yi better than original point xi, the triplet
continues as the triplet associated with the point (now the xi is equal to yi).
If the triplet is not successful, a new triplet is chosen for the old xi. There are
two scenarios how to set a new triplet value. The first one uses triplet initialized
randomly as it is applied also at the beginning of the search, the second one uses
triplet randomly chosen from memory of successful triplets, where they are stored
during whole search. The pool of strategies is {DE/best/2/bin, DE/rand/1/bin,
DE/current-to-rand/1/-}, the pool of F values is {0.4, 0.5, 0.6, 0.7, 0.8, 0.9}, and
the pool of CR values is {0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9}.

In jDE algorithm [1], each point of population has its own values of F and
CR set randomly at the beginning of the search. The jDE algorithm works with
only DE/rand/1/bin strategy. In each generation, the F and CR of each xi

can be re-initialized with a small probability before a trial point is computed.
If the new values generate a trial point better than the original one, the new
pair of parameters survives with the point xi. Otherwise, the original couple of
parameters is the one associated with the current point.

In competitive adaptive DE [17], K different DE-settings compete. Twelve
DE-settings are employed in b6e6rl version [18] used in this experimental com-
parison. Each of them uses randrl/1 mutation [4]. In six of the twelve DE-
settings the binomial crossover is used whereas the exponential crossover is
applied in the remaining six DE strategies. Two values of F used in this algo-
rithm are 0.5, 0.8. Three different values of CR are employed for each of both
crossovers. There are 6 different combinations used with both DE-strategies
(DE/randrl/1/bin, DE/randrl/1/exp). All twelve DE-settings start with the
same probability, 1/K = 1/12. Then the probabilities are changed according
to the success of DE-settings. If a DE-setting has a very small probability, all
probabilities are reset to the starting value.

SHADE algorithm [14] is improved version of JADE algorithm [20], with
current-to-pbest/1 mutation and archive A, into which the old members of pop-
ulation are stored if they are rewritten by their better trial point. Adaptation of
F and CR in SHADE is also similar to adaptation of the parameters in JADE.
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All successful values of F and also CR are stored during a generation and in
following generation, both parameters (F and CR for each xi) are generated
randomly based on respective stored successful values. F is generated from the
Cauchy distribution and the first parameter of this distribution is the Lehmer
mean of all stored successful values of F , the second distribution parameter is
0.1. CR is generated from the Gauss distribution and the first parameter is arith-
metic mean of all stored successful values of CR from last generation. The second
parameter of the Gauss distribution is fixed to 0.1. In SHADE algorithm, the
adaptation works additionally with two circle memories MF and MCR of length
H, where the first parameters for both distributions computed from successful
values of respective parameter in last H generations are stored. When a trial
point is needed, algorithm generates index r ∈ {1, . . . , H} randomly, then F and
CR are generated randomly, F ∼ Cauchy(MFr

, 0.1), CR ∼ N(MCRr
, 0.1). All

members of MF and MCR start with value 0.5.
In IDE algorithm [16], the population is divided into superior and inferior

sets (S and I). The proportions of these sets are changing during the search.
At the beginning, the size of S is small compared to the size of the I set and it
holds almost to the end of the search. Then the superior set grows quickly and
at the end of the search, the superior set S is equal to the whole population P . A
new variant of mutation operation is used in IDE. The search process is divided
into two stages. In the first one, the proposed mutation starts to search mutant
from the randomly chosen point (from population), in the second one, it starts
to compute the mutant point from the best point of population. Moreover, the
proposed mutation works differently for a point from S and for a point from I.
Parameters F and CR are set to different values for each point of population
dependently to its rank. The smallest values for the best point and the biggest
values for the worst point of population. Moreover, there is a point in employed
mutation for which each coordinate is reset with small probability to a new
value from the range of respective dimension of search space. This prevents the
premature convergence of IDE algorithm.

6 Experiments and Results

Seven algorithms mentioned in Sects. 2 and 5 were chosen for the comparison of
two approaches to the adaptation of population size described in Sects. 3 and
4. The set of 30 optimization problems with different complexity developed for
CEC2014 competition [6] was selected as a benchmark set. Experiments were
carried out for all four levels of dimension D = 10, 30, 50, and 100 required
by [6]. Parameter MaxFES for stopping condition was set MaxFES = D × 104

for all the test problems. We implemented both investigated mechanisms into all
seven algorithms and got fourteen new algorithms. All tested algorithms were
implemented in Matlab 2015b and all experiments were carried out in the envi-
ronment on standard PC with Windows 7. The algorithms, in which the mecha-
nism of resizing the population according to Sect. 4 is implemented, are labelled
with suffix “d” (“d” means diversity). The algorithms, in which the mechanism
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of linear reduction of population size is implemented, are labelled with prefix
“L”. Thus, we have twenty one algorithms, 7 original algorithms, the ones with
implemented resizing population diversity-based mechanism DEd, CoDEd, EPS-
DEd, jDEd, b6e6rld, SHADEd, and IDEd, and the algorithms LDE, LCoDE,
LEPSDE, LjDE, Lb6e6rl, LSHADE, and LIDE in which the linear reduction
of population size mechanism is implemented. The names of some algorithms
are too long for tables, so all SHADE algorithms are labelled as SHA, SHAd,
LSHA and all EPSDE algorithms are labelled as EPS, EPSd, and LEPS there.
Parameters of all tested algorithms are set according to the recommendations
of their authors except for the NPmin parameter used in LCoDE, LEPSDE,
and LIDE algorithms. NPmin is set to 6 for them. For other tested L-versions,
NPmin is set to value 4. NPinit is set to value 18 × D for all L-versions in tests.
Original algorithms are run with NP = 50. For each algorithm, problem, and
dimension, we carried out 25 independent runs. A problem from benchmark set
has known solution x∗. The solution of a run is xmin. The result of run is the
error f(xmin) − f(x∗).

We compared results of original version with d-version and also the original
version with L-version for each of 30 problems at all levels of dimension for all
seven DEs. Then we compared results of L-version and d-version for each of 30
problems in each dimension for all seven algorithms. The differences in efficiency
of the algorithms were assessed by Wilcoxon two-sample rank-sum test at 0.05
significance level.

Summarized results of statistical comparison of original DE variants with
the corresponding DE variants using a population-size adaptation are shown
in the Table 1. The numbers labelled with “−” are counts of test problems,
where the population-size adaptation version is statistically worse than original
algorithm. The numbers labelled with “+” are the counts of test problems where
the population-size adaptation version is statistically better than original one.
In the rows labelled with “≈”, you see counts of test problems where both
compared algorithms are not significantly different. The results are depicted
for each dimension separately and also for all dimensions together. The counts
where the population-size adaptive approach wins are underlined. The counts of
original algorithm wins are printed in boldface.

We can see that improvement caused by implementation of new resizing
mechanism outbalances the impairment for all tested algorithms. The biggest
improvement occurred for classical DE, in 90 of 120 cases. The least impact
arose for IDE algorithm. The implementation of linear reduction of population
size more likely deteriorates the results of algorithms in experiment, with the
exception of SHADE and jDE. The diversity-based mechanism improves the
efficiency of tested DE versions in more problems than linear reduction of popu-
lation size. The count of problems with decreased efficiency is less than for linear
reduction for all tested DE variants. Each original algorithm has larger number
of improvements with new resizing approach than with linear reduction of popu-
lation size in dimensions D = 30, 50, and 100. The number of deteriorations with
diversity-based resizing approach is also less than the number of deteriorations
with linear reduction of population size in all the dimensions except D = 10.
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Table 1. Comparison of original algorithms with population-size adaptive versions

DE vs. DEd DE vs. LDE CoDE vs. CoDEd CoDE vs. LCoDE

D 10 30 50 100 all 10 30 50 100 all 10 30 50 100 all 10 30 50 100 all

− 7 1 0 0 8 0 19 22 15 56 14 8 3 4 29 0 27 28 29 84

+ 17 23 25 25 90 16 0 1 8 25 11 17 21 22 71 18 0 0 0 18

≈ 6 6 5 5 22 14 11 7 7 39 5 5 6 4 20 12 3 2 1 18

EPS vs. EPSd EPS vs. LEPS jDE vs. jDEd jDE vs. LjDE

D 10 30 50 100 all 10 30 50 100 all 10 30 50 100 all 10 30 50 100 all

− 13 1 2 4 20 2 17 14 13 46 10 2 5 5 22 1 10 12 19 42

+ 9 18 22 19 68 3 4 12 12 31 8 17 18 17 60 17 10 11 9 47

≈ 8 11 6 7 32 25 9 4 5 43 12 11 7 8 38 12 10 7 2 31

b6e6rl vs. b6e6rld b6e6rl vs. Lb6e6rl SHA vs. SHAd SHA vs. LSHA

D 10 30 50 100 all 10 30 50 100 all 10 30 50 100 all 10 30 50 100 all

− 10 3 4 7 24 0 12 14 20 46 8 0 2 2 12 2 4 5 8 19

+ 7 16 19 15 57 11 8 10 6 35 9 24 22 18 73 10 19 18 16 63

≈ 13 11 7 8 39 19 10 6 4 39 13 6 6 10 35 18 7 7 6 38

IDE vs. IDEd IDE vs. LIDE orig. vs. d-ver. orig. vs. L-ver.

D 10 30 50 100 all 10 30 50 100 all 10 30 50 100 all 10 30 50 100 all

− 14 5 4 7 30 16 25 17 23 81 76 20 20 27 145 21 114 112 127 374

+ 4 8 15 12 39 1 1 3 4 9 65 123 142 128 458 76 42 55 55 228

≈ 12 17 11 11 51 13 4 10 3 30 69 67 48 53 237 113 54 43 28 238

Table 2. Comparison of L-versions with d-versions

LDE vs. DEd LCoDE vs. CoDEd LEPS vs. EPSd LjDE vs. jDEd

D 10 30 50 100 all 10 30 50 100 all 10 30 50 100 all 10 30 50 100 all

− 10 0 0 1 11 18 3 0 1 22 12 0 2 7 21 19 5 3 4 31

+ 12 29 28 26 95 11 24 30 29 94 7 23 20 20 70 3 8 16 20 47

≈ 8 1 2 3 14 1 3 0 0 4 11 7 8 3 29 8 17 11 6 42

Lb6e6rl vs. b6e6rld LSHA vs. SHAd LIDE vs. IDEd L-ver. vs. d-ver.

D 10 30 50 100 all 10 30 50 100 all 10 30 50 100 all 10 30 50 100 all

− 16 2 2 3 23 7 3 9 10 29 5 0 0 0 5 87 13 16 26 142

+ 1 16 22 25 64 5 10 12 11 38 9 27 26 28 90 48 137 154 159 498

≈ 13 12 6 2 33 18 17 9 9 53 16 3 4 2 25 75 60 40 25 200

The summarized results of L-versions with d-versions comparison are
depicted in Table 2. The rows are labelled in the same way as in Table 1. The
numbers labelled with “+” are the counts of problems where the d-version of an
algorithm is statistically better than its L-version. Counts where the diversity-
based approach wins are underlined. Bolded numbers mean that the L-version
wins. The d-version has large number of wins for all tested algorithms, when we
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discuss all dimensions together. The implementation of the new resizing mech-
anism wins for dimensions 30, 50, and 100 for all algorithms in experiments,
nevertheless it does not hold in all cases for D = 10.

Success of the population resizing diversity-based mechanism in comparison
with linear reduction of population size mechanism is caused by guaranteeing
function evaluations saving when the population diversity is large enough and
also by increasing of population diversity when it is too small considering the
stage of search process.

7 Conclusion

Recently proposed diversity-based approach in differential evolution adapting the
size of population is compared with linear reduction of population size in this
paper. The resizing mechanism based on population diversity improves efficiency
of the tested DE variants more frequently than linear reduction of population
size, mainly for higher problem dimensions. When both approaches are compared
directly, DE algorithms in which the new diversity-based mechanism is imple-
mented are more effective in almost 60% of test problems whereas algorithms
with linear reduction are more effective in less than 17% of test problems. In the
future, we would like to modify the approach in order to enhance its efficiency
also for the problems of lower dimensions.
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excellence in science.
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Abstract. In this paper a new mutation operator is presented. It is
based on simulating cosmic ray impact on living tissue. It was proved that
the proposed mutation method has a compound probability distribution,
which is also derived. Numerical experiments indicate the usefulness of
this concept for problems of moderate sizes.

1 Introduction

Genetic algorithms are a wide group of metaheuristic methods. When electronic
computers became available, one of their early uses were attempts at artificial life
simulation and simulating evolution of living organisms. Later on it was noted
by Rechenberg [15] that evolutionary strategies can be used for optimization of
real value functions. That idea was developed further by Schwefel [17]. One can
trace back the history of genetic and evolutionary algorithms in [5]. All these
nature-inspired methods remain an active field of investigation up to this day.

In particular, genetic algorithms, although criticized, are still developed and
used in many applications [9,14]. The influence of probability distribution of
mutations in evolutionary algorithms has been intensively studied in [1,6,7,10]
and more recently in [11]. The aim of this paper is to provide a preliminary study of
a new probability distribution of mutations for genetic algorithms with the hope to
improve their performance. This distribution is inspired by the cosmic rays influ-
ence on living organisms and digital devices. Sources of such radiation are various
to (see [2]) and its effect on electronic devices is widely investigated [8].

We prove that the proposed distribution of mutations is of the compound
type (see [4] page 164 for the definition). Then, we derive its general form and
provide a closed form formula for it in the case when the probability of selecting
genes for mutation can be approximated by the uniform distribution. At the rest
of the paper we provide an excerpt of the simulation results.

In this paper we would investigate a new method of mutation loosely based
on behavior of cosmic rays damaging DNA.

2 Proposed Mutation Model

In a typical mutation each bit of the genotype has an equal probability of being
changed. Their positions are not important. For example the simplest method is
c© Springer International Publishing AG 2017
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as follows: for each bit in the genotype select random number r ∈ [0, 1]. If r < p,
where p is a probability of a mutation, then change (negate) bit. For probability
p = 0.16 this method works as shown in Table 1.

Table 1. Example of the performance of the classic mutation algorithm.

Genotype (before) 1 0 0 1 1 0 0 0

r 0.6541 0.8258 0.7749 0.9106 0.1450 0.1233 0.4893 0.4039

Genotype (mutated) 1 0 0 0 0 1 0 0

This method can be considered as a model of information loss in the DNA
replication process. We must say that the rate of a biological mutation is much
smaller – current estimation for each bit is around 0.5 · 10−9/year (see [16]).

In electronics (mostly in aerospace electronics) there is a well known mecha-
nism of space radiation altering bit patterns in memory. Similar, complex muta-
tions were reported in DNA (see [13]) due to alpha particles.

Here we propose to simulate such an impact on a genotype in the following
manner. When impact occurs (in the simplest example with some, small proba-
bility) then a random point of impact is selected. For each bit in the genotype
a probability of change is selected according to a said point distance from the
point of impact. The simplest idea is to use a Gaussian curve as this probability.
Notice that here the Gaussian curve is normalized so as it has a value at most 1
as its maximum. The idea is shown in Fig. 1.

Fig. 1. Simple model of particle hit.

The proposed method of deciding whether k-th bit should be changed or not
can be described in terms of a binomial random variable Yk ∈ {0, 1}, but the
probability of the success in a given trail depends on another random variable,
namely on the uniform distribution of setting the position of maximum of the
Gaussian curve.
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Let M be a random variable having this distribution on positive integers
up to M (number of bits).

Distributions constructed in this way called in [4] (page 164) compound dis-
tributions. It is of interest to derive explicitly an expression for P{Yk = 1}.

Theorem 1. Let for each bit k in a genotype the probability of change is selected
according to the Gaussian curve: tu wzr, where m is selected at random at each
stage. (a) If m is drawn from positive integers up to M > 1, then random variable
Yk has the compound distribution with

P{Yk = 1} =
1
M

M∑

j=1

e− (k−j)2

2s2

(b) When for large M the probability distribution of random variable M can be
approximated by the uniform distribution on [0, M ], then for large M random
variable M can be approximated by a random variable M̃, having the uniform
distribution [0,M ] and then

P{Yk = 1} =
∫ M

0

e− (k−j)2

2s2 dm
1

M + 1
=

√
π
2 s

(
Erf

(
k√
2s

)
− Erf

(
k−M√

2s

))

1 + M

Proof. To prove the first statement it is expedient to consider the join distribu-
tion of Yk and M that – by conditioning – can be expressed as follows

P{Yk − 1,M = mj} = P{Yk = 1|M = mj} · P{M = mj} = pk(mj) · rj ,

where

P{M = mj} = rj

M∑

j=1

rj = 1

Then, the full probability of Yk = 1 has the form:

P{Yk = 1} =
M∑

j=1

pk(mj) · rj =
1
M

M∑

j=1

e− (k−j)2

2s2

To prove the second statement, we proceed analogously with the sum replaced
by the probability density function, denoted further by M̃. These lead to

1

h
P{Yk =1, M̃ ∈ (m, m + h)}=P{Yk = 1|M̃ ∈ (m, m + h)} · P{M̃ ∈ (m, m + h)}=

as h → 0
P{Yk = 1|M̃ = m}fM̃(m)

Then, the full probability of Yk = 1 has the form:

P{Yk = 1} =
∫ M

0

pk(m)dm
1

M + 1

=
∫ M

0

e− (k−j)2

2s2 dm
1

M + 1
=

√
π
2 s

(
Erf

(
k√
2s

)
− Erf

(
k−M√

2s

))

1 + M
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3 Benchmark Functions

The comparison between different methods is usually done by standard test
functions known as benchmarks. Generally these test functions can be found in
research papers like [3] or [12]. Functions like presented ones are typical element
of many benchmark packages, sometimes in some modified form.

3.1 Simple Unimodal Problem

The simplest possible test function is the distance between zero of the coordinate
system and decision variable in n dimensional space.

f1(x) =
d∑

i=1

x2
i (1)

As in most cases of genetic optimization the range of possible x must be
defined. In this case it is unrestricted by the function so we use xi ∈ (−2, 2).

3.2 Ackley Function

An Ackley function is a multimodal problem with clear global minimum and
large number of local minimas. The plot in d = 2 case is shown in Fig. 2.

20 + e − 20e−0.2
√

1
d

∑d
i=1 x2

i − e
1
d

∑n
i=1 cos(2πxi) (2)

The box limit for a search was x ∈ (−30, 30). The minimum if f(0) = 0.

3.3 Rosenbrock Function

The Rosenbrock function is a typical example of a difficult unimodal problem
due to a minimum in a narrow valley. The function has a minimum in f(1) = 0,
a hypercube used was x ∈ (−2.048, 2048]. This means that at least 11-bits for
each dimension are required to cover this range and be able to represent the
minimum point exactly.

d−1∑

i=1

(
100 · (xi+1 − x2

i )
2 + (xi − 1)2

)
(3)

3.4 Schwefel Function

It is another difficult function with a large number of local minimas.

418.9829 · d +
d∑

i=1

xisin
√

|xi| (4)

The function has a global minimum at xi = −420.9687 with typical range
xi ∈ (−512, 512) (Fig. 3).



422 W. Rafaj�lowicz

-30 -20 -10  0  10  20  30 -30
-20

-10
 0

 10
 20

 30

 4
 6
 8

 10
 12
 14
 16
 18
 20
 22
 24

x(1)

x(2)

 4
 6
 8
 10
 12
 14
 16
 18
 20
 22
 24

Fig. 2. Ackley function.
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Fig. 3. Schwefel function.

3.5 Rastrigin Function

It is another example of a multimodal function but its local minimas are regularly
distributed. Also the global minimum is at f(0) = 0. Typical range of x ∈
[−5.12, 5.12] (Fig. 4).

10 · d +
d∑

i=1

(
x2

i − 10cos(2πxi)
)

(5)

3.6 Solving a Minimization Problem

All the previously described problems require us to find the minimum of the
specified function. Additionally most versions of genetic algorithm can work
only for f ≥ 0 and look for the maximum of the function.

A well known solution to this problem is to find C ≥ f(x)x ∈ X and find
the maximum of

g(x) = C − f(x) (6)
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Fig. 4. Rastrigin function



Cosmic Rays Inspired Mutation in Genetic Algorithms 423

4 Numerical Results

Numerical experiments were carried out in order to compare the proposed muta-
tion method with traditional, simple mutation. As a test functions, benchmarks
from the previous section were used. In the first series of simulations the follow-
ing settings were used: goal functions were 10-dimensional with 300 bits in the
genotype and 150 as a population size.

The results of numerical experiments are shown in Table 2. It can be seen
that the simulated cosmic rays impact method shows an improvement in some
difficult cases and was not essentially worse in all of them. One can not fail to
notice smaller variance of the resulting solution in the proposed method.

Table 2. Numerical experiment results.

ball ackley rosenbrock schwefel rastrigin

f̄ σ f̄ σ f̄ σ f̄ σ f̄ σ

Simple mutation 48.92 0.16 83.47 0.85 9896 1251 8842 90124 9921 162.31

Cosmic ray 48.38 0.15 83.64 1.52 9899 1079 8786 38981 9922 145.3

The largest improvement is achieved with a multimodal Schwefel function
(compare Figs. 7 and 6). For the Rosenbrock function behaves similarly, but
with smaller improvement (see Fig. 5).

Fig. 5. Behavior of 50 trial runs for the Rosenbrock function using traditional mutation
(left) and using simulated impact mutation (right).

It is well known that the problem dimension have drastic impact on a method
performance. For this test the Schwefel function was chosen. In this test, due to
changing problem size, genotype size n was chosen to be n = 30 · d, where d is a
problem dimension. In all cases 500 generations were investigated. The biggest
problem size was d = 30. In Fig. 8 vertical axis shows problem size, on the
horizontal one a result in both cases is shown. It is clearly visible that simulated
cosmic rays impact method results in much smaller rate of decline of the goal
function value then traditional one.
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Fig. 6. Behavior of 50 trial runs for the Schwefel function using traditional mutation.

Fig. 7. Behavior of 50 trial runs for the Schwefel function using simulated impact
mutation.

One of the most common statistical tests is a test for equality of means.
We perform this test using more traditional test statistics values instead more
common p-values.

H0: μt = μs,
HA: μt < μs,

where μs is an mean calculated for the space radiation based method and μt is a
mean in case of the simple mutation. As a significance level, a traditional value
α = 0.05 was chosen. We must note that by rejection of the null hypothesis
and subsequent acceptance of the alternative one shows the improvement in
proposed method.

Results for different problem size are shown in Fig. 9. The horizontal axis
shows problem size, the vertical one represents test statistics.
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Fig. 8. Results changing for Schwefel function using traditional mutation and using
simulated impact mutation with different problem dimension.

Fig. 9. Test statistics for average difference.

5 Summary

In this paper a new mutation operator was proposed, one based on simulated
impact of a space radiation particle and their effect on living tissue.

The proposed mutation distribution is of the compound type and it can be
generalized in a number of ways by changing probability distributions that are
compounded.

The preliminary computational experiments are successful especially for mul-
timodal function. The proposed method is worth further investigation as a part
of a hybrid mutation operator.
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Abstract. This paper describes the application of a Differential Evo-
lution based approach for inducing oblique decision trees in a recursive
partitioning strategy. Considering that: (1) the task of finding an optimal
hyperplane with real-valued coefficients is a complex optimization prob-
lem in a continuous space, and (2) metaheuristics have been successfully
applied for solving this type of problems, in this work a differential evo-
lution algorithm is applied with the aim of finding near-optimal hyper-
planes that will be used as test conditions of an oblique decision tree.
The experimental results show that this approach induces more accurate
classifiers than those produced by other proposed induction methods.

Keywords: Machine learning · Classification · Evolutionary
algorithms · Recursive partition strategy

1 Introduction

Nowadays, data mining has emerged as a very useful tool for extracting knowl-
edge from any source of information including text files, large data repositories,
and data in the cloud. Machine learning provides data mining with useful pro-
cedures for constructing models from data. The most representative machine
learning approaches are supervised learning, in which a model is learned from
labeled data, and unsupervised learning, where a model is obtained from unla-
beled data. The main supervised techniques are classification and regression,
while clustering is the main unsupervised technique. In particular, decision trees
are a classification method that allows to construct simple models with high
interpretability level.

Oblique DTs are classifiers that split the data using hyperplanes that are
oblique to the axis of the instance space. Oblique DTs are generally more com-
pact and precise than univariate DTs. In this paper, the application of a differen-
tial evolution-based approach named OC1-DE for inducing oblique decision trees
c© Springer International Publishing AG 2017
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in a recursive partitioning strategy is described. Experimental results obtained
show that OC1-DE induces more accurate classifiers than those produced by
other proposed induction methods.

In order to describe the implementation of OC1-DE method, this paper is
organized as follows: Sect. 2 describes the characteristics of the decision tree
induction process for classifications tasks. The use of metaheuristics for inducing
oblique decision trees is described in Sect. 3 and details of differential evolution
algorithm are given in Sect. 4. In Sect. 5 the OC1-DE method is outlined and
experimental results are presented in Sect. 6. Finally, Sect. 7 holds conclusions
and future work of this proposal.

2 Induction of Decision Trees for Classification

A decision tree (DT) is a classification model constructed using a set of train-
ing instances in order to define a simple and effective procedure for predicting
the class membership of new unclassified instances. A DT is a connected acyclic
graph whose nodes contain both test conditions (internal nodes) and class labels
(leaf nodes) and whose arcs represent the possible results of each test condition.
This graph defines a hierarchical evaluation schema that stands out for its sim-
plicity and its high level of interpretability. These characteristics along with its
predictive power allow to place to DT as one of the most widely used classi-
fier. It should be noted that two methods for decision tree induction (CART [4]
and C4.5 [36]) have been considered in the top ten most influential data mining
algorithms [46].

The great majority of algorithms for inducing decision trees apply a recursive
partitioning strategy that implements some splitting criterion in order to separate
the training instances. This partitioning procedure is usually complemented with
a pruning mechanism in order to avoid overfitting and to improve the performance
of the classifier. Furthermore, other strategies such as a global search in the space
of DTs have been utilized with the aim of reaching an optimal classifier [19,29,44]
although it is known that building optimal DTs is NP-Hard [18].

In accordance to the number of attributes used in test conditions of DT inter-
nal nodes, two types of DTs can be induced: univariate and multivariate DTs.
ID3 [34], C4.5 [36], J48 [45] and C5.0 are methods for inducing univariate DTs
in which a single attribute is evaluated to split the training set. An advantage of
univariate DTs is that they are easily interpretable, however when the instances
cannot be separated by axis-parallel hyperplanes, induced DTs are more complex
as they contain a number of internal nodes [37].

On the other hand, a combination of attributes participates in the test con-
dition at each internal node of a multivariate DT. In case of a linear combination
of attributes the induced classifier is known as oblique DT [31] or Perceptron
DT [2,29]. Hyperplanes splitting the training instances in this type of DT have
an oblique orientation relative to the axes of instance space. Oblique DTs are
generally smaller and more accurate than univariate DTs but they are gener-
ally more difficult to interpret [5]. In addition, finding the best partition using
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a single attribute takes low computational effort, however determining the best
partition using an oblique hyperplane is a NP-hard problem [16]. CART [4], OC1
[31], LMDT [41] and LTree [10] are methods for inducing oblique DTs.

The training set used for inducing oblique DTs is a group of instances, where
each instance can be represented with a real-valued vector v = (v1, v2, . . . , vd, c)

T

of d attributes and a label c indicating the class membership of the instance.
A hyperplane divides the instance space in two halfspaces and it is defined as
follows:

d∑

i=1

xivi + xd+1 > 0 (1)

where vi is the value of attribute i, xi is a real-valued coefficient in the hyperplane
and xd+1 represents the independent term.

3 Metaheuristics for Inducing Oblique Decision Trees

Metaheuristics are methods that implement both local search procedures and
higher level strategies to perform a robust search of a solution space [14]. They
have been used for inducing both univariate and multivariate DTs. Metaheuris-
tics can be classified into three categories: single-solution based procedures, evo-
lutionary algorithms and swarm intelligence methods.

Although global search is the most commonly used strategy for inducing DTs
in which metaheuristic-based methods are applied, several proposals using meta-
heuristics through a recursive partitioning strategy have been developed. Single-
solution based metaheuristics such as stochastic local search (SLS) [31], simulated
annealing (SA) [5,17] and tabu search (TS) [26,32], as well as evolutionary algo-
rithms such as genetic algorithms (GA) [5,6,20,39] and evolutionary strategies
(ES) [5,47] have been used for finding good hyperplanes of an oblique DT.

Simulated Annealing of Decision Trees (SADT) method [17] applies SA to
find a near-optimal hyperplane for each internal node of an oblique DT. Using a
fixed initial hyperplane, SADT iteratively perturbs one coefficient of this hyper-
plane and each new value is accepted as a coefficient according to the Boltzmann
criterion. OC1 method [31] implements a two-step process for searching a better
hyperplane: First, it uses a deterministic strategy that adjusts the coefficients of
a hyperplane individually, finding a local optimal value for one coefficient at a
time. Once this value is reached, OC1 applies SLS in order to jump out of this
local optimum value. OC1-AP [30] is a OC1 variant that induces only univariate
DTs. OC1 variants such as OC1-SA, OC1-ES and OC1-GA [5] simultaneously
modify several coefficients of the best hyperplane produced by OC1-AP, using
SA, ES and GA, respectively. Furthermore, TS has been used in two approaches:
(1) in conjunction with linear discriminant analysis in the LDTS method [26],
and (2) in combination with a discrete support vector machine in the LDSDTTS

method [32].
Others have used evolutionary algorithms for inducing oblique DTs: a multi-

membered ES is applied for finding near-optimal hyperplanes in the MESODT
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method [47] and GA is implemented in two proposals: (1) in the BTGA method
[6] that uses a binary chromosome for representing the hyperplane coefficients,
and (2) in a method based on dipoles1 [20] that encodes a chromosome by means
of a real-valued vector. An especial GA known as HereBoy algorithm [24] that
evolves a unique chromosome is used in HBDT method [39] for inducing an
oblique DT.

On the other hand, GA [9,15,21,33,43], differential evolution [29] and genetic
programming (GP) [1,3,28] have been used for inducing oblique DTs in a global
search strategy.

4 Differential Evolution Algorithm

Differential evolution (DE) is an efficient evolutionary algorithm designed for
solving optimization problems in continuous spaces [38]. DE encodes candidate
solutions by means of real-valued vectors and it applies a difference vector to
disrupt a population of these solutions. At the begining an initial population of
candidate solutions is generated, then the iterative part of DE follows. At each
iteration of DE a new population is constructed using mutation, crossover and
selection operators. Instead of implementing traditional crossover and mutation
operators, DE applies a linear combination of several candidate solutions selected
randomly to produce a new solution. Finally, when the stop condition is fulfilled
DE return the best candidate solution in the current population. An advantage
of DE is that it utilizes few control parameters: a crossover rate Cr, a mutation
scale factor F , and a population size NP .

DE/A/B/C is the notation commonly adopted for identifying DE variants,
where A represents the selection procedure of candidate solutions that will be
used for constructing a new solution, B is the number of difference vectors used
for the mutation operator, and C identifies the type of crossover operator [7].
The most popular DE variant is the DE/rand/1/bin that consists in combining
three randomly selecting candidate solutions (xa, xb and xc), using Eq. (2), to
yield a mutated solution xmut.

xmut = xa + F (xb − xc) (2)

Mutated solution is utilized to perturb the values of another candidate solu-
tion xcur using the binomial crossover operator as follows:

xnew,j =

{
xmut,j if r ≤ Cr ∨ j = k

xcur,j otherwise
; j ∈ {1, . . . , d} (3)

where xnew,j , xmut,j and xcur,j are the values of the j-th position of xnew, xmut

and xcur, respectively, and r ∈ [0, 1) and k ∈ {1, . . . , d} are uniformly distributed
random numbers.

1 A dipole is a pair of instances in training set represented as vectors.
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Finally, xnew is selected as a member of the new population if it has a better
fitness value than that of xcur.

DE has been used in conjunction with support vector machines [25], neural
networks [23], bayesian classifiers [13] and instance based classifiers [11] for imple-
menting classification methods. It has been mainly used for optimizing the para-
meters of classification methods or for conducting preprocessing tasks in a data
mining process.

In the case of DTs, DE is applied to finding the parameter settings of a clas-
sification method and for participating in the decision tree induction process. In
DEMO algorithm [40] DE finds the J48 parameters in order to yield accurate and
small DTs. On the other hand, TreeDE method [42] induces univariate DTs for
mapping full trees to vectors and for representing discrete symbols by points in a
real-valued vector space. In an improved version of TreeDE method [22] each can-
didate solution has two types of genes: one express the neighborhood structure
between the symbols and the other represents a full tree structure. Finally, in a
method for inducing perceptron DTs [29], the coefficients of all possible hyper-
planes of an oblique-DT with a fixed size are encoded in a matrix, and then DE
evolves the matrix values in order to construct optimized oblique DTs.

5 OC1-DE Method for Inducing Oblique Decision Trees

In this work a method for inducing an oblique DT using DE/rand/1/bin in a
recursive partitioning strategy is introduced. This method, named OC1-DE, is
similar to OC1 and its variants but it applies DE to finding a near-optimal
hyperplane at each internal node of an oblique DT. Since the task of finding a
near-optimal hyperplane with real-valued coefficients is an optimization problem
in a continuous space, DE operators can be applied without any modification
and OC1-DE should induce better oblique DTs.

When a recursive partitioning strategy is implemented for inducing oblique
DTs, the classification method starts finding the hyperplane that best splits an
instance set into two subsets. This hyperplane will be used as test condition of
a new internal node that is added in DT. This procedure is recursively applied
using each subset until a leaf node is created due to all instances in the subset
have the same class label or a threshold value of unclassified instances is reached.
Quality of hyperplane is obtained using a splitting criterion that measures the
impurity of a partition or some other discriminant value. Finally, a pruning
procedure is applied in order to reduce the overfitting of DT produced and to
improve its predictive power.

The DE implementation for finding a near-optimal hyperplane at each inter-
nal node of an oblique DT is shown in Algorithm 1. In a similar fashion to
OC1-GA method [5] the axis-parallel hyperplane that best splits a set of training
instances is obtained (line 2). This hyperplane is copied to 10% of the initial pop-
ulation and remaining hyperplanes are randomly created (line 3). Each random
hyperplane is constructed considering that almost two instances with different
class label are separated by the hyperplane. This population is evolved through
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Algorithm 1. Hyperplane selection using the OC1-DE algorithm.
1: V ← A set of training instances
2: xap ← Best axis-parallel hyperplane for V
3: X0 ← Initial population of random hyperplanes with 10% of copies of xap.
4: for k in [1, . . . , it] do
5: Xk ← ∅
6: for cur in [1, . . . , NP ] do
7: {xa,xb,xc} ← Randomly selected candidate solutions of Xk−1

8: xmut ← Mutated vector using (2) � DE mutation operator
9: xnew ← Perturbed vector of xcur using (3) � DE crossover operator

10: xhyp ←
{
xnew if fitness(xnew) < fitness(xcur)

xcur otherwise
� DE selection operator

11: Xk ← Xk ∪ {xhyp}
12: end for
13: end for
14: xbest ← Best hyperplane in Xk

15: return

{
xap if fitness(xap) < fitness(xbest)

xbest otherwise

several generations using DE operators (lines 4–13) and the best hyperplane
in population is selected (line 14). Algorithm returns the hyperplane selected
between the best axis-parallel hyperplane and the best oblique hyperplane pro-
duced by DE (line 15).

6 Experiments

In order to evaluate the performance of OC1-DE and for comparison with other
approaches, two experiments were conducted using several datasets with numer-
ical attributes chosen from UCI repository [27]. Table 1 shows the description of
datasets used in experiments. Results were obtained by applying repeated k-fold
stratified cross-validation (CV). OC1-DE is compared with OC1 method [31],
three OC1 variants proposed in [5] and the HBDT method described in [39].

DE version implemented in Java language is the canonical DE/rand/1/bin.
The parameters used in the experiments are described in Table 2. The population
size is adjusted in accordance with [5] and the number of iterations of DE is small
with the aim of reducing the time of experiments due to DE is applied at each
internal node of the induced oblique DT.

In the first experiment OC1-DE is compared to OC1 variants applying 5-
fold CV. 10 independent runs of each dataset are conducted. For each run, an
oblique DT is induced and its test accuracy is calculated. Both average accu-
racy and average DT size across these 10 runs are obtained. Table 3 shows the
experimental results2: Columns 2–9 show both average accuracy and average
DT size of induced oblique DTs reported by [5]. Results obtained by OC1-DE

2 Highest values for each dataset are in bold.
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Table 1. Description of datasets used in the experiments.

Dataset Inst. Attr. Classes Dataset Inst. Attr. Classes

Breast-w 683 9 2 Australian 690 14 2

Diabetes 768 8 2 Ionosphere 351 34 2

Glass 214 9 7 Wine 178 13 3

Housing 506 12 2 Sonar 208 60 2

Iris 150 4 3 Car 1728 6 4

Vehicle 846 18 4 Cleveland 297 13 5

Vowel 990 10 11 Liver-disorders 345 6 2

Heart-statlog 270 13 2 Page-blocks 5473 10 5

Table 2. Parameters used in experiments with OC1-DE.

Parameter Value

Mutation scale factor 0.5

Crossover rate 0.9

Size of population 20
√

d

Number of generations 50

Fitness function Twoing rule [4]

Pruning method Reduced error pruning [35]

are shown in columns 10–11 of this table. In this table can be observed that
accuracies obtained by OC1-DE are better than those reported by OC1 vari-
ants, although in general OC1-DE produces oblique-DTs with more leaf nodes
than those produced by OC1 variants. Fig. 1(a) shows a comparative plot of the
average accuracies obtained.

In the second experiment OC1-DE is compared with HBDT method. 5 inde-
pendent runs of 10-fold CV are conducted. Results are shown in Table 4: Columns
2–5 show both average accuracy and average DT size of induced oblique DTs
reported by [39]. Results obtained by OC1-DE are shown in columns 6–7 of this
table. In this table can be observed that both accuracies and DT sizes obtained
by OC1-DE are comparable with those reported by HBDT method. OC1 induces
oblique DTs with better accuracies for 2 datasets, HDBT constructs DTs with
better accuracies for 5 datasets and the accuracies of DTs induced using OC1-
DE are better than those reported by [39] for 8 datasets. Fig. 1(b) shows a
comparative plot of the average accuracies obtained.

In order to evaluate the performance of OC1-DE a statistical test of the
results obtained was realized. Due to the conditions for using parametric test
are not guaranteed when analysing results of evolutionary algorithms [12], the
Friedman test is applied for detecting the existence of significant differences
between the performance of two or more methods and the Nemenyi post-hoc test
is utilized for checking these differences. Nemenyi test uses the average ranks
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Table 3. Accuracy and size obtained for OC1 variants and OC1-DE.

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11)

OC1 OC1-SA OC1-GA OC1-ES OC1-DE

Dataset Acc Size Acc Size Acc Size Acc Size Acc Size

Breast-w 96.1 3.3 93.5 11.5 94.3 11.1 95.2 5.2 96.63 4.92

Diabetes 74.1 15.3 73.9 19.0 73.9 20.0 73.7 17.1 74.33 40.54

Glass 64.1 14.5 65.7 15.2 65.9 19.5 66.4 17.2 66.78 16.56

Housing 82.7 7.3 82.8 11.6 82.9 13.5 82.8 11.5 91.50 10.48

Iris 95.3 3.6 93.8 3.4 96.3 4.6 94.5 3.7 96.93 3.00

Vehicle 69.4 37.1 70.3 31.6 69.6 44.2 69.3 40.0 70.78 58.74

Vowel 80.1 64.8 83.1 45.7 82.0 86.2 80.6 82.4 84.84 41.84

of each classifier and checks for each pair of classifiers whether the difference
between their ranks is greater than the critical difference [8] defined as follows:

CD = qα

√
k(k + 1)

6N
(4)

where CD is the critical difference, k is the number of methods, N is the number
of datasets, and qα is a critical value associated of the significance level α.

Table 4. Comparison of accuracy and size reported of HBDT and OC1-DE.

(1) (2) (3) (4) (5) (6) (7)

OC1 HBDT OC1-DE

Dataset Acc Size Acc Size Acc Size

Breast-w 95.53 3.68 96.72 4.04 96.22 5.80

Diabetes 73.03 6.54 71.51 17.82 71.80 47.36

Glass 62.04 13.12 62.51 12.74 67.66 18.30

Iris 95.60 3.54 95.60 3.48 97.20 3.00

Vehicle 68.16 33.53 74.51 16.98 71.75 65.14

Vowel 74.55 51.68 73.94 37.84 84.58 44.46

Heart-statlog 76.30 4.70 79.85 4.26 77.04 15.92

Australian 83.63 6.10 82.52 10.26 84.38 27.84

Ionosphere 88.26 6.18 88.24 6.14 90.03 7.82

Wine 90.65 4.58 94.14 3.00 92.92 5.68

Sonar 79.39 6.76 75.96 4.26 79.56 9.64

Car 93.42 25.26 95.65 15.86 95.78 36.80

Cleveland 51.50 10.28 55.50 10.46 52.39 25.72

Liver-disorders 67.23 5.38 65.96 12.88 66.03 25.58

Page-blocks 97.05 23.78 97.00 26.02 97.12 38.12
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(a) First experiment (b) Second experiment

Fig. 1. Average accuracies obtained in experiments.

(a) First experiment (b) Second experiment

Fig. 2. Comparison of classifiers using Nemenyi post-hoc test.

For the first experiment the Friedman statistic for 5 methods using 7 datasets
is 15.507 and the p-value obtained is 0.003757 for 4 degrees of freedom (dof) of
chi-square distribution. This p-value indicates the existence of statistical dif-
ferences between these methods and then Nemenyi test post-hoc is executed.
Fig. 2(a) shows the critical differences obtained for Nemenyi test and it shown
that OC1-DE is the best method compared with OC1 variants. For the second
experiment, Friedman statistic for 3 methods using 15 datasets is 6.8136 and the
p-value is 0.03315 for 2 dof and it also indicates statistical differences between
these methods. Fig. 2(b) shows that OC1-DE is has better performance that
OC1 and it have a comparable performance with HDBT.

7 Conclusions

In this paper, OC1-DE method that uses the differential evolution algorithm to
find a near-optimal hyperplane with real-valued coefficients at each internal node
of an oblique DT is introduced. OC1-DE is a recursively partitioning scheme
based on OC1 in which the DE operators can be applied without any modifica-
tion. OC1-DE was evaluated using a stratified cross-validation procedure with
several UCI datasets and statistical tests suggest that OC1-DE achieves a bet-
ter performance than OC1 variants and HBDT method. In general, OC1-DE
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induces more accurate oblique DTs although their sizes are overall larger than
those produced for other methods. Based on our results, future work will be ori-
ented to evaluate other DE variants for inducing oblique DTs and to investigate
the effect of using several parameter configurations on the OC1-DE performance,
also more experiments will be conducted for analyzing the OC1-DE execution
time, as well as to compare the OC1-DE performance with those obtained by
other classification methods such as random forest and support vector machines.
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In: Saeed, K., Snášel, V. (eds.) CISIM 2014. LNCS, vol. 8838, pp. 23–32. Springer,
Heidelberg (2014). doi:10.1007/978-3-662-45237-0 4
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Abstract. The paper presents an application of generalized Strength
Pareto Evolutionary Algorithm (SPEA) in the Logistic Facilities Loca-
tion (LFL) problem. The task is to optimize a distribution network, i.e.
the number of distribution centers and their locations as well as the num-
ber of clients served by the particular centers in terms of three following
contrary/contradictory criteria: (a) the total maintenance cost of the
network, (b) carbon emissions emitted by combustion engines of trucks
into the atmosphere (subjects to minimization) and (c) the customer ser-
vice reliability (subject to maximization). For this purpose, an original
multi-objective optimization technique which allow to obtain a set of so-
called non-dominated solutions of the considered problem, representing
different levels of compromise between the above criteria, is applied. In
order to provide a broad, flexible selection of the final solution from the
obtained set, the proposed approach aims at finding the set of solutions
with high spread and well-balanced distribution in the objective (criteria)
space. The functionality of our technique is demonstrated using numeri-
cal experiments. Its distinct advantages over alternative approaches are
presented in the frame of comparative analysis as well.

Keywords: Multi-objective genetic optimization · Finding set of
non-dominated solutions with high spread and well-balanced
distribution · Logistic facilities location problem

1 Introduction

One of the currently discussed issues relating to road transport is the growing
emissions of carbon dioxide emitted into the atmosphere by combustion engines.
The existing models of distribution networks usually do not take into account
this aspect, putting the accent only on minimizing the cost of maintenance and
maximizing the customer service. The need of a widely understood environmen-
tal protection forces the seeking of new models which take into account the
c© Springer International Publishing AG 2017
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level of CO2 emissions as well. These three criteria of the model evaluation are
contrary/contradictory (they cannot be satisfy simultaneously in most cases in
practice). Therefore, a multi-objective optimization technique which allow to
obtain a set of so-called non-dominated solutions of the problem, representing
different levels of compromise between such criteria, should be applied. The effec-
tive tools capable to solve this task are multi-objective evolutionary algorithms
(MOEA) [1].

However, most popular MOEAs used in the multi-criteria optimization prob-
lems do not fulfill a number of requirements raised currently [2]. First, the accu-
racy of all solutions in the set, with respect to the optimal solutions, must be as
high as possible. Then, a spread of the set (i.e., the distance between the extreme
solutions) must be as wide as possible in order to achieve the solutions located
on the boundaries of the objective space. Furthermore, the solutions must have a
satisfactory distribution in the set (i.e., the distances between the nearest neigh-
boring solutions in the objective space must be as similar as possible) in order
to provide well-balanced levels of compromise between the values of particular
optimization objectives. Finally, the obtained set must contain a balanced num-
ber of solutions (neither too many nor too few) in order to give a flexible choice
of solutions for a decision maker.

In this paper, we apply a generalization of very known MOEA – the Strength
Pareto Evolutionary Algorithm 2 (SPEA2) [3] – referred to as our SPEA3 [4]
(see also [5–7] for its recent applications) in the Logistics Facility Location (LFL)
problem introduced in [8]. In order to provide a broad flexible selection of the
final solution from the obtained set of non-dominated solutions, the proposed
approach aims at finding that set with high spread and well-balanced distribu-
tion in the objective (criteria) space. The functionality of our technique will be
demonstrated using very known two- and three-objective benchmark tests. Then,
our SPEA3 will be applied to optimize a distribution network, i.e. the number
of distribution centers and their locations as well as the number of clients served
by the particular centers in terms of three above-mentioned contrary/contradic-
tory criteria. Distinct advantages our SPEA3 over alternative approaches will
be presented in the frame of comparative analysis as well.

2 A Generalization of SPEA2 Approach - an Outline

For clarity of presentation, the SPEA2 approach and its our generalization
referred to as SPEA3 are outlined in Table 1. The SPEA2 (and thus also SPEA3)
uses an archive (an external set) of final solutions whose size can be regulated
depending on the needs and adjusted to the requirements of a decision maker.
The proposed generalization of SPEA2 consists in the exchange of its environ-
mental selection procedure - which is responsible for selecting non-dominated
solutions from the population to the archive (see Step 3 in Algorithm 1) - for
a new original algorithm (Step 3, and Steps 3a-e in Algorithm 2) which aims
to determine the final non-dominated solutions with a high spread and well-
balanced distribution in the objective space.
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Table 1. The SPEA2 algorithm and its generalization referred to as our SPEA3

Two main activities of Algorithm 2 can be distinguished. The first activity
(see Sub-algorithm 2a in Table 2) replenishes the archive by gradually adding
auxiliary solutions selected from the population (starting with three randomly
selected solutions and ending when the archive contains the desired number
of solutions). The second activity (see Sub-algorithm 2b in Table 2) gradually
relocates the archived solutions in the objective space in such a way that the
distances between them and their nearest neighbors are the greatest possible.

The quality of the obtained set of non-dominated solutions (and, thus, the
effectiveness of our approach) can be evaluated using several performance indices
(their broad review can be found in [2]) with respect to the Pareto-optimal set or,
if it is unknown, with respect to such-called reference set, which contains a finite
number of Pareto-optimal solutions (or solutions that are as close to them as
possible) created in an artificial way. However, in the case of the considered LFL
problem (see Sect. 3) both sets are unknown. For this reason, before the target
application, the operation of our SPEA3 will be clearly demonstrated using well-
known numerical benchmark tests with known Pareto-reference sets (see Table 3
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Table 2. The main activities of SPEA3

for details). The SCH1 test (called also the Shaffer test) and the DTLZ2 test
(proposed by Deb, Thiele, Laumanns and Zitzler in [9] will be considered. Their
reference sets are available on the jMetal Web Site (http://jmetal.sourceforge.
net/problems.html)). The accuracy, spread and distribution of the obtained sets
are evaluated with the use of two most often applied indices, i.e. the Generational
Distance (GD) [10] (the accuracy measure) and the generalization of Δ metric
proposed in [1] (the spread and distribution measure).

Figures 1 and 2 show the exemplary final approximations of Pareto-optimal
fronts of the considered problems listed in Table 3 and obtained using our SPEA3
and two most popular MOEAs, i.e. SPEA2 [3] and ε-NSGA-II [11]. The exper-
iments have been performed with the following parameters: the population of
100 individuals, the crossover and mutation probabilities equal to 0.8 and 0.2,
respectively, the tournament selection (with the selection pressure equals to 2),
and the maximum size of the final solution archive equals to 40 (for SPEA2
and our SPEA3) as well as the grid size equal to 100 (for ε-NSGA-II). The
optimization process lasted for 10000 generations. It can clearly be seen that
our approach determines the final solutions with the best spread and distribu-
tion in comparison to the remaining techniques, in the case of both considered

http://jmetal.sourceforge.net/problems.html
http://jmetal.sourceforge.net/problems.html
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Table 3. Formulation of the benchmark problems

Test name Objective functions Search space Optimal solutions

SCH1 f1(x) = x2 f2(x) = (x − 2)2 x ∈ [−103, 103] x ∈ [0, 2]

DTLZ2 f1(x ) = (1 +
g(x )) cos(x1π/2) cos(x2π/2)
f2(x ) = (1 +
g(x )) cos(x1π/2) sin(x2π/2)
f3(x ) = (1+g(x )) sin(x1π/2),
where
g(x ) =

∑12
i=2(xi − 0.5)2

xi ∈ [0, 1]
i = 1, 2, . . . , 12

x1, x2 ∈ [0, 1]
xi = 0.5,
i = 3, 4, . . . , 12

Fig. 1. Final approximations of the Pareto-optimal solution sets for our SPEA3 (a),
SPEA2 (b), and ε-NSGA-II (c) algorithms (SCH1 benchmark test)

Fig. 2. Final approximations of the Pareto-optimal solution sets for our SPEA3 (a),
SPEA2 (b), ε-NSGA-II (c) algorithms (DTLZ2 benchmark test)

benchmark tests. A comparative analysis of our approach with the alternative
techniques confirms the above findings. Table 4 contains the averaged results of
10-fold validations of each of the possible pairs of the considered benchmark tests
and algorithms. In terms of determining the solutions with a high spread and
well-balanced distribution, our approach is superior for both benchmark tests.
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Table 4. A comparative analysis of our approach with alternative techniques

Test name Algorithm Generational distance (GD) Spread and distribution measure (Δ)

Average Std. deviation Average Std. deviation

SCH Our SPEA3 1.3451E-3 6.1730E-5 3.9995E-2 1.2251E-2

SPEA2 1.3380E-3 9.6155E-5 1.2570E-1 1.4079E-2

NSGA-II 9.5733E-4 5.3899E-5 6.1462E-1 4.9235E-2

ε-NSGA-II 1.5788E-3 1.2666E-4 5.0620E-1 2.3372E-2

DTLZ2 Our SPEA3 4.679E-3 2.031E-4 1.117E-1 6.527E-2

SPEA2 1.521E-2 3.205E-3 1.33E-1 1.281E-2

NSGA-II 5.144E-3 1.767E-3 5.729E-1 5.746E-2

ε-NSGA-II 3.031E-4 1.451E-5 2.48E-1 6.733E-3

3 The Logistic Facilities Location Problem

Our SPEA3, outlined in Sect. 2, will now be applied in the Logistic Facilities
Location (LFL) problem introduced in [8] to optimize the parameters of a dis-
tribution network, i.e. the number of distribution centers and their locations as
well as the number of clients served by the particular centers in terms of three
following criteria: (a) the total maintenance cost of the network, (b) carbon emis-
sions emitted by combustion engines of trucks into the atmosphere (subjects to
minimization) and (c) the customer service reliability (subject to maximization).
In this model, the distribution centers are placed in the locations with numbers
j ∈ {1, 2, . . . , J}, where J means the number of locations. The status of j-th
location is defined as follows:

Xj ∈ {0, 1}, ∀j = 1, 2, . . . , J, (1)

where Xj = 1 denotes that the distribution center in j-th location is open and
Xj = 0 otherwise.

The goods are supplied from open distribution centers to the customers with
numbers i ∈ {1, 2, . . . , I}, where I means the number of all customers served by
all distribution centers. The status of i-th customer is defined as follows:

Yij ∈ {0, 1}, ∀i = 1, 2, . . . , I, j = 1, 2, . . . , J, (2)

where Yij = 1 denotes that i-th customer is served by the distribution center
opened in j-th location and Yij = 0 otherwise.

Assuming that a single customer can be served only by one distribution
center:

J∑

j=1

Yij = 1, ∀i = 1, 2, . . . , I, (3)

and i-th customer cannot be served by closed distribution center:

Yij ≤ Xj , ∀i = 1, 2, . . . , I, j = 1, 2, . . . , J, (4)
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the task is to find a set of variables X
(opt)
j and Y

(opt)
ij , i = 1, 2, . . . , I, j =

1, 2, . . . , J taking into account limitations (1–4), which represents optimal - from
the point of view of the considered quality criteria (see below) - placement of a
number of J (opt) ≤ J distribution centers in possible locations and assignment
each of the centers to certain number I

(opt)
j ≤ I (

∑J
j=1 I

(opt)
j = I) of customers.

In order to solve the above defined task, a multi-objective optimization tech-
nique which minimize three objective function:

f1 = QTC , f2 = QCO2 , and f3 = 1 − QSR, (5)

must be applied, where QTC , QCO2 , and QSR are the quality criteria defined as
follows:

– the total cost of the distribution network QTC being the sum of fixed costs to
maintain the distribution centers QL and cost of transport services QT :

QTC = QL + QT =
J∑

j=1

fjXj +
J∑

j=1

I∑

i=1

cijhidijYij , (6)

– the total level of carbon dioxide emissions QCO2 into the atmosphere from
trucks:

QCO2 =
J∑

j=1

I∑

i=1

dij [εvf − εve
hi

w
+ εve

hi

w
]Yij , (7)

– indicator of the service reliability QSR ∈ [0, 1], which should be understood
as a statistical chance of delivery of the goods to the customer in the required
time (QSR ≈ 1 means high quality of service):

QSR = min
i=1,2,...,I
j=1,2,...,J

{(1 − Fv
dij

Ti
)Yij ; ∀Yij �= 0}, (8)

and, moreover, cij is the unit cost of delivery of the goods from a distribution
center in j-th location to i-th customer, dij is the distance between i-th customer
and j-th location, fj is fixed cost of maintaining the distribution center in j-th
location, hi is demand for the goods of i-th customer, Ti is the required maximum
time of delivery of the goods to i-th customer, εve and εvf are the amount of
CO2 emissions for empty and fully loaded trucks, respectively, and w is the
permissible payload of the truck. The speed of truck delivering goods from the
distribution center to customers is modeled as a random variable v with a certain
probability distribution function Fv [8].

4 Experimental Results

The parameters of the distribution network formulated in Sect. 3 are adjusted
as in [8] in order to permit a direct comparison of the obtained results with the
results of [8]. The costs of maintaining distribution centers (f) and customers’
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Table 5. The costs of maintaining the distribution centers

j 1 2 3 4 5 6 7 8 9 10

fj [$] 78500 46900 92200 58700 89800 46300 85400 67100 76000 85300

demands for the goods (h) as well as the distances between customers and loca-
tions of distribution centers (d) are presented in Tables 5 and 6, respectively.
The remaining parameters of the network are the following:

– the number of possible locations: J = 10,
– the number of customers: I = 25,
– the unit cost of delivery of the goods from a distribution center in j-th location

to i-th customer: cij = 1$ (i = 1, 2, . . . , I, j = 1, 2, . . . , J),
– the amount of CO2 emissions for empty and fully loaded trucks: εve =

0.772 kg/km, εvf = 1.096 kg/km,
– the required maximum time of delivery of the goods to i-th customer: Ti = 2h

(i = 1, 2, . . . , I),
– the permissible payload of the truck: w = 25ton,
– the average speed of the truck: 80 km/h
– the maximal fixed cost of maintaining the distribution center QTCMAX

=
700000$,

– the minimal indicator of the service reliability: QSRMIN
= 0.9.

The Gaussian probability distribution function Fv of the random variable v
has been assumed:

Fv(v) =

{
exp(− (v−60)2

2σ2 ), forv < 60,
0, elsewhere,

where σ = 10. (9)

Figure 3 presents final approximations of the Pareto-optimal sets for our
SPEA3 (Fig. 3a), SPEA2 (Fig. 3b), and ε-NSGA-II (Fig. 3c) techniques. The par-
ticular solutions of obtained distribution networks are labelled by the numbers of
distribution centers opened in them. Similarly as in the case of the experiments
presented in Sect. 2, this time is also evident that our SPEA3 gives the final set
with much better spread and distribution of the solutions than the remaining
methods. In the case of our SPEA3, a “chain” of solutions (for QSR = 0.95) with
well balanced distribution is clearly visible (see Fig. 3a). The remaining solutions
(for QSR > 0.95) form a kind of wall of solutions also with the best spread and
distribution. Among the alternative techniques, similar “chain” (but with not
so good distribution) is visible only for ε-NSGA-II. The accuracies of solutions
obtained with the use of all techniques are comparable.

Table 7 contains four exemplary configurations of obtained distribution net-
works. Three of them have been selected from the approximation of the Pareto-
optimal set obtained using our SPEA3 (Fig. 3a). For the comparative purpose,
the last one configuration (created using ε-constraint method) has been cited
from [8]. The distribution center in j-th location is indicated by Fj , whilst Ci
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Table 6. The demands for the goods of the customers as well as distances between
the customers and the locations of distribution centers

i hi [×103 kg] j

1 2 3 4 5 6 7 8 9 10

dij [km]

1 166 85 47 100 86 166 262 13 272 40 251

2 156 241 276 42 152 122 53 173 182 65 156

3 88 297 147 209 124 11 88 241 104 25 154

4 59 111 222 158 242 246 57 38 247 192 75

5 163 269 155 164 182 229 257 115 26 221 100

6 191 252 112 249 53 39 264 14 207 212 132

7 79 114 294 120 133 98 48 95 269 75 94

8 141 123 213 44 262 139 25 10 226 211 65

9 99 204 168 256 168 271 126 108 147 77 279

10 170 141 77 130 211 121 55 257 176 113 67

11 159 66 157 131 223 60 255 204 41 258 22

12 50 183 163 49 27 232 230 127 18 176 53

13 176 219 161 76 276 228 267 210 56 222 21

14 199 234 151 128 184 257 202 158 90 212 115

15 113 171 267 253 270 282 245 61 101 27 79

16 180 42 128 103 163 278 90 102 258 103 37

17 126 153 257 116 209 189 136 143 285 26 84

18 48 135 177 264 141 132 224 111 259 140 150

19 56 147 69 26 21 267 70 259 214 262 282

20 93 42 119 295 194 269 145 55 187 70 159

21 155 218 183 177 131 74 129 48 183 288 29

22 169 11 266 75 32 245 43 264 29 106 179

23 162 176 201 195 131 42 226 73 196 258 26

24 77 292 10 251 251 15 164 283 97 242 181

25 116 237 240 15 85 197 147 292 225 171 90

denoted the i-th customer. The first distribution network with four distribu-
tion centers is characterized by a relatively small total cost of maintenance and
high quality of the customer service, but at the expense of high emissions of
carbon dioxide. The next solution with five distribution centers has a relatively
good level of compromise between all considered evaluation criteria. The last our
distribution network with seven distribution centers dominates the alternative
solution from [8], i.e. it is better in terms of all evaluation criteria.
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Fig. 3. Final approximations of the Pareto-optimal solution sets for our SPEA3 (a),
SPEA2 (b), and ε-NSGA-II (c) algorithms (LFL problem)

Table 7. Comparison of the selected solutions with different levels of compromise
between the evaluation criteria QTC , QCO2 , and QSR, obtained with the use of our
SPEA3 and ε-constraint techniques

QTC [$] QCO2 [kg] QSR J(OPT ) Configuration of the distribution network

o
u
r
S
P
E
A
3

455483 7381.91 0.998 4 F3 (C18, C5, C24),

F7 (C4, C17, C21, C13, C11),

F8 (C1, C19, C8, C6, C0, C14, C16, C2),

F9 (C9, C10, C7, C22, C15, C12, C20, C3, C23)

494350 5885.52 0.993 5 F5 (C18, C6, C9, C1, C17),

F6 (C7, C0, C5, C3, C19),

F7 (C4, C21, C13, C23, C11),

F8 (C8, C2, C16, C14),

F9 (C10, C20, C22, C12, C24, C15)

606488 5304.11 0.998 7 F0 (C21, C19),

F1 (C23, C18, C17),

F5 (C6, C9, C1),

F6 (C5, C3, C7, C0),

F7 (C13, C11, C4),

F8 (C8, C2, C16, C14)

F9 (C10, C20, C22, C12, C24, C15)

ε-
co

n
st
ra
in
t
[8
]

658752 5313.7 0.9929 8 F1 (C20, C22),

F2 (C24),

F3 (C19, C25),

F4 (C2, C7, C10),

F5 (C1, C4, C6, C8, C18),

F6 (C5, C12, C14),

F7 (C3, C9, C15, C17),

F8 (C11, C13, C16, C21, C23)



An Application of Generalized Strength Pareto Evolutionary Algorithm 449

5 Conclusions

The application of generalized Strength Pareto Evolutionary Algorithm - referred
to as our SPEA3 - for finding a set of non-dominated solutions with high-spread
and well-balanced distribution in the Logistic Facilities Location (LFL) problem
have been presented. The main goal of the problem is to optimize a distrib-
ution network, i.e. the number of distribution centers and their locations as
well as the number of clients served by the particular centers in terms of three
following contrary/contradictory criteria: (a) the total maintenance cost of the
network, (b) carbon emissions emitted by combustion engines of trucks into the
atmosphere (subjects to minimization) and (c) the customer service reliability
(subject to maximization). First, very known two- and three-objective bench-
mark tests have been used to demonstrate the functionality of our SPEA3. Then,
this technique has been applied to the target problem. The obtained results and
comparative analysis with alternative approaches show the superiority of SPEA3.
It generates better - in terms of the spread and distribution - non-dominated
solutions than the alternative techniques, whilst it still remains competitive in
terms of the accuracy of those solutions. In conclusion, our SPEA3 provides a
broad, flexible selection of the final solution from the obtained set.
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Abstract. Evolutionary methods are very often used to digital filters
design (especially for digital filters with non-standard amplitude charac-
teristics). In practical digital filter implementation, we can use a cascade
of biquad sections. Each biquad section will be stable if all poles of trans-
fer function are located into unitary circle in the z-plane. To generate
k − th stable biquad section, we can use an existing equations which are
generated for the case when the coefficient ak,0 = 1. The problem is com-
plicated if we want to have the vary values of all filter coefficients from
the continuous range [−1; 1] or from the discrete range [−1; 1 − 2−M ] (if
filter will be implemented into Q.M fixed-point format). In this paper
we have presented an efficient method for generation of stable biquad
sections. The proposed method can be used in any evolutionary digital
filter design method for increase its efficiency. Using proposed approach
we can fast generate the population of stable biquad sections with pre-
scribed stability margin. Due to presented approach, we can also very
fast evaluate the stability of the given biquad section (the methods for
polynomial roots generation are not needed).

1 Introduction

In digital filters design very often are used biquad sections. If we have to design
a digital filter with typical amplitude characteristics we can use Butterworth,
Cauer of Chebyshev approximations [1]. But the problem is more complicated
if our filter will possess a non-standard amplitude characteristics. In this case
to obtain a digital filter with arbitrary amplitude characteristics we can use
Yule-Walker [2,3] method or one of evolutionary computation techniques [4,5].
Also, we can use the hybridization of Yule-Walker method with evolutionary
method for more efficient design of digital filters with arbitrary amplitude char-
acteristics [6]. This hybridization depends on initialization of the initial popula-
tion in the evolutionary algorithm by the solution obtained using Yule-Walker
method. The problem is more complicated if we want to design a IIR (Infi-
nite Impulse Response) digital filter which can be directly implemented into the
hardware without rounding errors. Then the coefficients obtained using Yule-
Walker method must be scaled into the range [−1; 1] and quantized in given
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Q.M fixed-point format. After these operations the IIR digital filter properties
will be probably changed, because IIR digital filters are very sensitive on chang-
ing of coefficient values. Therefore, the application of other global optimization
techniques is strongly recommended in this case. The evolutionary methods are
widely used for digital filter design problems. In paper [7] the differential evo-
lution algorithm was proposed for IIR (Infinite Impulse Response) digital fil-
ter design. In the article [8] the finite word-length digital filter was designed
using an annealing algorithm, in the paper [9] the finite word-length design for
IIR digital filters based on the modified least-square criterion in the frequency
domain was shown. In the paper [10], the differential evolution algorithm was
used for design of IIR digital filters with non-standard amplitude characteris-
tics, in work [11] the continuous ant colony optimization algorithm was used for
the same problem. In the paper [12] the application of evolutionary algorithm
to design of minimal phase and stable digital filters with non-standard ampli-
tude characteristics and finite bits word length was shown. In the article [6] the
hybridization of evolutionary algorithm with Yule Walker method to design min-
imal phase and stable digital filters with arbitrary amplitude characteristics was
presented. In the algorithms described in papers [6–12], the initial population
of individuals was created randomly. Therefore, the some of created individuals
were non-acceptable solutions (the created digital filters were unstable). In hard-
ware implementation (for example in DSP processors, such as the TMS320C5000
[13,14]) the digital filters are represented by biquad sections [15]. Therefore, in
this paper, we show how to efficiently generate a population of stable biquad sec-
tions with prescribed stability margin in evolutionary algorithm. The generation
of stable biquad sections with prescribed stability margin improve the quality
of evolutionary algorithm search process. It is especially important in the algo-
rithms where the re-initialization of population is occurred (as for example micro
genetic algorithm [16]). It is significant to point out, that due to our approach,
we can also very fast evaluate the stability of the given biquad section (the meth-
ods for polynomial roots generation are not needed). The approach presented
in this paper is a continuation (and extension) of the approach presented in the
paper [18].

2 IIR Digital Filter Biquad Section

In general the IIR (Infinite Impulse Response) digital filter possesses the transfer
function as follows:

H(z) =
b0 + b1 · z−1 + b2 · z−2 + ... + bn−1 · zn−1 + bn · z−n

a0 + a1 · z−1 + a2 · z−2 + ... + an−1 · zn−1 + an · z−n
(1)

where: bi and ai (for i = 0, 1, ..., n) are the filter coefficients, n is a filter order.
One of the practical realization of the transfer function (1) is a cascade con-

nection of biquad sections. Therefore, the transfer function H(z) can be also
represented by the following equation:

H(z) = H1(z) · H2(z) · H3(z) · ... · Hk−1(z) · Hk(z) (2)
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where: k is a number of biquad sections, Hk(z) is a transfer function for k − th
biquad section.

Each k− th biquad section is represented by the transfer function as follows:

Hk(z) =
bk,0 + bk,1 · z−1 + bk,2 · z−2

ak,0 + ak,1 · z−1 + ak,2 · z−2
=

bk,0 · z2 + bk,1 · z1 + bk,2
ak,0 · z2 + ak,1 · z1 + ak,2

(3)

The k − th biquad section is stable if and only if all poles of its transfer
function Hk(z) are located inside the unitary circle in the z-plane.

3 Q.M Fixed-Point Format

In many DSP (Digital Signal Processing) systems the numbers are represented
by Q.M fixed-point format. If we want to implement the designed digital filters
into the Q.M DSP system without any additional errors (i.e. filter coefficients
rounding error) the value of bk,0, bk,1, bk,2, ak,0, ak,1, ak,2 coefficients must
be taken from the predefined set X. The set X of potential values for these
coefficients (in Q.M fixed-point format) is defined as follows:

X =
[
(−1) · 2M

2M
;
2M − 1

2M

]
(4)

In the 2’s complement fractional representation, M + 1 bits (in fixed-point
format Q.M) binary word can represent 2M+1 equally spaced numbers from
(−1)·2M

2M
= −1 to 2M−1

2M
= 1 − 2−M . The binary word BW which consists of

M + 1 bits (bwi):

BW = [bwM , bwM−1, bwM−2, ..., bw1, bw0] (5)

we interpret as a fractional number x:

x = − (bwM ) +
M−1∑
i=0

(
2i−M · bwi

)
(6)

If we assure that the value of filter coefficients bk,0, bk,1, bk,2, ak,0, ak,1, ak,2
will be the elements from the set X then the digital filter will be resistive on
rounding error after its implementation into Q.M DSP system.

4 Biquad Section Stability and Stability Margin

Generally in the literature [15], we can find that the biquad section Hk (z) with
the values of bk,0, and ak,0 coefficients equal to one, and described as follows:

Hk (z) =
1 + bk,1 · z−1 + bk,2 · z−2

1 + ak,1 · z−1 + ak,2 · z−2
(7)
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is stable if and only if:
|ak,2| < 1 (8)

ak,1 < 1 + ak,2 (9)

ak,1 > −1 − ak,2 (10)

In practical realization of biquad sections, the stability margin has been intro-
duced. Due to stability margin we can increase the certainty that given biquad
section will be stable after its hardware implementation. In this case, we design
a biquad section in which all poles of its transfer function are located inside the
circle having the radius equal to: 1 −w (where w is a value of stability margin).
Additionally, we have assumed that the value of coefficients bk,0 and ak,0 can be
arbitrary from the range [−1; 1]. In the next section, we present a simple mathe-
matical equations for a fast generation of stable biquad sections with prescribed
value of stability margin.

5 Proposed Approach

Let’s consider the biquad section Hk (z) described by Eq. (3). Assume that the
values for all coefficients ak,i and bk,i (for i=0,1,2) are from the range [−1; 1].
Also, we must remember, that if our biquad section will be implemented into DSP
system with given Q.M fixed-point format, then the values for all coefficients
ak,i and bk,i (for i=0,1,2) must be from the range X (see Eq. 4). In the Fig. 1,
we have presented the stability region (white color), non-stability region (black
color) and the stability region with prescribed stability margin (gray color) for
different values of parameter ak,0 and different values of parameter w (stability
margin). The horizontal axis represents the values of coefficient ak,2, the vertical
axis represents the values of coefficient ak,1. The left-bottom corner is a point
(ak,2 = 1, ak,1 = −1). The right-upper corner is a point (ak,2 = −1, ak,1 = 1).

Based on the Fig. 1, we can see that the stability region with prescribed
stability margin (gray color) always is limited: in the right side of the axis ak,2
by the line ak,2 = (−1) · (w − 1)2 · ak,0; in the left side of the axis ak,2 by
the line ak,2 = (w − 1)2 · ak,0; in the upper side of the axis ak,1 by the line
ak,1 = (−2 · w + 2) · ak,0; and in the bottom side of the axis ak,1 by the line
ak,1 = (2 · w − 2) · ak,0. If we assume that the value of ak,0 is positive, then the
upper relation between ak,1 and ak,2 can be represented by the line undergoing
by two points: ((−1) · (w − 1)2 · ak,0, 0) and ((w − 1)2 · ak,0, (−2 · w + 2) · ak,0).
Then the ak,1 as a function of ak,2 can be described as follows:

ak,1 = A · ak,2 + B (11)

where:

A =
(−2 · w + 2) · ak,0

(w − 1)2 · ak,0 + (w − 1)2 · ak,0 · ak,2 (12)

B = − ((−2 · w + 2) · ak,0) · (−(w − 1)2 · ak,0)
(w − 1)2 · ak,0 + (w − 1)2 · ak,0 (13)
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(a) (b) (c) (d)

(e) (f) (g) (h)

Fig. 1. The stability region (white color), non-stability region (black color), and stabil-
ity region with prescribed stability margin (gray color) for different values of parameter
ak,0 and w: ak,0 = 1 and w = 0 (a), ak,0 = 1 and w = 0.2 (b), ak,0 = 1 and w = 0.4
(c), ak,0 = 1 and w = 0.6 (d), ak,0 = 0.75 and w = 0 (e), ak,0 = 0.75 and w = 0.2 (f),
ak,0 = 0.75 and w = 0.4 (g), ak,0 = 0.75 and w = 0.6 (h)

after some simple mathematical transformations, we obtain:

ak,1 =
(−1)
w − 1

· ak,2 − (w − 1) · ak,0 (14)

The bottom relation between ak,1 and ak,2 can be represented by the line
undergoing by two points: ((−1) · (w − 1)2 · ak,0, 0) and ((w − 1)2 · ak,0, (2 · w −
2) · ak,0). Then the ak,1 as a function of ak,2 can be described as follows:

ak,1 = A · ak,2 + B (15)

where:

A =
(2 · w − 2) · ak,0

(w − 1)2 · ak,0 + (w − 1)2 · ak,0 · ak,2 (16)

B = − ((2 · w − 2) · ak,0) · (−(w − 1)2 · ak,0)
(w − 1)2 · ak,0 + (w − 1)2 · ak,0 (17)

after some simple mathematical transformations, we obtain:

ak,1 =
1

w − 1
· ak,2 + (w − 1) · ak,0 (18)

If we do similar computation for the negative value of ak,0, we can see that the
all poles of transfer function (for k − th biquad section) will be located into the
stability area with prescribed stability margin if and only if:
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• for ak,0 ∈ [+1; 0)

(−1) · (w − 1)2 · ak,0 < ak,2 < (w − 1)2 · ak,0 (19)

(−1) < ak,1 <
(−1)
w − 1

· ak,2 − (w − 1) · ak,0 (20)

1 > ak,1 >
1

w − 1
· ak,2 + (w − 1) · ak,0 (21)

• for ak,0 ∈ (0;−1]

(−1) · (w − 1)2 · ak,0 > ak,2 > (w − 1)2 · ak,0 (22)

1 > ak,1 >
(−1)
w − 1

· ak,2 − (w − 1) · ak,0 (23)

(−1) < ak,1 <
1

w − 1
· ak,2 + (w − 1) · ak,0 (24)

Using the Eqs. (19–24) in evolutionary algorithm, we can very fast gener-
ate the population of stable biquad sections with a prescribed stability margin
or very fast evaluate the stability of given biquad section (in this case in the
Eqs. (19)–(24) we must assume that the value of stability margin is equal to zero
(w = 0)). Due to Eqs. (19–24) the population of stable biquad sections with pre-
scribed stability margin can be generated very fast in evolutionary algorithm.
In the Table 1 (part A), the pseudo-code for simple generation of stable k − th
biquad section (in continuous domain of digital filter coefficients) with prescribed
stability margin is presented (the symbol r in Table 1 is a random value from
the range (0; 1)).

Table 1. The pseudo-code for simple generation of stable k − th biquad section coeffi-
cients ak,i (for i = 0, 1, 2) with prescribed stability margin w in: continuous coefficient
domain [−1; 1] (A), discrete coefficient domain [−1; 1−2−M ] (in given Q.M fixed-point
format) (B)

A. In continuous coefficient domain B. In discrete coefficient domain

if r < 0.5 then ak,0 = r
else ak,0 = r − 1; endif
ak,2 = (w− 1)2 ∗ (2 ∗ r ∗ ak,0 − ak,0);
t1 = 1

w−1
∗ ak,2 + (w − 1) ∗ ak,0;

if (t1 > 1) then t1 = 1; endif
if (t1 < −1) then t1 = −1; endif
ak,1 = 2 ∗ r ∗ t1 − t1;

if r < 0.5 then ak,0 = r ∗ (1 − 2−M+1) + 2−M

else ak,0 = r ∗ (−2−M + 1) − 1; endif
ak,2 = (w − 1)2 ∗ (2 ∗ r ∗ ak,0 − ak,0);
t1 = 1

w−1
∗ ak,2 + (w − 1) ∗ ak,0;

if (t1 > (1 − 2−M )) then t1 = 1 − 2−M ; endif
if (t1 < −1) then t1 = −1; endif
ak,1 = 2 ∗ r ∗ t1 − t1;

If we want to generate (in evolutionary algorithm) a population of stable
biquad sections with coefficients in given Q.M fixed-point format, then the
pseudo-code from Table 1 (part B) must be used and next the obtained values
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ak,i and bk,i (for i = 0, 1, 2) must be transformed into the discrete values from
the range X (see Eq. 4). This transformation for ak,i coefficients (for i=0,1,2)
can be done using following formula:

inda = round

(
1 − 2M+1

2 − 2−M
· (ak,i + 1) + 2M+1

)
(25)

where: round(.) is a function which round the input argument to the nearest
integer value, inda is a number of element in set X. The value of the element
having index inda in set X is a new value in Q.M fixed-point format for a given
ak,i coefficient.

If we have value of inda, we can also very fast compute, the new value of ak,i
coefficient in given Q.M fixed-point format (aQ.M

k,i ) using equation:

aQ.M
k,i = 1 − inda · 2−M (26)

6 Description of Experiments

In order to test our approach, two procedures of random generation of popu-
lation consists of PopSize = 100 individuals for evolutionary algorithm were
created. Each individual consists of K stable biquad section with prescribed sta-
bility margin w. In the first procedure (named “Our approach” in Table 2), the
coefficient ak,i (for i=0, 1, 2) values stored in individuals are generated randomly
with the use of equations (19-24). In the second procedure (named “Standard
approach” in Table 2), the coefficient ak,i (for i=0, 1, 2) values stored in individ-
uals are generated randomly with uniform distribution. The experiments were
performed using DELL Latitude E6420 computer and the FreeMat software [17]
in version 4.2. The FreeMat is a free environment for rapid engineering and sci-
entific prototyping and data processing [17]. It is similar to commercial system
such as MATLAB [17].

In the first experiment, we have assumed that the value of coefficients ak,i
(for i=0, 1, 2) are from the continuous range [−1; 1]. The symbols in Table 2 are
as follows: K - the number of biquad sections in each individual in population,
w - the value of stability margin, StableM - the average number (with standard
deviation) of stable biquad section for which all poles of the transfer function
Hk(z) are located in the circle having the radius 1 − w in the z-plane, Max -
the obtained maximal value of transfer function pole. The average values (with
standard deviations) were computed after 10-fold repetition of each procedure.
The pseudo-code from Table 1 (part A) has been used as a “Our approach”. The
results obtained for this experiment has been presented in Table 2 (part A).

In Table 2 (part A), we can see that the biquad sections which were generated
using our approach (“Our approach”) are in all cases stable. Also in all cases the
poles of transfer function are located inside the circle with the radius 1−w in the
z-plane. The correctness of generated individuals in evolutionary algorithm popu-
lation is equal to 100%. In the case of procedure of standard individuals generation
(“Standard approach”) the correctness is from the range 15% up to 30%.
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Table 2. The comparison of randomly generated populations of biquad sections with
the values of ak,i coefficients from the continuous domain [−1; 1] (A), from the discrete
domain [−1; 1 − 2−15] (Q.15 fixed-point format) (B) - after 10-fold repetition of each
procedure

A. continuous domain [−1; 1] B. discrete domain [−1; 1 − 2−15]

Our approach Standard approach Our approach Standard approach

K w StableM Max StableM Max StableM Max StableM Max

1 0.0 100± 0 0.98 29.90± 4.72 2678 100± 0 0.99 28.60± 4.32 4757

0.1 100± 0 0.89 21.90± 3.69 40436 100± 0 0.89 18.40± 2.83 412

0.2 100± 0 0.79 19.70± 4.08 1804 100± 0 0.79 16.30± 3.71 3524

2 0.0 200± 0 0.96 62.30± 4.54 932 199.80± 0.63 1.00 59.60± 6.36 312

0.1 200± 0 0.87 44.20± 5.86 3300 200± 0 0.89 41.70± 5.12 1098

0.2 200± 0 0.78 32.00± 5.73 866 199.90± 0.31 0.80 31.80± 4.44 2465

3 0.0 300± 0 0.99 92.10± 9.58 7377 299.80± 0.42 1.00 87.30± 7.95 4305

0.1 300± 0 0.89 68.50± 5.50 1124 300± 0 0.89 62.30± 8.69 403

0.2 300± 0 0.79 50.20± 5.67 2477 299.80± 0.63 0.80 50.20± 5.67 5062

4 0.0 400± 0 0.99 111.60± 10.16 1881 399.50± 0.97 1.00 120.80± 7.91 873

0.1 400± 0 0.89 88.30± 6.94 8118 400± 0 0.89 90.50± 7.56 2291

0.2 400± 0 0.79 62.50± 4.22 2751 399.89± 0.31 0.81 63.00± 5.96 1012

5 0.0 500± 0 0.99 141.60± 7.51 2271 499.60± 0.51 1.00 142.10± 9.74 10639

0.1 500± 0 0.89 106.00± 9.92 1674 499.89± 0.31 0.90 115.10± 9.40 3792

0.2 500± 0 0.79 86.20± 10.23 2914 499.70± 0.48 0.83 83.30± 9.90 11979

100 0.0 10000± 0 0.99 2894.00± 44.79 56414 9994.00± 2.10 1.00 2915.00± 31.65 32357

0.1 10000± 0 0.89 2222.80± 51.34 94488 9997.50± 1.84 1.00 2200.30± 27.25 32076

0.2 10000± 0 0.79 1621.10± 26.41 46384 9997.90± 1.28 0.86 1608.90± 39.37 13719

In the second experiment we want to show the computational time which
is required for the generation of single biquad section using procedures: “Our
approach” and “Standard approach”. We have generate 500 biquad sections in
10-fold repetition. The average time (with standard deviation) for generation
of single biquad section was equal: 0.1898 ± 0.0144 [ms] for “Our approach”
and 0.1066 ± 0.0175 [ms] for “Standard approach”. We can see that the “Our
approach” procedure is about 44% more time expensive than the “Standard
approach” procedure.

In the third experiment, we have assumed that the biquad section will be
implemented into the DSP system with Q.15 fixed-point format (M = 15).
Therefore, the value of coefficients ak,i (for i=0, 1, 2) are from the range
[−1; 1 − 2−15]. The pseudo-code from table 1 (part B) has been applied and
additionally, after generation of the values for biquad section coefficients, the
generated coefficients were transformed into Q.15 fixed-point format using
Eqs. (25) and (26). Before this experiments, the vector X (see Eq. 4) consists
of 2M+1 = 216 = 65536 elements from the range [−1; 1 − 2−15] was created and
stored in the computer memory. The value of the first element from the set X
is equal to 1 − 2−15 (X (1) = 1 − 2−15), and the value of the last element from
the set X is equal to −1 (X (65536) = −1). The average values (with standard
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deviations) were computed after 10-fold repetition of each procedure. The results
obtained for this experiment has been presented in Table 2 (part B).

In Table 2 (part B), we can see that the biquad sections which were gener-
ated using our approach (“Our approach”) are in almost all cases stable with
prescribed stability margin. The correctness of generated individuals in evolu-
tionary algorithm population is higher than 99%. In the case of procedure of
standard individuals generation (“Standard approach”) the correctness is from
the range 15% up to about 30%.

In the fourth experiment we want to show the computational time which
is required for the generation of single biquad section using procedures: “Our
approach” and “Standard approach” (in Q.15 fixed-point format). We have gen-
erate 500 biquad sections in 10-fold repetition. The average time (with standard
deviation) for generation of single biquad section was equal: 0.2136 ± 0.0264 [ms]
for “Our approach” and 0.1280± 0.0148 [ms] for “Standard approach”. We can
see that the “Our approach” procedure is about 60% more time expensive than
the “Standard approach” procedure.

In the fifth experiment, we have studied the computational time which is
required to decide whether given biquad section is stable with prescribed stabil-
ity margin. To perform this study, the population consisting of 100 individuals
has been generated randomly with uniform distribution in 10-fold repetition.
Each individual consists of one biquad section. Each biquad section from the
population was validate on stability criteria (with stability margin equal to 0.1).
We have used the Eqs. (19)–(24) for “Our approach”, and roots(.) and abs(.)
functions from FreeMat [17] software (in version 4.2) for “Standard method of
validation”. The average computational time which was required for stability
validation of single individual in population was equal: 9.7700± 0.1220 [ms] for
“Our approach” and 14.5060± 1.1870 [ms] for “Standard method of validation”.
We can see that the individual validation using “Our approach” procedure is
about 40% faster than the individual validation using “Standard method of
validation”.

7 Conclusions

Due to approach presented in this paper, we can generate the population of
stable biquad sections (with prescribed stability margin) for application in evo-
lutionary algorithms (with 100% of correctness for continuous values of biquad
section coefficients and in over 99% of correctness for discrete values of biquad
section coefficients). The proposed approach can highly increase the efficiency of
evolutionary methods for digital filters design problem. Especially, in the case
when in the evolutionary algorithm, the block of re-initialization of individuals
in population exists. Due to our approach we can efficiently generate the pop-
ulation of stable biquad sections with prescribed stability margin and we can
efficiently validate the stability criteria for each individual in population. Also,
it is worth to notice that our approach can be used for generation of minimal
phase biquad section too.
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Abstract. In our previous papers we have investigated the directional
structure and the numbers of straight line segments in the Ulam spiral.
Our tests were limited to primes up to 25 009 991 due to memory limits.
Now we have results for primes up to about 109 for the previously used
directional resolution, and for the previous maximum number but with
greatly increased directional resolution. For the extended resolution, new
long segments have been found, among them the first one with 14 points.
For larger numbers and the previous resolution, the new segments having
up to 13 points were found, but the longest one is still the one with 16
points. It was confirmed that the relation of the number of segments of
various lengths to the corresponding number of primes for a given integer,
for large numbers, is close to linear in the double logarithmic scale.

Keywords: Ulam spiral · Ulam square · Prime numbers · Line seg-
ments · Number of segments · Large numbers

1 Introduction

Studies on the set of prime numbers are important due to many reasons, includ-
ing for example the design of ciphers. One of the ways through which this set
can be investigated is the Ulam spiral [9]. It is a two-dimensional pattern formed
by prime numbers distinguished in the set of natural numbers written down in
a square grid as a spiral going from the center around to infinity [11]. This makes
it possible to investigate some of the properties of this set with the use of the
image processing methods. The Ulam spiral will be considered together with the
square in which it is embedded, which we shall call the Ulam square. This square
will be considered as an image composed of pixels, called also points.

There is a common opinion that the diagonals in the Ulam spiral are impor-
tant, although the sources which can be found belong to the class of volatile
publications [7,8]. This drew our attention to the question on contiguous line
segments within the Ulam square.

c© Springer International Publishing AG 2017
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Our previous experience described in [2,3,5,6] suggests that there is a gap
in lengths of the set of continuous line segments. Up till now we have investi-
gated the Ulam square of dimension up to 5001 × 5001 which corresponds to
a largest prime equal to 25 009 991. The directions of segments considered were
those possible to be expressed as a quotient of integers up to 10. Under these
conditions there are numerous segments of lengths from 2 to 10 points, less than
ten segments 11 and 12 points long, and single segments 13 and 16 points long.
There are neither segments longer than 16 nor segments of lengths 14 and 15
points found.

Now we have extended the search to the Ulam square up to 31623 × 31623
which corresponds to the largest prime equal to 1 000 014 121 > 109 if the same
directions as previously are considered. We will show in this paper that there
are still no segments of 14 and 15 points and that the 16 point segment is the
longest one. This means that there are longer segments neither on lines inclined
by a multiple of 45◦ nor on those with directions expressed by quotients of small
integers. This can have some consequences for the research on prime numbers,
although it is not clear yet in exactly which way.

We have also studied the segments with directions expressible by quotients
of larger integers, up to 50. This was done for squares up to 5001 × 5001, as
previously studied, due to the technical limitations we have at present. We will
show here that under these conditions the 16 point segment is still the longest
one, and there are still no segments of length 15. However, a first single segment
of length 14 has been found. Also some new segments of other large length have
been detected.

The next parts of this paper are organized as follows. In Sect. 2 we shall
very briefly mention the method of finding line segments, described elsewhere in
more detail. In Sect. 3 we shall present the results obtained for larger numbers,
with the set of directions as previously considered. In Sect. 4 the results for an
extended set of directions will be shown, but for numbers as those considered in
previous papers. The paper will be concluded in Sect. 5.

2 Method in Brief

The method was described in detail in [2] and its main elements were repeated
in [3,5,6], so here let us only provide the main functional information.

The central part of the Ulam spiral is shown in Fig. 1a. The origin of the
coordinate system Opq is located in the center containing number 1. Let us
denote the coordinates of the number in the Ulam square, say number five, as
p(5) and q(5). Let us consider three points corresponding to numbers 23, 7, 19
which form a contiguous segment. Its slope can be described by the differences in
coordinates between its ends: Δp = p(19)−p(32) = 2 by Δq = q(19)−q(32) = 2.
Now let us pay attention to the table shown in Fig. 1b called the direction table
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Fig. 1. (a) The central part of the Ulam spiral for dimensions 5 × 5. Coordinates
are (p, q). Primes: black on white, other numbers: grey on black. (b) Directional vec-
tors represented by the direction table D with elements Dij containing increments
(Δp, Δq) = (i, j). Each vector has the initial point at the empty circle (0, 0) and the
terminal point in one of the black circles (i, j), ¬(i = 0 ∧ j = 0). Angle α is the
angle between the line segment and the vertical axis. Figures from [2], Copyright 2013
Machine Graphics & Vision. Reprinted with permission.

denoted D, with elements Dij . If we denote Δp = i and Δq = j we can see that
this segment, inclined at the angle α = −45◦, can be described, after reducing
the directional vector from (−2, 2) to (−1, 1), by the point (i, j) = (−1, 1) in
the direction table. Its offset can be described as q of its section with axis Oq,
that is q(19) = −2. The dimensions of table Dij make it possible to represent
slopes expressed by pairs i ∈ [0 : N ] and j ∈ [−N,N ]\{0}. By example, let
us consider points 23, 2, 13. They form a segment inclined by (i, j) = (2, 1),
with offset q(2) = 1. The points in this segment are the closest possible at this
direction, although they are not neighbors in the normal sense. However, they
are the closest possible at the direction considered; hence, the segment formed
by them will be denoted as contiguous. The angle can take as many different
values as is the number of black circles in Fig. 1b with thin lines.

The direction table can be used as the accumulator in the Hough transform
for straight lines passing exactly through the points in the Ulam spiral. The
neighborhood from which a second point is taken for each first point in the two-
point Hough transform is related to the dimensions of Dij (with avoiding dou-
bling the pairs). During the accumulation process, in each Dij a one-dimensional
data structure is formed. For each vote the line offset and the locations of voting
points are stored and the pairs and their primes are counted.

After the accumulation process the accumulator can be analyzed according
to the need. Here, as it was in [3], we shall be interested in finding the numbers
of contiguous segments of different lengths.

The object of our interest is well defined and is constant in time, so the
calculations have to be carried out only once. However, let us remind after [5]
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that the complexity of the accumulation is O(PN2), where it is assumed that
the square size is S × S and it contains P = π(S2) primes (π(·) is the prime
counting function [10]). The complexity of the analysis for finding the segments
is O(N2S2log(S)). For the largest squares analyzed up till now the time was
several hours, but its considerable part was devoted to finding the primes within
the square dimensions, for which we used a very simple procedure. Memory
requirement is O(N2S2) and this was the limiting factor in the calculations.
We used a 64-bit machine with 64 GB of RAM, programmed single-threaded in
GNU C.

In the calculations presented in the previous papers it was assumed N = 10
or less, and the analyzed squares were up to S × S = 5001 × 5001 containing
1 566 540 primes, the largest of which was 25 009 991. In the present paper we
shall relax both limits, one at a time. The largest square we shall consider will be
31623 × 31623 which corresponds to the largest prime equal to 1 000 014 121 >
109. This is still very little in relation to the largest primes known at present,
with the number of digits exceeding 20 millions [1]. However, a step of several
orders of magnitude has been made, and next steps can be made should it be
necessary.

3 Larger Numbers, Formerly Used Directions

For the direction table of dimensions [0, 10] × [−10, 10] as specified before, in [3]
the squares of dimensions up to 5001 × 5001 were analyzed. Now we extend this
dimension up to 31623 × 31623. In the graph in Fig. 2 the distribution of the
numbers of segments versus their lengths is shown for the previously and newly
investigated sizes of the Ulam square. The numbers of short segments grow
together with the size of the square. This could have been expected due to that,
informally speaking, in a larger square there are simply more points. However,
the numbers of the longest segments increase only by a small difference, or even
remain constant, as it is in the case of the globally longest segment found until
now. For primes considered now, there are no segments of lengths 14 and 15, and
the segment with 16 points remains single. A new 13 point segment was found
among the numbers above 6.6 × 108.

Let us look now at the graphs of the numbers of segments versus the value of
the largest prime number, and the number of prime numbers, as it was first done
in [5], but with new data for larger primes added, in Fig. 3. What is interesting
is that the tendency of the graphs to become a straight line for larger arguments
starts to be seen also for the longest segments, like for example the 11 points
segments, and also the 12 points ones, however less clearly. It is possible that
for larger numbers also the 13 points segments could follow this tendency. Little
can be said on the 16 points one, which is still single. The intriguing gap in
length between the segments with 13 and 16 points stays up to the largest prime
slightly over 109.
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Fig. 4. Number of segments versus number of primes in the square, for direction array
N = 10. (a) Results for all the segments; (b) results for the longest segments. In each
graph, three rightmost points were added w.r.t. data shown in [5].

The graphs with respect to the value of the largest prime are shown in Fig. 4.
The linear tendency is conspicuous and it is followed for larger numbers of primes
without change.

4 Larger Set of Directions, Formerly Used Numbers

The restriction of N = 10 for the dimensions of the direction table can now be
relaxed as more RAM is available. We have tested an array with N = 50, which
was possible if the size of the Ulam square S = 5001 is maintained. This made
it possible for the directions to be more numerous, but also for the subsequent
points of the segments to be more remote from each other.

The graph with respect to the value of the largest prime (corresponding to
Fig. 4 for direction table with N = 10) is shown in Fig. 5. Several observations
can be made.
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Fig. 5. Number of segments versus number of primes in the square, for direction array
N = 50. (a) Results for all the segments; (b) results for the longest segments. In each
graph, three rightmost points were added w.r.t. [5], Fig. 3.

The most apparent change is that there are three new long segments of 14
points. Two of them emerged near 3 × 105, and the third one for the primes
over 106. The first two are shown in Fig. 6a, together with segment 16 for com-
parison of scale and range. In the new segments the distances between points
are very long in comparison to the formerly found ones. Their directions are
(39,−37), (43, 33) for the segments visible in Fig. 6 and (47,−31) for the one
farther from the spiral center.

In Fig. 7 the segments with 13 points visible in a 2001 × 2001 square are
shown. One of them was found with directions at N = 10, the others were found
with directions at N = 50. As in the case of 14 points segments, in the newly
found segments the distances between their points are larger than in those found
previously.

Consequently, it should be noted that the gap between the segments with 13
and 16 points has been partly filled.
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Fig. 6. The Ulam square of size 2001 × 2001 for direction array N = 50 with segments
of length 14 in red ( ), direction (39, −37) and magenta ( ), direction (43, 33). For
comparison of scale and range the segment of length 16 also shown in yellow ( ),
direction (3, 1). Grey pixels ( ): primes, black pixels: other numbers. Color pixels and
center of the square (marked white) replaced with squares 7 × 7 for better visibility.
(Color figure online)

The last observation is that the close-to-linear shape of the graphs became
less apparent in the left-hand side and the central part of the graphs. The lin-
earity seems to hold for numbers over 105, quite similarly as it was in the case
of less directions. Extending the calculations to larger numbers could reveal the
validity of the experimental asymptotic tendency in this case.
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Fig. 7. The Ulam square of size 2001 × 2001 for direction array N = 50 with the new
segments of length 13 in blue ( ), green ( ), red ( ) and magenta ( ). The segment
present already for N = 10 shown in yellow ( ). Grey pixels ( ): primes, black pixels:
other numbers. Color pixels and center of the square (marked white) replaced with
squares 7 × 7 for better visibility. (Color figure online)

5 Conclusion

The Ulam spiral containing prime numbers up to slightly above 109 was inves-
tigated from the point of view of the existence of contiguous straight line seg-
ments. This paper was a continuation of the previous works in which the Ulam
square of size up to 5001 × 5001 were analyzed, for directions expressible by
quotients of integers up to 10. In this paper we have studied the numbers in
squares up to 31623 × 31623 which corresponds to the largest prime equal to
1 000 014 121 > 109, which is 40 times more than previously. Alternatively, square
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of the previous size was analyzed, but the directions extended to those express-
ible by quotients of integers up to 50.

For larger numbers it was confirmed that the longest segment has 16 points
and that there are no segments of length 14 and 15. Previously, the segment
with 13 points was single, but now another such segment has been found at the
numbers above 6.6 × 108. For the extended directional resolution, new long seg-
ments have been found, among them the first one with 14 points. This partially
fills the previously observed gap between the segments having 13 and 16 points.

For large numbers, it was confirmed that the relation of the number of seg-
ments of various lengths to the corresponding number of primes is close to linear
in the double logarithmic scale. This holds for primes over 105 and segments of
lengths not larger than 11.

The data obtained in this and our other papers on the analysis of regularities
in the Ulam spiral in a downloadable form can be found in the web page [4].
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Abstract. The presented paper describes a parallel realization of an
approach to the reconstruction problem for 3D spiral x-ray tomography.
The reconstruction problem is formulated taking into consideration the
statistical properties of signals obtained by x-ray CT and the analyti-
cal methodology of image processing. The concept shown here signifi-
cantly accelerates calculations performed during iterative reconstruction
process in the formulated algorithm. Computer simulations have been
performed which prove that the reconstruction algorithm described here,
does indeed significantly outperform conventional analytical methods in
the quality of the images obtained.

Keywords: Image reconstruction from projections · X-ray computed
tomography · Statistical reconstruction algorithm · Parallel computation

1 Introduction

Even though computed tomography was invented many years ago, it continues
to be a very attractive field of research. Every new generation of CT devices
stimulates the development of reconstruction algorithms adapted for the new
design. The use of the algebraic method in the first historical CT apparatus was
presumably because there was no alternative at the time. After this “early mis-
take”, the next generation of CT systems used only reconstruction algorithms
based on analytical image processing methods. The main reason for this was
the huge size of the matrices which appear in the algebraic reconstruction prob-
lem and the calculation complexity of the reconstruction method based on this
methodology that this caused. The analytical (or transformation) methodology
drastically simplifies the number of calculations needed and so is more appeal-
ing. It is possible to improve the resistance of tomographic images to the mea-
surement noise which occurs during image reconstruction by using appropriate
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statistical signal processing. This means that it is possible to decrease the radia-
tion intensity applied, and so decrease the dose absorbed by patients. Recently,
some commercial solutions of such systems have been developed, which perform
reconstruction processing iteratively to decrease the noise in the images. Their
practical usefulness has been confirmed by many papers published in radiologi-
cal journals. These systems take into consideration the probabilistic conditions
present in the measurement systems of CT scanners in order to limit the influence
of noise on the images obtained from the measurements. The most interesting
approach, called MBIR (Model-Based Iterative Reconstruction), is presented in
such papers as [1,2]. The huge number of coefficients in this model means that it
is impossible to keep all of them in memory at the same time and the requirement
for the simultaneous calculation of all voxels in the range of the reconstructed
3D image make the reconstruction problem extremely complex. Although, there
have been attempts to decrease the calculation complexity of this approach, as
presented for example in the paper [3], they have, as yet, only met with lim-
ited results. Therefore, there is still room for improvement of such systems. It
would be much more profitable to construct a statistical reconstruction method
which would take into consideration the statistical conditions of the measurement
process and the geometry of the projections performed, thereby eliminating most
of the disadvantages of the algebraic scheme of signal processing methodology.
We could avoid the above mentioned difficulties connected with using an alge-
braic methodology by using an analytical strategy for the reconstructed image
processing. In previous papers, we have shown how to formulate the analytical
reconstruction problem consistent with the ML methodology for scanners with
parallel geometry [4–6], for fan-beams [8], and finally we have proposed a scheme
of reconstruction method for the spiral cone-beam scanner [9]. Our approach has
some significant advantages compared with algebraic methodology. Firstly, in our
method, we establish certain coefficients, but this is performed in a much eas-
ier way than in comparable methods. Secondly, we perform the reconstruction
process in only one plane in 2D space, greatly simplifying the problem. In this
way, the reconstruction process can be performed for every cross-section image
separately. After this, it is possible to reconstruct the whole 3D volume image
from the set of previously reconstructed 2D images. And finally, because of the
analytical methodology of the reconstruction process, we can perform most of
the computationally expensive operations in the frequency domain (2D convolu-
tions). Because it is a very much less computationally demanding approach, by
using FFT, we make our reconstruction method independent of the dimensions
of the reconstructed image, to an acceptable degree. The main motivation for
this paper is to present a feasible, practical solution for 3D spiral tomographic
scanners based on the analytical statistical reconstruction approach mentioned
above with parallel realization of the most computational demanding elements
of the iterative reconstruction procedure.
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2 3D Reconstruction Algorithm for the Spiral
Cone-Beam Scanner

The 2D analytical approximate reconstruction problem was originally formulated
for a parallel scanner geometry [5–8,10,11]. However, the concept can also form
the starting point for the design of a 3D reconstruction algorithm for a spiral cone-
beam scanner geometry. Because the basic methodology is very strongly associ-
ated with the parallel geometry of x-ray beams, we preferred to choose an appro-
priate signal processing strategy from among reconstruction algorithms which
rely on rebinning. This could be, for example, the reconstruction idea involved in
the SSR (Single Slice Rebinning) method [12] or the principles behind the ASSR
(Advanced Single Slice Rebinning) algorithm [13]. Because of the practical advan-
tages of the ASSR algorithm, we favored this latter approach. The general scheme
of the reconstruction procedure we propose is depicted in Fig. 1.

A three-dimensional view of the scanner is given in Fig. 2.
The system consists of an x-ray tube and a rigidly coupled, partial cylindrical

screen with a multi-row matrix of detectors. During a scan, this assembly rotates
around the z-axis, the principal axis of the system, and at the same time, the
patient table moves into the gantry. The moving projection system thus traces
a spiral path around the z-axis. The projection function measured at the screen
in a cone-beam system can be represented by gh

(
β, αh, ż

)
, where β is the angle

between a particular ray in the beam and the axis of symmetry of the moving
‘projection system; αh is the angle at which the projection is made, i.e. the angle
between the axis of symmetry of the rotated projection system and the y-axis;
ż is the z-coordinate relative to the current position of the moving projection
system. R is the radius of the circle defining the space in which the scan is
carried out and Rf is the radius of the circle described by the focus of the
tube. Unlike β, which is an angle, ż represents a distance on the screen. It is
the distance between the point where a ray strikes the screen and the vertical
plane of symmetry of the projection system. Assuming that the tube rotating
around the test object starts at a projection angle αh = 0, the vertical plane of
symmetry of the projection system (and the focus of the tube) moves along the
z-axis and its current location along the axis is defined by the relationship:

z0 = λ · αh

2π
, (1)

where: λ is the relative travel of the spiral described by the tube around the test
object.

After selecting the angle of rotation αh
p of the spiral projection system so that

the central ray of the beam intersects the z-axis at the midpoint of reconstructed
slice, we then have to determine the inclination of the plane of the slice, repre-
sented by the symbol υ. The image is reconstructed from projections made in
this case by only those selected rays in the conical beam, which lie exactly in the
plane at three positions, that is for: αh = αh

p , αh = αh
p + αh

∗ and αh = αh
p − αh

∗ .
Other projections, necessary for the reconstruction, will be obtained using inter-
polation based on measurements performed at positions other than the desired
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Fig. 1. An image reconstruction algorithm for the cone-beam geometry scanner
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Fig. 2. The projection system of a cone-beam scanner – a three-dimensional perspective
view

positions of the tube in relation to the z axis. If the inclination angle meets the
following condition:

υ = arctan

(
λ · arccos

(
1
2

(
1 + cos

(
π
2

)))

2πRf sin
(
arccos

(
1
2

(
1 + cos

(
π
2

))))

)

(2)

then errors of interpolation will be minimized.
In the next step of the reconstruction algorithm, we reformulate the 3D

reconstruction problem as a 2D problem, taking into consideration a recon-
struction procedure for parallel virtual rays lying in the reconstruction plane.
These virtual rays, which establish the projections necessary for the reconstruc-
tion procedure, are approximated by rays obtained by interpolation of real rays
obtained from a physical scan. This operation is called longitudinal approxima-
tion. This approximation uses the fact that both the interpolated ray and the
desired parallel ray lie in the same plane parallel to the z-axis. In the longitudinal
approximation, we firstly specify all the parameters of the parallel projections
gp

(
sl, α

p
ψ

)
needed for the reconstruction procedure. We assume that the virtual

detectors are equidistant on a flat screen and fixed at the points sl = l · Δs,
where l = −L/2− 0.5, . . . ,L/2− 0.5, and L is a even number of detectors. Every
virtual parallel projection is performed in an equiangular way at specific angles
αp

ψ = ψ · Δψ, where ψ = 0, . . . , Ψ − 1, and Ψ is the number of projections car-

ried out. Based on the set of values of parameters
(
sl, α

p
ψ

)
, we can establish

the projection angles αh at which the helical projections should be performed,
according to the following geometrical relation:

αh
lψ = αp

ψ − arcsin
sl

Rf
+ αh

p . (3)
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The following pair of equations allows us to calculate the remaining coordinates
of this projection onto a cylindrically shaped screen:

βlψ = − arctan
w

Rf + Rd
(4)

and
żlψ =

vRf√
(Rf + Rd)

2 + w2

. (5)

where:
w = −Rf + Rd

Rf
· sl

cos
(
αh − αh

p − αp
ψ

) (6)

and

v =
Rf + Rd

Rf

⎛

⎝sl · cos
(
αh − αh

p

) · tan υ

cos
(
αh − αh

p − αp
ψ

) − λ
αh − αh

p

2π

⎞

⎠ . (7)

It is highly unlikely that any physical ray will be consistent with the line
described by the parameters specified by (3), (5) and (6). That is why an
additional interpolation operation is necessary to establish a projection value
ġh

(
βlψ, αh

lψ, żlψ

)
. This can be done using trilinear interpolation based on the

eight projections nearest to the desired ray.
It is worth noting that the interpolated ray passes through the various tissues

along a path longer than that of the approximated parallel ray. We therefore
have to make a correction for this effect. This correction can be performed by
multiplying the interpolated projection by the following factor:

CORR1 = cos ε (8)

=
(Rf + Rd) cos

(
αh − αh

p − αp
ψ

)
cos υ

√
w2 + v2 + (Rf + Rd)

2 ·
√

sin2 αp
ψ + cos2 υ sin2 αp

ψ

+
w sin

(
αh − αh

p − αp
ψ

)
cos υ − v sinαp

ψ sin υ
√

w2 + v2 + (Rf + Rd)
2 ·

√
sin2 αp

ψ + cos2 υ sin2 αp
ψ

,

where Eqs. 6 and 7 still hold true.
To avoid having to transfer the results of the reconstruction procedure from

the local coordinate system of the reconstructed cross-section to the global coor-
dinate system, the projection values should be corrected by a second factor,
which can be expressed in the following way:

CORR2 =
cos υ

√
cos2 αp + cos2 υ sin2 αp

ψ

. (9)
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Taking all the above considerations together, it is possible to write the approxi-
mated parallel projection as:

gp (s, αp) = ġh
(
β, αh

s,αp , ż
) · CORR1 · CORR2, (10)

where ġh
(
β, αh

s,αp , ż
)

is an interpolated value of the helical projection for para-
meters specified by relations (3), (4) and (5).

After the operations described above, we have a set of the parallel projections
gp

(
sl, α

p
ψ

)
ready to be applied to a reconstruction method designed for this

type of scanner geometry, as it has been described in e.g. [11]. This method is
formulated in the folowing way

μmin = arg min
μ

⎛

⎜
⎝

I∑

i=1

J∑

j=1

⎛

⎝
∑

ī

∑

j̄

μ (̄i, j̄) · hΔi,Δj − μ̃ (i, j)

⎞

⎠

2
⎞

⎟
⎠ , (11)

where the function μ (x, y) denotes the unknown image representing a cross-
section of an examined body, and the function μ̃ (i, j) denotes the image obtained
after the back-projection operation using samples of the projections gp

(
sl, α

p
ψ

)
.

We propose the gradient descent method to solve the optimization problem
described by the formula (11) because of its simplicity. In this case, the pixels
in the reconstructed image will take values according to the following very easy
iterative procedure

μ∗(t+1) (i, j) = μ∗(t) (i, j) −
I∑

ī=1

J∑

j̄=1

e(t) (̄i, j̄) hΔi,Δj , (12)

where
e(t) (̄i, j̄) =

∑

i

∑

j

μ̂∗(t) (i, j) · hΔi,Δj − μ̃ (̄i, j̄) . (13)

3 Experimental Results

In our experiments, we have adapted the well-known 3D Shepp-Logan mathe-
matical phantom of the head. First, before the virtual parallel projections were
obtained, we determined the pitch (at λ = 2) and we pointed those places on
the z axis at which the plane of reconstruction intersects the axis (we chose:
zp = −22.5; see Fig. 3a). After this decision, for each position zp, the angle υ
was calculated using the formula (2).

During the simulations, for parallel projections, we fixed L = 1024 virtual
measurement points (detectors) on the screen. The number of parallel views was
chosen as Ψ = 1610 per half-rotation and the size of the processed image was
fixed at I × I = 1024 × 1024 pixels.

After making these assumptions, it is then possible to conduct the virtual
measurements and complete all the required parallel projections which relate to
the cone-beam lines, according to formulas (3)–(7).
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Fig. 3. Views of the images: original image (a); reconstructed image using the stan-
dard FBP method with Shepp-Logan kernel (b); image obtained after back-projection
opeartion (c); starting image for the iterative reconstruction procedure (d); recon-
structed images using the method described in this paper after: t = 103 (e), t = 3 · 103

(f), t = 5 · 103 (g), t = 3 · 103 (h) iterations.
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Then, through longitudinal approximation and suitable corrections, the back-
projection operation can be carried out to obtain an image μ̃ (i, j) (see Fig. 3c)
which can be used as a referential image for the optimization procedure to be
realized iteratively. There are depicted the reconstructed images after 1000, 3000,
5000 and 10000 iterations in the Figs. 3e–h, respectively.

Coefficients hΔi,Δj necessary for the optimization procedure can be pre-
calculated before the reconstruction process is started, and in our experiments,
these coefficients were fixed for the subsequent processing. The image obtained
after the back-projection operation was then subjected to a process of recon-
struction (optimization) using a gradient descent method, whose procedure is
described by relations (12) and (13), wherein convolution operations were per-
formed in the frequency domain. For comparison, a view of the reconstructed
image using a traditional FBP algorithm is also presented (see Fig. 3b).

The motivation for this paper was to present a feasible, practical solution for
3D spiral tomographic scanners based on the analytical statistical reconstruc-
tion approach mentioned above with parallel realization of the most computa-
tional demanding elements of the iterative reconstruction procedure. During our
experiments, we have carried out calculations necessary to realize the iterative
reconstruction procedure using three approaches to hardware implementation
which are described in Table 1.

Table 1. Hardware configurations

Sequential
implementation
(without
optimization)

GPU Assembler (with
parallelization of the
calculations)

IvyBridge 3570,
RAM 16 GB

Latest 6th Gen. Intel Core
i7 processor, Chipset Intel
HM17, RAM DDR4-2133,
32GB, GTX 960M
Engine Specs: 640CUDA
Cores 1096 + BoostBase
Clock (MHz) GTX 960M
Memory
Specs:2500 MHzMemory
ClockGDDR5Memory
Interface128-bitMemory
Interface Width 80

IvyBridge 3570,
RAM 16GB

There are presented results obtained using the above mentioned realizations
in the Table 2.
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Table 2. Comparison of the computation times for the different realizations of the
iterative reconstruction procedure.

Nuber of iterations Sequential realization GPU Assembler realization

1000 2820000ms 22625,2 ms 814000ms

3000 8460000ms 67922,38 ms 2442000ms

5000 14100000ms 113207 ms 4070000ms

10000 28200000ms 226322,1 ms 8140000ms

4 Conclusion

In this paper, it has been proven that this statistical approach, which was origi-
nally formulated for parallel beam geometry, can be adapted for helical scanner
geometry. We have presented a fully feasible statistical reconstruction algorithm
for helical cone-beam projections. Simulations have been performed, which prove
that our reconstruction method is very fast (thanks to the use of FFT algorithms)
and gives satisfactory results with suppressed noise, even without the introduc-
tion of any additional regularization term. The computational complexity for
2D reconstruction geometries (e.g. parallel rays), is proportional to I2Ψ ×N for
each iteration of the algebraic reconstruction procedure (if we use the approx-
imate algorithmic solution presented in [3]), but our original analytical app-
roach only needs approximately 4I2 log2 (2I) operations. For the 3D reconstruc-
tion problem these proportions change to I2×numbers of reconstructed cross-
sections × Ψ × N while our analytical approach still only requires 4I2 log2 (2I)
i.e. there is no increase. In comparison to the ASSR algorithm for spiral cone-
beam geometry, our reconstruction method (presented in this paper) differs only
in the final stage: where FBP (filtration back-projection) is performed in the
traditional ASSR approach, and an iterative reconstruction procedure after the
back-projection operation in our approach. Simulations have been performed,
which prove that our reconstruction method leads to a reconstructed image with
suppressed noise even without introducing any additional regularization term.
These simulations shown that our reconstruction method is extremely fast, and
the whole iterative reconstruction process can be competed within 1 min, what
is possible thanks to the use of the GPU. Also soft computing techniques can
find their application in this parallelization (see e.g. [14–20]).

References

1. DeMan, B., Basu, S.: Distance-driven projection and backprojection in three
dimensions. Phys. Med. Biol. 49, 2463–2475 (2004)

2. Thibault, J.-B., Sauer, K.D., Bouman, C.A., Hsieh, J.: A three-dimensional sta-
tistical approach to improved image quality for multislice helical CT. Med. Phys.
34(11), 4526–4544 (2007)



Parallel Realizations of the Iterative Statistical Reconstruction Algorithm 483

3. Zhou, Y., Thibault, J.-B., Bouman, C.A., Sauer, K.D., Hsieh, J.: Fast model-based
x-ray CT reconstruction using spatially non-homogeneous ICD optimization. IEEE
Trans. Image Process. 20(1), 161–175 (2011)

4. Cierniak, R.: A novel approach to image reconstruction from discrete projections
using hopfield-type neural network. In: Rutkowski, L., Tadeusiewicz, R., Zadeh,
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Abstract. We investigate performance of the classical PCA based background
subtraction procedure and compare it with the robust PCA versions which are
computationally demanding. We show that the simple PCA based version
endowed with the fast eigen-decomposition method allows real-time operation
on VGA video streams while offering accuracy comparable with some of the
robust versions.

Keywords: Background subtraction · Computer vision · Real-time computations

1 Introduction

Artificial intelligent systems, such as autonomous cars or surveillance systems,
frequently rely on processing of streams of video data [5–7, 15, 21, 22, 25, 26]. In this
context the background subtraction (BS) belong to the classical building blocks of video
analytics methods. Background subtraction, sometimes called background extraction,
denotes a method of segmenting a video frame into a part of moving objects and the
static background of a scene. There is a significant amount of works on BS methods. A
valuable source of information is the website [12]. A comparative study of BS methods
is presented by Benezeth et al. [2]. In the review paper, Bouwmans discusses the tradi‐
tional and recent approaches of background modeling for foreground detection [4].

The simplest BS algorithm subtracts two frames, and then does the thresholding on
values different from 0. However, this does not work well in practice due to the local
variations of pixels and noise [18]. Therefore many other methods were devised, such
as the one building a statistical model of the static background with the mixture of
Gaussians, as proposed by Stauffer and Grimson [20], the codebook method by Kim
et al. [13], fuzzy logic based [14, 29], or the eigen-background proposed by Oliver et al.
[17], to name a few. There are also novel robust versions of the eigen-background algo‐
rithm which are of the special interest [27]. The work by Guyon et al. presents a system‐
atic evaluation and comparative analysis of the Robust PCA (RPCA) for BS [10]. Simi‐
larly, Papusha discusses a fast automatic background extraction via RPCA [19].
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In this paper we investigate performance of the eigen-background method compared
to their novel versions based on RPCA. The latter try to find a low rank subspace of a
scene, whereas the moving foreground objects are among the correlated sparse outliers.
However, despite better accuracy obtained with the robust versions, their run time
performance is rather prohibitive in the case of systems demanding a real-time perform‐
ance. As written in the paper by Guyon et al. regarding performance of the RPCA
methods [10]: “the current implementations are faraway to achieve real-time. Indeed,
the computing of the backgrounds take few hours for a training sequence with 200 frames
for each algorithm. This time can be reduced by C/Cuda implementation”. In the similar
way, Papusha concludes that “A criticism of Robust PCA is that it is not real time” [18].
Therefore, we try to answer the question on performance of the basic PCA based BS
method. We show that it can obtain accuracy comparable with some versions of the
RPCA while being real-time, as shown by experiments.

2 Subspace Based Background Subtraction Method

The main idea of the analyzed method is to build a scene model, as proposed by Olivier
et al. [17], and then to apply the fast eigen-decomposition based on the power method,
as proposed in this paper and discussed in the next section. Finally, the consecutive
model gets updated by the weighted covariance matrix update method.

2.1 PCA Background Subtraction

The main concept behind the subspace BS is to describe static regions of the scene with
the eigenspace. This way, the scene model, which comprises W frames from the input
video stream, is constructed. On the other hand, new frames with content different from
the model cannot be perfectly reconstructed by this model. This feature is used to
discover different regions, such as moving objects. In other words, having a frame Ik, it
is first projected onto the eigenspace. This way, the reconstructed frame Ik+1 is obtained.
The last step is to compute a pixel-by-pixel difference between these two, which is
usually done by a constant thresholding of a difference of the pixels. In this section the
main steps of this procedure are discussed.

The PCA model is created computing parameters T and Λ of the following

𝐓E
((

𝐱 −𝐦x

)(
𝐱 −𝐦x

)T
)

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
𝚺x

𝐓T
= 𝛬,

(1)

where x stands for a data vector of dimension L, mx is an average of all data points, E

denotes expected value, and finally 𝚺x = �̄��̄�
T is a covariance matrix. In the case of video

processing, each frame of resolution r × c is converted into a vector x of size L = rc.
Usually, this is done in a row-scan order. However, for even small resolution of the
processed frames, direct computation of (1) can be time and memory limited. This
happens because the covariance matrix Σx has dimensions L × L. For example, from
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frames of resolution 160 × 120, the matrix 19200 × 19200 is obtained which decom‐
position surely forbids the real-time performance. However, as shown by Olivier et al.,
by a simple matrix manipulation a much smaller eigen-decomposition problem needs
to be solved [17]. This, as well as application of the fast eigen-decomposition method,
constitute the core of our approach to BS problem.

From the W frames xi the zero-mean vectors �̄�i are computed by subtracting mx. Then,
a model is built out of W frames in a form of an L × W matrix �̄�. Now, the key step is
to compute a product �̄�T�̄� of dimensions W × W, which is much smaller than dimensions
of the original covariance matrix 𝚺x = �̄��̄�

T. Thanks to this, �̄�T�̄� can be efficiently eigen-
decomposed, as follows

�̄�T�̄�
⏟⏟⏟

𝐐

𝐞k = 𝜆k 𝐞k, (2)

where ek are eigenvectors and λk eigenvalues of the matrix 𝐐 = �̄�T�̄�, respectively.
Thanks to the symmetry of �̄�T�̄�, ek can be efficiently computed with the fixed-point
method, as will be discussed. However, ek are not the final eigenvectors we need. To
obtain eigenvectors of 𝚺x, let us left multiply both sides of (2) by �̄�. This yields

�̄��̄�
T

⏟⏟⏟
𝚺x

(
�̄� 𝐞k

)
⏟⏟⏟

𝐩k

= 𝜆k

(
�̄� 𝐞k

)
⏟⏟⏟

𝐩k

(3)

From (3) it can be seen that the vectors

𝐩k = �̄� 𝐞k, (4)

are eigenvectors of dimensions L × 1 of the covariance matrix 𝚺x. Thus, if ek are
computed from (2), then based on (4) the matrix of eigenvectors of 𝚺x can be computed
is a straightforward way, as follows

𝐏 = �̄� 𝐄. (5)
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In (5) E denotes a matrix with columns of ek. Finally, let us notice that eigenvectors
in P need to be normalized to form an orthonormal basis. This way, the matrix T in (1)
is obtained, as follows

𝐓 = �̄�T , (7)

where �̄� is a column-wise normalization of the matrix P. Thanks to the above procedure,
which requires eigenvalue decomposition of a small matrix �̄�T�̄� instead of �̄��̄�T, a much
faster procedure is obtained. Finally, the background subtraction algorithm is
summarized in Algorithm 1.

2.2 Eigen-Decomposition Method for Efficient Background Subtraction

A computational framework presented in the previous section has yet another useful
feature. Namely, computations of the eigenvectors are done on a symmetric positive
definite matrix Q, as shown in (2). For this group of matrices there exist eigen-decom‐
position methods which are less computationally demanding than the methods used in
a general case [8, 9]. One of them, called the fixed-point eigen-decomposition, is based
on power iterations [16]. Its operation is outlined in Algorithm 2.
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The above algorithm is iterative, but in practice it converges fast. This feature is
obtained due to initialization of the initial eigenvalues with the ones from the previous
run for the window W as shown in Algorithm 1.

3 Experimental Results

The methods were implemented in C++ in the Microsoft Visual 2015 IDE. Code was
parallelized with the OpenMP library [28]. In the presented system this is used only in
the matrix multiplication in (2) and (5), however. The experiments were run on a laptop
computer equipped with the Intel® Xeon® E-1545 CPU @2.9 GHz, 64 GB RAM, and
OS 64-bit Windows 10.

In the experiments the frequently compared Wallflower dataset was used [11, 24]. It
consists of a number of color video sequences of small resolution of 160 × 120. It
contains also manually labeled ground-truth frames which are used for quantitative
evaluation. In our method color frames are converted to monochrome.

The presented experiments were carried on to answer the following questions:

1. What is accuracy of the subspace based background computations?
2. How the PCA accuracy compares to the robust PCA?
3. Does it allow real-time operations?
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To answer these questions, four test videos were used from which 200 frames were
used to build the scene model, and then one frame was used to compute its background.
The results were always compared with the ground-truth map for that frame, provided
in the Wallflower dataset.

The background maps were further median filtered to remove sparse points. The
quantitative results were measured in terms of the true-positive (TP), true-negative (TN),
false-positive (FP), and false-negative (FN) parameters. From these, the so called F value
was computed. We used the procedures described in [5]. Finally, the F value obtained
for the presented PCA method was checked with variants of the robust PCA. In each
case, the worst and the best F value for the robust PCA is presented, based on the publi‐
cation Guyon et al. [10]. The results for the WaivingTrees, Bootstrap, Camouflage, as
well as ForegroundAperture videos, are shown in Figs. 1, 2, 3 and 4, respectively.

(a) (b) (c) 

 (d) 

(e) (f) (g)

TP TN FP FN F
4095 13049 275 1781 0.80

(48.58-89.69)

Fig. 1. Results obtained for the WaivingTrees test sequence from the Wallflower dataset.
Examples from the training chunk of frames (a)–(c). Eigenimages corresponding to the largest
eigenvalues (d). Test frame (e), background ground-truth for the test frame (f), obtained
background (g). Below there are results TP/TN/FP/FN as well as the F score. In the parenthesis
the worst and the best F value for the robust PCA methods (TFOCS, RSL).
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TP TN FP FN F
1479 15677 738 1306 0.59

Fig. 2. Results for the Bootstrap sequence (images and values as in Fig. 1).
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TP TN FP FN F
9944 7542 1254 460 0.92

(21.77, 95.92) 

Fig. 3. Results for the Camouflage sequence (images and values as in Fig. 1). The min. F value
for the TFOCS method, the max. F value for the SUB method.
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TP TN FP FN F
2552 13668 584 2396 0.63

(51.03, 74.37)

Fig. 4. Results for the ForegroundAperture sequence (images and values as in Fig. 1). The min.
F value for the TFOCS method, the max. F value for the RSL method.

The background map shown in Fig. 1(g) exhibits some irregularities pertinent to the
PCA based method. However, in this case the TFOCS (Templates for First-Order Conic
Solvers) method shows much worse performance [1]. On the other hand, the RSL
(Robust Subspace Learning) method is better in this case [23].

In the case of the Camouflage sequence, the background map – shown in Fig. 3(g) –
the obtained F value is higher than majority of the robust methods presented in the paper
by Guyon et al.; It is only worse than the SUB, which denotes the basic average
algorithm [10].

The background map in Fig. 4(g) of the ForegroundAperture is due to a part of the
foreground object being present in the background model, which is well visible in
Fig. 4(a)–(c).

Interestingly enough, in each of the above cases, except the Boostrap sequence for
which the values were not available, there are versions of the robust PCA which give
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worse, as well as better, results than the method examined in this paper. This indicates
that the ‘pure’ PCA based method is somewhere in the middle and, depending on a real
sequence, it can give results comparable with the robust methods. However, the main
point is that its performance can reach real-time operation on the CPU, as will be shown.

The obtained time execution results are presented in Table 1. On the other hand,
visualization of the speed-up factor for the two measured decomposition method is
shown Fig. 5.

Table 1. Obtained frame rates in the tested video sequences.

Resolution Frames Time (fixed-point SVD) Frame rate Time (full SVD) Frame rate
160 × 120 200 0.197 1015 0.635 314
352 × 240 200 0.894 223 2.1 95
640 × 480 200 4.103 48 8.292 24

Fig. 5. Timing bars of the two versions of the eigen-decomposition for scene model building in
the subspace background computation. Three sets of video used with different resolutions. In all
experiments 200 images were employed.

From these it can be observed that in all cases we obtained a real-time processing
conditions which we set as 24 frames per second. Moreover, in the case of the fast fixed
point eigen-decomposition method, the speed-up factor is up to 2 times.

In many practical cases, in which a background subtraction is a supporting module for
object detection etc., a useful strategy is to process low resolution video and interpolate the
background map to the requested dimensions. Thanks to this, even on CPU platforms it
is possible to employ CPU to other tasks than a sole background computation.
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4 Conclusions

In the paper, the PCA based background method is evaluated in the context of robust
PCA approaches. We tried to shed more light onto performance of this basic algorithm,
especially in the framework of embedded systems and robotics which require real-time
performance. We tried to answer a number of questions which can help in choosing right
method in real applications. The first parameter, which is background map accuracy,
achieves values which are in-between, but sometimes outperform, the RPCA methods.
On the other hand, we show that in the C++ implementation on the CPU it is possible
to process a VGA video stream in real-time.

However, it should be remembered that in practice, a processed video can contain
much different statistical properties than the sequences used in the evaluation. Therefore,
a background method, as well as its parameters should be chosen to the particular appli‐
cation. Nevertheless, as we show in this paper, the subspace methods exhibit a number
of valuable properties, at the same time being able to achieve real-time performance on
CPU platforms.
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Al. Armii Krajowej 36, 42-200 Czȩstochowa, Poland
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Abstract. In this paper we present a modified Bag-of-Words algorithm
used in image classification. The classic Bag-of-Words algorithm is used
in natural language processing. A text (such as a sentence or a document)
is represented as a bag of words. In image retrieval or image classification
this algorithm also works on one characteristic image feature and most
often it is a descriptor defining the surrounding of a keypoint obtained by
using e.g. the SURF algorithm. The modification which we have intro-
duced involves using two different types of image features – the descriptor
of a keypoint and also the colour histogram, which can be obtained from
the surrounding of a keypoint. This additional feature will make it pos-
sible to obtain more information as the commonly used SURF algorithm
works only on images with greyscale intensity. The experiments which
we have conducted show that using this additional image feature signifi-
cantly improves image classification results by using the BoW algorithm.

1 Introduction

The literature on the subject offers a lot of information on the application of
the Bag-of-Words algorithm, which is also known as the Bag-of-Visual-Words or
the Bag-of-Features algorithm. The Bag-of-Words algorithm is one of the most
popular and widely spread algorithms used for indexation and image retrieval.
The Bag-of-Words model, i.e. an algorithm version applied in computer vision,
comprises three main steps: (i) feature extraction, (ii) building visual vocabulary
and (iii) storing vocabulary in a database. In the first step image characteristic
features are obtained, which are most often keypoint descriptors, i.e. colour- or
shape-based features or fragments of an image. The next step involves creating a
visual dictionary, where specific words are obtained by clustering of features. The
k-means algorithm is the most frequently used clustering algorithm. Obtained
words are assigned to images or image classes, which results in creating a dic-
tionary. The last step of the algorithm involves storing of the dictionary in a
database. Relevant indexation enables users to make a swift search for the image
class or similar images to which a given query image belongs.
c© Springer International Publishing AG 2017
L. Rutkowski et al. (Eds.): ICAISC 2017, Part I, LNAI 10245, pp. 497–506, 2017.
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In our method we introduced a number of innovative solutions improving
general operational efficiency of the BOW algorithm. The first innovation which
we put forward is creating a visual words dictionary by using the clustering
algorithm which in itself is responsible for selecting the required number of clus-
ters. This solution results in significant automation of image database creation.
Another innovation is presenting an image by using two independent features:
descriptors defining the surrounding of keypoints and the histogram defining
colours from the surrounding of keypoints. In our algorithm we proposed using
the majority voting instead of comparing histograms with information on fre-
quency of particular features present in an image. The majority vote method
involves computation of representation of keypoint clusters and colour histogram
clusters.

Currently, image recognition and classification present one of the most com-
plex problems, which requires extensive expertise of a variety of fields, where
elements of computational intelligence [3,17], fuzzy systems [11,18], neural net-
works [4], evolutionary algorithms [10,20,22], multi-objective optimization [6],
mathematics [21,23] and data mining [19] could be used successfully. This kind
of knowledge is used in deep-learning neural networks or, indeed, in the Bag-of-
Words algorithms. In the literature on the subject there are a number of papers
which present image classification in which the BoW model is used. In the paper
[7] the authors present the classical system called bag-of-keypoints, which is pre-
sented earlier in this section. In [13] the authors present the image of a scene
using a collection of local regions, denoted as codewords obtained by unsuper-
vised learning. In the paper [16] given a set of images containing multiple object
categories, the authors seek to discover those categories and their image locations
without supervision. In [15] the authors propose a Term-Frequency and Inverse
Document Frequency weighting scheme to characterize the importance of visual
words in the BoW model. The authors also discuss a method to fuse different
Bag-of-Words obtained with different vocabularies. The paper [12] presents a
method for recognizing natural scene categories based on approximate global
geometric correspondence.

The article is divided into the following parts. In Sect. 2 we can find famil-
iar algorithms such as Speeded Up Robust Features (SURF) and the modified
k-means algorithms. Those are also the ones which we use in our method. In
the following section there is also a description of our original idea of retrieving
images and creating new databases algorithms with the use of the k-means algo-
rithm with different types of image. In the last section we present the results of
experiments as well as a summary of our work.

2 Algorithms Used in the Proposed Approach

2.1 SURF

The SURF method (Speeded Up Robust Features) [2] is a fast and robust algo-
rithm for local, similarity invariant representation and comparison of images. It
is partly inspired by the SIFT descriptor [14]. Interest points of a given image are
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defined as salient features from a scale-invariant representation. The SURF algo-
rithm is in itself based on two consecutive steps (feature detection and descrip-
tion). The main element of this algorithm is the structure named integral images,
which allows us to significantly reduce the number of operations. Next, SURF
uses a blob detector based on the Hessian matrix to find points of interest. The
determinant of the Hessian matrix is used as a measure of local change around
the point and points are chosen where this determinant is maximal. In order
to achieve rotational invariance, the orientation of the point of interest needs
to be found. The Haar wavelet responses in both x- and y-directions within a
circular neighbourhood around the point of interest are computed. To describe
the region around a point, a square region is extracted, centered on the interest
point and oriented along the orientation as selected above. The interest region is
split into smaller 4x4 square sub-regions and they are described by a 64-number
vector. In our approach we additionally generate the RGB colour histogram from
the interest region. Sample keypoints together with the obtained histogram are
presented in Fig. 1.

Fig. 1. (a) A sample image for which the SURF algorithm is operated, (b) sample
keypoints found together with their local regions, (c) descriptor of keypoints xi and
colour histogram obtained for a sample keypoint hi (Color figure online)

2.2 Modified k-means Algorithm

The k-means algorithm is the most frequently used clustering algorithm used
in the BoW. Its only drawback involves having to define the initial number of
classes c. In this section we present an automatic selection mechanism of the
number of classes during the operation of this algorithm. We have used the
growing method used in the Growing Self-Organizing Map (GSOM) algorithm
[8]. In that method a cluster is divided when the amount of its data exceeds a
certain threshold value Θ. Operation of the said algorithm starts with setting
the threshold value Θ and defining two clusters (c = 2). In the subsequent steps
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the algorithm works as a classic k-means with the only difference being that
at the end of each iteration the number of points belonging to each cluster τj ,
j = 1, ..., c, is checked. If the number τj exceeds the threshold already set at Θ,
then another cluster c+1 is created. The algorithm is presented below in detail.

Let X = x1, ...,xn be a set of points in d-dimensional space, and V =
v1, ...,vc be cluster centers, where n is the number of samples, xi = [xi1, ..., xid],
c is the number of clusters, and vj = [vj1, ..., vjd].

1. Let the number of clusters c = 2. Determine Θ.
2. Randomly select c cluster centers vj , j = 1, ..., c, for example:

vji = rand(min(xij),max(xij), (1)

where rand(a, b) is a random number generated from the interval [a; b].
3. Calculate the distance dij between each data point xi and cluster centers vj :

dij = ‖xi − vj‖, (2)

where ‖ · ‖ is a distance measure between two vectors (e.g. Euclidian or Man-
hattan distance).

4. Assign the data point xi to the cluster center vs whose distance from the
cluster center is a minimum of all the cluster centers

xi ∈ vs → dis ≤ dis,m = 1, ..., c (3)

and increase counter of winnings τs = τs + 1.
5. Recalculate the new cluster center using:

vi =
1
ci

ci∑

j=1

xj (4)

where ci represents the number of data points in i-th cluster.
6. If in the center s the number τs is greater than the threshold value Θ, create

a new cluster, c := c + 1 and

vc = xrand(j) (5)

where rand(j) generates a random index of point x belonging to center vs.
7. Remove clusters for which τs = 0. Refresh the number of clusters c.
8. If no data point was reassigned, then stop; otherwise, repeat starting from

step 3.

As a result of the algorithm operation we obtain c clusters with the centers in
points vj , j = 1, ..., c.
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3 Proposed Approach

In this section we present the modified Bag-of-Words algorithm, which uses key-
point descriptors and the colour histogram of their region as image characteristic
features. Both sets of features are clustered by the k-means algorithm, and next
they are stored in the database. Searching for the query image class involves the
majority vote method, in which the number of classes to which a particular set
of features belongs is counted.

We are considering a set of given images Ii, where i = 1, ..., IL, IL is the
number of all images. Each image Ii has a class c(Ii) assigned to it, where
c(Ii) ∈ Ω, Ω = {ωi, ..., ωC} is a set of all classes and C is the number of all
classes.

The algorithm for building a dictionary presented herein comprises the fol-
lowing steps:

1. Find the key points with the SURF algorithm for all images IL, xi =
[xi1, xi2, ..., xiK1 ], i = 1, ..., L, L – the total number of all characteristic points,
K1 = 64 – the dimension of the vector describing a characteristic point.

2. Obtaining the RGB colour histogram for each keypoint region hi =
[hi1, hi2, ..., hiK2 ], i = 1, ..., L, K2 – the dimension of the vector describing the
three RGB colour histogram. Each of the colours is defined by 8 elements,
thus K2 = 24.

3. Starting operation of the k-means clustering algorithm for key points xi. We
have used the algorithm version presented in Sect. 2.2. As a result we obtain
c1 clusters with the centers in points vj , j = 1, ..., c1, which are treated as
words in the BoF dictionary.

4. Starting operation of the k-means clustering algorithm for histograms hi. As
a result we obtain c2 clusters with the centers in points wj , j = 1, ..., c2,
which are treated as additional words in the BoF dictionary.

5. For key points the value of the number of classes i of cluster j is calculated
and defined as kp

ji. This value is computed by counting the points xn which
belong to the center j provided that xn ∈ I and c(I) = ωi:

kp
ji =

L∑

n=1

δpnj(i), j = 1, ..., c1, i = 1, ..., C, (6)

where

δpnj =
{

1 if dnj < dnm for xn ∈ I and c(I) = ωi,m = 1, ..., c1, j �= m
0 otherwise (7)

The variable δpnj(i) is an indicator if cluster vj is the closest vector (a winner)
for any sample xn from an image I and c(I) = ωi.

6. Similar computations are carried out in the case of coefficients kh
ji for his-

tograms hi and centers wj . This value is computed by counting the points
hn which belong to the center vj provided that hn ∈ I and c(I) = ωi:

kh
ji =

L∑

n=1

δhnj(i), j = 1, ..., c2, i = 1, ..., C, (8)
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where

δhnj =
{

1 if dnj < dnm for hn ∈ I and c(I) = ωi,m = 1, ..., c2, j �= m
0 otherwise (9)

The variable δhnj(i) is an indicator if cluster wj is the closest vector (a winner)
for any sample hn from an image I and c(I) = ωi.

7. Sorting the results kp
ji and kh

ji so that

kp
jspj (i)

≥ kp
jspj (i+1)

(10)

and
kh
jshj (i)

≥ kh
jshj (i+1) (11)

where spj (i) and shj (i) are functions returning sorted indexes i depending on
the cluster j for keypoint and histogram clusters respectively.

8. Storing the obtained centres vj , wj and coefficients kp
jspj (i)

, kh
jshj (i)

in the
database.

The classification process, i.e. the testing process whether a given query image
Iq belongs to a particular class is conducted as follows:

1. Using a feature extraction algorithm on query image Iq in order to obtain
values of characteristic features xq

i , i = 1, ..., Lq, Lq — the number of obtained
features.

2. Generating RGB colour histograms hq
i , i = 1, ..., Lq from the keypoints’ sur-

rounding obtained in point 1.
3. Defining the value of parameter τc, which specifies the value of the number

of the best classes included in the majority vote. Condition 1 ≤ τc ≤ C needs
to be accounted for.

4. The classification process involves assigning of the obtained descriptors and
histograms to their relevant clusters according to the following formula:

kq
i =

Lq∑

n=1

αn(i) +
Lq∑

n=1

βn(i), i = 1, ..., τc (12)

where

αn(i) =

{
kp
jspj (i)

if dqpjn < dqpmn, j �= m

0 otherwise
, (13)

βn(i) =

{
kh
jshj (i)

if dqhjn < dqhmn, j �= m

0 otherwise
, (14)

and for keypoints groups:

dqpjn = ‖vi − xq
n‖, j = 1, ..., c1, (15)

dqpmn = ‖vm − xq
n‖, j = 1, ..., c1. (16)
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It is similar for histogram groups:

dqhjn = ‖wi − hq
n‖, j = 1, ..., c2, (17)

dqhmn = ‖wm − hq
n‖, j = 1, ..., c2. (18)

5. Assigning to class c(Iq) is done by the majority vote checking the maximum
value kq

i :
c(Iq) = argmax

i=1,...,c
kq
i (19)

The algorithm’s experimental research results are presented in the next section.

4 Experimental Research

In this section we present the research experiments showing the operational
efficiency of the discussed Bag-of-Words algorithm in relation to its parameter
values. The research was carried out on the commonly used Caltech 101 data
set [9], from which six image classes were randomly selected. Each class was
divided into two parts at the proportion of 80/20. The first one was used to
build the dictionary which was stored in the database (training data). The other
part was the testing data, which was used to verify the operational efficiency of
the algorithm. The algorithm was implemented in Java with the use of JavaCV
library [1]. This library offers functions implemented in OpenCV [5]. The recall
value expressed as a percentage was used to calculate the classification efficiency
according to the following formula:

Recall =
TruePositiveCount

TruePositiveCount + FalseNegativeCount
· 100% (20)

Table 1 presents the results of the experiments for the learning and testing
data with the use of different parameter values. In the first column the changes
in the threshold values τmax used in the k-means algorithm are marked. In
the following column the features selected for the majority vote are marked.
For the experiments marked as “kp” only keypoint descriptors are taken into
consideration. Formula 12 was simplified and took the following form (the part
responsible for the colour histograms was removed):

kq
i =

Lq∑

n=1

αn(i), i = 1, ..., τc (21)

For the experiments marked as “h” only colour histograms from the keypoint
regions were taken into consideration. The formula (12) then presents as follows:

kq
i =

Lq∑

n=1

βn(i), i = 1, ..., τc (22)
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Table 1. Operational results of the Bag-of-Words algorithm presented for different
parameters. The results show classification efficiency expressed as a percentage.
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a
in

te
st

tr
a
in

te
st

tr
a
in

te
st

100
kp 78.84 49.65 83.42 51.05 83.60 55.94 88.01 53.85 94.53 41.26 98.94 41.96

h 89.42 72.73 89.07 69.93 91.36 64.34 95.24 64.34 97.71 65.03 99.12 65.03

b 91.36 73.43 93.30 69.23 94.53 67.83 95.94 61.54 97.71 49.65 99.82 51.05

50
kp 92.06 55.24 94.00 59.44 94.36 56.64 96.65 57.34 99.47 46.15 100.00 44.06

h 91.53 76.92 95.24 72.03 96.30 68.53 97.71 67.83 99.47 68.53 100.00 68.53

b 95.59 76.22 97.71 76.22 98.06 72.03 98.94 72.73 100.00 65.03 100.00 65.03

25
kp 99.12 64.34 99.65 65.03 99.82 65.03 100.00 61.54 100.00 56.64 100.00 55.24

h 96.12 75.52 98.24 75.52 99.12 74.13 99.47 73.43 100.00 73.43 100.00 73.43

b 98.94 74.83 99.65 78.32 100.00 76.92 100.00 76.92 100.00 73.43 100.00 72.73

10
kp 100.00 69.23 100.00 65.03 100.00 66.43 100.00 64.34 100.00 62.24 100.00 62.24

h 98.24 79.02 99.65 77.62 99.82 76.92 100.00 76.92 100.00 76.92 100.00 76.92

b 99.82 79.72 100.00 81.12 100.00 79.72 100.00 79.02 100.00 79.02 100.00 79.02

For the “b” marking the formula (12) does not change, and then both image
features are accounted for.

The following columns present the percentage values of the classification effi-
ciency in relation to the τc coefficient for the two parts of the image set, i.e.
the training and testing data. The best results obtained for the learning and
testing data are shown in bold. The results show it clearly that using colour
histograms is more effective than using keypoint descriptors. However, using
a combination of these two features provides the best results. Moreover, the
τmax coefficient affects the number of clusters obtained in the k-means algo-
rithm. The smaller the value of this coefficient, the better the results obtained.

Fig. 2. Diagrams presenting the efficiency classification as percentage for the testing
data for τmax = 50 in relation to different values τc.
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The τc parameter affects the efficiency of the algorithm. For the test data it is
important that it should have the smallest possible value.

In Fig. 2 the sample results in the form of a diagram are presented. The
following diagrams show the percentage value of the efficiency for the testing
data for τmax = 50 in relation to different values τc.

5 Conclusions

This paper presents several changes in the Bag-of-Words algorithm. We show it is
possible to use more than just one image feature. We use the k-means algorithm,
which automatically selects the number of clusters treated as elements of the
dictionary. Image classification is based on the majority vote method, where the
number of classes to which a given image feature is assigned is computed. All
these factors have contributed to an improved operational performance of the
Bag-of-Words algorithm, which has been confirmed by the experimental research
conducted.
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Abstract. Accurate and efficient image content description is crucial
for image retrieval systems. In the paper we propose a novel method to
describe images by a combination of the SURF local keypoint detec-
tor and the Canny edge detector. Then, a crawler is used to detect
objects. The experiments performed on state-of-the-art image dataset
showed that the method generates less data than standalone local key-
point detectors.

Keywords: Content-based image retrieval · Crawler · Edge detection ·
Bag of words · Image descriptor · Object extraction

1 Introduction

Emergence of content-based image retrieval (CBIR) in the 1990s enabled auto-
matic retrieval of images and allowed to depart from searching collections of
images by keywords and meta tags or just by browsing them. Generally, CBIR
consists on finding images similar to the query image or images of a certain
class [8,22,23,26,29–31,42] or classification [1,20,21,27,41,44,45,47,51,53] of
the query image. To analyse images we have to compute visual features and
then match them between the query image and the image database. Identi-
fying features and objects in images is still a challenge as the same objects
and scenes can be viewed under different imaging conditions. Features can be
based on color representation [17,25,40], textures [6,10,19], shape [18,24,50]
or edge detectors [54]. Another group of methods are local invariant features
[33,35,37,38,46] which detect keypoints and generate descriptors, i.e. SURF [3],
SIFT [33] or ORB [43].

In this paper we propose a novel method, which describes images by a com-
bination of the SURF local keypoint detector and the Canny edge detector.
c© Springer International Publishing AG 2017
L. Rutkowski et al. (Eds.): ICAISC 2017, Part I, LNAI 10245, pp. 507–517, 2017.
DOI: 10.1007/978-3-319-59063-9 45
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The paper is organized as follows. Section 2 describes the SURF algorithm and
Sect. 3 the Canny edge detector. The proposed method of image description is
presented in Sect. 4 and numerical experiments on the PASCAL Visual Object
Classes (VOC) 2012 dataset [9] in Sect. 5.

2 Speeded-Up Robust Features (SURF)

Speeded-Up Robust Features is a method which allows to detect and match local
features of an image [4]. SURF is an improved version of SIFT (Scale-invariant
feature transform) [33]. It is faster and provides similar functionality. SURF key-
points are composed of two vectors. First one provides the following information:
position (x,y), scale (detected scale), response (response of the detected feature,
strength), orientation (orientation, measured anti-clockwise from +ve x-axis),
laplacian (sign of laplacian). Second one is a descriptor which contains 64 num-
bers. An important advantage of SURF is that it generates less data then SIFT
(SIFT has longer descriptor of 128 length), which speeds-up further processing.
The method has also a parallel version [48,49], thus it generates the results much
faster. It is widely used in e.g. image description [32], segmentation [11], image
recognition, object tracking, image analysis [13,16] content-based image retrieval
[12,14]. The algorithm consists of four main stages [3]:

1. Computing Integral Images,
2. Fast-Hessian Detector:

– The Hessian,
– Constructing the Scale-Space,
– Accurate Interest Point Localization,

3. Interest Point Descriptor:
– Orientation Assignment,
– Descriptor Components,

4. Generating vectors describing the interest points.

Figure 1 shows an example of the SURF method with two images containing
similar objects. The lines between these two images represent the corresponding
keypoints found on both images. The rectangle on the observed image, pinpoints
the object location.

Fig. 1. The SURF algorithm example with keypoints detection and matching.
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3 Canny Edge Detection

The Canny edge detector [5] is one of the most commonly used image processing
methods for detecting edges [2,28,52]. The algorithm takes a gray scale image
and returns an image with the positions of tracked intensity discontinuities [7,39].
The algorithm consists of four main steps [16,34]:

1. Noise reduction. The image is smoothed by applying an appropriate Gaussian
filter.

2. Finding the intensity gradient of the image. During this step the edges should
be marked where gradients of the image have large magnitudes.

3. Non-maxima suppression. If the gradient magnitude at a pixel is larger than
those at its two neighbours in the gradient direction, mark the pixel as an
edge. Otherwise, mark the pixel as the background.

4. Edge tracking by hysteresis. Final edges are determined by suppressing all
edges that are not connected to genuine edges.

Fig. 2. The edge linking process. A - input image, B - edge detection, C - edge linking.

The result of the Canny edge detector is determined by two input parameters
[16,34]:

– The width of the Gaussian filter used in the first stage directly affects the
results of the Canny method,

– The thresholds used during edge tracking by hysteresis. It is difficult to give
a generic threshold that works well on all images.

The algorithm basically finds the pixel intensity changes (gradients). The fol-
lowing formulas describe the approximation gradient. Before this step non-
important edges need to be removed. This process is performed by the Gaussian
function for calculating transformation for each image pixel [34]

G(x, y) =
1√

2πσ2
e− x2+y2

2σ2 , (1)

where x is a distance from pixel position in the horizontal axis, y is a distance
from pixel position in the vertical axis, σ is a standard deviation of Gaussian
distribution. The process of edge detection is performed by Sobel filters [5,34]

KGx =

⎡
⎣

−1 0 1
−2 0 2
−1 0 1

⎤
⎦ , (2)
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KGy =

⎡
⎣

1 2 1
0 0 0

−1 −2 −1

⎤
⎦ , (3)

In order to determine the edge strengths we need to use the Euclidean (4) or
Manhattan (5) distance measures [34]:

|G| =
√

G2
x + G2

y, (4)

|G| =
∣∣G2

x

∣∣ +
∣∣G2

y

∣∣ , (5)

where Gx is horizontal direction gradient and Gy is vertical direction gradient.
The edge direction (angle) is determined by the following formula [5,34]

Θ = arctan
(

Gx

Gy

)
. (6)

4 Proposed Method for Image Description

In this section we describe the novel method for image description, which can
be successfully used in content-based image retrieval. The presented algorithm
is based on two well-known methods: Canny edge detection (see Sect. 3) and
SURF (see Sect. 2). Both methods are widely used in computer vision. The
main problem in the image description is object detection. We need to extract
objects and perform mathematical transformation to obtain the mathematical
description of the image. Many image databases contain images with several
objects with non-homogeneous background. The more homogeneous object is,
then more accurate results are. Therefore we decided to develop a method which
extracts only important features of the object.

Our method takes an image as input and returns two sets of data:

– Extracted objects - objects extracted by the crawler method described in [15],
– Keypoints dictionary - list of key value pairs, where key contains image id,

and value which contains list of keypoints. Such a structure provides access to
keypoints by the image id.

In the first step we perform the edge detection by the Canny algorithm. Unfor-
tunately, the detected edges are rarely complete and the object contours do not
allow to run the crawler (see Fig. 2B). To eliminate this issue we use the edge
linking algorithm, which completes the missing edges (see Fig. 2C). Subsequently,
we detect the keypoints (features) on the input image. Afterwards, we run the
crawler algorithm. Crawler moves between pixels until reaches the start pixel or
all pixels are visited. The movements of this method are presented in Fig. 4(b)
(for more details see [15]). The next step in our algorithm extracts the obtained
objects. Then, for each keypoint we check the position. If it belongs to any of the
obtained objects (i.e. it is located in object’s ROI, Region of Interest) we add
it to the keypoint dictionary. This stage allows to remove the insignificant key-
points, see Fig. 3. The algorithm steps are presented in both forms: pseudo-code
(Algorithm 1) and block diagram (Fig. 4(a)).
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Fig. 3. The insignificant keypoints removal. The top image contains all detected pixels.
In the bottom pixels non important pixels are removed. As can be seen, pixels describe
only the object itself and any background noise is removed.

(a) (b)

Fig. 4. (a) Block diagram of the presented method. (b) The crawler method move-
ments.
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INPUT: InputImage
OUTPUT: KeypointsDictionary,ObjectsList
EdgeDetectImg := Canny(InputImage);
EdgeDetectImg := EdgeLinking(EdgeDetectImg);
DetectedKeypoints := SurfDetector(InputImage);
RunCrawler(EdgeDetectedImage);

ObjectsList := ExtractObjects();
foreach Obj ∈ ObjectsList do

ObjKeypoints := ExtractKeyPoints(Obj,DetectedKeypoints);
KeypointsDictionary.Add(Obj.Id,ObjKeypoints);

end
Algorithm 1. Steps of the proposed algorithm.

5 Experimental Results

The simulation environment was build on our own software, written in .NET,
C#. During the experiments we also used the Emgu CV library. The tests were
performed with images taken from the PASCAL Visual Object Classes (VOC)
dataset [9]. Before performing experiments, we selected images with various types
of objects (cars, cows, bikes). Afterwards, we split the image sets of each class in
the following subsets: training - set of images for image description and indexing
(90%) and evaluation - query images for testing (10%). To verify the effectiveness
of our method we used images from a different set for index creation and for
testing. In Table 1 we presented the retrieved factors of multi-query. As can be
seen, the result are satisfying which allows us to conclude that, our method is
effective and proves to be useful in CBIR techniques. For the purposes of the
performance evaluation we used two well known measures; precision and recall
[36]. These measures are widely used in CBIR for evaluation. The classification
measures are presented in Fig. 5 and it uses the following variables:

– AI - appropriate images and they should be returned,
– RI - returned images by the system,
– Rai - properly returned images (intersection of AI and RI),
– Iri - improperly returned images,
– anr - proper not returned images,
– inr - improper not returned images.

These measures allows to define precision and recall by the following
formulas [36]

precision =
|rai|

|rai + iri| , (7)

recall =
|rai|

|rai + anr| . (8)

Table 2 shows the visualization of experiment results from a single image
query. As can be seen, most images were correctly retrieved (20). Only three of



Local Keypoint-Based Image Detector with Object Detection 513

Table 1. Results of the experi-
ments (MultiQuery). Due to lim-
ited space only a small part of the
query results are presented.

Im
a
g
e

Id

RI AI rai iri anr P
re

ci
si

o
n

R
ec

a
ll

29036 35 30 26 9 4 0.74 0.87

29045 29 30 23 6 7 0.79 0.77

29060 24 30 22 2 8 0.92 0.73

29091 31 30 25 6 5 0.81 0.83

354002 30 30 26 4 4 0.87 0.87

car-111 26 30 20 6 10 0.77 0.67

car-115 34 30 26 8 4 0.76 0.87

car-116 26 30 24 2 6 0.92 0.8

car-117 30 30 24 6 6 0.8 0.8

car-119 25 30 20 5 10 0.8 0.67

car-120 22 30 20 2 10 0.91 0.67

car-121 32 30 24 8 6 0.75 0.8

car-130 26 30 20 6 10 0.77 0.67

car-134 27 30 24 3 6 0.89 0.8

car-135 26 30 25 1 5 0.96 0.83

car-139 35 30 26 9 4 0.74 0.87

car-145 27 30 23 4 7 0.85 0.77

car-146 35 30 26 9 4 0.74 0.87

car-147 30 30 24 6 6 0.8 0.8

car-154 33 30 26 7 4 0.79 0.87

car-157 33 30 26 7 4 0.79 0.87

car-165 28 30 22 6 8 0.79 0.73

car-172 23 30 20 3 10 0.87 0.67

car-2 27 30 21 6 9 0.78 0.7

car-40 29 30 20 9 10 0.69 0.67

car-75 27 30 25 2 5 0.93 0.83

car-87 29 30 22 7 8 0.76 0.73

car-95 29 30 22 7 8 0.76 0.73

car-96 26 30 25 1 5 0.96 0.83

car-97 28 30 21 7 9 0.75 0.7

cow-111 32 30 26 6 4 0.81 0.87

cow-150 28 30 22 6 8 0.79 0.73

cow-172 26 30 23 3 7 0.88 0.77

cow-181 23 30 20 3 10 0.87 0.67

cow-191 28 30 25 3 5 0.89 0.83

cow-210 23 30 22 1 8 0.96 0.73

cow-280 27 30 25 2 5 0.93 0.83

cow-292 25 30 22 3 8 0.88 0.73

cow-302 24 30 22 2 8 0.92 0.73

Table 2. Query results. Example images
from the experiment. The image with bor-
der is the query image.
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Fig. 5. Performance measures diagram. [14]

them are improperly recognized. The image with a border is the query image.
The precision value for this experiment equals 0.87 and for recall 0.67.

The presented experiments proved that our method is effective and correctly
retrieves images.

6 Conclusion

The presented method is a novel approach to content-based image retrieval.
Our method involves two well-known algorithms (the Canny edge detector and
SURF) and uses the crawler method to extract objects. The effectiveness of our
method has been proven by the performed experiments and the method can be
used in various content-based image retrieval tasks. The applied SURF method
ensure invariance to different geometric modifications (e.g. scale changing and
rotation).
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Abstract. A novel approach to generation of geographic knowledge
from robot views is presented. It is implemented in a pilot software where
a virtual robot operates in a static 2D-environment. The robot sensor
scans with rays an angular field of view and produces a 1D view of dis-
tances to the closest obstacle. By processing such views, ‘heavy changes’
are detected to trigger switching local maps in an atlas that represents
geography of the robot environment. To detect heavy changes, firstly,
each plot is transformed to a string of singular points; then, in time-scale,
a pair of such strings is subjected to a treatment based on application
of the distance of Levenshtein, which leads to so-called Editorial Pre-
scription (EP); a heavy change is detected if EP shows a considerable
distinction between strings. This approach is applied in automatic con-
struction of an atlas for non-Cartesian navigation, while robot explores
the scene.

Keywords: Detection of heavy changes · Levenshtein distance · Map
switching · Non-Cartesian navigation · Processing range images

1 Introduction

The particular problem treated in this paper is related to a wider research: the
one of non-Cartesian robot navigation. Its specific is illustrated below with some
views generated by a pilot software that simulates evolution of a virtual robot in
an environment, guided by supervisor. The environment is static, bi-dimensional,
and populated with obstacles. Figure 1a shows an instance of such environment;
it is a supervisor’s view of a scene; the robot itself is shown as a dark triangle at
the bottom. If the robot would be supplied with a color camera, it could see the
same scene as Fig. 1b shows. However, it has a different kind of sensor: the one
that scans all directions in a field of view and measures a distance to the first
obstacle along each direction; each distance is subjected to a transformation so
that the final view obtained by the robot for the same scene is the one shown
in Fig. 1c. Note that views like Fig. 1c are called below ‘angle-distance plots’,
but this should not to confuse the readers: they show not crude, but somehow
transformed distances.
c© Springer International Publishing AG 2017
L. Rutkowski et al. (Eds.): ICAISC 2017, Part I, LNAI 10245, pp. 518–529, 2017.
DOI: 10.1007/978-3-319-59063-9 46
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(a)

(b)
(c)

Fig. 1. Three views for the same “robot-in-environment” scene: (a) A supervisor’s
view; the robot position and orientation is shown by a dark triangle at the bottom;
the dashed line is commented in Sect. 5. (b) A robocentric view by a color camera.
(c) A robocentric view by an ‘angle-distance plot’. The lines between (a) and (b), and
between (b) and (c) connect the same objects and the same details shown in the views.
(Color figure online)

A single view like the one in Fig. 1a provides the supervisor with full infor-
mation about geography of the environment. But it is unavailable to robot, so
we try to help the robot to reach an equivalent understanding of the geography,
but by processing a set of views similar to that in Fig. 1c.

The process of learning geography is based on driving the robot along a
continuous trajectory in the scene, combined with interpretation of the input
flow of robot views. The process starts from an initial robot position in the
scene, like the one of Fig. 1a.

This work presents an approach to a particular issue of processing the input
flow: the detection of ‘heavy changes’ or, in other words, those changes in the
flow, which can be used as milestones for the non-Cartesian navigation. Note
that robot should run a permanent process of self-localization for identifying the
map in the atlas to which the robot’s current state belongs (so called current
map). While no heavy change occurs, the robot stays in the same current map;
otherwise it must switch the current map to other map of the atlas or, if no
appropriate map exists, firstly to introduce a new map into the atlas and only
then switch the current map to it. That is, the heavy changes are the main inter-
face between the robot sensor system and an inner representation of geography.

Our approach is implemented in the scope of the pilot software mentioned
above and its principles are verified by experiments with this software.

The rest of paper is organized as follows: Sect. 2 offers a brief review of
previous works and some concepts used in this paper. Section 3 describes a
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processing scheme for detection of heavy changes. Section 4 develops further-
more the draft of Sect. 3, namely it deals with specific issues of the Levenshtein
distance. Section 5 describes the pilot software and experiments on it. Section 6
contains a conclusion.

2 Used Concepts and Related Works

2.1 The Levenshtein Distance

The Levenshtein distance [1] is a measure of the difference between two strings
and it can be described as the minimum number of operations over single letters
needed to convert or change one word into another. Such a step-by-step con-
version is called editorial prescription. The process for obtaining this measure
was developed by Vladimir Levenshtein in 1965. In general case it depends on
three functions: w(p, q) – the cost of replacement of symbol p with symbol q,
w(ε, q) – the cost of insertion of symbol q, and w(p,ε) – the cost of deletion of
symbol p. Let string a should be converted to string b, then the following formula
(1) determines recursively all elements of a rectangle matrix

Da,b(i, j) =

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

0 if j = i = 0; else :
Da,b(i − 1, 0) + w(ε, ai) || Da,b(0, j − 1) + w(bj , ε)
for j = 0 || i = 0; otherwise :

min

⎧
⎨

⎩

Da,b(i − 1, j) + w(ε, bj)
Da,b(i, j − 1) + w(ai, ε)
Da,b(i − 1, j − 1) + w(aibj) ∗ 1(ai �=bj),

(1)

where i and j ≥ 0 run indexes of symbols in respective strings, 1(ai �=bj) is so called
indicator function equal to 0 when ai = bj and to 1 otherwise. In particular case,
when w( ε, q) = 1, w(p, ε) = 1, w(p, p) = 0, and w(p, q) = 1 as p �= q, this matrix
defines the Levenshtein distance between a and b. The Levenshtein distance is
widely known thanks to the applications used in detecting plagiarism in text or
codes [2], and recently in dialect analysis [3]; some uses of this technique related
with image processing can be found in [4]. Here it is applied to the strings
constructed as a coded form of the angle-distance plot. Such strings are quite
short so we do not meet difficulties specific for the detecting plagiarism in large
texts.

2.2 Non-Cartesian Navigation

Navigation for humans and animals does not assume pointing the goal as a
point in a Cartesian space. The attempts to understand how the human brain
tackles the navigation tasks have been undertaken in numerous works, during
several decades mainly in psychology. The first mathematically strict model of
non-Cartesian navigation was proposed by Khachaturov [5]. Other works on this
topic are [6–8].
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The model presented in [5] (so called GT-model) is formed by two graphs:
G which stands for the robot sensor-motor knowledge, and T represents a geog-
raphy or administrative system imposed on a corresponding environment. In
formal terms, a GT-model is defined as pair {G, T}, where the components
satisfy the following properties:

– G = (VG, EG) is a directed graph with non-negative weights assigned to its
edges;

– T = (VT , ET ) is a directed graph with an unique source-node whereas the set
of its terminal nodes coincides with VG.

Interpretation of nodes of VG and edges of EG follows. Let S denote the space
of all robot states inside an environment. It is assumed that robot views are put
in one-to-one correspondence with points of S. A set of close in a metric robot
views generates a neighborhood of close states in S. Each node of VG stands for a
domain of S and the whole set of nodes VG represents a sampling of S generated
by equivalent in a certain meaning robot views.

An edge l ∈ EG, where l = (a,b) and a, b ∈ VG, represents a control rule
that drives robot to change any view associated with a to a view associated with
b. Graph T represents a system of sets composed by nodes of G. This system
is determined by the following rule: Any node α of VT corresponds to set Vα ⊂
VG defined as the set of all terminal nodes of all paths in T that start from α.
Intuitively, α is the name of a geographic object represented by the set Vα –
the domain of α. An edge of ET from node β to node α stands for inclusion of
respective domains, Vβ ⊃ Vα, so the first geographic object of an edge is wider
than the second.

Since a terminal node of T corresponds to a node of VG, it represents some
close states of a robot inside its environment. Unlike that, for a non-terminal
α ∈ VT , its domain Vα can contain far robot states. Graph T organizes such
domains into a system quite similar to a real system of geographical concepts.
In particular, the domain of the source-node of VT is the whole VG. If there is
a path in T from α to β, then the domain of α obviously contains the domain
of β. The simplest kind for T is a tree. If T is a tree, it represents so-called tree
decomposition of G, [9].

In these terms, formalization of a non-Cartesian navigation problem is as
follows. Let α, β ∈ VT and Vα, Vβ ⊂ VG be domains of α and β, respectively.
The problem is: Find a path in G with minimal summary weight that begins
inside Vα and ends inside Vβ . This problem is called the extended shortest path
problem (espp). So an espp means search of a best route that connects two sets,
however not arbitrary sets but only those represented by some nodes of the
geographic graph T. It was shown in [5], that under some natural assumptions a
navigational problem can be solved by a dynamic programming algorithm with
a relatively low computational complexity.
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2.3 Geography of the Lowest Level

In spite of the theoretical advantages of the GT-model mentioned in the previous
section, no progress in its practical implementation can be found in literature
since the publication of [5]. The main obstacle for that consists in the necessity
of novel methods for automatic learning the lowest, non-verbalizable level of
geography. To clarify this issue, consider any geographic item that has an explicit
name like Poznan, Broadway, Asia, etc. It is technically clear how to insert such
an item into the geographic graph of GT-model. In contrast to that, each item
of the lowest geographic level should be represented by a map that does not have
neither a distinctive shape, nor an attributed name.

Moreover, in contrast to the verbalizable levels of the geographic graph of the
GT-model, the lowest-level geography depends essentially on the sensor system.
Note that the higher levels can be the same, say, for a robot, a blind person, as
well as for a human who does not suffer any illness of sight. On the contrary,
the lowest level geography depends on available sensors: for a blind person – on
the stick which he/she uses for exploration of the environment, and for a normal
person – on his/her vision. This is why a special technique for learning geography
of the lowest level should be developed and studied, and why the detection of
heavy changes is important.

2.4 Related Works

A brief review of some related research lines follows.
Simultaneous Localization and Map Building problem (SLAM) [10–13]: the aim
of it this approach is to convert a set of robocentric views into a single map.
This ‘map’ is understood not as in our work, but in a traditional, Cartesian
meaning so that a human could read it and use. The SLAM techniques involve
statistical methods including extended Kalman filter [14] and Rao–Blackwellized
particle filters [15]. They allow feeding the map creation while the robot moves
smoothly. The ideas of SLAM seem very fruitful to be combined in future with
our approach to cope with the robot dynamics.

Path Planning for Autonomous Vacuum Cleaner Robots: The user of a cleaner
robot must be certain that in a certain time with a high probability the robot
will clean every corner of the workspace. It can be reached avoiding the require-
ment that the robot any moment be aware of where it is located. So the effi-
ciency of sweeping workspace, sufficient for practice can be provided without
construction of a computational model of the workspace. It is reached by apply-
ing some context-specific heuristics and sensors in combination with statistical
principles [16].

3 A Draft Scheme for Detection of Heavy Changes

3.1 Sensor System for Learning Geography of the Virtual Robot

The main goal of developing the virtual robot briefly presented in the beginning
of paper is to study principles of automatic learning non-Cartesian geography.
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Image processing and recognition play an auxiliary role. This is why the sensor
system of robot was intentionally designed as simple as possible. In particular,
each robot view, like one in Fig. 1c, is just a real function of one variable.

It should be mentioned from the beginning that our processing scheme of the
robot views depends essentially on the dimension of the views. A discussion about
extension in future of this scheme, which is applied here to the 1D-images, to
higher dimensions and other kind of sensors, such as conventional video cameras
or ultrasonic sensors, lays beyond the scope of this paper.

While using a virtual reality platform it is easy to generate a complex scene
and extract any kind of information related to the scene for different kinds of
virtual camera. Our virtual robot is developed by means of OpenGL and the
screenshots of Figs. 1 are just different ways to render the same scene.

3.2 Main Idea for Detection of Heavy Changes

Intuitively it is clear that the visual events specifically important for robot nav-
igation are related to the facts of appearance/disappearance of objects or gaps
in sight and also to a qualitative change in appearance of an object. So the
events of such kinds should be primarily detected and then used for indexing
the maps of a geographic database. On the other hand, the value of argument
where the image of an obstacle begins or ends in a view strongly corresponds
to a discontinuity of the first derivative of the plot; then, a discontinuity of the
second derivative has a strong correlation with an angle of the object shape. It
can be easily seen by comparison of the corresponding elements of Figs. 1b and
c connected by the association lines. This observation suggests us to perform a
transformation of each angle-distance plot into string formed by singular points
constructed by discontinuities of the first and the second derivatives of the plot.
The transformation ‘plot-to-string’ is the first step in detection of heavy changes.
Its details are presented in the upper block-diagram of Fig. 2.

In this transformation, the type of any singular point belongs to the follow-
ing short alphabet: {STEP UP, STEP DOWN, ANGLE TOWARD ROBOT,
ANGLE OUTWARD ROBOT} with an obvious intuitive meaning of each
option.

A subsequent processing step performs temporal analysis of the flow of such
strings. The idea to use for this step a technique based on the Levenshtein distance
suggests itself: when two strings of the singular points are represented in an
alphabet, one can find their editorial prescription. And if, for example, such
two strings generated for some close moments completely match each other, it is
naturally to claim that no heavy change occurred; otherwise, a further analysis of
the vector of editorial prescription should follow to classify possible occurrence
of a heavy change. A graphic representation of this step with more details is
shown in the lower block-diagram of Fig. 2.
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1. Transformation "ADP to String of SPs"

2. Detection of heavy changes

1.1 Input View:
Angle-Distance
Plot

1.2 Draft of
String of 
singular points

1.3 Correction 1.4 String of
singular 
points

2.1 String of
singular
points

2.1 Construction 
of editorial prescription
for a pair of 
time-separated
 strings

2.3 Analysis of
editorial
prescription

2.4 Heavy
change
detected?

Yes

To geographic
database (Atlas)

filter

Fig. 2. Block-diagram of the two main steps of detection of heavy changes.

4 Specific Issues of Detection of Heavy Changes

There are two specific issues in the just presented scheme. The former is related
to the errors in classifying a singular point, blocks 1.2 and 1.3 of Fig. 2: it turns
out to be that such errors cannot be avoided completely. Indeed, if the robot
would drive around a pyramid, its shape in the view changes and finally a shape
of angle in the angle-distance plot will be transformed to a shape of step-function;
consequently the errors are inevitable for some critical region of arguments. Nev-
ertheless, some thresholds of the algorithm of extraction of singular points can
be optimized to reduce probability of the errors of this kind. This optimization
was provided, [17], and the probability of errors from its initial value 8% for some
intuitively chosen thresholds was reduced in result to 0.2–0.3%. Other kind of
possible errors is generated by the detection of two or more very close singular
points that, in fact, are yielded by a single singular point. The correction filter
(Fig. 2, block 1.3) was introduced just to reduce errors of this kind. For example,
the filter merges two STEPs of the same kind (see the alphabet in the previous
section) if distance between them is very short.

The latter is related to the application of the Levenshtein distance and is a
consequence of the fact that as the alphabet for singular points is rather small
as well as the strings of singular points are respectively short, which makes
the errors in interpretation of editorial prescription (block 2.3 of Fig. 2) rather
probable. In the rest of this section, we describe some problem-specific expedients
to reduce significantly the probability of the last kind of errors.
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4.1 An Enriched Description of Symbols for Computing
the Levenshtein Distance

A close look at the process of computation due to formula (1), shows that what-
soever specific of a particular problem is hidden in computation of the function
1(ai �=bj) and the costs w(p, q), w(ε, q), and w(p, ε). As to function 1(ai �=bj) if one
just compares literal coincidence of the symbols ai and bj then no problem-
specific is taken in consideration. However, if each symbol is provided with an
enriched problem-specific description, it allows us to improve the proper defin-
ition of 1(ai �=bj). For the problem under consideration, additionally to its type
from the above alphabet, each singular point can be accompanied, for instance,
with the value of distance. Since the strings to be compared typically correspond
to the two robot states, one before and another after application of a robot con-
trol, it is technically possible to evaluate whether the distance associated with
bj can match to the distance of ai. This idea was implemented in our software,
which significantly improved the function 1(ai �=bj). See the top-right of Fig. 3 for
an instance of computation of 1(ai �=bj).

One more expedient to reduce errors consists in the introduction of an arti-
ficial symbol of the kind LEG between each pair of usual singular points. Its
description, in particular, includes the leg-length, that is, the distance between
two successive singular points. This allows us to improve furthermore the idea
of Sect. 4.1: using lengths of legs, it is analyzed how probable is that under a
certain control two legs can match each other.

4.2 Interpretation of an Editorial Prescription

We construct Editorial Prescription (EP) by the well-known Wagner-Fischer
algorithm [18]. Finally, an EP is represented as a string in the following alphabet:
{MATCH, REPLACE, INSERT, and DELETE }. Evidently, if all symbols of
an EP are MATCHes, then no heavy change occurs. If EP contains INSERT
or DELETE, it mostly means a heavy change. But some situations regarded in
Block 2.4 of Fig. 2 require a problem-specific heuristic. Just two examples of such
heuristics for computation of 1(ai �=bj) follow:

A limited equivalence between MATCH and REPLACE is allowed. For exam-
ple, an STEP UP is regarded as equivalent to ANGLE TOWARD ROBOT for
singular points with distances quite close to the far distance-limit of angle-
distance plots. This decision naturally follows from the manner of how OpenGL
constructs the content of z-buffer [19]: when some real distances are far, they are
compressed in z-buffer to very close values; so it is easy to confuse a far STEP
with a far ANGLE if they are of appropriate types. Partly, interpretation of an
EP depends on a priori knowledge of the applied robot control. For example,
if the control command is ROTATE, it is expected that distance to any singu-
lar points will stay practically the same after application of the command. A
rotation can lead to an appearance or disappearance of a singular point at the
periphery of the field of view. If this occurs, we assume that a disappearance of
singular point is not a heavy change, but an appearance is a heavy change.
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The above heuristics related to the indicator function were combined with a
problem-specific choice of the costs in formula (1). It was found experimentally
that for our case they should not all be the same. We use the cost of replacement
w(p, q) two times bigger than the costs of deletion w(ε, q) and insertion w(p, ε),
which are set as equal.

5 Experiments

All experiments were accomplished using a pilot software mentioned above. A
detailed description of the software lay beyond the scope of this paper. Just a
concise list of its functional components follows:

– Interactive creation of obstacles of the robot environment (based on [20]);
– Visualization of the environment and different kinds of robot views (based on

[20]);
– Intuitive supervisor graphic interface for controlling robot;
– Training associative memory (Kohonen) to be able to reconstruct a robot

control that drives the robot from one view to another;
– Extraction of singular points and transformation of angle-distance plots to a

string (see Sect. 3.1 and beginning of Sect. 4);
– Construction of Editorial Prescription (EP) for two strings (see Sects. 2–4);
– Detection of a heavy change by interpretation of a EP (see Sects. 3, 4);
– Support of the self-localization task;
– Manipulations with the atlas of geographic maps;
– Serialization/Deserialization.

Using software comprises three stages: (i) generation of obstacles inside the
workspace; (ii) training the associative memory; (iii) learning geography of the
workspace. Some details of this process follow.

Supervisor puts on the scene any number of obstacles (pyramids or cubes),
controlling their size, shape, position, and orientation. Then he/she drives the
robot randomly around the scene; this leads to automatic training of matrices of
the Kohonen associative memory (the data generated at this stage are needed for
automatic estimation of a robot control command that would drive the robot
from one view to some other close view). When the memory is trained, the
program automatically initializes the robot position as in Fig. 1a and sets all
content of the geographic atlas to a single initial map.

Starting from this point, supervisor generates discrete commands to drive
randomly the robot around the scene by means of an intuitive graphic interface.
The robot executes the command sequence and automatically learns geography
of the workspace: each robot control introduced by supervisor invokes the above
scheme of detection of heavy changes; any detected heavy change means that the
current map must be changed; the new current map is chosen from the neighbors
of the old one or, if it is impossible, a new map is introduced into the atlas and
then assigned as the current map.
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Fig. 3. A short sequence of screen-shots of a learning geography experiment (see the
main text).

The correctness of the principles of detection of heavy changes presented in
this work should follow from the fact that the robot would demonstrate the
ability to learn correctly the geography. The criterion of correctness of all taken
decisions is as follows: when a robot trajectory returns to a past point with the
same orientation, its current map must return to an old map that robot had as
the current while visiting this point the last time.

A learning geography experiment is illustrated in Fig. 3. The beginning of
the learning process corresponds to the frames of Fig. 1. Then the robot was
ordered to perform three turns without any change of position: two successive
counter-clockwise turns and a reverse turn with the same angle. The three angle-
distance plots show the dynamics of the robot views. Note that each of the
three screens shows simultaneously a previous and actual views, respectively, as
a stippled and continuous line-strip. Three screenshots of the console window,
from the top-right to the bottom-left, correspond to respective robot views and
show the response of the learning algorithm; each of them contains an editorial
prescription, a result of detection of heavy change, if applicable, and a subsequent
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action with geographic database. Additionally, the first console-window contains
an example of computation of indicator function 1(ai �=bj).

It can be seen that no heavy change occurs after the first turn and so robot
stays in the same map, ID 0; then a heavy change occurs and robot introduces
a new map, ID 1, into the atlas, and changes the actual map to the new one;
after the reverse turn, robot again detects heavy change and returns to map ID
0 chosen as a neighbor of map ID 1.

The results of this simplest experiment completely satisfy the criterion men-
tioned above. A series of such experiments was implemented, including those
with a much longer sequence of robot commands. The experiments which did
not pass the above criterion were used for tuning components of the package;
especially, the tuning is concerned with the issues described in Sect. 4. After the
tuning, all succeeding experiments accomplished so far under normal conditions
satisfy the criterion. The ‘normal conditions’ mean that any view contains a
sufficient number of singular points and that the possibility of two similar views
for distant robot states on a robot path is excluded. The dashed line in Fig. 1a
shows a typical example of a long robot trajectory fulfilled in an experiment
after the tuning. The whole route up to closing the first cycle corresponds to 60
commands of supervisor. The robot detects correctly the cycles of the path and
interacts with the atlas in full correspondence with the expectations.

6 Conclusions

This work is oriented to application of the non-Cartesian navigation in robotics.
Presented results for the first time show how automatic learning the geogra-
phy of a robot environment by means of processing the flow of robot views can
be implemented. The presented here approach is based on detection of heavy
changes in the input flow and their use for interaction with a geographic data-
base. In its turn, the detection of heavy changes is provided by transformation of
each view to a string with subsequent comparison of such strings by a technique
based on application of the Levenshtein distance. This scheme is implemented
in the scope of a pilot software that simulates actions of a virtual robot in 2D-
environment and integrates all components of the approach. The first series of
experiments with this software allows us to claim that main principles presented
here are correct and lead to automatic learning the geography.

Main research lines for future work are: replacement of the 1D robot sensor
to other kinds of sensors; extension of the technique from the 1D to 2D views;
extension to a non-static environment; the connection of this approach with
the possibility of setting navigation problems in natural terms, etc. As to some
challenging goals oriented to practice, we can mention creation of a drone that
would be able to navigate automatically in 3D workspace, and connecting our
approach with techniques based on GPS.

Acknowledgment. UAM-Azcapotzalco supports this work in the scope of project
“Artificial Cognitive Vision”.
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Abstract. We demonstrate a technique allowing for constant-time cal-
culation of low order Fourier moments, applicable in detection tasks. Real
and imaginary parts of the moments can be used as features for machine
learning and classification of image windows. The technique is based on
a set of special integral images, prepared prior to the scanning proce-
dure. The integral images are constructed as cumulative inner products
between the input image and suitable trigonometric terms. Additional
time invested in the preparation of such integral images is amortized later
at the stage of scanning. Then, the extraction of each moment requires
only 21 operations, regardless of the number of pixels in the detection
window, and thereby is an O(1) calculation.

As an application example, face detection experiments are carried out
with detectors based on Haar-like features serving as opponents to the
proposed Fourier-based detectors.

1 Introduction

Constant-time computational complexity is the most attractive complexity for a
computer scientist. Unfortunately, favourable opportunities to apply algorithms
of that complexity are rare — typically, they pertain to some selected data
structures e.g. hash tables, Union-Find1 [2] and constitute a narrow fragment of a
larger software. Often, one deals in fact with a so-called amortized constant-time
complexity. This means that in the company of essential operations, performed
are also some auxiliary operations meant to guarantee the speed for the future.

Not so long ago an algorithmic idea of that class has appeared in the field of
computer vision and works remarkably well — namely, the idea of Haar-like fea-
tures due to Viola and Jones (2001, 2004) [9,10]. Haar-like features are now com-
monly applied to detect objects (faces, people, vehicles, road signs, etc.) in digital

This work was financed by the National Science Centre, Poland. Research project
no.: 2016/21/B/ST6/01495.

1 For strictness: the ‘Find’ operation in this data structure is of amortized complexity
O(log∗ n) — iterated logarithm of n. Wherein log∗

2 n is not greater than 5 for all
quantities n observable in the universe; in particular, log∗

2 265536 = 5.
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images [1,8]. One should be aware that the fast performance of Haar-like features
is not owed to the nature of these features as such; they are simple differential
features that can be viewed as rough contours (e.g. difference in average pixel
intensity between forehead and eyes regions). Instead, the fast performance is in
fact a consequence of a computational trick known as integral image. For an
image i(x, y) the elementary integral image is: ii(x, y) =

∑
1�j�x

∑
1�k�y i(j, k).

Once such a cumulant is prepared, the sum of intensities over any image window
can be calculated in constant time — O(1) — regardless of the number of pixels,
using 2 subtractions and 1 addition. This allows for very fast feature extraction.

There exist a few modifications of that idea. For example, a cumulant of
squares ii(x, y) =

∑
1�j�x

∑
1�k�y i2(j, k) is useful for calculations of variance.

In turn, cumulants of so-called vote matrices allow for extraction of HOG2 fea-
tures [5,7]. Yet, other propositions of that kind are scarce and, in generality,
approaches which would allow for constant-time extraction of more advanced
features, exhibitting better approximation properties, are not known.

In this paper we demonstrate that it is possible to prepare a set of cumu-
lants of form: ii(x, y) =

∑
1�j�x

∑
1�k�y i(j, k) · cosf(j, k, · · · ) and ii(x, y) =∑

1�j�x

∑
1�k�y i(j, k) · sinf(j, k, · · · ), with f being a suitably chosen function,

and then to use the cumulants to extract Fourier moments of low orders in
constant-time, using 21 operations, regardless of size and position of detection
window.

We omit the topic of classifiers cascade in the paper.

2 Haar-Like Features — Short Review

In this section we briefly remind Haar-like features and point out their connection
to Haar wavelets.

Recall the mother Haar wavelet ψ(x) defined to yield: 1 for 0 � x < 1
2 , −1 for

1
2 � x < 1, and 0 otherwise. The descendant wavelets are generated as follows:

ψj,k(x) = ψ(2j−1x − k), j = 2, 3, . . . ; k = 0, 1, . . . 2j−1 − 1. (1)

Thus, descendants are narrowed and shifted versions of the mother wavelet. For
any continuous function f (to be approximated) the orthogonality of wavelets

∀(j, k) �= (l,m) 〈ψj,k, ψl,m〉 =
∫ 1

0

ψj,k(x)ψl,m(x) dx = 0, (2)

allows to write down the following expansion

f(x) = c0 · 1 +
∞∑

j=1

2j−1−1∑

k=0

cj,kψj,k(x), (3)

where the best coefficients can be found through inner products of Haar bases
and the target function: cj,k = 1/‖ψj,k‖2〈f, ψj,k〉 and c0 = 〈f, 1〉.
2 Histogram of Oriented Gradients.
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Fig. 1. Five 2D templates for Haar-like features defined in terms of 1D wavelets.

Viola and Jones [9,10] proposed two-dimensional templates resembling Haar
wavelets. The templates can be mapped to features by anchoring them within
an image window at different positions and scales, and then calculating the
difference in average intensity of pixels under white (+1) and black (−1)
regions. We depict the templates and their connection to wavelets in Fig. 1.
The intention of Viola and Jones was to generate a massive multitude of fea-
tures (e.g. ∼105), so that some of them might happen to represent good char-
acteristics of target objects (e.g. for faces: differences between forehead and
eyes, nose and cheeks, etc.). Therefore, the way to implement how Haar-like
features are actually embedded inside a window (i.e. setting up their posi-
tions and scales) is fairly arbitrary. One may allow for overlapping of feature
supports and neglect orthogonality. On the other hand, we remark that it
is straightforward to define orthogonal two-dimensional wavelets via products
ψj,k;l,m(x, y) = ψj,k(x) · ψl,m(y), and to write down a polynomial in wavelets to
approximate some fragment of image function i(x, y). Note that in the formula
for coefficients, cj,k;l,m = 1/‖ψj,k;l,m‖2〈i, ψj,k;l,m〉, the expression 〈i, ψj,k;l,m〉
is then equivalent to taking the white-black difference, as in the definition of
Haar-like features, whereas the normalization constant 1/‖ψj,k;l,m‖2 plays the
role of averaging (provided that white and black supports are of the same size).

3 Constant-Time Fourier Moments via Integral Images

Consider the following approximation, by a partial Fourier sum, of an image
fragment restricted to a rectangle spanning from (x1, y1) to (x2, y2):

i(x, y) ≈
∑

−n≤kx≤n

∑

−n≤ky≤n

c
kx,ky
x1,y1
x2,y2

e
2πi
(

kx
x−x1
Nx

+ky
y−y1
Ny

)
, x1�x�x2

y1�y�y2
; (4)

where: n is the harmonic order of approximation (variable-wise), i =
√−1

is the imaginary unit (please note the calligraphic difference from i denot-
ing the image), the coefficients c are complex numbers, and Nx=x2−x1+1,
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Ny=y2−y1+1 are rectangle widths in pixels. The superscripts kx, ky of c coef-
ficients indicate the particular harmonic indexes. The subscripts represent the
boundaries of the rectangle. In the current context the boundaries are fixed, but
shall vary later when partitioning of the detection window becomes involved.
To avoid confusion, we explain that throughout the paper Nx, kx and similar
subscript notations should not be treated as functions of the specific subscript
value, but instead as an indication of what coordinate the quantity is associated
with.

Due to orthognality of Fourier bases, the optimal complex coefficients from
(4) can be derived as

c
kx,ky
x1,y1
x2,y2

=
1

NxNy

∑

x1�x�x2

∑

y1�y�y2

i(x, y)e−2πi
(

kx
x−x1
Nx

+ky
y−y1
Ny

)
. (5)

From now on, we shall refer to the coefficients as Fourier moments, and we intend
to use their real and imaginary parts as features for learning and detection.

Let us introduce two sets of integral images:
{

ii
kx,ky
cos
Nx,Ny

}

,

{

ii
kx,ky

sin
Nx,Ny

}

,

related to cosine and sine functions, respectively, and constructed as follows:

ii
kx,ky
cos
Nx,Ny

(x, y) =
∑

1�jx�x

∑

1�jy�y

i(jx, jy) cos
(

−2π

(
kxjx

Nx
+

kyjy

Ny

))

, (6)

ii
kx,ky

sin
Nx,Ny

(x, y) =
∑

1�jx�x

∑

1�jy�y

i(jx, jy) sin
(

−2π

(
kxjx

Nx
+

kyjy

Ny

))

, (7)

where indexes (kx, ky) iterate over the set:

{(kx, ky) : −n � kx �−1,−n � ky � n} ∪ {(0, ky) : −n � ky �−1} ∪ {(0, 0)} .
(8)

We remark that a single integral image of form (6) or (7) can be calculated by
induction in linear time with respect to the total number of pixels in the input
image (i.e. with one pass).

Let us now define the growth operator for any integral image ii taken from
either of the sets {iicos}, {iisin}:

Δ
x1,y1
x2,y2

(ii) = ii(x2, y2) − ii(x1 − 1, y2) − ii(x2, y1 − 1) + ii(x1 − 1, y1 − 1). (9)

Note that Δ returns a subsum over given cuboid in constant time using 2 sub-
tractions and 1 addition, instead of Θ(NxNy) operations.

The following proposition constitutes the main contribution of the paper.

Proposition 1. Suppose the two sets of integral images:
{

ii
kx,ky
cos
Nx,Ny

}

,

{

ii
kx,ky

sin
Nx,Ny

}

,



534 P. Klȩsk

defined as in (6) and (7), respectively, have been calculated prior to the detection
procedure. Then, for any rectangle of widths Nx, Ny in the image, the real and
imaginary parts of each of its Fourier moments can be calculated in constant
time — O(1) — as follows:

Re
(

c
kx,ky
x1,y1
x2,y2

)

=
1

NxNy

(

cos
(

2π

(
kxx1

Nx
+

kyy1
Ny

))

Δ
x1,y1
x2,y2

(

ii
kx,ky
cos
Nx,Ny

)

− sin
(

2π

(
kxx1

Nx
+

kyy1
Ny

))

Δ
x1,y1
x2,y2

(

ii
kx,ky

sin
Nx,Ny

))

, (10)

Im
(

c
kx,ky
x1,y1
x2,y2

)

=
1

NxNy

(

sin
(

2π

(
kxx1

Nx
+

kyy1
Ny

))

Δ
x1,y1
x2,y2

(

ii
kx,ky
cos
Nx,Ny

)

+ cos
(

2π

(
kxx1

Nx
+

kyy1
Ny

))

Δ
x1,y1
x2,y2

(

ii
kx,ky

sin
Nx,Ny

))

. (11)

As one can note both parts, real (10) and imaginary (11), require a calcula-
tion of two growth operations and two trigonometric functions. It is easy check
that this comprises a total of 21 operations: 8 additions (or subtractions), 8
multiplications, 3 divisions, and 2 trigonometric functions for either of the two
formulas. Note that it is sufficient to calculate the argument under trigonometric
functions only once. Furthermore, it is worth noting that this argument depends
on the offset (x1, y1) of the rectangle, but does not depend on the rectangle
contents — the pixels, thereby making the overall calculation a constant-time
calculation. The proof of the proposition is a straightforward derivation.

Proof. Rewriting the moments from (5) using Euler’s identity leads to:

c
kx,ky
x1,y1
x2,y2

=
1

NxNy

∑

x1�x�x2

∑

y1�y�y2

i(x, y)

(

cos
(

−2π

(

kx
x − x1

Nx
+ ky

y − y1
Ny

))

+ i sin
(

−2π

(

kx
x − x1

Nx
+ ky

y − y1
Ny

)))

. (12)

The argument of the trigonometric functions can be parted into a group of terms
independent from the pixel index (x, y) and a group dependent on it as follows:

α = 2π (kxx1/Nx + kyy1/Ny) ,

β(x, y) = −2π (kxx/Nx + kyy/Ny) .

Now, one can apply in (12) the trigonometric identities for cos(α+β) and sin(α+
β). Simultaneously, the cosα and sinα terms can be pulled out as factors in front
of the summations as they are independent of the pixel index (x, y). Finally, by
splitting the expression into real and imaginary parts one obtains:
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Re

(
c
kx,ky
x1,y1
x2,y2

)
=

1

NxNy

(
cosα

∑
x1�x�x2
y1�y�y2

i(x, y) cosβ(x, y)

︸ ︷︷ ︸
Δ

x1,y1
x2,y2

(
ii

kx,ky
cos
Nx,Ny

)

− sinα
∑

x1�x�x2
y1�y�y2

i(x, y) sinβ(x, y)

︸ ︷︷ ︸
Δ

x1,y1
x2,y2

(
ii

kx,ky
sin
Nx,Ny

)

)
,

Im

(
c
kx,ky
x1,y1
x2,y2

)
=

1

NxNy

(
sinα

∑
x1�x�x2
y1�y�y2

i(x, y) cos β(x, y)

︸ ︷︷ ︸
Δ

x1,y1
x2,y2

(
ii

kx,ky
cos
Nx,Ny

)

+cosα
∑

x1�x�x2
y1�y�y2

i(x, y) sinβ(x, y)

︸ ︷︷ ︸
Δ

x1,y1
x2,y2

(
ii

kx,ky
sin
Nx,Ny

)

)
. (13)

The underbraces show how the expensive summations over pixels get replaced
by cheap (constant-time) growths of integral images, yielding (10), (11). ��

The form of indexes set (8) is implied by the known symmetry property
i.e. complex conjugacy of opposed Fourier coefficients:

Re
(

c
−kx,−ky
x1,y1
x2,y2

)

= Re
(

c
kx,ky
x1,y1
x2,y2

)

, Im
(

c
−kx,−ky
x1,y1
x2,y2

)

= − Im
(

c
kx,ky
x1,y1
x2,y2

)

, (14)

and also by the fact that the zeroth order moment is a real number —
Im(c0,0

· ) = 0. Hence, it suffices to calculate roughly only a half of all moments.
More precisely, the effective number of distinct moments is

1/2
(
(2n + 1)2 − 1

)
+ 1, (15)

which yields 2n2 + 2n + 1 and corresponds to the size of set (8). In fact, any set
of 2n2 + 2n + 1 coefficients will do to uniquely reconstruct all coefficients.

As regards the needed number of integral images, it is equal to the double of
expression (15) yielding: (2n + 1)2 + 1, since required are two kinds of integral
images, related to cosine and sine functions, for each (kx, ky) pair. Hence, the
calculation of all cumulants is potentially expensive. That is why, when using
Proposition 1, one should in practice limit himself to low harmonic orders, so
that the time invested in the preparation of integral images is reasonably small.

4 Window Paritioning — Piecewise Approximations

Apart from n let us now introduce an additional integer parameter p > 0, respon-
sible for the partitioning of detection window and affecting the final number
of features. Let the window be partitioned into a regular grid of rectangles:
p × p. The moments shall be extracted from each rectangle independently and
their concatenation shall form the final vector of features. This approach can be
understood as a piecewise Fourier approximation of the window under detection.

Consider a single image pass with a detection window of size wx × wy.
The partitioning leads to a grid of pieces with widths equal to: Nx = wx/p�,
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Fig. 2. Reconstructions for successive harmonic orders n = 4, . . . , 7 (fixed p = 1).

Fig. 3. Reconstructions for successive harmonic orders n = 0, . . . , 3 (fixed p = 7).

Ny = wy/p�. We denote the corresponding division remainders as: mx = wx

mod p, my = wy mod p. Now, for a window starting at a point (x1, y1) and
for fixed numbers Nx, Ny we define the collection of features

{
fx1,y1

Nx,Ny

(· · ·)} as

follows:

fx1,y1
Nx,Ny

(kx, ky, px, py, r) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

Re

(

c
kx,ky

x′
1+pxNx,y′

1+pyNy

x′
1+(px+1)Nx−1,y′

1+(py+1)Ny−1

)

, r = 1;

Im

(

c
kx,ky

x′
1+pxNx,y′

1+pyNy

x′
1+(px+1)Nx−1,y′

1+(py+1)Ny−1

)

, r = 0;
(16)

where: (x′
1, y

′
1) = (x1 + mx/2�, y1 + my/2�) represents a shifted starting

point taking into account small corrections due to the partitioning remainders3;
indexes kx, ky iterate over the set defined in (8); 0 ≤ px, py ≤ p−1 represent the
index (and hence the offset) of a particular rectangle; and r is a flag switching
between real and imaginary parts. Since Im

(
c0,0
·

)
= 0, then f(0, 0, px, py, 0) is

also zero for any px, py pair, and therefore should not be taken as an actual
feature. Finally, the total number of features is: d(n, p) = (2n + 1)2p2.

Figures 2 and 3 show example reconstructions of an image from Fourier
moments. Reconstructions are carried out according to formula (4) (piecewise
reconstructions for p > 1). Obviously, image reconstruction as such is not a
needed step in a detection procedure. Yet, the quality of reconstructions helps to
understand the descriptive capability of the features. Under each reconstruction

3 This operation centers the grid of rectangles within the scanning window.
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we report the mean absolute error (MAE) and the ratio of the number of features
to the number of pixels (feats/pxs).

5 Face Detection Experiments

Taking advantage of Proposition 1, we have trained four variants of face detectors
based on Fourier moments. The variants correspond to different settings of n and
p parameters: (1) n = 2, p = 5 (625 features), (2) n = 2, p = 7 (1 225 features),
(3) n = 3, p = 5 (1 225 features), (4) n = 3, p = 7 (2 401 features).

To compare accuracy, we have introduced opponents for our Fourier-based
detectors — namely, additional detectors trained on the same learning material
but using Haar-like features. Our intention was to impose a similar feature space
parameterization in both approaches, but to slightly favour the Haar-like features
in terms of their quantity. To achieve this, we were using 5 Haar templates
discussed earlier (Fig. 1) and we were anchoring the Haar-like features within
the detection window on p × p grids (p = 5, 7) — hence, the grids were of the
same sizes as in the case of Fourier moments. Lengths of Haar-like features were
scaled independetly along each axis, and the number of scales was controlled
by an additional parameter q > 0. More precisely, for a window of size wx ×
wy, the lengths of features were changing according to: wxλsx and wyλsy with
1 � sx, sy � q and the scaling factor chosen to be λ =

√
2/2. Hence, the final

number of generated Haar-like features became dHF(q, p) = 5q2p2. We remind
that the corresponding number for Fourier moments is dFM(n, p) = (2n + 1)2p2.

A learning material of moderately large size was used. It contained 7 258
positive examples (windows with faces marked manually from 3 000 images) and
100 000 negative examples (windows sampled randomly from non-face images).
Accuracy measures were evaluated on test data consisting of 500 images with
1 000 faces and a total of 70 252 859 windows. In order to produce ROC curves
for detectors on the basis of test material, a test set with a limited number of
negatives was randomly selected (to fit in RAM memory). We imposed 2 · 106

negative windows in that set, thereby making the precision along the FAR4 axis
at the level of 5 · 10−7. Details of the experimental setup are listed in Table 1.

We have applied a boosted learning algorithm known as RealBoost+bins,
see e.g. [6], with additional weight trimming [3]. In this variant, an ensemble
consists of partial (weak) classifiers that are based on selected single features
each. Classifiers’ responses are real-valued, equal to half the logit transform, and
a binning mechanism is introduced to store those responses. We have set up 8
bins of equal widths per feature. Finally, T = 256 or T = 512 rounds of boosting
were carried out, yielding ensembles with at most T distinct features selected.

The software has been programmed in C#, with key procedures (e.g. integral
images, features extraction) implemented for efficiency in C++ as dll libraries.

We start the review of results by showing in Fig. 4 some example outcomes
produced by a Fourier-based detector (variant: n = 3, p = 7). The left-hand

4 False Alarm Rate.
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Table 1. Setup for face detection experiments.

Train data

Quantity/parameter Value Additional information

No. of images with faces 3 000 Photos downloaded from Google Images
for queries:
person, people, group of people, family,
children, sportsmen, students, etc.

No. of images without faces 300 As above, queries: view, landscape,
street, cars, etc.

No. of positive examples 7 258 Face windows marked manually

No. of negative examples 100 000 Imposed quantity; examples sampled at
random positions and scales within
images without faces

Train set size 107 258 Positive and negative examples in total

Test data

No. of images with faces 500 Queries as for train data (other images)

No. of images without faces 300 Queries as for train data (other images)

No. of positive examples 1 000 Face windows marked manually

No. of negative examples 2 000 000 Imposed quantity; examples sampled at
random

Test set size 2 001 000 Positive and negative windows in total

Detection procedure (scanning with a sliding window)

Image height 480 Before detection, images scaled to the
height 480, keeping original height: width
proportion

No. of detection scales 8 Images scanned with 8 different sizes of
window

Window growing coefficient 1.2 Window widths and heights increase by
≈20% per scale

Smallest window size 48 × 48 Faces smaller than ≈10% of image height
not to be detected

Largest window size 172 × 172 Faces larger than ≈36% of image height
not to be detected

Window jumping coefficient 0.05 Window jumps equal to ≈5% of its width
and height

side images contain all single positive indications. Their counterparts on the
right-hand side are postprocessed outcomes, i.e. after grouping of windows clus-
ters has been performed. Figure 5 shows some examples of false alarms, interest-
ing because of their resemblance to faces (we encourage to zoom the document).

ROC curves for all detectors are presented in Fig. 6. To distinguish the
curves better, logarithmic scale was imposed on FAR axis. Operational decision
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Fig. 4. Examples of single outcomes returned by the Fourier-based detector: before
grouping positive windows (left-hand side) and afterwards (right-hand side).

Fig. 5. Examples of some false alarms resembling faces.

thresholds for detectors were taken as averages of threshold values registered for
two left-most points on ROCs, with the smallest FAR values (≈5 · 10−7).

Detailed accuracy results are reported in Table 2. In particular, AUC (area
under ROC) measures are stated. In learning tasks with strongly imbalanced
classes, it is the left-most part of the ROC curve that is of crucial importance.
Therefore, we decided to report normalized AUCs obtained up to several first
orders of magnitudes of FAR. More precisely, AUCα should be understood as
1/α

∫ α

0
s(f) df where s and f represent sensitivity and FAR respectively.
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Fig. 6. Comparison of ROC curves for detectors based on Fourier moments (FM, black)
and Haar-like features (HF, gray). Logarithmic scale imposed on FAR axis.

Table 2. Accuracy measures of detectors on test data (best variant in gray).

Test results clearly show that detectors based on Fourier moments surpass in
accuracy their counterparts based on Haar-like features, even though there were
fewer features at disposal at the learning stage. It is an experimental evidence
that Fourier moments have better approximation properties for the face detection
problem. Naturally, the best (and definitely satisfactory) accuracy was achieved
by the variant with the most rich space consisting of 2 401 features (n = 3,
p = 7). Please note that the number 2.4 · 103 is decidedly smaller than the total
of 1.8 · 105 features originally used by Viola and Jones in their experiment [9].
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Table 3. Time performance for a 480 × 480 image (parallel computations on: Intel i7
Q 720 4×2-core 1.60 GHz CPU).

Quantity (or operations) Fourier moments
(T = 512)

Haar-like features (T = 512)

(456 distinct feats.) (472 distinct feats.)

No. of analyzed windows 108 873 108 873

No. of prepared integral
images

400 1

(50 images per each of
8 scales)

Preparation time for
integral images

1 015ms 9 ms

Preparation time per 1
integral image

2.54 ms 9 ms

Total time of detection
procedure

2 852ms 1 032 ms

Time per 1 window 27.20µs (amortized:
16.87µs)

9.48µs

Time per 1 window and 1
feature

57.45 ns (amortized:
37.00 ns)

20.08 ns

Finally, Table 3 reports the time performance we achieved on our machine
(Intel i7 Q 720 4× 2-core 1.60 GHz CPU). Please remember that cascades of clas-
sifiers were purposely not involved in the experiment. The observed amortized
extraction time for a single Fourier feature was approximately 37 ns — about
two times longer than for a Haar-like feature. This is related to the 21 opera-
tions we declared in Proposition 1, and is roughly proportional to the number of
operations needed for Haar-like features (8 operations for an ‘edge’ template, 12
for a ‘diagonal’ template). We remark that by involving a cascade of classifiers
and a processor with more cores/threads (to save time for preparation of inte-
gral images) the real-time regime could be achieved without difficulty in both
approaches (FM and HF).

6 Conclusions

We have proposed a computational technique, based on special integral images,
for constant-time extraction of low order Fourier moments. The technique is
suitable for detection tasks. Our experiments have shown that fairly small sets
of Fourier features — real and imaginary parts of moments — can lead to face
detectors superior in accuracy than Haar-based detectors. The proposed app-
roach could be beneficial in other machine learning applications where accuracy
is of primary importance (e.g. medical diagnosis, image-based fault dection in
production, landmine detection [4,5]), and where one is willing to invest some
additional time in the preparation of special integral images in order to improve
accuracy.
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Abstract. In this paper we present a video compression algorithm
based on predictive vector quantization, which is a combination of vector
quantization and differential pulse code modulation. We optimized the
algorithm using chroma subsampling which reduces the amount of infor-
mation that needs to be processed. This allowed us to combine two color
channels into one and thereby reduce the number of predictors and code-
books. Furthermore, we introduced inter-frames which only store regions
that changed compared to previous frames, further decreasing the size
of compressed data.

Keywords: Video compression · Image compression · PVQ

1 Introduction

Video and image data compression has become an increasingly important issue
in all areas of computing and communications. Various techniques for encoding
of data can be used to eliminate the redundancy of the color information in
images and video frames. Most video codecs and algorithms combine spatial
compensation of images as well as compensation of movement in time. Currently,
there are many compression standards. They can be found in a wide range of
applications such as cable and land-based transmission channels, video services
over the satellite, video streaming in Internet or local area network and storage
formats. The most popular of these algorithms are MPEG, JPEG and H.26x.
The MPEG standard describes a family of compression algorithms of audiovisual
data, more details can be find in [5]. The well known members of MPEG family
are MPEG-1, MPEG-2, and MPEG-4. H.261 is the first of the entire family
H.26x of video compression standards. It has been designed for handling video
c© Springer International Publishing AG 2017
L. Rutkowski et al. (Eds.): ICAISC 2017, Part I, LNAI 10245, pp. 544–551, 2017.
DOI: 10.1007/978-3-319-59063-9 48
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transmission in real time. More information about the family H.26x can be found
in [1]. JPEG and JPEG2000 standards are used for image compression with an
adjustable compression rate. They are also used for video compression. These
methods compress each movie frames individually.

In the proposed approach we used a Predictive Vector Quantization (PVQ)
algorithm to compress a sequence of video frames, which combines two methods:
Vector Quantization (VQ) and Differential Pulse Code Modulation (DPCM)
[2,4]. In order to reduce the amount of information needed to store the video
stream we used two types of frames: key frames (intra-frame) and predictive
frames (inter-frame). These frames were joined to groups containing one key
frame and a series of predictive frames called GOP [14,17].

The rest of the paper is organized as follows. Section 2 describes components
of our algorithm. It includes a description of neural image compression and the
encoding color information. In Sect. 3 we discuss our approach to neural video
compression. Next in Sect. 4 the experimental results are presented. The final
section covers conclusions and the plans for future works.

2 Related Works

2.1 Predictive Vector Quantization

Predictive Vector Quantization is a neural algorithm that extends differential
pulse code modulation (DPCM) scheme with vector quantization method (VQ)
[6,7]. In PVQ neural predictor is responsible for vector quantization and the
codebook is fulfilled by the DPCM function. The successive input vectors V (t)
are the macroblocks of the same dimensionality obtained from a frame, where t
are indices of consecutive macroblocks. The predictor’s input is a preceding mac-
roblock, which after processing results in predicted vector V (t). The difference
between current macroblock and predictor output E(t) = V (t) − V (t) is then
calculated and used to select the best approximation gj using neural quantizer
from the codebook G = [g0, g1, . . . , gJ ]. Approximation gj is then added to the
difference which gives reconstructed input vector Ṽ (t) = V (t) + gj . This vector
is later used as the next input to the predictor. The codebook index j is stored
in a stream. In order to decompress data, the predictor is again used to calculate
predicted vectors while stored codebook indices are used to select their corre-
sponding approximations from codebook that are then combined with predictor
outputs to reconstruct the original image.

2.2 Encoding Color Information

MostofmodernhardwareusesRGBcolormodel todisplay imagesandvideo.Unfor-
tunately, this colormodel isnotanefficientwayof storingandprocessingcolor infor-
mation. Common standards for image and video compression such as JPEG and
MPEG, and color encoding systems like PAL and NTSC take advantage of the way
human vision works. Human eyes are very sensitive to small changes in brightness
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but they are far less sensitive to changes in chrominance [15]. For this reason we
can use YCbCr color space. In this color space, Y is the luminance channel which
describes brightness and Cb and Cr channels are chrominances which contain the
remaining color information. In our method we used a modified conversion to lumi-
nance and chrominances which covers full range of values from 0 to 255 like RGB
color values do. Conversion from RGB color space to YCbCr color space is pre-
sented in Eq. 1 while conversion from YCbCr space to RGB color space is presented
in Eq. 2 [9,13].

⎡
⎣
Y
Cb

Cr

⎤
⎦ =

⎡
⎣

0
128
128

⎤
⎦ +

⎡
⎣

0.299 0.587 0.114
−0.169 −0.331 0.500

0.500 −0.419 −0.081

⎤
⎦ ∗

⎡
⎣
R
G
B

⎤
⎦ (1)
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G
B
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⎡
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1.000 0.000 1.400
1.000 −0.343 −0.711
1.000 1.765 0.000

⎤
⎦ ∗

⎡
⎣

Y
Cb − 128
Cr − 128

⎤
⎦ (2)

Since human eye is less sensitive to changes in chrominance, we can reduce an
amount of information needed to store Cb and Cr channels without significant
loss of quality. This operation is known as chroma subsampling and is used in
modern lossy compression algorithms [10]. Commonly used variants, such as
4:2:2 and 4:2:0, are presented in Fig. 1.

Fig. 1. Chroma subsampling

3 Proposed Method

In this paper, we propose a method of video compression based on the solutions
presented in [3,8,11–13]. Compared to the previous methods based on the full
color chrominance (4:4:4), in our method we use 4:2:0 chrominance in order to
reduce the amount of data needed to record frames [15]. In this approach, only
the Y channel is stored completely, while the Cb and Cr channels are reduced to
half their original resolution. Moreover, Cb and Cr channels are combined into
one channel before compression. This approach allowed us to reduce the number



Neural Video Compression Based on PVQ Algorithm 547

Fig. 2. Scheme encoding YCbCr to two channels

of sets of codebooks and predictors to two, one for the luminance channel the
other one for the combined chrominance channels (Fig. 2).

Unlike the previous method that uses key frame detection algorithms, this
method is based on a fixed size GOP (group of pictures) [14,17]. Each GOP
consists of a key frame (intra-frame) and subsequent predictive frames (inter-
frame). Each key frame is composed of complete frame data that encode entire
frame, and two predictors and codebooks which are used to decode the frame.
Predictive frames do not contain predictors and codebooks which are taken from
the previously encountered key frame, and instead of encoding the entire frame,
they can encode smaller regions within the frame, taking the remaining informa-
tion from previous frame. This allows us to significantly reduce the size of each
predictive frame by storing only changes between subsequent frames (Fig. 3).

4 Experimental Results

For the purpose of our research, we conducted two experiments to test the effi-
ciency of our algorithm. We used sequences of frames from a publicly available
video “Elephants dream” in resolution 1280× 720 [16]. In all our tests we con-
verted the frames into YCbCr color space. In 4:4:4 chroma subsampling, frames
were encoded using three sets of predictors and codebooks. This corresponds to
the method used in our previous works. In 4:2:0 chroma subsampling, Cb and
Cr channels were first reduced by averaging 2× 2 squares and then combined
into one 8-element channel. Due to this modification algorithm only needed one
standard set of predictor and codebook for Y channel and one reduced set of pre-
dictor and codebook for combined CbCr channel. This allowed us to reduce the
number of indices stored per macroblock from 3 to 2 and reduced computational
complexity of the compression.
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Fig. 3. Video compression algorithm

In the first experiment, we tested the efficiency of our algorithm in two types
of chroma subsampling modes, 4:4:4 and 4:2:0. In both cases we used preset
macroblock size 4 × 4. The experiment showed that introduction of chroma sub-
sampling did not significantly degrade the video quality which can be seen in
Fig. 4.

We compared frames compressed using 4:4:4 chroma subsampling to frames
compressed using 4:2:0 subsampling using Peak Signal-to-Noise Ratio (PSNR).
Figure 5 shows that both methods result in very similar PSNR values.

In the second experiment we compared the video quality after compression
using predictive frames. Instead of key detection algorithm we used fixed GOP
with a length of 30 frames. The experiment showed that there is no significant
loss of quality in the example that uses predictive frames instead of encoding
full frame what can be seen in Fig. 6. The quality was again compared with the
version without predictive frames using PSRN (Fig. 7). Introduction of 4:2:0 sub-
sampling and predictive frames resulted in about 48% reduction of compressed
data, which means considerably increased compression ratio.
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Fig. 4. Differences between images before compression, after compression in 4:4:4 and
4:2:0 subsampling

Fig. 5. PSNR of compressed video frames in 4:4:4 and 4:2:0 subsampling

Fig. 6. Differences between images before compression, after compression with and
without inter-frame
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Fig. 7. PSNR of compressed video frames in 4:2:0 and 4:2:0 with inter-frame

5 Conclusions and Future Work

In this paper we showed that the presented method can be successfully used in
video compression. The combination of 4:2:0 color subsampling and introduction
of predictive frames allowed us to significantly reduce the size of compressed
video with respect to previous approach. Thanks to encoding of YCbCr channels
into two we were able to reduce the number of predictors and codebooks to two
from original three. Predictive frames made it possible to eliminate unnecessary
compression of regions that didn’t change between consecutive frames, further
reducing the size of compressed data. Those changes also resulted in reduced
processing time.

Our future work will concentrate on improvements of the algorithm, espe-
cially optimizing the creation of predictive frames and enhancing the quality of
video. In our research, we want to find and compare various schemes for encod-
ing reduced YCbCr channels to see which one of theme can improve quality and
which one can improve compression ratio. Finally we will try to compare our
results with known compression standards, such as MPEG.
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Abstract. Histogram of oriented gradients (HoG) is a common choice
for hand-crafted feature used in a wide range of machine vision task. It
functions as a part of a processing pipeline, in which it’s followed by a
classifier. The canonical approach proposed by the authors of HoG is the
use of a linear support vector machine (SVM). This approach is usually
followed by the majority of adopters with good results. However, a range
of classifiers have proven to perform better than linear SVM in a variety
of applications. In this paper, we investigate the pairing between HoG
and a range of classifiers in order to find one with the best performance in
terms of accuracy and processing speed for the task of human silhouete
detection.

Keywords: Object detection ·Machine learning · Histogram of oriented
gradients

1 Introduction

Object detection in images and videos has received a lot of attention in the com-
puter vision community in recent years. Since people constitute a very important
elements of machine’s environment in a vast range of applications, significant
effort has been made to develop reliable methods for the detection of human
silhouette. One of the most referenced, know and applied techniques to achieve
this goal was described in the seminal paper by Dalal and Triggs [5]. The method
uses the Histogram of Oriented Gradients (HoG) descriptor to generate a rep-
resentation that captures the characteristics of the image patch in the detection
window in combination with the linear support vector machine (SVM) classi-
fier. The linear SVM+HoG approach became a de facto standard across many
computer vision tasks, since its introduction brought forth a significant improve-
ment of performance [6,8,10,12]. But is the linear SVM the only viable choice
for classifier to be applied with HoG?

The motivation behind this work was the study performed by Delgado
et al. [7]. The authors evaluated 179 classifiers coming from 17 families, using
121 datasets. The random forest is clearly the best all-round family of classifiers
c© Springer International Publishing AG 2017
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achieving 94.1% of the maximum accuracy overcoming 90% in the 84.3% of the
datasets (3 out of 5 bests classifiers are RF). Moreover, in this comprehensive
evaluation, the kernel versions of support vector machines (SVMs) in general
outperform the linear SVM, which is the most common choice for the classifier
that is paired with HoG [2]. In this paper, we present the results o the evaluation
of the influence of classifier choice on HoG-based object detector performance.
Specifically, we compare the approaches based on Linear SVM, kernel SVM,
decision trees and random forest.

2 The HoG Region Descriptor

Feature extraction algorithms convert a fixed size patch to a higher level descrip-
tion – a feature vector of a given size. The goal of this process is to create a
general, informative and non-redundant characterization. The idea behind the
HoG descriptor is, that the appearance of an object can be described using the
spatial distributions of edge gradient directions.

The steps for calculating the HOG descriptor for a single image patch are
illustrated in Fig. 1.

Fig. 1. Formation of the histogram of oriented gradients descriptor.

The first step in the description process is the edge detection. It is performed
by applying the 1-D centered, point discrete derivative masks (see Eq. (1) in both
directions by convolution.

gx = [−1, 0, 1] and gy = [−1, 0, 1]T (1)

The partial gradients gx and gy are then used to compute the gradient mag-
nitude g and gradient direction θ. Please note, that the resulting orientation has
a range of 0◦ to 180◦ (see Eq. (2)).

g =
√

g2x + g2y , θ = arctan
gy
gx

(2)

The image patch is subsequently divided into regular cells. In the original
paper, 8 × 8 pixel cells were used for 128 × 64 pixel patches, resulting in a
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16 × 8 cell grid. Each one of the 64 pixels within a cell contributes to a nine
bin histogram of gradient orientations. The votes are additionally weighted by
their corresponding gradient magnitude and each individual vote is split propor-
tionally between two nearest bins. The normalization is performed on feature
histograms grouped in blocks. The blocks have a size of 2×2 cells and a one cell
overlap. The described image patch is therefore divided into 7× 15 blocks, for a
total of 105 blocks. With each block containing the 9-bin histograms of 4 cells,
the total number of descriptor elements per block is 36. The complete descriptor
is therefore composed of 3780 values.

3 The Tested Classifiers

3.1 Support Vector Machines

Support vector machines are a supervised learning method useful in classification
and regression. When presented with a sufficient number of annotated training
samples training examples, the SVM training algorithm comes up with a model
capable of assigning examples from outside of the training to one of two cate-
gories, making it a non-probabilistic binary linear classifier. The learning process
results in the construction of a hyperplane in a high dimensional space. Good
class separation is assured by the hyper-plane that has the largest distance to the
nearest training data points of any class. The larger the margin is, the smaller
the generalization error of the classifier.

The basic version of the SVM performs linear classification [3], but an exten-
sion called the kernel trick facilitates nonlinear classification by implicitly map-
ping the SVM inputs into high-dimensional feature spaces [4]. Performance level
of SVM depends on the kernel selection, its parameters, and soft margin para-
meter C. Choices of kernels include the Gaussian, polynomial and radial basis
and sigmoid functions.

3.2 Decision Tree Classifier

Decision trees are a non-parametric supervised learning method used in classifi-
cation and regression. In order to predict a class, a set of simple decision rules
is inferred from the data in the process of learning [16]. Main advantages of
decision trees are:

– they are simple to understand and interpret,
– can provide meaningful output even when trained with a small set of samples,
– classification using decision trees is fast,
– can effortlessly be combined them with other decision techniques.

Their performance is not on par with the performance of more complex clas-
sifiers, but the simplicity and speed may make them a viable candidate for salient
image region detection. Therefore, a decision was made to include them in the
presented evaluation.
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3.3 Random Forest Classifier

The random forest [1] is an ensemble approach that can also be thought of as a
form of nearest neighbor predictor. Ensembles are used to improve performance
utilizing a divide-and-conquer approach. The fundamental principle behind this
is that a cluster of “weak learners” can come together to form a “strong learner”
[18]. Each of these classifiers, on his own, is considered a “weak learner”, while all
of them taken together create a “strong learner”. The random forest is composed
of a set of decision trees, each of which is such a weak learner. The individual
trees are trained using a subset of the complete training set. Each split in each
tree is made on a randomly selected subset of features. The final classification is
performed based on the votes cast by individual trees. Random decision forests
correct for decision trees’ habit of overfitting to their training set, achieving
significantly better performance. Although composed of a larger number of weak
classifiers, random forest classifier is still relatively fast. Moreover, it is capable
of dealing with unbalanced and missing data.

4 Evaluation Methodology

The implementation and evaluation of the learning algorithms was performed
using the scikit-learn Python library [15]. The data coming from the CVC-03 [13]
and CVC-04 [17] virtual pedestrian datasets was used for testing. The datasets
were generated using the Half-Life 2 game graphics engine, but their usefulness
for training the classifiers that will subsequently be used for real-world data has
been confirmed [13,17]. The CVC-03 dataset was used for classifier learning. It
consists of 1678 virtual pedestrians (with their corresponding horizontal mirrors)
and 2048 pedestrian-free background images to extract negatives for training.
The CVC-04 dataset of 1208 virtual pedestrians (with their corresponding hori-
zontal mirrors) and 6828 pedestrian-free background images was used for testing.
The size of a single sample is 96 × 48 pixels, so the HoG cells have the size of
6 × 6 pixels (Fig. 2).

Preliminary classifier were trained using two sets – one containing the positive
and one containing the negative samples. Each set contains 3356 elements. A
single element of each set (sample) is a 96 × 48 pixel window either containing
(positive) or not containing a pedestrian (negative). After that we performed
exhaustive search on background images to find hard examples. Finding hard
examples is essentially hard negative mining process on pedestrian-free images.
The false positives found during this step are included in the final training set.
It was a two step process, first we used Naive Bayes classifier to pre-decide if
there was any sense to use a more advanced classifier (if the probability was below
80%, the sample was omitted). It was used purely to reduce overall hard negative
mining time, as the second step was proper detection with preliminary classifier.
To ensure that our training vector won’t be larger than 6712 samples for the
sake of class balance, a subsampling method based on cluster centroids was used.
The method undersamples the majority class by replacing a cluster of majority
samples by the cluster centroid of the KMeans algorithm. This algorithm keeps
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Fig. 2. Sample images from the training set. Top row – pedestrians, middle row –
background, negative set, bottom row – background, hard examples.

N majority samples by fitting the KMeans algorithm with N clusters to the
majority class and using the coordinates of the N cluster centroids as the new
majority samples. The subsampled vector was used to compute the final version
of our classifiers.

As there are multiple hyperparameters associated with the evaluated machine
learning algorithms, hyperparameter tuning using grid search was performed to
ensure the results are close to the theoretical maximum of accuracy. Grid search
is an exhaustive search through an earlier created subset of the hyperparameter
space of a learning algorithm [9]. A grid search algorithm must be controlled by
some performance metric, typically measured by cross-validation on the train-
ing set or evaluation on a held-out validation set. In the case of the described
experiments, 3-fold cross validation was performed. The parameter values used
in grid search are given below. The finally selected values of each parameter
(ones associated with the highest classifier accuracy) are underlined.

Linear SVM:

– C values:

{0.01, 0.1, 1, 10, 100, 1000}

Nonlinear SVM:

– C values:
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{0.01, 0.1, 1, 10, 100, 1000}

– γ values:

{0.001 , 0.0001}

– kernel types:

{radial basis function , polynomial , sigmoid}

– polynomial degree (for polynomial kernel function only):

{2, 3, 4}

Decision tree:

– node split selection strategy:

{best, best random}

– maximum tree depth:

{10, 50, 100, no limit}

– minimum samples required for split:

{2, 3, 6}

Random forest:

– maximum depth

{10, 50, 100, None}

– maximum estimator number:

{5, 10, 15, 30, 40, 50, 60}

– minimum samples required for split:

{2, 3, 6, 10, 12}

Random forest class predictions were made with majority voting. Validation
was performed on 2416 pedestrian samples and 8533 background samples. Pre-
cision, recall and f1-score for both the pedestrian and background classes were
selected as the performance measures.

5 Results and Discussion

Tables 1, 2, 3 and 4 summarize the results for the linear SVM, kernel SVM,
decision tree and random forest classifier, respectively. The average values in the
bottom row of the tables are weighted to reflect the differences in the sizes of
test sets for both classes.
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Table 1. Linear SVM.

Precision Recall f1-score Support

Background 0.974 0.998 0.986 8533

Pedestrian 0.992 0.906 0.947 2416

Avg/total 0.978 0.978 0.977 10949

Table 2. Kernel SVM.

Precision Recall f1-score Support

Background 0.974 0.998 0.986 8533

Pedestrian 0.991 0.907 0.947 2416

Avg/total 0.978 0.978 0.977 10949

Table 3. Decision tree.

Precision Recall f1-score Support

Background 0.927 0.861 0.893 8533

Pedestrian 0.608 0.761 0.676 2416

Avg/total 0.857 0.839 0.845 10949

Table 4. Random forest.

Precision Recall f1-score Support

Background 0.984 0.993 0.988 8533

Pedestrian 0.976 0.941 0.958 2416

Avg/total 0.982 0.982 0.982 10949

In terms of accuracy, there is no gain from using the kernel SVM over the
linear SVM. In this particular case, the general claims from [7] do not hold. As
stated in [2], the HoG descriptor preserves the second-order interactions between
the pixels, so the lack of gain from using a higher order transformation of the
input features seems to be the logical consequence of the fact. Moreover, the use
of kernel SVM makes the training significantly longer, and requires the tuning
of multiple hyperparameters.

The decision trees, being a rather simplistic approach, have achieved signifi-
cantly worse accuracy scores. This was an expected outcome. However, relatively
high precision and recall scores of a single decision tree for the pedestrian, paired
with its ease of use and high computational speed makes it a viable candidate
for a preliminary salient region detector, or even the final detector, especially in
the applications, in which the computational speed is of utmost importance or
for resource-constrained applications, e.g. simple, battery powered smart cam-
eras and mesh-like camera networks [11,14]. Random forest, being an ensemble
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of decision trees, has achieved an accuracy that is on par with the accuracy of
SVM-based solutions. Please note, however, that the training and running time
for the random forest approach are significantly shorter (up to two orders of
magnitude in our experiments). Moreover, the tuning of parameters is generally
considered easier than it is the case with the SVM-based approaches.

6 Conclusions

An evaluation of the selected classifiers working in conjunction with the HoG
feature descriptor for the task of human silhouette detection was presented in
the paper. The results indicate, that the default choice of classifier for HoG –
the linear SVM – is indeed a favorable solution in terms of accuracy. The use of
the more complex kernel SVM does not result in any performance improvement
and has an additional computational cost. The simple decision tree classifier is
the fastest, but performs noticeably worse in terms of accuracy. Interestingly,
the random forest classifier, which is an uncommon choice in this context, was
proven to be comparable in terms of accuracy, yet considerably faster and easier
to train. We believe the results may provide useful guidelines for classifier choice
to be paired with HoG.
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Abstract. In this article we present a concept of visualisation of some industrial
processes, such as glass melting. The process is observed from a single camera
at fixed location but when the scene geometry is known, like for example in case
of glass furnaces, the image can be transformed to a perspective view from a
virtual camera at arbitrary location and to stereoscopic views based on two virtual
cameras. We applied automatic analysis of the input image to present to the
supervisor of the process a synthetic image, which only contains features that are
important for the process control. We have developed a prototype visualization
system, tested in cooperation with the glass industry.

Keywords: Stereoscopy · Orthoimage · Image transformation · Image
segmentation · Industrial process visualisation

1 Introduction

In many industrial processes image is an important source of information about the
process. For example, in glass melting the operator controls the process based on distri‐
bution of batch (raw material) floating on the surface of molten glass. The image is
captured by a camera located inside the furnace, in the upper part of the furnace chamber.
There is usually one camera in the furnace, and because of high temperature inside the
furnace and requirements for cooling system, installation of additional cameras would
be expensive. On the other hand, the possibility of looking into the furnace from different
viewpoints is very desirable. Especially relevant views are:

• Orthoimage, i.e. view from above with a uniform scale. Orthoimage presents real
proportions between different features of the image, independently on the location
of the physical camera.

• View from the batch hoppers side, which is natural to glass melting technologists. In
glass technology, terms “left side” and “right side” of the furnace are related to the
view from batch hoppers (beginning of the furnace) towards the place where melted
glass flows out (the end of the furnace). The physical camera is always located at the
end of the furnace because of technological reasons, see Fig. 1.
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Fig. 1. Scheme of a glass furnace, view from above

a b

Fig. 2. An image from the furnace camera (a) and edges of the segmented image superimposed
on the original (b)

• Side view, where the virtual camera is located on the side of the furnace, above the
line where batch should disappear. Observation of this part of the furnace is especially
important.

In this article we present the concept and prototype software with the following
functionalities:

• Segmentation of the image, which leads to a synthetic image that only contains rele‐
vant elements of the real image (batch, molten glass and areas behind the field of
view).

• Transforming the camera image or synthetic image to the orthoimage.
• Transforming the camera image or synthetic image to a view from any location

defined by the user.
• Generation of a stereoscopic image: the image from a single physical camera is

transformed to two images from virtual cameras corresponding to the left and the
right eye.

The algorithms presented in this paper have been developed as an extension of the
system for automatic analysis of the symmetry of the glass melting process and extrac‐
tion of the process parameters, proposed in [1, 2], which we develop in cooperation with
the glass industry. Nevertheless, imaging methods presented here can also be used in
imaging of other industrial processes, where geometry of the scene allows to extract
parameters of transformation between the camera image and real-word 3D coordinates.
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2 Segmentation

The operator who controls temperature in the furnace mostly takes into account distri‐
bution of batch. If raw material appears at the end of the furnace, it may cause deterio‐
ration of the quality of production and even make it unusable. Hence, segmentation of
batch is the first step to produce a synthetic image that presents only important infor‐
mation without unnecessary details. Before segmentation, we apply a linear lowpass
filter, and then medial filter, to remove noise. Parameters of filtration depend on quality
of the image: when it comes from older models of analog cameras, which are still in use
in some glassworks, strong filtration is needed, while if a high quality camera is used,
excessive filtration would deteriorate the image quality.

Segmentation of the glass surface is carried out based on its brightness. Calibration
involves indicating by a user several sample points in batch area and several point in
clear glass area, in various parts of the image. Since there are no variations in lighting
conditions, and all the light in the furnace is emitted by a molten glass because of its
high temperature, calibration is performed once for the specific furnace and camera.

There are many methods for automatic selection of the threshold, for overview see
[3]. On our specific problem there are two classes, each corresponding to a distinct local
maximum of the image histogram, therefore one of adequate methods is to select the
threshold at minimum of the histogram between two peaks. Precisely, we select as the
threshold grayscale level ig ∈

(
iBmax + 1, iGmin − 1

)
 that fulfils:

∀j ∈
(
iBmax + 1, iGmin − 1

)
:h
(
ig − 1

)
+ h(ig) + h(ig + 1) ≤ h(j − 1) + h(j) + h(j + 1), (1)

where h(i) is the number of pixels with grayscale i in the polygon corresponding to the
glass surface area, iBmax is the maximum grayscale of the set of points marked by the
user as batch and iGmin is the minimum grayscale of points marked by the user as molten
glass. The user may correct the threshold manually in the interactive mode, observing
segmentation changes superimposed on the original image (Fig. 4b).

3 Transformation to Orthoimage

The camera is located in the upper part of the furnace and the image from it is a perspec‐
tive projection of the glass surface. After identification of the parameters of this 2D
homography, the camera image can be transformed back to the coordinate system related
to the glass surface [4]. In such transformed image the user can observe batch distribution
in the image with true proportions, not distorted by the perspective projection and inde‐
pendent on the camera location.

In order to extract the parameters of transformation, the user indicates in the image
four points that define edges of the glass surface (two corners and any point from each
of two side edges) and two points that define the bubbling line – see Fig. 3.
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Fig. 3. Edges of the glass surface and the bubbling line indicated by the user allow calculation
of the parameters of perspective transformation

a   b   c 

Fig. 4. Orthoimages of the glass surface: transformations of the real image (a), sparse image (b)
and segmented image (c)

The corners of the rectangle defined by three edges of the glass surface and the
bubbling line allow calculation of the perspective transformation parameters. In Fig. 4a
we present a grayscale camera image transformed to the orthoimage. An important
property of the orthoimage is that areas closer to the real camera are represented with
higher accuracy. This feature is especially visible in sparse image presented in Fig. 4b,
where each pixel of the original image is transformed into a single pixel of the target
image and all other pixels of the target image are left white.

Inhomogeneous accuracy of representation also applies to images from any virtual
camera, which will be presented in the next section. It is however desirable property
because the real camera is located at the end of the furnace, where exact information
about the distribution of batch is more important than for areas at the beginning of the
furnace. In Fig. 4c we present the orthoimage after segmentation, where dark grey
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denotes batch, light grey – molten glass. Areas behind the field of view of the physical
camera are left white.

Orthoimage is very important for automatic calculation of parameters of batch distri‐
bution [1] because areas and distances in the orthoimage are proportional to corre‐
sponding values in the real world. Nevertheless, a human operator may prefer to look
at the glass surface from natural perspective. Perspective views from virtual cameras
located at any point and generation of stereoscopic views are the subject of the next
chapter.

4 Synthetic View from Arbitrary Location and Stereoscopic
Imaging

In the related literature much research is reported on automatic generation of stereo‐
scopic images or virtual views from arbitrary location. Some methods are based on 3D
information obtained from several cameras [5], other use advanced but often ambiguous
methods of analysis of 2D image content, like in [6], where image segmentation and
analysis of perspective is used to calculate the map of depth. Finally, stereopairs or
virtual views can be generated from full 3D models of the scene [7]. In our specific
problem, the input to our algorithms is a single monoscopic image of the scene but based
on camera location and geometry of the scene we are able to calculate 3D coordinates
of any point of the glass surface or furnace walls, therefore it is possible to render an
image seen from arbitrary viewpoint. In case of glass melting process this is particularly
useful because technologists are used to define the left and the right side of the furnace
according to the direction of glass flow – from batch hoppers, which define the beginning
of the furnace, towards the end of the furnace. In Fig. 5 we present a synthetic view
obtained from the real image presented in Fig. 2. Grid density is 10 cm, bold grid lines
are every meter. The real walls of the furnace have been replaced with synthetic image,
first because the detailed image of walls is irrelevant to the process, and second because

Fig. 5. A synthetic view from a viewpoint located at the end of the furnace, close to the real
camera
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only a part of walls is observed by the camera. Light grey colour denotes areas beyond
the field of view of the physical camera. The white line is the bubbling line, which
approximately corresponds to 2/3 of the furnace length.

In Fig. 6 we present the image transformed to the view from a virtual camera located
at the beginning of the furnace, above the batch hoppers. Let us underline that the accu‐
racy of this image corresponds to the original image. This means that batch distribution
is more precise for areas closer to the physical camera (so farther from the virtual
camera). This meets requirements of the operators, because precise calculation of batch
distribution is more important at the end of the furnace, where even small pieces of raw
material should not appear.

Fig. 6. A synthetic view from a viewpoint located at the beginning of the furnace, above batch
hoppers

Another viewpoint important for technologists is the side view from virtual camera
located exactly above the bubbling line (see Fig. 7), which is an important marker for
operators: only a small fractions of batch can cross this line, like in Fig. 7, otherwise
temperature in the furnace should be increased.

Fig. 7. A synthetic side view. Viewpoint is located above the bubbling line
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An image of the furnace can be synthetized from any viewpoint, therefore two view‐
points can be used to create a stereo pair and enable looking at the process in three
dimensions. 3D visualisation provides more information than a monoscopic image and
it exploits natural mechanics of perception of the human vision system. Many applica‐
tion have been developed in robotics [8] and medical imaging [9], while in related liter‐
ature there is no evidence of using stereoscopy for visualisation of industrial processes.

In Fig. 8 we present the left and the right image of a synthetic stereopair. Images are
generated for a pair of virtual cameras located at the beginning of the furnace, above the
batch hoppers. Based on experiments we chose parameters of the stereoscopic system
which ensures optimal image.1 Because of specific type of scene, which is composed of
a set of planes, we do not need to consider common problems that usually corrupt ster‐
eoscopic imaging, like cardboard effect [12] or puppet theatre effect [13]. We decided
to use a stereoscopic system with toed-in camera configuration (converging optical
axes). This configuration leads to nonlinear perception of depth [13, 14] but the impres‐
sion of depth it is more natural because geometry of the camera set is closer to that of
the human visual system. Based on experiments we set the point of convergence at 75%
of the furnace length. In most stereoscopic systems the distance between two cameras
is constant, in the human visual system the average distance between eyes is 6.2 cm [15].
However, the optimal base of stereoscopic systems depends on the range of distance to
objects of interest. For example when the viewpoint is located near hoppers, the closest
relevant details of the image are at the distance of about 3–4 meters and the base 8 cm
yields high quality stereogram. For viewpoints close to the real camera the base should
be shorter, around 5 cm because area with high diversification of batch structure is closer
to the virtual camera, while for a side view good results are achieved for base of 3 cm.

Fig. 8. A stereopair of images from two virtual cameras located at the beginning of the furnace.
The distance between the virtual cameras is 8 cm

3D image can be observed by process supervisors and technologists using any kind
of stereoscopic display, like a passive or active 3D monitor, 3D TV set or virtual reality
glasses, see [8, 15, 16] for more information and comparison of different 3D devices.
We recommend a console based on a simple passive 3D TV set, mostly because passive
glasses are unfailing, what is relevant in industrial environment [17]. Examples of

1 Viewing experience and optimal parameters of the stereoscopic system depend on equipment
[10, 11]. We used 3D passive 24′′ 16:10 monitor Hyundai S243A. For other equipment optimal
parameters may be different, especially if size of the screen is substantially different.
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stereoscopic images of the furnace generated by our software are available in Multi
Picture Object (mpo) format at: http://home.agh.edu.pl/~rotter/furnace3D.

5 Conclusions

The goal of this article was to demonstrate that in industrial processes, in which location
of the observed surface is known, a single camera at fixed position can be used to
synthetize monoscopic and stereoscopic images of the process from any viewpoint. We
synthetized artificial images, which only contain features of the image that are important
for the assessment of the process course.

The system was implemented and tested on the glass melting process, where a camera
installed inside the furnace is the main source of information about the process for the
operator who controls it. In stereoscopic systems it is difficult to define an objective
quantitative measure of the algorithm performance, which is usually estimated by users.
Such visual assessment of images generated by our algorithm confirms that the quality
of the synthetized images, including 3D views, is sufficient for practical applications in
the process control.

Acknowledgments. The author would like to thank the president Andrzej Skowiniak and
employees of Techglass Ltd for their help in the acquisition of test images and to the board of
Huta Szkla Orzesze glassworks for allowing us access to its installations. We also thank to Dr.
Maciej Klemiato who is currently working on integration of the software presented in this article
with the system for furnace control at Huta Szkla Orzesze glassworks.

References

1. Rotter, P., Skowiniak, A.: Image-based analysis of the symmetry of the glass melting process.
Glass Technol. Eur. J. Glass Sci. Technol. Part A 54, 119–131 (2013)

2. Rotter, P.: Extraction of relevant glass melting parameters based on the pairwise comparisons
of sample images from a furnace. Glass Technol. Eur. J. Glass Sci. Technol. Part A 55,
55–62 (2014)

3. Russ, J.C.: The Image Processing Handbook. CRC Press, Boca Raton (2011)
4. Hartley, R., Zisserman, A.: Multiple View Geometry in Computer Vision. Cambridge

University Press, New York (2003)
5. Lara, J.T.: 3D visualization using virtual view generation for stereoscopic hardware. M.Sc.

Escola Tècnica Superior d’Enginyeria de Telecomunicació de Barcelona (2010)
6. Battiato, S., Capra, A., Curti, S., Cascia, M.: 3D stereoscopic image pairs by depth map

generation. In: 2nd International Symposium on 3D Data Processing, Visualization and
Transmission (2004)

7. Rojas, G.M., Gálvez, M., Potler, N.V., Craddock, R.C., Margulies, D.S., Castellanos, F.X.,
Milham, M.P.: Stereoscopic three-dimensional visualization applied to multimodal brain
images: clinical applications and a functional connectivity atlas. Front. Neurosci. 8, 1–14
(2014)

8. Ferre, M., Aracil, R., Sanchez-Uran, M.A.: Stereoscopic human interfaces. IEEE Robot.
Autom. Magaz. 15, 50–57 (2008)

568 P. Rotter

http://home.agh.edu.pl/%7erotter/furnace3D


9. Trzupek, M., Ogiela, M.R., Tadeusiewicz, R.: Intelligent image content semantic description
for cardiac 3D visualisations. Eng. Appl. Artif. Intell. 24, 1410–1418 (2011)

10. Shibata, T., Kim, J., Hoffman, D.M., Banks, M.S.: The zone of comfort: predicting visual
discomfort with stereo displays. J. Vis. 11, 1–29 (2011)

11. Banks, M.S., Read, J.C.A., Allison, R.S., Watt, S.J.: Stereoscopy and the human visual system.
SMPTE Motion Imaging J. 121, 24–43 (2012)

12. Yamanoue, H., Okui, M., Yuyama, I.: A study on the relationship between shooting conditions
and cardboard effect of stereoscopic images. IEEE Trans. Circ. Syst. Video Technol. 10, 411–
416 (2000)

13. Yamanoue, H., Okui, M., Okano, F.: Geometrical analysis of puppet-theater and cardboard
effects in stereoscopic HDTV images. IEEE Trans. Circ. Syst. Video Technol. 16, 744–752
(2006)

14. Emoto, M., Yamanoue, H.: Working towards developing human harmonic stereoscopic
systems. In: Javidi, B., Okano, F., Son, J.Y. (eds.) Three-Dimensional Imaging, Visualization,
and Display. Springer, New York (2009)

15. Held, R.T., Banks, M.S.: Misperceptions in stereoscopic displays: a vision science
perspective. In: 5th Symposium on Applied Perception in Graphics and Visualization (APGV
2008), pp. 23–31 (2008)

16. Kim, E.S.: Three-dimensional projection display system. In: Poon, T.C. (ed.) Digital
Holography and Three-Dimensional Display, pp. 293–332. Springer, Heidelberg (2006)

17. Rotter, P.: Why did the 3D revolution fail? The present and future of stereoscopy. IEEE
Technol. Soc. Magaz. 36, 81–85 (2017)

Virtual Cameras and Stereoscopic Imaging for the Supervision 569



Object Detection with Few Training Data: Detection
of Subsiding Troughs in SAR Interferograms

Paweł Rotter1(✉), Jacek Strzelczyk2, Stanisława Porzycka-Strzelczyk2,
and Claudio Feijoo3,4

1 Department of Automatics and Biomedical Engineering,
AGH-University of Science and Technology, Kraków, Poland

rotter@agh.edu.pl
2 Department of Geoinformatics and Applied Computer Science,

AGH-University of Science and Technology, Kraków, Poland
{strzelcz,porzycka}@agh.edu.pl

3 Telecommunications College, Tongji University, Shanghai, China
cfeijoo@cedint.upm.es

4 Department of Signals, Systems and Radiocommunications,
Technical University of Madrid, Madrid, Spain

Abstract. Subsiding troughs that are the result of mining activities can be
detected in SAR interferograms as approximately elliptic shapes against the noisy
background. Despite large areas being covered by interferogram, the number of
positive samples, which can be used for automatic learning, is limited. In this
paper we propose two alternative methods for the detection of subsiding troughs:
the first one is designed to detect any circular shapes and does not require any
learning set and the second is based on automatic learning but requires a reduced
number of positive samples. The two proposed methods can support manual
inspection of large areas in SAR interferograms.

Keywords: Subsiding troughs · SAR interferograms · Gabor filter

1 Introduction

In this work we propose and test two methods for the detection of subsidence troughs in
interferograms. The interferograms are obtained as a result of satellite-based SAR
(Synthetic Aperture Radar) images processing. SAR is an active system, usually placed on
satellite or aircraft boards that allows to monitor Earth surface regardless of time of day or
weather conditions with high temporal and spatial resolutions [1]. For each pixel of radar
image the information about the amplitude and phase of the backscattered signal is saved
[2]. Based on those parameters ground subsidence on the order of even some few centi‐
metres can be detected. Those results can be achieved using DInSAR (Differential Inter‐
ferometry SAR) method. It consists of exploiting two SAR images that cover the same area
but were acquired at different times [3]. Based on them, and on information about topog‐
raphy of the region under study, a differential interferogram is generated. The interfero‐
metric fringes that appear in this interferogram represent the wrapped values of ground
deformations in satellite LOS (Line of Sight) direction. For mining areas, these fringes,
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with approximately circular or elliptical shapes, correspond to subsidence troughs that are
the result of underground exploitation [4]. Automatic learning was used in mining sciences
for a number of applications, mostly related to the modelling of mining processes [5]. In
this article we will apply it for the detection of ground deformations, which are the result
of mining activities. The automatic detection of fringes that represent subsidence troughs
plays a crucial role in the acceleration of the warning process, improving the security of
people endangered by the ground deformation process. However, the automation of the
detection procedure is challenging, especially when a very small set of learning data is
available. Additionally, the high level of noise and the irregular shape of troughs greatly
hinder the detection [6]. In this work we used two SAR interferograms (42.6 MPix and 4.8
MPix), each containing several positive samples only. They were generated based on radar
images acquired from European radar imaging satellite Sentinel-1A. Exploited interfero‐
grams cover the region of Upper Silesian Coal Basin for which extensive coal exploitation
is characteristic. The DInSAR processing of SAR data was performed using SNAP -
Sentinel Application Platform software.

Because of such a small set of data, there is a need for algorithms that may work
either on a small learning set or do not require any learning at all. In the paper we propose
two alternative methods:

• Detection of troughs’ centres without learning, presented in Sect. 2. This method is
based on image convolution with circular wavelets, where a complex convolution
masks are derived from Gabor wavelets. The goal is to detect circular features in the
input image.

• Detection of troughs’ areas with learning on a small set of samples, presented in
Sect. 3. The algorithm is based on Gabor features calculated directly from the image
in Cartesian coordinates. The goal is to detect the whole area of troughs and not only
the centre, as it was the case in the first method.

In Table 1 we list the images with SAR interferograms that we have used. The
shortage of interferograms of troughs that result from underground exploitation imposed
limitations not only on learning algorithms but also on the assessment of the results. The
amount of data was insufficient for application of such measures as precision-recall
charts, so we judged the usability of methods based on comparing the results with
formations visible in the input images.

Table 1. SAR interferograms used for tests

Image name Number of pixels Description
Q 11 215 × 3 984 Relatively good quality (distinctive troughs, areas with noise

of high-amplitude and low frequency are separated from areas
of troughs)

Qzoom1 2 102 × 1 187 Sub-image of Q – area of occurrence of troughs
Qzoom2 1 324 × 623 Sub-image of Qzoom1 with particular density of troughs and

without low-frequency and high-amplitude noise
P 2 501 × 2 001 Example of bad quality image: areas of troughs are mixed with

high-amplitude noise. Areas of noise are irregular and
sometimes their shape is similar to the shape of troughs
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2 Detection of Troughs’ Centres Without Learning Samples

In this section we propose a method for the detection of circular shapes in noisy images.
An important feature of this method is that it is not based on automatic learning, therefore
there is no need for a training set. It was noticed as early as in 1960s [7] that the human
visual system uses multi-channel filtering and that the retinal image is decomposed into
a number of images corresponding to narrow ranges of frequency and orientation. Based
on this observation, multi-channel filtering approach using Gabor filters was developed
[8, 9]. In the proposed method we convolve the input image with a circular kernel derived
from the Gabor impulse response. Let us recall that the 2D Gabor kernel used for
extraction of local frequency features along x axis (see Fig. 1a) is given by:

g(x, y) =
1

2𝜋𝜎x𝜎y

exp

[
−

1
2

(
x2

𝜎2
x

+
y2

𝜎2
y

)
+ 2𝜋jfcentrx

]
, (1)

and its 1D intersection along x axis is:

g(x) =
1

2𝜋𝜎
exp

[
−

x2

2𝜎2 + 2𝜋jfcentrx

]
, (2)

where f is the central frequency of the filter and 𝜎 is the standard deviation. Based on (2)
we propose a circular kernel (see Fig. 1b):

g(r) =
1

2𝜋𝜎
exp

[
−

r2

2𝜎2 + 2𝜋jfcentrr

]
, (3)

where r is the distance from the centre (x0, y0) of the mask:

r =
√
(x − x0)

2 + (y − y0)
2, (4)

see Fig. 1. The idea is that convolution of the kernel (3) with the input image should
yield magnitude peaks in centres of circular shapes. Based on initial experiments, we
set spatial frequency bandwidth to 0.3. Note that decreasing this parameter results in
increasing filter kernel. For example in experiments with spatial frequency band‐
width = 0.3 the size of kernel for the longest wave we used (T = 60.63) was 766 × 766.

a b

Fig. 1. Real part of Gabor impulse response (a) and the corresponding circular sine wave (b)
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This implies the necessity to convolve the input image in Fourier domain to keep
reasonable computation time.

Centres of troughs are detected at points where the module of filter output exceeds
the threshold. Initially we set a threshold for each frequency based on quantiles of the
magnitude of the filter response but experiments proved that a defined percentage of the
maximum value of the module yields better results. In Fig. 2 we present an interferogram
Qzoom2 that we used in the first test, with several clearly visible troughs denoted with
letters A–I.

Fig. 2. Image Qzoom2 and detection of trough’s centres (Color figure online)

The magnitude of response for two different wavelengths is presented in Fig. 3.
Depending on the size of troughs and frequencies of grayscale changes in its interfero‐
grams, different troughs yield maxima of response for different wavelengths. For
example, there is clear maximum of response corresponding to the centre of trough F
for wavelength T = 34.2 and there is no corresponding maximum for T = 51.2, while
for trough I situation is exactly opposite (compare Fig. 3a and b). This example shows
that there is no common wavelength that could allow detecting all troughs and it is
necessary to apply a series of filters.

a b

Fig. 3. Examples of magnitude of response for wavelengths: T = 34.2 and T = 51.2 for spatial
frequency bandwidth set to 0.5
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The results of trough detection are superimposed on interferogram in Fig. 2. Green
points are spots where for any frequency the magnitude response is above the threshold.
We use a series of wavelengths:

Ti = T0ki (5)

where:

k = exp(ln 2∕S), (6)

and S is the number of scales per octave. Based on measurements of the size of objects
in interferograms, we decide that the wavelength vector should cover spectrum from
around 10 to 60 pixels. Therefore assuming S = 5, k = 1.149, the wavelength vector is:
T = [10.00 11.49 13.20 15.16 17.41 20.00 22.97 26.39 30.31 34.82 40.00 45.95 52.78
60.63]. We selected parameters of the Gabor filter bank used to generate convolution
filters based on a series of experiments: spatial aspect ratio = 1 and spatial frequency
bandwidth = 0.3.1 A pixel is classified as the central area of a trough if for any wavelength
Ti the response magnitude exceeds 𝜃imax(|g|), where 𝜃i is the threshold for i-th wave‐
length and max(|g|) is the maximum magnitude of i-th filter response over the whole
image. Based on experiments we resigned from adjusting individual threshold for each
wavelength and for simplicity we set all thresholds 𝜃i = 0.8, i = 1, …, 14.

The result can be regarded successful, since:

• All troughs were detected, including small objects like A, E and D
• There are only two false detections: one between troughs B and C, and one below

trough I. Both false detections are caused by proximity of a trough’s edge
• There are no false detections in the noisy areas of the image (e.g. top right corner)

There are however several issues, which call into question usefulness of this method
in case of particularly noisy images:

• Our filter is designed for detecting circular shapes but not for ellipses. Basins in our
image are close to circles. In our test image only trough C is elongated but its left
part is circular and this is sufficient to detect the trough. However, if all layers of the
trough are elongated, the trough may remain undetected.

• In Fig. 2 we can see that the maxima of magnitude response do not lay precisely in
centres of troughs G and I. Here again, detection is based on the outer layer, whose
response is much stronger.

• The trough G is correctly detected but it composed of two smaller troughs. If they
were separated, the trough on the right would not be detected.

When we tested the method on images that contain a large amount of noise with
diversified spectral features, where some troughs are difficult to distinguish from the

1 We did not use optimisation procedure, because: (i) any goal function (e.g. based on the number
of undetected troughs and false detections) defined for such small amount of data would be
constant in large areas of the parameter’s space, (ii) it was not necessary because of small
sensitivity of the method to parameters’ changes.
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background, around a third part of troughs remained undetected and the noise generates
a large number of false alarms. Therefore the applicability of this method depends on
the quality of the input interferograms.

3 Gabor Features Calculated Directly from the Image in Cartesian
Coordinates

In this section we present a method for the detection of troughs based on their texture,
described by Gabor features calculated directly from the image in Cartesian coordinates.
We used Support Vector Machine (SVM) to classify pixels of image into two categories:
areas of troughs and the background.

We used Gabor filter bank with wavelengths: Ti = T0ki, where T0 is the shortest
wavelength. In input images the distance between consecutive ridges of troughs varies
between 4 and 45 pixels, so we set the shortest wavelength at 3 pixels (to ensure a certain
margin). We set frequency spacing at k = 1.5, so the vector of wavelengths is:

T = [3 4.5 6.8 10 15 22.8 34.2 51.2]. (7)

Note that frequency spacing is sparser than in the previous method and the filter bank
covers a different part of the spectrum. In the previous section wavelengths had precise
interpretation as the distance between consecutive maxima of the trough’s image, while
here we use Gabor descriptors as features for texture-based classification. In general
purpose systems for texture analysis wavelength spacing is even sparser, compare [10].
We used four orientations:

𝛷 = [0 45 90 135], (8)

so there are 32 filters in the bank in total.

Fig. 4. Original image Qzoom1 used in the first test.
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After filtration, each pixel of the input interferogram is described with a set of 32
features, where each feature is the magnitude of the corresponding Gabor filter output.

In the first series of tests we used image Qzoom1, presented in Fig. 4.
For training SVM we indicated manually areas of troughs – see the mask of area

used as positive samples in Fig. 5a. The whole learning set consists of 8 troughs only.
In Fig. 5b we show the mask for areas that were excluded from training, in order to be
used in tests. The rest of image was used as negative examples.

a b

Fig. 5. Mask for positive examples (a) and for the part of the image excluded from training (b).
The part of the image not covered by any of these two masks was used for training as negative
examples.

In order to make the algorithm more effective, we did not use for learning each pixel
but only pixels lying on N × N grid, where N = 2 or N = 3 for positive samples and N
is between 10 and 20 for negative samples. In case of negative samples the grid can be
sparser because the background covers a larger area of image than troughs. In Fig. 6 we
present the results of classification. When comparing the results with similar experiment

Fig. 6. Classification of interferogram Q with linear SVM classifier, learned on grid 3 × 3 for
positive and 20 × 20 for negative samples (5230 positive and 5726 negative samples). Green
colour denotes areas classified as troughs. (Color figure online)
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for N = 2 for positive samples and N = 10 for negative samples we can deduce that
increasing the density of learning samples improved the classification of training data
but in areas excluded from training hardly any improvement can be noticed.

In the next series of experiments we test the method on noisy data. Images with
graphical presentation of the results are included in the supplementary material available
at:

http://home.agh.edu.pl/~rotter/sar/SAR_supplementary.pdf.
We performed six experiments:

1. The classifier was learned on image Qzoom1 and tested on image P. Linear SVM
classifier was used, learned on grid 2 × 2 for positive samples and on grid 10 × 10
for negative samples (total 11 760 positive and 22 606 negative samples. Results:
large areas of noise were classified as trough areas and some troughs were classified
as meaningless background. Quality of classification is insufficient for practical
applications.

2. The classifier was learned on image P and tested on the same image. Linear SVM
classifier was used, learned on grid 2 × 2 for positive samples and on grid 15 × 15
for negative samples (total 18 243 positive and 22 056 negative samples). Results:
Quality of classification is similar to the previous experiment. We can conclude that
linear SVM classifier is not able to discriminate between areas of troughs and the
background in the space of Gabor filter descriptors.

3. The classifier was learned on image P and tested on the same image. SVM classifier
with RBF kernel was used, learned on grid 3 × 3 for positive samples and on grid
20 × 20 for negative samples (total 8 099 positive and 12 535 negative samples).
Then we did two experiments when the same classifier was trained on a part of image
P (approximately half of the image) and tested on the remaining part. Results: Clas‐
sification was 100% correct for areas used for training because of adjustment of the
classifier to the training data, while for the other part of the image all area was
classified as background.

4. Similar experiments to the previous one were made but with increasing value of
KernelScale parameter to avoid overfitting. Results: The results were unsatisfactory
and we can conclude that in case of a noisy image the SVM classifier based on RBF
kernel is not able to achieve good results. This is because for so noisy input data the
vector of outputs of the Gabor filter bank is insufficient as a feature vector for
classification.

5. The linear SVM classifier was trained on image P (8 099 positive samples and 12
535 negative samples) and tested on image Q. Results: The results are, as expected,
worse than when learning data were taken from Q but they can be regarded as almost
satisfactory and after some processing they could be used in next stages. We can
conclude that the main reason for incorrect classification for image P is that in some
areas the background has similar spectral properties to trough areas.

6. In the last experiment we checked the relation between the parameters of the Gabor
filter bank and the quality of classification. We increased the number of frequencies
to 5 per octave, recommended for some popular frequency-based descriptors, e.g.
in SIFT method [11]. The shortest and the longest wavelengths were set to 4 and 50
pixels. Based on Eqs. (5) and (6) there are 19 wavelengths, from 4 to 48.50. The
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number of orientations remains 4, so there are 76 filters in the bank in total. Results:
The quality of classification is very similar to the result from the filter bank with 8
frequencies (and 32 features) so we can conclude that increasing the number of
frequencies is not relevant for discriminative properties of the feature set. Moreover,
for wavelength vector: T = [6.8 10 15 22.8 34.2 51.2] the results remained
unchanged, so the highest frequencies in our filter bank that correspond to wavelet
lengths 3 and 4.5 do not influence the discriminative hyperplane parameters.

4 Conclusions

In the article we presented two alternative methods for the detection of subsiding troughs
in SAR interferograms. This first method detects centres of circular objects in the input
image. It is based on the convolution of the image with circular wavelets and does not
require any learning set. The second classifies the area of image into trough areas and
the background based on Gabor features and it needs at least several learning samples.

The performance, and therefore applicability, of our methods strongly depends on
the quality of SAR interferograms. The first method performed very well when tested
on an image with distinctive troughs and small amount of noise: all troughs were detected
and the percentage of false detection was kept at 20%. These results are sufficient for
practical applications, where all troughs found automatically are manually verified, so
some false detections are acceptable. However, in tests on low-quality image, with high
amount of noise and faint troughs, only 9 out of 13 troughs were detected and the number
of false alarms in areas of the image with low-frequency and high-amplitude noise is
high.

Similarly, the second method when applied to a high quality image, i.e. image with
distinctive troughs and without low-frequency noise, yields acceptable results but in
case of low quality input some areas of noise are misclassified as troughs. Experiments
with different SVM classifiers (linear and RBF, with different sets of parameters)
demonstrate that areas of troughs and some types of noisy background are not separable
in the space of Gabor features. In future research the results may be improved by using
modified Gabor features that are invariant to rotation, like methods proposed in [12,
13] or [14]. Also, in the future interactive learning based on relevance feedback can be
applied. Such methods, which can be used for image retrieval when a small set of
learning samples is available were proposed in [15–17].

As a general conclusion, since the quality of SAR interferograms is rather variable,
the performance of the proposed methods is insufficient to be used for fully automatic
detection of subsiding troughs. Nevertheless, both methods can support manual inspec‐
tion of large areas in interferograms.
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Abstract. This paper presents an FPGA-based system for fast and par-
allel image segmentation. Implemented segmentation method is inspired
by operation of the network of synchronized oscillators - a robust tool
for image processing and analysis. The architecture of parallel digital
image processor was presented and discussed. It was optimized to enable
fully synchronized parallel processing along with reduction of FPGA
resources. The developed system is able to analyze both binary and
monochrome images with size of 64× 64 pixels. It was demonstrated
that it can perform region growing image segmentation, edge detection,
labelling of binary objects, and basic morphological operations. Sample
analysis results were also presented and discussed.

Keywords: Image segmentation · Synchronized oscillator network ·
FPGA implementation

1 Introduction

This paper describes hardware implantation of the image segmentation technique
inspired by oscillator neural network. It is an important part of image process-
ing flow, with a key influence on quantitative results of its further analysis. An
important area of image segmentation application is medicine. Medical imaging
techniques allow to create visual representations of internal human organs while
the segmentation is aimed at detection of lesions or the presence of pathological
structures (e.g. tumours) in acquired images. The information obtained by the
analysis of detected pathologies makes medical diagnostics more objective; it is
also very useful in treatment monitoring and for evaluation of rehabilitation.
Due to often necessity of analyzing a large number of images in a limited time
(e.g. during screening), it’s a need to focus on fast segmentation approaches, like
GPU based or implemented in hardware. A segmentation method that is suitable
for hardware implementation is a network of synchronized oscillators (SON).
c© Springer International Publishing AG 2017
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Its operation is based on “temporary correlation” theory, which attempts to
explain scene recognition as performed by a human brain [1]. This theory assumes
that different groups of neural cells code different properties of homogeneous
image regions (e.g. texture). Monitoring of temporal activity of cell groups allows
for scene segmentation. To implement this theory an oscillator model to emulate
brain neural cell and network of connected oscillators for image segmentation
was proposed [2,3]. Computer simulations of this network demonstrated that it
is a reliable tool for texture segmentation of a wide class of images (including
biomedical) as well as for other image processing algorithms (e.g. morphologi-
cal operation or edge detection) [4]. Improved oscillator model, described in [5]
is very suitable for hardware realization to speed up the image segmentation
process.

Such a network was already designed as an ASIC CMOS VLSI chip. It con-
tains a matrix of an active image processing elements with 32× 32 size. It was
demonstrated that image analysis system that implemented such chip was able to
segment sample biomedical images [6]. However, the analogue realization suffers
of many drawbacks due to differences between network oscillators caused by the
scattering of transistors channel length. This leads to the significant changes of
oscillator’s output characteristics. Another problem is a complex design process
and small matrix size which limits the practical applications of the network cir-
cuit [6]. Thus a digital implementation of such a network is considered. Compared
to analogue form, a FPGA based version of the network would have following
advantages: no need for calibration, scalable size of processing matrix, less com-
plicated design process, simpler control mechanism and additionally available
information about the number of pixels in each identified object. First attempt
of digital SON implementation was presented in [7]. Resulted FPGA circuit
allowed segmentation of monochrome images with size of 16× 16 pixels. This
work presents more mature FPGA based image processor that besides of image
segmentation enables object labelling, edge detection along with basic morpho-
logical operations. Thanks to optimization of the FPGA resources the network
size was increased providing analysis of 64× 64 images.

2 Network Architecture

Network of synchronized oscillators was an inspiration to develop an architec-
ture of the parallel digital image processor. Such processor enables image seg-
mentation (based on region growing and edge detection), labelling and selected
morphological operations. Main segmentation algorithm is region growing which
is a basic operation performed by oscillator network [8]. Figure 1 presents a block
diagram of the system for parallel image processing [9]. It contains microcon-
troller, control unit and a matrix of NxN nodes, where N defines the analyzed
image size.

Microcontroller loads the image from the host computer, evaluates node
weights and neighborhood mask values, controls the segmentation process and
finally delivers processed image to the host computer. Central unit downloads
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Fig. 1. Block diagram of image processing system

the preprocessed image data from the microcontroller into processing matrix,
ensures appropriate clock and control signals and delivers analyzed image back
to the microcontroller.

Nodes, which correspond to the image pixels, are combined into a matrix of
active elements. These nodes are connected by weights that depend on brightness
similarity between adjacent pixels. In the proposed digital network, nodes label-
ing replaces oscillations. Nodes connected to homogeneous image region possess
the same unique label that is assigned to them during iterative network opera-
tion. During each propagation cycle, the label is assigned to all these neighbors
of given active node (which already has been labelled), for which connection
weight is sufficiently high.

Weights are transformed and stored in each particular node in a form of
neighborhood mask shown in Fig. 2. The N ADDR signal selects the direction
of label propagation for each particular propagation cycle.

Neighborhood mask is evaluated for every node by the microcontroller based
on weights values. It selects possible neighbors to receive its label. Logic ’0’
value on the position corresponding to local address of node’s neighbor excludes
it from the process of label propagation. It is due to performing a logical AND
operation on the acquired label with mask value for a selected neighbor.

Neighborhood mask allows to store node’s local neighborhood data more
efficiently. It reduces (to one for each neighbor) the number of necessary registers
(bits) for the information storage related to node neighborhood and saves usage
of FPGA resources. This solution enables for a very effective implementation in
distributed RAM shift registers (an alternative functionality of LUTs).

The node block diagram is shown in Fig. 3. It consists of two parts. The
first part (at the top of the figure), is responsible for addressing the local
neighborhood and contains the mask register along with integrated multiplexer.
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Fig. 2. The idea of the mask register for neighborhood size N = 4

The second part (at the bottom) enables label exchange. It consists of a series of
multiplexers that determine the label propagation path. The role of comparator
is to ensure that the new label value (if acquired) will be greater than the pre-
viously stored in the node. This requires that propagation of label starts from
the least significant bit.

As shown in Fig. 1 the microcontroller is connected to the FPGA device via
Serial Peripheral Interface (SPI). This interface is also used inside FPGA device
to deliver data to each node. One of the advantages of the applied solution is the
ability of transferring neighborhood masks to all nodes in the same time. It is
possible thanks to cascade connection of nodes. Data are transferred to (i,k) node
by shifting via all nodes in the chain. This allows output the segmentation result
from the matrix during the transfer of neighborhood masks for the next image.
The SPI bus can be effectively implemented in FPGA with usage of distributed
RAM shift registers.

A digital image processor performs the following segmentation algorithm
[9,10]:

Step 1:
1. Image information is downloaded to the external processor
2. Weights between each node neighbors are computed by the external processor
using the formula:

Wik,n =
255

|Iik − In| + 1
, n = 1, .., NoN (1)
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Fig. 3. Single node block diagram
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for region growing-based segmentation, and

Wik,n = |Iik − In|, n = 1, .., NoN (2)

for edge detection. In (1) and (2) i,k are node coordinates, NoN is the number of
all neighbors connected to each node, Iik represents pixel value in image point
(i,k), In is the intensity of the n-th neighbor pixel of node (i,k).
3. Evaluation of neighborhood mask value for each node using the formula

Mik,n(Wik,n) =

⎧
⎨

⎩

“1” if Wik,n > T
n = 1, .., NoN

“0” if Wik,n <= T
(3)

where i,k are node coordinates, Wik,n is weight value computed for the n-th
neighbor pixel of node (i,k), NoN is the number of all neighbors connected to
each node, T is predefined threshold.

Step 2:
4. Node initialization performed by the CU according to the formula:

Lik =
{
L + 1 if Mik ! = 0
0, otherwise

(4)

where i,k are node coordinates, L is the initial label value, Mik is mask value
computed for the n-th neighbor pixel of node (i,k).

Node becomes a leader when is connected to at least one neighbor by weight
value that satisfies the similarity criterion. It has assigned a unique value of the
initial label.
5. Segmentation takes place until there is no label change in any node.

Step 3:
6. Labels Lik of all nodes are transferred to CU.
7. The labeled image is uploaded to the microcontroller using the output bus.

Morphological operations are performed together with segmentation by
appropriate defining of neighboring mask M. For example, in the case of ero-
sion, the following equation is applied to check if given pixel (that belongs to
binary object) should remain in the image as a results of this operation, assuming
that structuring element B is applied.

∑

s
Iik+sBs = N (5)

where Iik means image gray level value of pixel (i,k), N is a number of B elements
and s defines neighborhood defined by size and shape of B. If (5) is not satisfied, it
means that pixel Iik should be not considered in further region growing since it is
eroded by the morphological filter. In this case corresponding neighborhood mask
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elements Mik,s should be equal to zero, otherwise this mask remains unchanged.
Analysis of (5) corresponds to defining mask M using the following formula

M =
{
M, when B = B AND M
0, otherwise

(6)

where B is coded an N-bit word in microcontroller memory.
FPGA-based image processor was implemented XUPV5 board equipped with

XC5VLX110T FPGA chip that belongs to Virtex-5 Xilinx family. Processor
implements 64× 64 matrix, analysis is performed for 8 pixel neighbors, with 12
bit labels. Table 1 presents FPGA resources of developed implementation.

Table 1. Resource allocation for 64× 64 image processor based on XC5VLX110T
FPGA.

Type of resources Resources allocated Resources available Allocation [%]

SLICES 16343 17280 94,5

6-input LUT 37371 69120 54

As logic circuits 29174 69120 42,2

As shift registers 8194 17920 45,7

SLICE FF 20898 69120 30,2

BRAM (kb) 72 5328 1,3

DCM 2 12 16,6

BUFG 5 32 15,6

IOB 10 640 1,5

Where: SLICES – number of FPGA configuration blocks, 6-input LUT – number
of logic function generators/RAM blocks, SLICE FF – number FPA flipflops,
BRAM – amount of RAM, DCM – number of clock circuits, BUFG – number of
clock buffers, IOB – number of I/O ports.

3 System Validation - Segmentation Results

FPGA-implemented segmentation method was tested on sample images, artifi-
cial and biomedical. Segmentation results are shown in Fig. 4.

Images from Fig. 4(a, d) represent optical microscopic skin cell samples used
in dermatology for psoriasis assessment. Image from Fig. 4(g) is a numerical
phantom used for testing of vessel segmentation techniques on MR angiography
[11], since it contains nonhomogeneous intensity artifact along with Gaussian
noise (both are typical distortions for ToF MRA images used for visualization of
e.g. brain vascular trees). Sample results of morphological operations are shown
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Fig. 4. Segmentation results od sample images (a, d, g): region based (b, e, h), edge
detection (c, f, i).

Table 2. Number of resulting objects (labels) and segmentation times for images from
Fig. 4.

Image Fig. 4b Fig. 4c Fig. 4e Fig. 4f Fig. 4h Fig. 4i

Number of labels 63 48 77 18 3 3

TMASK [ms] 3.54 1.97 3.37 1.92 2.72 1.92

TP [µs] 63.23 73.53 182.23 50.8 102.33 44.87

in Fig. 5. Image from Fig. 5(a) is a binarized version of skin cells, while Fig. 5(b-
e) present results of erosion, dilation, closing and opening, respectively. As a
structuring element, the 3× 3 square was used.

Numbers of detected objects (in terms of applied labels) along with analysis
times of the FPGA chip are presented in Tables 2 and 3. TMASK is the estimation
time of neighborhood mask while Tp means segmentation time.
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Fig. 5. Sample binary image (a), its erosion (b), dilation (c), closing (d), and opening
(e) with 3× 3 square.

Table 3. Segmentation times for images from Fig. 5.

Image Fig. 5b Fig. 5c Fig. 5d Fig. 5e

TMASK [ms] 1.11 6.46 1.69 3.75

TP [µs] 21.07 44.53 39.43 18.52

4 Discussion and Conclusion

Obtained segmentation results, shown in Figs. 4 and 5 confirm correct operation
of implemented image analysis algorithms. This regards image segmentation by
region growing (Figs. 4(b, e, h)) and by edge detection (Figs. 4(c, f, i)) as well
as morphological filtering (erosion, dilation, closing, and opening, as shown in
Fig. 5(b-e)). These results depend on threshold value T that is used as a sim-
ilarity measure between given pixel and their neighbors, as defined in (3). T
value (that is arbitrarily selected) influences number of objects detected dur-
ing segmentation thus also affects analysis time Tp. The number of objects is
increasing with rising T. The threshold is increased until maximum number of
detected objects is reached maintaining on the same time not fragmented, uni-
form background. Thus the T value is a comprise between number of correctly
detected objects and number of background artifacts (expressed as fragmented
background elements that create false objects). Since image objects are analyzed
in parallel, segmentation time does not depend on number of detected objects
but on object size. Thus the maximum TpP is defined by the size of largest
object in the image since number of region growing iterations increases with
object size.
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It is also worth to mention that execution of morphological operations does
not require any additional time. Morphological filtering is performed together
with labelling of objects in the binary image based on appropriately defined
neighboring masks, as described in Sect. 2.

Total image analysis time of designed system consists of the following ele-
ments: estimation of neighboring mask (TMASK), initialization of leaders and
FPGA matrix (TLOAD) and readout of the analyzed image from the FPGA
to microcontroller. Times TLOAD and TREAD have the same values for any
image analysis type. Their value is equal to 2.64 ms and depends on clock of
SPI bus (connecting microcontroller and the FPGA) and the size of transferred
data. Thus TLOAD and TREAD contribute significantly to the total analysis time
and are much larger than segmentation time Tp. However, when the sequence
of images is analyzed, FPGA initialization for the next analyzed image in the
sequence is performed in parallel with transferring of previously processed image
to the microcontroller. Then TREAD can be omitted in estimation of total
analysis time of the image. TMASK depends on analysis type (on computational
complexity of weight estimation algorithm and further weight transformation to
neighboring masks M). TMASK achieves the highest values for morphological
operations while the lowest for region growing.

To summarize the properties of developed FPGA-based system for image
segmentation, one can state that it can perform segmentation based on region
growing and edge detection along with selected morphological operations. The
system supports binary and monochrome images with size is 64× 64 pixels. Min-
imum size of analyzed object equals 2 pixels while maximum number detected
object is 255. Analysis time is defined by the size and shape of the largest image
object.

The following topics will be considered in the future improvement of the
proposed system:

• increasing image size by application of more advanced FPGA devices;
• enabling color image analysis by updating weight estimation formulas to con-

sider color components;
• improving leader selection procedure by optimizing initial leader label distri-

bution to minimize number of region growing iterations.
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Abstract. This paper shows the trend in the transformation of the clas-
sic image recognition via the interpretation of the image content towards
automatic shape and image understanding. The approach presented com-
bines the mechanism proposed by Tadeusiewicz in [1] with the theory of
granular computing introduced by Pedrycz in [2]. Its name, active parti-
tions, is related to active contour techniques, from which it originates. It
provides the ability to transfer the well-known concepts of object localiza-
tion from the pixel level to image representations with meaningful image
granules. Thus, the approach offers a great potential for the development
of human-like image content interpretation.

Keywords: Pattern recognition · Automatic image understanding ·
Granular computing · Justifiable granularity · Active partitions

1 Introduction

Pattern recognition can be considered as a process which involves the assign-
ment of interpretations to recognized objects. In this work, we will focus on the
classification task, in which the interpretation means the assignment of labels
from a finite set of labels.

The recognized object may either be perceived as a whole or analyzed with
respect to its inner structure. In the latter case, meaningful components of the
object must be distinguished. Typical examples of objects with an inner structure
include: texts, images, sounds, etc., where the spatial or temporal distribution of
the constituent elements is of great importance. The present paper concentrates
on images (Fig. 1). However, many of the presented concepts may be applied to
other object types.

The analysis of an object structure typically involves substructure localiza-
tion. The goal of this task, which is closely related to recognition, is to select
a subset of structure elements that can be assigned a specific interpretation
within a considered domain. Its relationship with the recognition task can be
discussed at several levels. Firstly, the interpretation itself, regardless of whether
the given substructure represents a semantically important item or not, consti-
tutes a recognition task. It may be aimed at identifying, for example, the image
c© Springer International Publishing AG 2017
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DOI: 10.1007/978-3-319-59063-9 53
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region that represents the interior of the heart ventricle (Fig. 2a). In this case,
structure recognition usually translates directly into the interpretation of the
whole object. Secondly, the localization task can be formulated as a decision
of whether an element of a structure is an element of the substructure that is
looked for. For example, the goal of this task might be to determine which pixels
represent the interior of the heart ventricle (Fig. 2b).

Recognition requires knowledge which, in the context of the present discus-
sion, can be understood in two different ways. The first type of knowledge is
used to select the optimal parameters for the classifier model. It corresponds to
the human experience collected while completing previous tasks. In supervised
classification, it usually has a form of a training set. Less often it is available as
a set of formulas and rules translatable into a machine language (e.g. linguis-
tic description). In unsupervised classification, this type of knowledge is usually
reduced to the similarity measure between classified objects. The second type
of knowledge refers to additional information about the recognized object. This
information, on the one hand, constitutes a context which influences the func-
tioning of the recognition system, and on the other hand, may be interpreted as
an element of the recognized structure.

(a) (b)

Fig. 1. Sample CT heart image: (a) - image, (b) - inner structure of the image: pixels
(squares) and neighborhood relationship (line segments). Pixels were enlarged for better
legibility.

In this paper, the classic approaches to the above-mentioned problems are
discussed. A new group of methods, called active partitions, is then presented.
The application of active partitions provides the ability to create systems of
automatic image understanding. This approach may be further generalized and
interpreted as a possible practical implementation of data analysis based on infor-
mation granules. The paper is organized as follows: Sect. 2 discusses the basic
approaches to pattern recognition; Sect. 3 focuses on the image understanding
paradigm which is founded on the concept of cognitive resonance; in Sect. 4 gran-
ular computing is described and image information granules are proposed and,
finally, in Sect. 5 active partitions are presented. The paper concludes with a
short summary.
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(a) (b)

Fig. 2. Relationship between localization of a substructure and pattern recognition
task (C = {0, 1}): (a) - substructure classification (label is assigned to image regions),
(b) - classification of structure elements (every structure element is labeled separately).

2 Machine Pattern Recognition and Localization

Depending on the way we look upon the object, two approaches to pattern
recognition may be distinguished, namely global and structural. In both cases,
regardless of whether the inner structure of the object is taken into consideration
or not, the recognition process [3–5] can be defined as a transformation which
consists of three stages, as presented in Fig. 3.

Thus, the aim is to develop algorithms for implementing transformations
T1 and T2. Although the process of feature extraction T1 is also crucial for
proper recognition results, this section focuses on the mapping T2 : X → C
(decision algorithm, decision rule or recognition mechanism) from feature space
X into the decision space C. Function T2 assigns to object described with features
x ∈ X decision c ∈ C, i.e. T2(x) = c, where c ∈ {0, 1, 2, . . . , L} is a decision
label. It provides an answer to the practical question: what is (are) the object
(objects) presented on the image?. Interpretation of the numbers depends on the
considered task.

The difference between global and structural approach lies in the character
of feature space elements. In the case of global recognition, the object is usually
described by means of a finite and constant number of attributes (Fig. 3a). It
does not matter here whether the inner structure of the object is considered
or not. There are many classification techniques that can be applied in this
case, e.g., bayesian classifiers, neural networks, support vector machines, etc. [4].
Structural approach may be applied if the elements composing the object are
known (Fig. 1b). In this case, feature extraction T1 usually does not concern the
object as a whole, but rather its integral elements and relations between them.
Those relations are defined on the basis of element features. However, those
features need not be specified explicitly if the corresponding relation is known
(e.g. there is no need to know the exact coordinates of the objects position if the
knowledge about their relative location is satisfactory). Typical techniques used
for such object representation are the approaches based on template matching.
These can be single templates or their groups. An example of description of such
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(a)

(b)

Fig. 3. Basic machine pattern recognition scheme with feature extraction T1 and clas-
sification T2: (a) - global approach, (b) - structural approach.

template groups are formal languages [1] where template matching is performed
by parsers corresponding to a given language grammar. In the case of images,
the convolutional neural networks are also worthy of noticing [10]. On the one
hand, they resemble global techniques in that they treat the input image as a
whole. On the other hand, however, in hidden layers the spatial structure of
features is revealed.

As mentioned above, the localization task is closely related to the recogni-
tion task. Two approaches can be distinguished. The first one requires searching
through a set of structure elements to find those subsets that represent semanti-
cally important image regions. The decision of whether a given region fulfills the
expectations may be made with one of the above-mentioned techniques. How-
ever, the analysis of all the subsets, with regard to their number, must take into
account additional constraints, reducing the number of possible solutions. At
a pixel level, the typical methods used for that purpose are: the classic Hough
transform [11] and the active contours. The latter will be described in more detail
below. The second approach aims to recognize every element of a structure sep-
arately and determine if it is a part of the localized object or the background. Of
course, it is necessary to consider a context (other elements, relations) in which
those elements are classified. A sample group of methods that can solve this prob-
lem is called structured prediction [12]. It includes, among others, the methods
that employ probabilistic graphical models [13] and collective classification [14].

3 Image Understanding

So far, image understanding has been assumed to be a human-specific abil-
ity to explain and interpret image contents on the basis of image perception,
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Fig. 4. The main paradigm of image understanding. To properly understand image
content a cognitive resonance between image and expectation streams is required.

object recognition, knowledge, experience, reasoning, culture, association, con-
text analysis, etc. Thus, it seems to be a complicated and technically demanding
process for which in [15] the term visual understanding is used.

The problem of automatic intelligent analysis and interpretation of medical
image contents was addressed by Tadeusiewicz et al. [1] and Ogiela et al. [6–9].
The general idea advocated by those authors is as follows: the input (image) data
stream is compared with the stream of demands available from the dedicated
source of knowledge (Fig. 4). This is the most obvious difference between this
approach and the classic pattern recognition process (Fig. 3). The demands or
expectations come from the expert knowledge in a particular field, for example,
medical imaging. They are a kind of postulates for the desired values of some
selected image features. The semantic interpretation of the image content is
validated as possibly true when selected parameters of the examined image have
desired values (determined exactly or approximately). When the parameters of
the input image are different then this is interpreted as a partial falsification of
one of possible hypotheses about the meaning of the image content. During the
comparison of the features calculated for the input image and the knowledge-
based demands, one can observe an amplification of some hypotheses about the
meaning of the image content, while other hypotheses lose their importance.
This mechanism is called cognitive resonance.

In structural recognition the hypotheses can be expressed using formal lan-
guages which provide the ability to perform linguistic description of image struc-
tures. A number of languages, dedicated to diverse medical problems, was already
proposed in such domains as: spinal cord diagnosis [6], radiological palm diag-
nostics [7], coronary artery analysis [8], and bone fractures analysis [9]. This
approach, however, requires the design of a grammars with a corresponding,
effective parser. This is performed mainly by human experts after a deep analysis
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(a)

(b)

Fig. 5. Pattern recognition scheme using information granules. In fact, this scheme
does not reflect any new concept. It just considers possibly more informative space
X of information granules: (a) - detection of image granules (in this case these are
superpixels), (b) - structural pattern recognition scheme at higher level of granulation.

of the problem domain. Automatic creation of such grammars (inference) based
on a training set have also been considered but the existing solutions can cope
only with relatively simple tasks. Moreover, parsers are prepared for specific
types of objects. It means that the analysis does not usually include the whole
image but focuses only on the previously identified substructure. The substruc-
ture identification process is a separate computation task, if it is to be performed
automatically. A natural solution to this kind of problem are the active parti-
tions. Thanks to this method, cognitive resonance is possible not only in the
recognition but also in the localization task.

4 Granular Computing

A basic structure describing image content is imposed by a spatial grid of pixels
(Fig. 1). However, sometimes this structure is difficult to process using structural
recognition methods. This results from the fact that the image is described by
a large number of primitive elements (pixels carrying information about their
color) which are connected by simple and local neighborhood relations.

In recent years, a considerable amount of research has been conducted into
the subject of forming, collecting and machine processing of information gran-
ules. The term granule is understood as a group, cluster, or a class of clusters
in a universe of discourse. Information granulation of images can be performed
at diverse levels. Assuming that pixels create the zero level and that one aims
to group the pixels according to their gray level, we can say that the vector
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composed of pixel coordinates and the value of its gray level is the zero level
information. By applying a low-level method to the pixel image, one may detect
a set of elements of higher granularity - additional T0 mapping. Consequently,
the search for first level information can be performed. For example, superpixels
(small patches) can be detected (Fig. 5a). Other examples will be presented in
the next section. Generalization of the granulation for 3D is also possible.

In other words, image granules can be patches, or, more generally, spatial
patches [24–26]. A spatial patch can be literally anything from single pixels,
through model-based objects, like line segments or circles, to any set of pixels.
Moreover, patches may or may not have a direct translation to image pixel
space. Nevertheless, recognized objects are considered to be describable by sets
of patches. The recognition and localization can be performed then in the set of
patches and not in the set of pixels.

Within the granular computing, the theory, methodologies and techniques
which deal with the processing of information granules are conceptually located
[2,17]. Moreover, there are two contradictory requirements for an information
granule to be considered meaningful [18]:

(a) Experimental evidence. The numeric evidence accumulated within the
bounds of the granule has to be as high as possible. In order to make the
data set legitimate, the evidence should reflect as big amount of data as
possible.

(b) Well-articulated semantics. At the same time, the granule should be as spe-
cific as possible. It should carry a well-defined semantics (meaning). The
agreement with our perception of knowledge about the problem is desired.

Note that the method of finding a compromise between (a) and (b) is of practi-
cal importance [19]. Semantically meaningful granules are very informative. In
practice, to find meaningful image granules, one can consider a parametrized
operation T0 and use a training set with segmented images to select appropri-
ate parameters to enable the localized structures to be described as precisely as
possible. The formal pattern recognition scheme, involving the identification of
image information granules, is shown in Fig. 5b.

The recognition (classification or localization) can be performed using any
method which is able to operate on information granules. A powerful approach
to this issue is the use of generalization of active partitions because they can
operate on elements of higher granularity, while also allowing the implementation
of human requirements or expert knowledge into the objective function.

5 Active Partitions

One of the classic object localization techniques at a pixel level of image descrip-
tion are active contours. This group of methods assumes that the space of con-
tours can be defined where a contour uniquely identifies regions in the image.
Next, the energy function E is defined. This function is able to evaluate the
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Fig. 6. In active contour as well as in active partition the problem of substructure
localization is defined as an optimization problem where energy function E expressing
expectations about sought substructure plays are role of objective function.

contour and, consequently, expresses the expectations about the searched struc-
tures. With the search space and the objective function defined, the problem of
object localization can be formulated. It consists in searching for the optimal
argument of the energy function (Fig. 6). Of course, this requires a proper choice
of the optimization algorithm - contour evolution.

There are many approaches to practical realization of active contours. In
snakes [20], the contour is defined as a parametric curve. Consequently, energy
is a functional, in which the optimum can be found using the calculus of varia-
tions. This leads to partial derivative equations that, after discretization, can be
solved iteratively. In geometric active contours, the contour is defined as a level
set of 3D surface [21]. Contour evolution is controlled by forces perpendicular to
the local contour orientation. Active shape models [22] define a contour as a set
of landmarks and relative distribution of them is trained using examples of cor-
rectly segmented images. The contour evolution aims to find optimal landmark
positions such that do not violate the trained constraints. Finally, in potential
active contours, the contour is located where there is an equilibrium of potential
fields generated by sources of two types [23]. To find the optimal parameters
describing the position and strength of those sources simulated annealing was
used. This short presentation shows the variety of the existing methods.

The knowledge about the object can be encoded in an active contour algo-
rithm in three ways. Firstly, it can be used to select a proper contour model and,
consequently, to reduce the considered contour space (e.g. a potential contour
can be useful if rounded shapes are expected). Secondly, directly in the energy
function, it may provide the ability to express the expectations about the objects
(e.g. smoothing components in snakes). Finally, additional soft and hard con-
straints can be introduced into the optimization process (e.g. model constraints
in active shape models). What is important is that knowledge does not need
to be connected with image content. In practical applications, in particular in
medical ones, it is often the case that the image information is not sufficient
for its proper interpretation (e.g. the expected shape and its smoothness must
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(a) (b)

Fig. 7. Sample applications of active partitions: (a) - localization of thin, elongated
structures in MR knee images (in this case ellipses found with CEC algorithm are
image granules), (b) - localization of circular structures in mammograms (here line
segments detected with modified LSD algorithm constitute image granules).

be taken into account). An additional knowledge connected with the analyzed
image can also be easily utilized to set the parameters of all the above elements.

So far, active contours have usually been defined in cases where the pixel
granularity of the image was considered. Then, it was relatively natural to define
different contour models on the image plane. Lately, however, a novel active par-
tition approach has been proposed [24–26] which transfers the concepts known
from active contours to image content representation at a higher granularity
level. The term partition comes from the observation that the contour divides
the pixel structure of an image into two partitions - one representing the object
of interest and one representing the background. Those partitions evolve in line
with contour evolution. The term contour is hardly applicable in the context of
image representations based on elements of higher granularity, since the neigh-
borhood relation between granules does not have to be as regular as it is between
pixels. Thus, the term active partition was proposed instead, in order to empha-
size a more general nature of the new approach.

The application of active partitions to different types of image granules has
already been discussed in the literature:

– In [24] granularity using superpixels was proposed (Fig. 5). The SLIC algo-
rithm was used [27] to generate this representation.

– In [25] the MR knee images were represented with ellipses generated using the
CEC algorithm [28] (Fig. 7a).

– In [26] the content of mammograms was described with line segments gener-
ated using a modified LSD algorithm [29] (Fig. 7b).

Those examples prove that active partitions can be successfully applied to dif-
ferent image granules, providing the ability to identify interesting substructures
within an image.
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Fig. 8. Cognitive resonance with active partitions allows to understand image content
basing on localization of semantically important substructures of that image.

The active partition approach can be used to extend the image understanding
scheme presented in Sect. 3. So far, the expectations considered as an information
stream required for cognitive resonance have expressed only the expectations
about the recognized objects. If those expectations are replaced with energy E
function one can speak of cognitive resonance in the localization problem (Fig. 8)
and, consequently, active partitions can be considered as an image understanding
algorithm.

6 Summary

This paper has presented the active partitions approach which connects the
image understanding mechanism proposed in [1] with the theory of granular
computing described in [2].

The main postulate of image understanding is the cognitive resonance of two
information streams: the first one coming from the image itself (visual informa-
tion) and the second one representing recognition expectations (domain knowl-
edge and experience of the expert). In [1], a practical realization of this postulate
with the use of formal languages able to describe diverse image structures was
proposed. Respective parsers were applied to check if a given structure corre-
sponds with the expectations or not. However, this required a prior identifica-
tion of the recognized structures. In active partitions, the processes of identi-
fication (localization) and decision (recognition) are performed simultaneously.
The expectations are encoded in the partition model, energy function and evolu-
tion scheme. After proper parametrization, those elements need not be designed
manually but can be trained automatically on the basis of previously segmented
images.

In [2], the term granule is understood as a group of elements in a universe of
discourse. Active partition can operate with different representations of image
content. Elements of that representation (superpixels, ellipses, line segments,
etc.) can be considered as image information granules. Thus, active partition
may be seen as a practical realization of the reasoning mechanism within gran-
ular computing theory. What is more, since the results of active partition are
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groups of granules with some semantic interpretations assigned, they can also
be regarded as granules. This leads to the concept of hierarchical granular com-
puting, implemented in cognitive hierarchical active partitions [30].
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Abstract. The paper proposes a new method employed in an intelligent
pattern recognition system that generates linguistic description of color
digital images. The linguistic description is produced based on fuzzy rules
and information granules concerning colors as most important among
image attributes. With regard to the color, the CIE chromaticity color
model is applied, with the concept of fuzzy color areas. The linguistic
description uses information about location of color granules in input
images.

Keywords: Image recognition · Information granulation · Linguistic
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1 Introduction

Linguistic description of a color image – that can be produced by an intelligent
system – may be very useful in many applications. Therefore, such a system with
a new method of image analysis and inference is proposed in this paper. The
idea of the system refers to the granular pattern recognition system (GPRS),
introduced in [22] and developed in [23], as well as our previous articles [20,21]
where the granulation approach is presented.

The GPRS system uses information granules that can be created by means
of fuzzy sets [24] or rough sets [7]. For details, see [22] where color, location, size,
and shape granules are considered within the concept of the object information
granule (OIG). The color attribute is treated as most important and others
(location, size, shape) may exist along with the color granule in an OIG.

Color is a very important attribute of digital images. It carries significant
information that helps to distinguish, recognize, compare, and classify different
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pictures or objects presented on various images. As a matter of fact, color should
be considered as a triplet, i.e. hue (pure color), saturation, and lightness. In spite
of the fact that the word “color” is commonly used as a synonym of “hue” it
is worth emphasizing that “hue” means the pure color. Thus, hue is one of the
main properties of a color. Saturation (also called chroma) and lightness (also
called brightness, value, or tone) are two additional properties of a color. Hue is
the term for the pure spectrum of colors that appear in the rainbow as well as
in the visible spectrum of white light separated by a prism. Usually, colors with
the same hue are distinguished with descriptive adjectives such as “light blue”,
“pastel blue”, “vivid blue”, “dark blue”, which refer to their lightness and/or
chroma (saturation). Exceptions include “brown” which is a dark “orange”, and
“pink” that is a light red with reduced chroma.

Theoretically all hues can be mixed from three basic hues, known as pri-
maries. There are different definitions of the primary colors, i.e. painters pri-
maries, printers primaries, and light primaries; for details, see e.g. [1]. The well
known RGB (red, green, blue) refers to the application in computer screens
where colored light is mixed. If all three light primaries are mixed the theoret-
ical result is white light. The RGB is an additive color model, combining red,
green, and blue light. In computers the RGB color model is used in numerical
color specifications.

It has been observed that the RGB colors have some limitations. The RGB
is hardware-oriented and non-intuitive which means that people can easily learn
how to use the RGB but they rather think of hue, saturation and lightness, and
how to translate them to the RGB.

Two most common representations of points in the RGB color model, based
on hue, saturation and lightness, are HSL and HSV. The former stands for
“hue”, “saturation”, and “lightness”, while the latter for: “hue”, “saturation”,
and “value”. The HSV is also called HSB (where B stands for “brightness”).
A third model, common in computer vision applications, is HSI, for “hue”, “sat-
uration”, and “intensity”. The HSV, HSB, HSL color models are slight variations
on the HSI theme.

In a color space, colors can be identified numerically by their coordinates.
There are precise rules for converting between the HSL and HSV spaces, defined
as mappings of the RGB. The conversion between them should remain the same
color; however it is not always true with regard to different color spaces (e.g.
RGB to CMYK that is a subtractive color model, used in color printing). Since
RGB and CMYK are both device-dependent spaces, there is no simple or general
conversion formula that converts between them. The CMYK color model is based
on the printers primaries, i.e. cyan, magenta, and yellow. In addition, the key
(black) component is used. Color printing typically employ ink of the four colors
(including black). Mixing the three printers primaries theoretically results in
black, but imperfect ink formulations do not give true black, which is why the
additional key component is needed. It is worth noticing that secondary mixtures
of the CMY primaries (cyan, magenta, yellow) results in red, green, blue.
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It should be emphasized that the RGB model is usually employed for produc-
tion of colors while the HSI for description of colors. Conversion between RGB
and HSI is also possible; see e.g. [3,4].

2 Color Granules in the CIE Chromaticity Diagram

In this paper, we focus our attention on the color areas of the CIE chromaticity
triangle (diagram), viewed as fuzzy regions (fuzzy sets) characterized by mem-
bership functions [20,21]. The CIE color model was developed to be completely
independent of any device or other means of emission or reproduction and is
based as closely as possible on how humans perceive color. This model was
introduced in 1931 by the CIE that stands for Commission Internationale de
l’Eclairage (International Commission on Illumination). The original CIE 1931
color space was updated in 1960 and 1976 for practical reasons.

For our consideration and applications, the CIE 1931 chromaticity triangle
(Fig. 1) is suitable. In addition, the color areas are depicted in the figure, and
denoted by numbers 1,2, ... ,23 where two of them are divided for smaller regions
(1a, 1b, 1c, and 7a, 7b) for computational convenience. Thus, in the next sec-
tions, especially in the example described in Sect. 5, we always use 26 color areas
(granules).

Fig. 1. The CIE chromaticity diagram (Color figure online)

The CIE chromaticity diagram represents the mapping of human color per-
ception in terms of two CIE parameters x and y, called the chromaticity coor-
dinates, which map a color with respect to hue and saturation. Color names
have been assigned to different regions of the CIE color space (chromaticity tri-
angle) by various researchers; see e.g. [2,3]. These are approximate colors that
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represent vague categories, and not to be taken as precise statements of color.
Therefore, we can treat them as fuzzy sets, and boundaries between the regions
may be viewed as not crisp but belonging to the distinct areas with a certain
membership value.

With regard to the color areas, we apply the original CIE chromaticity trian-
gle, with the labelled regions presented in [2,3]. Thus, we employ 23 fuzzy regions
of the CIE color space, associated with the following colors (hues): white, yellow-
ish green, yellow green, greenish yellow, yellow, yellowish orange, orange, orange
pink, reddish orange, red, purplish red, pink, purplish pink, red purple, red-
dish purple, purple, bluish purple, purplish blue, blue, greenish blue, bluegreen,
bluish green, green (see also [20,21]). As mentioned earlier, for computational
convenience, we use 26 color regions C1, C2, ..., C26 that are fuzzy sets.

The CIE chromaticity diagram shows the range of perceivable hues for the
normal human eye. We can say that the chromaticity diagram plots the entire
gamut of human-perceivable colors by their x, y coordinates. The inverted-U
shaped locus boundary (that is the upper part of the horseshoe shaped bound-
ary) represents spectral colors (wavelengths in nm). The lower-bound of the locus
is known as the “line of purples” and represents non-spectral colors obtained by
mixing light of red and blue wavelengths. Colors on the periphery of the locus
are saturated, and become progressively desaturated in the direction towards
white somewhere in the middle of the plot.

Color digital images are composed of pixels. Using the RGB color model in
computers, the color of a pixel is expressed as an RGB triplet (r, g, b) where each
of the components (RGB coordinates) can vary from zero to a defined maximum
value (e.g. 1 or 255). An RGB triplet (r, g, b) represents the 3-dimensional coor-
dinate of the point of the given color within the cube created by 3 axes (red,
blue, and green) with values within [0, 1] range. In this model, every point in
the cube denotes the color from black (0, 0, 0) to white (1, 1, 1). The triplets
(r, g, b) are viewed as ordinary Cartesian coordinates in a euclidean space.

The (r, g, b) coordinates can be transformed into the CIE chromaticity tri-
angle, i.e. to the color areas located on the 2-dimensional space (of the CIE
diagram) with (x, y) coordinates. Detailed information concerning the transfor-
mation from RGB to XY Z space and vice versa as well as color gamut rep-
resentation in the CIE diagram of different RGB color spaces is presented e.g.
in [6]. Mathematical formulas describing the transformation from XY Z space
to xyY and can be found in many publications, e.g. [3]. The transformation is
also explained and the mathematical equations are included in [19].

For considerations in this paper, it is sufficient to use the following equations

x = f1(r, g, b), y = f2(r, g, b) (1)

which in this general form describe the transformation from the RGB color space
(3-dimensional) to the 2-dimensional xy space of the CIE chromaticity diagram.
As a matter of fact, the chromaticity coordinates x and y are used in the xyY
space, in the CIE color model, where the brightness parameter Y is a measure
of luminance [3]. Of course, for the calculations we employ the precisely defined
functions (1), presented in the publications cited above.
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It is worth emphasizing that chromaticity is an objective specification of the
quality of a color regardless of its luminance. This means that the CIE diagram
removes all intensity information, and uses its two dimensions to describe hue
and saturation.

Knowing the functions (1), we can transform each triplet (r, g, b) associated
with particular pixels of a digital color image to the CIE chromaticity triangle
(the gamut). In this way, we can assign a proper color area (Fig. 1) of the CIE
diagram to every pixel of the image.

It should be emphasized that the main advantage of using the CIE color
model is the fuzzy granulation of the color space, so we can employ the granular
recognition system introduced in [22] and developed in [23]. It is also important
that the CIE color model is suitable from artificial intelligence point of view
because the intelligent recognition system should imitate the way of human
perception of colors.

3 Image Recognition by the Granular System

By the granular recognition system we understand the system considered in
[22,23] based on the granulation approach introduced in [20,21]. However, in this
paper we use the system in a different way. Instead of recognizing a picture from
a collection of color digital images, now we want to employ the system in order
to generate linguistic description of particular pictures as well as concerning the
collection of images.

Fig. 2. Illustration of the process of generating linguistic description of an input image

The granular system – for generating linguistic description of color images –
recognizes pixels that belong to the color granules of the CIE chromaticity tri-
angle. The color granules are viewed as fuzzy sets defined by their membership
functions (see [20,21]). Thus, for every pixel of an input image, the system deter-
mines membership values that is the degree of membership to the color granules
of the CIE chromaticity triangle. In this way, a matrix with elements represent-
ing the membership values is produced by the system (see Fig. 3 in the next
section).
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4 Location of the Color Granules in Input Images

Based on the membership matrix (Fig. 3) the granular system (see Sect. 3)
can recognize location of the color granules in the input image. According to
[20,21], the location is considered with regard to fuzzy approach. This means
that fuzzy regions of an image are defined by use of fuzzy sets represented by
fuzzy macropixels introduced in [20].

Fig. 3. Matrix of membership values of color granules in an input image

Let us assume that the matrix portrayed in Fig. 3 concerns the input image
presented in Fig. 5(a). Each matrix MC 1,MC 2, ...,MC 26 includes elements equal
to membership values of the pixels to fuzzy color granules C1, C2, ..., C26, respec-
tively, of the CIE chromaticity triangle. Let us notice that values 0.00 denote
zero membership to the color granule Ck, for k = 1, 2, ...26.

With regard to the linguistic description, we can calculate participation rate
of the input image pixels in the particular color granule (Ck; k = 1, 2, ...26). In
addition, we can also count the pixels of the color granules in smaller regions of
the image, e.g. in the areas of 1/9 of the whole image as shown in Fig. 5(b).

The participation rate of the pixels concerning the particular color granules
is expressed by use of fuzzy sets defined as illustrated in Fig. 4 where VS, S, M,
B, VB denote V ery Small, Small, Middle, Big, V ery Big, respectively.

Fig. 4. Membership functions of fuzzy sets VS, S, M, B, VB

The same or similar membership functions may be employed for fuzzy loca-
tion of macropixels in the image [21]. The areas of 1/9 of the whole image
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may be viewed as a special case of large macropixels. Each of them can be
associated with the following labels: Left Upper, Middle Upper, Right Upper,
Left Central, Middle Central, Right Central, Left Down, Middle Down,
Right Down [20], according to the upper, middle (central), down, left, and right

parts of the image shown in Fig. 5(b).

a) b)

Fig. 5. (a) An input image (b) Distinct location regions in the input image

5 Linguistic Description Produced
by the Granular System

The knowledge concerning location of the color granules in input images (see
Sect. 4) can be presented by the system in the form of linguistic description. The
process of generating the description is performed based on the matrix shown in
Fig. 3 as illustrated in Fig. 2.

Each matrix MC 1,MC 2, ...,MC 26 is visualized as an image of pixels of par-
ticular color granules C1, C2, ..., C26. This is portrayed in Fig. 6 for the example
of input image presented in Fig. 5(a). As we see in the figure, not every color
granule is visible; this means that some of them correspond to zero matrix MC k,
for specific k = 1, 2, ...26. In this case, the visualizations from number 13 to 22
are empty; thus there are not pixels of the colors, e.g. Purplish pink − C13,
Blue − C19, in the input image.

Apart from the information concerning empty visualizations (zero matrix
MC k), the system can generate description about participation rate of the input
image pixels in the particular color granule, for the case of non empty matrix;
see Sect. 4. Moreover, linguistic description with regard to the location and size
of the color groups of pixels can be produced by the system.

The participation rate of pixels in color granules may be expressed by lin-
guistic values associated with membership functions of fuzzy sets as illustrated
in Fig. 4. According to Fig. 2, the linguistic description is produced based on the
information included in each matrix MC 1,MC 2, ...,MC 26. With regard to the
participation rate, we take into account only the membership values equal or
greater then 0.5 as elements of the matrix MC k, for k = 1, 2, ...26. We ignore the
pixels with membership values less then 0.5 as located beyond the boundaries
of the color region Ck in the CIE chromaticity triangle (Fig. 1). As a matter of
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fact, we consider the fuzzy color granules with the α-cut level equal to 0.5; see
e.g. [14]. The number of elements of MC k equal or greater then 0.5 determines
the participation rate as crisp value that is matched to the proper fuzzy set from
Fig. 4. In this way, the linguistic label of the fuzzy set expresses the description
of the participation rate of the pixels in the color granule.

Concerning the location and size of the image color granules, and the linguis-
tic description, as explained in Sect. 4 with regard to Fig. 5(b), we can employ
the linguistic labels corresponding to the upper, middle (central), down, left, and
right parts of the image. We may consider the image areas composed of more
then one of the nine parts of the picture. In this way, we can describe bigger
regions, e.g. left part of the image. This is illustrated in the example presented
in the next section.

6 An Example of Results for a Single Image

For the example of the input image shown in Fig. 5(a), the visualizations of the
MC k, for k = 1, 2, ...26, are portrayed in Fig. 6. As we see, the color “Yellowish
green” is located in the right part of the image. This means that this color
appears in the Right Upper, Right Central, Right Down regions.

Similarly, we can say that the color “Yellow green” is located in the right
part of the image, and partially in the Middle Down. Moreover, the system
may infer the conclusion that both colors “Yellowish green” and “Yellow green”,
viewed as one color granule, approximately cover the right part of the picture.

Fig. 6. Color granules in the input image (Color figure online)
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This inference is realized by use of the operation of union of fuzzy sets (fuzzy
color granules). The inferred region corresponds to the area where we see the
cabbage in Fig. 5.

Analogously, the system generates the description concerning color “Red”
in the Left Down corner and partially in the Middle Upper region. However,
in this case, pixels of the red color are located in separate clusters of different
sizes. The smaller one can be combined in one color granule (“Red” and “Pink”)
located in the Middle Upper area.

The participation rate of the pixels in a color granule gives information about
concentration of the color clusters in the visualizations shown in Fig. 6. It is
obvious that the bigger participation rate in a smaller region the more concen-
trated is the color cluster. According to this rule, the system generates linguistic
description of the color granules in the picture.

Of course, the empty visualizations produce information: No colors “Purplish
pink”, “Red purple”, “Reddish purple”, “Purple”, “Bluish purple”, “Purplish
blue”, “Blue”, “Greenish blue”, “Bluegreen”, “Bluish green” in the image. This
is already mentioned in Sect. 5.

The linguistic description generated by the system (Fig. 2), for the input
image presented in Fig. 5(a), is of the following form

LD I – The picture contains:

1. A medium size granule of color “Yellowish green” and “Yellow green”, located
in the right part.

2. A medium size granule of color “Red” in the Left Down corner.
3. A small granule of color “Red” and “Pink” in the Middle Upper part.
4. A low concentrated granule of colors “Yellow”, “Yellowish orange”, “Orange

pink”, “Reddish orange”, “Orange”, in the left middle part.
5. A medium concentrated granule of color “White”, in the upper part, and low

concentrated in the right and down parts.

A linguistic summarization inferred from the above description can be for-
mulated as follows

LD II – The picture includes two main ares of color granules:

1. “Yellowish green” and “Yellow green”, in the right part.
2. “Yellow”, “Yellowish orange”, “Orange pink”, “Reddish orange”, “Orange”,

“Red”, and “Pink”, in the left middle part.

The linguistic description LD I.1 corresponds to LD II.1. The conclusion
LD II.2 is inferred from LD I.2–4, by use of the union operation of fuzzy granules.
Ignoring the small granule of color “Greenish yellow”, as well as very small
granules of color “Purplish red”, and the “White” color, we can say that LD II
describes main features of the example image shown in Fig. 5(a). As we see, the
system presented in Fig. 2 realizes a clustering algorithm discovering groups of
clusters of similar colors in an input image. LD II.1 refers to the area of colors
close to green (rather cold color), LD II.2 – warm colors.
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The information in the form of LD II (summarization) is sufficient for many
tasks of image recognition, and recovering a picture from a collection of images
[20–23].

7 Directions of Further Research

7.1 Inference and Linguistic Description for a Collection of Images

The linguistic descriptions presented in Sects. 5 and 6 concern a single input
image. The system illustrated in Fig. 2 can also generate similar descriptions for
a collection of images. In this case, for each picture from the collection the matrix
of color granules (Fig. 3) is produced and visualized like in Fig. 6. This may be
realized in parallel. Then, the system makes two-step inference: First – for every
single image, in the way explained in Sects. 5 and 6; Second – aggregation of the
results obtained from the first step.

The inferred conclusion may include e.g. the following linguistic description:
There are many pictures with big granules of color “Blue” in upper or down
parts. Of course, the words many and big are linguistic values of fuzzy sets. The
inference is realized according to fuzzy IF-THEN rules.

7.2 Inference Concerning Shape Granules

In order to recognize shape of color granules in an input image, macropixels of
different sizes [21] must be considered. With regard to the example shown in
Fig. 5, each of the nine parts of the picture 5(b) can be divided for nine smaller
macropixels, and so on until the smallest size, depending on the image resolution.

7.3 Image Understanding

The linguistic description generated by the system presented in this paper is
a first step to study the problem of understanding an image – described by
words and sentences of natural language. The theory of computing with words
(and perceptions), introduced by Zadeh [25], should be employed along with the
conception of fuzzy and rough granulation [5,8–11,15,26].

Interesting publications concerning image understanding [16,17] refer to med-
ical images (that are not color pictures) as well as to semantic content. Another
aspect of image understanding and semantics is discussed in [18].

With regard to the color digital images, and the information granules con-
sidered in [22], as well as in [9], relations between the granules should be studied
and developed within the framework of fuzzy and rough sets theory. Specific
membership functions and inference rules must be defined; methods presented
in [12,13] may be applied.
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7.4 Luminance

Further research may also concern the third dimension of the CIE chromaticity
triangle, that is the luminance. As explained in Sect. 2, the CIE diagram rep-
resents the mapping of human color perception in terms of two chromaticity
coordinates x and y that correspond to hue and saturation.

The CIE color model is a color space that separates the three dimensions
of color into one luminance dimension and a pair of chromaticity dimension.
In this paper, we apply the CIE diagram with two chromaticity coordinates x
and y, and this is sufficient for the problem under consideration. However, it is
also important to employ the intelligent granular recognition system in order to
solve tasks where the CIE color space with the luminance dimension is applied.
In [21] fuzzy granulation of the three-dimensional xyY space is introduced. In
this case, instead of 23 fuzzy regions (color granules) of the CIE color space
presented in Sect. 2, we have e.g. 23 times 3 granules with distinct fuzzy values
of the luminance (low, medium, high).

8 Conclusions and Final Remarks

The linguistic description of a color image, presented in this paper, is produced by
the granular recognition system that is a knowledge based system. The inference
is realized by use of fuzzy IF-THEN rules that represent knowledge concerning
color granules in the CIE chromaticity color model.

The system does not recognize specific objects in images but generates a
description about color granules located in a picture. The description uses nat-
ural language with words representing linguistic values of fuzzy sets that define
color granules and they location in the image.

As mentioned in Sect. 7.1, the use of the CIE chromaticity color model allows
to solve the problems presented in this paper, and [20–23], in the way of parallel
processing. This is very important from the computational point of view, and
can be employed in various levels of the image processing.
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Abstract. Emotion recognition is seen to be important not only for
computer science or sport activity but also for old and sick people to
live independently in their own homes as long as possible. In this paper
Empatica E4 wristband is used to collect the date and assess the stress
level of the user. We describe an algorithm for the classification of physio-
logical data for emotion recognition. The algorithm has been divided into
the following steps: data acquisition, signal preprocessing, feature extrac-
tion, and classification. The data acquired during various daily activities
consist of more than 3 h of wristband signal. Through various stress tests
we achieve a maximum accuracy of 71% for a stressed/relaxed classifica-
tion. These results lead to the conclusion that Empatica E4 wristband
can be used as a device for emotion recognition.

1 Introduction

For many years psychologist, researchers and therapists have debated the nature
of emotions, understanding exactly what emotions are, and tried to identify and
classify the different types of emotions. In 1972, a psychologist Paul Eckman sug-
gested that there are six basic emotions universal throughout human cultures:
fear, disgust, anger, surprise, happiness, and sadness [6]. In 1999, he expanded
this list to include a number of other basic emotions which can be then be com-
bined in a variety of ways. A very interesting definition of emotions has been
stated in 2007 by Hockenbury and Hockenbury [7]:“An emotion is a complex
psychological state that involves three distinct components: a subjective experi-
ence, a physiological response, and a behavioural or expressive response”. In this
paper we focus on the evaluation and classification of emotions of a user based
on his/her physiological responses.

To collect data, Empatica E4 wristband has been used. This wearable wireless
device is designed for comfortable, continuous, real-time data acquisition in daily
life [1] and contains four sensors: photoplethysmography (PPG), electrodermal
activity (EDA), 3-axis accelerometer and infrared thermopile (Fig. 1).
c© Springer International Publishing AG 2017
L. Rutkowski et al. (Eds.): ICAISC 2017, Part I, LNAI 10245, pp. 619–627, 2017.
DOI: 10.1007/978-3-319-59063-9 55
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Fig. 1. Empatica E4 specifications [1].

1.1 Motivation

Interest in the field of emotion recognition has been motivated by the unbi-
ased nature of signals, which are generated autonomously from the central ner-
vous system. In general, these signals can be collected from the activity of sub-
ject’s cardiovascular system, respiratory system, electrodermal activities, mus-
cular system and brain activities as well as from body language and behavioral
response. Emotion recognition is an important part of the artificial intelligence
and is being applied in such fields as healthcare or automatics as well as for the
detection of critical situations while driving a car. The analysis of emotions in
speech has been proposed in 1988 by Tadeusiewicz in [13]. He suggested that
the recognition of speech and emotions can be used to identify and analyse sit-
uations during an attack, space flight or interrogations of criminals. Since then,
different applications of emotion recognition have been proposed. In ‘Cognitive
Village’ emotion recognition can be used to identify the general sensation and
the health state. During everyday life the analysis of stress level and behavior
may permit to detect depression and other illnesses. Sensors can be employed
to recognize stress situations, to inform and avoid an accident. These are just a
few of many examples of potential applications of small sensors which can help
us detect stressful situations, analyse our mood and recognize emotions.

1.2 Related Works

Recently much research has been undertaken in assessment of stress based on the
analysis of physiological signals [14,15]. The published methods allow for stress
classification with 80–90% accuracy [5,8–12,16]. These methods adopt a similar
framework where signals measured during relaxation and in stressful situations
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caused by some stressors are then used to train a classifier. But, these methods
differ in the selection of physiological signals, stressors and classifiers.

Methods described in literature are based mostly on the analysis of elec-
trodermal activity (EDA) [9–12,16], temperature of skin and the environment
[10,12,16], blood volume pressure [9,16] and heart rate [5,10]. Other classifi-
cation models like also, researchers analyse electroencephalograms (EEGs) [8],
pupil diameter [16] and respiration [10]. In order to trigger stress the subject is
usually asked to calculate in head [5,10–12], to keep hands in icy water [10,12],
to recite in front of the audience [10,12] or to carry out the Stroop test [5,16].
In some studies a set of photos [8] or Trier Social Stress Test [9] have been used
as a stressor. The considerable number of methods predicts stress using sup-
port vector machines (SVMs) [8–12,16]. Other classification models like decision
trees [10,16], naive Bayes [16] and linear discriminant analysis [11] have also
been applied. The highest “stress/rest” classification accuracy (in laboratory
conditions) have been achieved by [10,16], which scored 90.1% (for a SVM) and
90%, respectively. Systems in which predictions were based solely on the analy-
sis of a single signal (e.g., heart rate [5], EDA [11] or EEG [8]) exhibited lower
accuracy – about 83%.

In the majority of the above-mentioned experiments individual signals have
been registered using separate devices. As such a solution lowers subject’s com-
fort and is not handy. In our study, we collected data using only an armband. To
detect stress most of the quoted methods used only SVMs [5,9,12]. In our study
we compare results obtained using a variety of classifiers: naive Bayes, decision
trees, SVMs, and random forests.

This paper is organized in 4 sections as follows: The next Section (Materials
and Methods) specifies the implemented system including signal preprocessing,
feature selection and classification steps. In Sect. 3 (Results) the data acquisition
process is described as well as conducted tests are presented. Section 4 (Conclu-
sion and future works) closes the paper and highlights future directions.

2 Materials and Methods

The proposed methodology of stress level assessment is shown in Fig. 2. The auto-
mated system is divided into three main stages, preprocessing (signal enhance-
ment), feature selection, and classification, which are described below.

2.1 Signal Preprocessing

Empatica E4 uses a pair of electrodes to measure skin conductance between
them. Consequently, the results of its measurements are highly dependent on the
movement of its wearer. Motion artefacts can occur when the wristband is not
worn tightly or when the subject does rapid or fast movements. Especially, errors
can arise when the wristband shifts or hits against an object. As such artifacts
may arise even if the user wears the device in an appropriate way, we imple-
mented a method to remove those motion artifacts. Figure 3 presents a recorded
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Fig. 2. An overview of our stress level classification method based on the data collected
with Empatica E4.

session with different measuring failures (high blue spikes). To detect the start of
an artifact, our method sequentially analyses the rate signal change at each data
point. If a change is greater then a predefined threshold and proportional to the
standard derivation of the signal, the corresponding data point is considered a
beginning of an artifact. From there until the nearest point under the following
twenty points, the signal is deleted. The signal with artifacts removed is shown
in Fig. 3. The green and red points represent the start point and the end point
of the detected artefact, respectively.

Moreover, an electrodermal activity (hereafter referred to as EDA) signal
consists of two components [2]: skin conductance level and the tonic signal. The
skin conductance level represents the basic level of the signal and the rapid differ-
ences in the signal called phasic changes. Each peak in this signal is also referred
to as skin conductance response (hereafter referred to as SCR), which appears
naturally in the rate of 1–3 per minute. Any additional SCR occurrence may be
the result of stress. This conclusion is shown in Fig. 4: the original signal (red) is
separated into its two components, the tonic level (yellow, for better visualisa-
tion shifted down) and phasic changes (purple). The tonic signal is calculated as
follows: for every data point in the original EDA signal the mean value of values
in a window is calculated. The window size is set to 8 s (i.e., 32 data points). The
phasic component is obtained by subtracting the tonic signal from the original
signal.

Fig. 3. EDA signal (orange) with removed motion artefacts (blue) (Color figure online)
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Fig. 4. EDA signal with its different components (original signal: red, tonic signal:
yellow, phasic changes: purple). (Color figure online)

2.2 Feature Selection

Features are calculated for EDA and heart rate (hereafter referred to as HR) sig-
nals. The training data consist of samples of those signals sliced into 60 second-
long intervals. Then statistical features such as mean, standard derivation, vari-
ance and maximum value are calculated for different windows for both EDA and
HR. Since the number of SCRs and the characteristics of the peaks can give var-
ious information about the stress level of the person, the number of peaks, the
mean amplitude and the mean rise time are calculated as well. These features
and their computation are explained in the following paragraph.

For each SCR the starting point (onset), the top (peak) and ending point
(offset) are computed. These variables are used to compute the rise time, the
time from the onset to the peak and the peak amplitude (which is the difference
in signal between the peak and onset). To find onsets, the phasic signal is passed
through sequentially. An onset is detected if the signal is non-negative and the
rate of change exceeds a predefined threshold. That threshold does not have only
one correct value, for instance [3] uses a value of 0.01µS, whereas [4] uses a value
of 0.05µS. In this study the threshold is set to 0.05µS.

An offset is identified, when the phasic signal is negative for the first time
again. The local maximum between the onset and offset represents the peak.
This relation is illustrated in Fig. 5. Figure 6 shows an EDA signal with onsets
(green), peaks (yellow) and offsets (red) marked.

Moreover, a Fourier transformation is computed for the EDA signal and its
first 100 coefficients are also used as features. These features are used indepen-
dently from the others to train an additional classifier.

2.3 Classification

Training data for classifiers consist of pairs of EDA- and HR-related feature vec-
tors (computed according to the aforementioned procedure), each pair labelled
as either “Stress” or “NoStress”. The following classifiers are trained: Naive
Bayes, a support vector machine (SVM), a decision tree, and a random forest.
Additionally, random forest is trained on vectors of Fourier coefficients. Table 1
summarizes the features used for training and classification process.
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Fig. 5. An illustration of skin conductance response with the different characteristics [2]

Fig. 6. An example of EDA signal with computed onsets (green), peaks (yellow) and
offsets (red) (Color figure online)

Each of trained classifiers can be used to predict stress (i.e., to classify as
either “Stress” or “NoStress”) in any additional session data from Empatica E4.
To accomplish this, the recorded signal is again cut into 60 seconds-long samples,
the features described in Table 1 are computed and fed into classifiers in order
to obtain the predicted class.

Table 1. Features used for stress detection

EDA Heart rate

Mean, SD, Variance, Max, # Peaks, Mean amplitude,
Mean rise time

Mean, SD, Variance, Max

Fourier feature –
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3 Results

In this section, we firstly present how data are acquired using Empatica E4
wristband. Then, emotion recognition results on these data are presented.

3.1 Data Acquisition Process

The E4 operates in either a streaming mode (for real-time data viewing on a
mobile device using Bluetooth low energy) or in a recording mode (using its
internal memory). The data from each sensor are stored in CSV files, making it
convenient to separate and evaluate them. The dataset contains more than one
hour of sensor signals collected during various activities. The period for each
activity has been chosen according to its difficulty and incidence rate (15 min –
no movement, 35 min – normal working, 15 min – walking, 10 min – running).

3.2 Data Analysis Results

To evaluate our stress level classification system, physiological signals are cap-
tured during various stress tests. Then for each classifier the predictions for
stress phases were compared with the resting and stressing phases of those test.
Figure 7 presents such a comparison performed on prediction results by random
forest. According to the comparisons, the random forest model outperforms other
classifiers achieving a maximum accuracy of 71%. The accuracies of other models
are as follows: support vector machine – 67%, decision tree – 63%, Naive Bayes
– 62%. The testes are repeated and in each test the performance of Naive Bayes
model is inferior to the performance of other models. Although the classifier
based on Fourier transformation coefficients occasionally give good results, it
exhibits a significant variability in its performance across tests.

Since the random forest model leads to the best performance, an additional
analysis is carried out to determine the number of individual trees needed to
achieve the highest accuracy. The analysis consists in computing the out-of-bag
classification error for forests grown from a different number of trees (from 1 up to
200 trees). As the random forest classifier always uses only a part of training
data for training, the remaining part can be used to evaluate the performance
of the model.

Using this data, a prediction by the classifier is compared to the known
label. The failure rate is called out-of-bag classification (OOB) error. Based on
the examination of OOB error for 1 to 200 trees the following two conclusions
are drawn: (1) the mean error rate is reached with 7 trees, and (2) the minimum
rate is reached with 27 trees. Therefore growing the forest from 200 trees yields
no benefit and a number of 30 trees should be sufficient to achieve a near optimal
performance.
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Fig. 7. Result of a classification of a stress test: predictions of the random forest (upper
left), true labels of the stress test (bottom left), classification accuracy (upper right),
and type of errors (bottom right).

4 Conclusion and Future Works

The main research aim of this study was to assess the usefulness of physiolog-
ical signals captured by Empatica E4 wristband for emotion recognition, espe-
cially for stress recognition. The results of our study suggest that Empatica E4
is indeed a valuable tool for stress recognition, as the maximum classification
accuracy of 71% was achieved for a classifier (a random forest) which predicted
stress using solely features obtained by the analysis of signal from Empatica E4.

Nevertheless, this study also shows some important issues in stress catego-
rization. Firstly, the sensors are highly dependent on the movement level of a
subject. For this reason, a better method for artefact detection and removal need
to be implemented. Secondly, there are significant changes in data for different
subjects. Additional variations in data are expected to be caused by such factors
as whether the wristband is worn on the left or right arm. Finally, session data
captured during daily activities performed in real-life conditions vary from the
data collected in laboratory conditions. All these problems can be tackled by
collecting a larger and more diverse training dataset (e.g., recordings of different
subjects) to improve the classification process.

Another task would be to develop a real-time application, based on the pro-
posed method, which could be used in daily life and give an instant feedback to
the user.

Furthermore, the usefulness of the proposed method could be increased, by
differentiating not only between “stress” and “no stress”, but also between dif-
ferent kinds of stress (e.g., positive stress versus negative stress and stressed
caused by sport versus mental stress).
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Abstract. Various sensors were found adequate to monitor human
behavior in natural habitat. Besides metrological factors they were
adopted to specific conditions of unobtrusive acquisition in human (e.g.
an elder or child). An initial approach focused on use of a single sen-
sor to detect a particular event evolved to behavioral studies based on
complex recordings in multisensor environments. In such environment
sensors based on different physical principles play complementary role
and the resultant detection outperforms any of single component-based
if combines the detail information correctly. We follow the rules of neural
modulation in human sensory system to propose a biomimetic decision
making in multisensor assisted living environment. In our approach each
sensor contributes to the final detection accordingly to its presumed reli-
ability in particular human behavior. Moreover, the system learns human
habits, predicts most probable future actions from the history and antic-
ipates accordingly the importance of particular sensors.

1 Introduction

Multisensor environments are widely used in technical measurement and surveil-
lance. Designers of such measurement platforms take into account wide range
of possible actions to predict the reliability of results. In video surveillance a
human operator is often in charge of selecting best sensors (e.g. cameras), some
advanced automatic systems detect motion or particular patterns in images to
select and record the most informative one. The adaptation is always imple-
mented as a binary one-out-of-many selection of raw data source and not as a
modulated contribution of several processed data streams.

Studying the rules of information propagation in living neural systems, we
focused on two different types of chemical synapses:

– ionotropic, with quick and short synaptic response, specialized in fast sensory
or executory, excitatory or inhibitory pulse messaging, and

– metabotropic, with delayed and long standing response, which role is modu-
lation of the pulse conduction.

The dual mechanism of synaptic junctions explains how animals select the sense
they actually use to perceive the surroundings. It also discloses possibilities to
c© Springer International Publishing AG 2017
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remove pain by local mechanical (i.e. acupuncture) or electrical stimulation. The
rules of nerve sensitivity modulation are proposed in this paper as a background
of sensor selection in technical infrastructure for assisted living.

The proposed surveillance system consists of several complementary sensors
based on different physical principles. Consequently they not only differ by size,
cost and signal processing requirement, but also show different detection perfor-
mance for particular human actions. Considering an optimal performance of the
system in wide range of possible human actions, we propose a dynamic modula-
tion of sensors’ contribution, which is the main novelty of this paper.

The remaining part of this paper is organized as follows: Sect. 2 presents most
relevant related work, Sect. 3 describes the existing multisensor assisted living
system, Sect. 4 summarizes most important results on performance of isolated
sensors, Sect. 5 presents rules of adaptive modulation of sensors’ contribution,
Sect. 6 presents the use case and Sect. 7 provides discussion and conclusions.

2 Related Work

Physiological measurements in real living conditions are performed with differ-
ent aims, among of which telemedical services [19,27], safety prevention [10,29]
and behavioral studies [9,16] seem the most relevant. Although several systems
still focus on a single monitoring aspect and use the most appropriate sensor
[2,8], the others follow the example from technical measurements [12] and cre-
ate a multisensor environment employing different physical principles [7]. Such
approach requires an appropriate information selection. In most such systems
sensors are selectively activated depending on the supervised action, however
some propose a linear combination of data contribution [15,19], and some others
- recognition of behavioral primitives [3] followed by a graph-based calculation
of their contribution [21].

The fundamental rule of metrology to not influence the observed phenom-
ena by the measurement equipment has to be particularly observed in a mul-
tisensor environment. To this point sensors of various types are embedded into
objects of everyday use, like garment [11] or kitchen appliances [5] and all remain-
ing infrastructure is designed accordingly to a maintenance-free paradigm [13].
An example of such contactless monitoring system using pulse detector, bed-
embedded accelerometers, camera and microphone was reported in [23]. Along
with unobtrusive operation, the environment gathering sensitive behavior or
health-related information should also comply with all digital safety require-
ments to guarantee privacy of the monitored person and his or her domicile [14].

Personalized interpretation of behavioral data from home-embedded and
wearable sensor network is also a topic currently focused by scientists world-
wide. Some systems use adaptive learning for continuous screening of human
behavior and report irregularities as possible markers of health setback. First
studied example by Vu et al. [28] uses predictive model to exploit the regularity
of human motion found in the real traces, places visited and contacts made in
daily activities. Another example by Ros et al. [20] employs learning automata
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and fuzzy temporal windows approach for the behavior recognition problem.
Both systems learn the normal behaviors of supervised human, and use that
knowledge to recognize normal and abnormal activities in real time. In addition
they are self-adaptable to environmental variations, changes in human habits,
and various time intervals when the behavior should be performed.

All existing systems studied as far attribute time-invariant importance to
data streams originating from particular sensors. Even self-adaptive systems
have separate learning and supervising phases, beneficial in initial adaptation
of the monitoring to the person and his or her environment, but making the
contribution from particular sensors unrelated to the actual actions. In fact the
use of senses in animals and the human subjects seamless modulation depending
on many factors, the present action among others. Consequently, we propose to
implement the modulation mechanism and rules based on our previous research
in the prototype surveillance environment.

3 Multisensory Surveillance System for Elderly

Multimodal surveillance home care system requires use of varied sensors with
adaptive functionalities and application of dedicated algorithms [4,6].

Raw signals data acquired simultaneously from the sensors need to be wire-
lessly transmitted to the station, properly filtered, analyzed and assigned to
different detection groups by means of automatic classification methods.

Multisensor environment could be considered with the following appliance
aspects:

– automatic detection of falls, atypical behavior or situations [18],
– automatic detection of health risk factors in the human body,
– automatic interpretation of state and amount of activity of the human body

[25,26] and mind,
– recognition of daily life activities of the supervised person [17],
– remote nightlong sleep analysis [22–24],
– biofeedback for rehabilitation process - both psychological and physical,
– HCI (Human-Computer Interaction) and interaction between the human and

his or her environment [1],
– remote interaction between supervised person and his or her caregivers, ther-

apists and doctors.

Sensors used in assisted living environment could be wearable or mounted in
home care area [1]. They should enable to measure and detect many different
biomedical, behavior, activity or human presence signals:

– electrophysiological: electroencephalographic (EEG), electromyographic
(EMG), electrocardiographic (ECG), electrooculographic (EOG),

– motor: accelerometric, feet pressure, electromyographic (EMG), video, Kinect
sensor, monochrome camera with IR light sources,

– eyetracking: video, IR reflection sensors, electrooculographic (EOG),
– sound: single microphones or matrices of microphones.
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4 Reliability of Pose and Activity Detection

Our previous studies concerned automatic recognition of 12 selected human
motor activities were performed with simultaneous acquisition by means of 4
different sensors:

– wireless (WLAN) biopotentials amplifier - ME6000 (Mega Electronics),
– wireless feet pressure measurement system - ParoLogg with Hydrocell tech-

nology based on the piezoresistive pressure sensors placed in the silicone cells,
– digital video camera - Sony HDR-FX7E (720× 576 pixels, 25 frames per

second),
– 3-axis accelerometer built in Revitus system.

Electromyographic (EMG) signals were recorded from 4 selected surface muscles
of both lower limbs: quadriceps (vastus lateralis), biceps femoris, tibialis anterior
and gastrocnemius (medial head). EMG data were sampled with the frequency
of 2 kHz.

Spatio-temporal signals of feet pressure were registered with 32 independent
pressure sensors (from each foot) with sampling frequency of 100 Hz.

Online sternum triaxial acceleration (ACC) signal was measured with the
sampling frequency of 100 Hz.

Video signals with human silhouette were registered with a camera placed
from the left side of the supervised volunteer.

In the experiments 20 healthy volunteers participated. Each of them was
asked to perform about 30 repetitions of 12 different motor activities:

– squatting (1a) and getting up from a squat (1b),
– sitting on (2a) and getting up from a chair (2b),
– reaching the upper limb forward in the sagittal plane (3a) and return from

reaching (3b),
– reaching the upper limb upwards in the sagittal plane (4a) and return from

reaching (4b),
– bending the trunk forward in the sagittal plane (5a) and straightening the

trunk from bend forward (5b),
– single step for the right (6a) and left lower limb (6b).

The reliability of each activity detection counted for all volunteers together are
presented below in Table 1 and Fig. 1. On the basis of results presented below it
can be concluded that the best classifier for most of the activities is EMG sensor
(with recognition rate of 98.4%) and then Video (96.7%), ACC (95.5%) and
Pressure (93.1%) sensors respectively.

For each of the activity we can distinguish the sensor by means of which
the detection is most accurate. Table 2 presents the order of the best individual
sensors for recognition of the specific types of activities.

Regarding to the obtained results of recognition rate, EMG sensor is the best
choice for detection of the following activities:
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Table 1. Reliability of recognition (in %) of activities 1a ÷ 6b for all volunteers for
each sensor.

1a 1b 2a 2b 3a 3b 4a 4b 5a 5b 6a 6b ALL

EMG 96.9 100.0 99.5 98.5 99.0 99.3 99.1 98.6 97.9 98.2 96.0 97.6 98.4

Pressure 90.8 91.8 95.7 96.7 94.9 92.4 95.3 93.6 87.0 88.2 94.9 97.1 93.1

Video 95.2 97.2 95.5 94.2 96.6 95.1 98.4 97.6 97.9 99.3 96.5 96.0 96.7

ACC 99.7 99.5 95.5 95.5 99.3 97.6 96.0 79.8 99.3 99.3 91.7 92.3 95.5

Fig. 1. Reliability of recognition (in %) of activities 1a ÷ 6b for all volunteers for each
sensor.

Table 2. Order of sensors (from the best to the worst) for specific activities recognition.

Activity Best Good Moderate Worst

1a ACC EMG Video Pressure

1b EMG ACC Video Pressure

2a EMG Pressure ACC Video

2b EMG Pressure ACC Video

3a ACC EMG Video Pressure

3b EMG ACC Video Pressure

4a EMG Video ACC Pressure

4b EMG Video Pressure ACC

5a ACC EMG Video Pressure

5b ACC Video EMG Pressure

6a Video EMG Pressure ACC

6b EMG Pressure Video ACC
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– getting up from a squat (1b),
– sitting on (2a) and getting up from a chair (2b),
– return from reaching the upper limb forward in the sagittal plane (3b),
– reaching the upper limb upwards in the sagittal plane (4a) and return from

reaching (4b),
– single step for the left lower limb (6b).

The ACC sensor is most appropriate for recognition of movements such as:

– squatting (1a),
– reaching the upper limb forward in the sagittal plane (3a) and return from

reaching (3b),
– bending the trunk forward in the sagittal plane (5a) and straightening the

trunk from bend forward (5b).

A sensor based on video recordings is most suitable for (6a) activity - a single
step for the left lower limb (6b).

Considering the above results and implementing adequate biomimetic deci-
sion making algorithms enables the selection of the most appropriate sensor for
each of the activity and thus the most accurate recognition.

5 Reliability-Driven Rough Decision Making

5.1 General Assumptions and System Design

General architecture of multisensor environment for assisted living consists of
sensors, dedicated feature extraction methods and modality selector. The pro-
posed innovation replaces the selector by a modulator using weight coefficients
Wk (Fig. 2) to prefer the most pertinent features while dicrimination the others.

Accordingly to the currently detected subject’s action, the system automat-
ically adapts the sensor set (accordingly to Table 2) to optimally detect the
present action. The modification closes the information loop and, like all kinds
of feedback, raises the stability issue.

W1

Wk

W2

sensors features weights

action

recognition
calculation

calculation

calculation

modulation

Fig. 2. Diagram flow of an elderly surveillance system using energy usage sensor to
extract behavioral data.
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5.2 Stability Condition for Modulated Sensor Set

The stability issue in a sensor set with modulated contribution can be solved
by limitation of weight modulation range. Let f be a function t = f(Sk,Wk)
assigning a unique subject’s action t to specific sensor outputs Sk modulated by
Wk. Let m be a function Wk = m(t) modulating the contributions from sensors
Sk to maximize the reliability of the recognition of t accordingly to Table 2.
Therefore, the modulator is stable if:

∀f : f(Sk,Wk) = f(Sk,m(t)) (1)

which means the modulation does not influence the current recognition result.
Since we cannot expect the recognition result be a linear function of the

modulation depth, we propose an iterative try and fail algorithm finding the
modulation limits. To find the value of Wk, between the original Wk1 and the
desired target Wk2 the algorithm repeatedly bisects an interval and then selects
a subinterval in which both ends yield different actions for further processing.

{
Wk = Wk1 when f(Sk,Wk) = f(Sk,Wk1)
Wk = Wk2 when f(Sk,Wk) = f(Sk,Wk2)

(2)

All necessary steps of the modulation algorithm are performed within the sub-
ject state sampling interval. New data gathered from the sensors are processed
with optimized sensors’ contribution and confirm the detected subject’s action.

5.3 Predictive Modulation of Sensors’ Contribution

One may question the purpose of improvement of recognition already made.
Fortunately in most assisted living environments, prevention of dangerous events
is stressed as a primary goal, their architecture usually includes an artificial
intelligence-based system for learning of subject’s habits and detecting unusual
behavior as potential sign of danger. We propose to use the information from the
habits database to predict the subject’s upcoming action and adjust the sensor’s
contribution accordingly (Fig. 3). The modulation is still made accordingly to the
stability requirements (see Sect. 5.2), but the sensor’s contribution now adapts
to the most probable next subject’s action.

Introducing the habits database in the feedback path has two benefits:

– prediction of upcoming action takes into account multimodal time series
instead of single points, what stabilizes the prediction in case of singular recog-
nition error,

– focusing on optimal recognition for current action makes the system conserv-
ative, whereas optimizing for future action makes it progressive (i.e. awaiting
changes of the status).
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calculation W1
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sensors features weights

current
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recognition
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Fig. 3. Diagram flow of an elderly surveillance system using energy usage sensor to
extract behavioral data.

6 Case Study

The proposed sensor’s contribution modulation technique was analyzed in a
previously proposed multisensor environment for assisted living [4]. We also
used previously recorded data from 20 volunteers (8 women and 12 men, age
between 22 ÷ 61 years), acting accordingly to predefined realistic scenarios.
Table 3. presents an example compound action of searching a book on a wall-
mounted shell, consisting of elementary poses (defined in Sect. 4): squatting (1a,
1b), reaching forward (3a, 3b), reaching upward (4a, 4b) and bending (5a, 5b).

Table 3. Contribution from sensors (in %) to the compound action recognition, ’search-
ing on the shell’.

Time [s] Pose EMG ACC Video Pressure

0 4a 60.0 7.5 25.0 7.5

1.4 4b 42.5 35.0 17.5 7.5

1.9 3a 42.5 42.5 10.0 5.0

3.2 3b 42.5 42.5 10.0 5.0

3.7 5a 17.5 60.0 17.5 5.0

4.9 5b 17.5 60.0 17.5 5.0

5.1 1a 42.5 42.5 10.0 5.0

6.7 1b 60.0 25.0 10.0 5.0

Multiple repetitions of patterns in the habits learning phase and opposed
direction of elementary poses labeled with a and b facilitate correct prediction
of subsequent poses and respective adaptation of sensors’ contribution. In the
studied case no abrupt corrections in sensor set were necessary, consequently
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changes of weighting coefficients were linear and not restricted by stability lim-
its. Smoothing influence of prediction on sensors’ modulation is also revealed
in Table 3. Nevertheless, studies of correct work of the system for unexpected
activities and possible errors of stabilizing algorithm need recording of human
performance according to purposely designed misbehavior.

7 Conclusion

Biomimetic modulation of sensor’s contribution in a multisensor assisted living
environment puts forward their advantages accordingly to subject’s behavior.
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ence and Technology in years 2016–2017 as a research project No. 11.11.120.612.
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25. Smoleń, M., Kańtoch, E., Augustyniak, P., Kowalski, P.: Wearable patient home
monitoring based on ECG and ACC sensors. IFMBE Proc. 37, 941–944 (2011)
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Abstract. The main goal of this paper is the application of our fuzzy
rule-based classification technique with genetically optimized accuracy-
interpretability trade-off to the classification of the splice-junction DNA
sequences coming from the Molecular Biology (Splice-junction Gene
Sequences) benchmark data set (available from the UCI repository).
Two multi-objective evolutionary optimization algorithms are employed
and compared in the framework of our technique, i.e., the well-known
Strength Pareto Evolutionary Algorithm 2 (SPEA2) and our SPEA2’s
generalization (referred to as SPEA3) characterized by a higher spread
and a better-balanced distribution of solutions. A comparative analysis
with 15 alternative approaches is also performed.

Keywords: Splice-junction DNA sequence classification · Fuzzy rule-
based classifier · Multi-objective evolutionary optimization · Accuracy-
interpretability trade-off optimization

1 Introduction

The development of high-throughput sequencing technologies has resulted in a
huge amount of biological data such as DNA (deoxyribonucleic acid) sequences,
gene expression patterns, chemical structures, etc. The meaningful interpretation
and knowledge discovery in such a large (and still growing) volume of biological
data belong presently to essential and difficult tasks in bioinformatics [1]. In
particular, classification of sequence data can provide a valuable insight into
the function of genes and proteins as well as their relations and similarities. A
separate task is the classification of splice-junction sequences considered in this
paper. It is an important problem because the splice junctions in DNA sequence
indicate which parts of such a sequence carry protein-coding information (see
the next section of the paper for brief characteristics of this problem). Automatic
classification systems for the interpretation and knowledge discovery in biological
data should be evaluated in terms of their accuracy and interpretability [2].

The main goal of this paper is the application of our fuzzy rule-based clas-
sifiers (FRBCs) with genetically optimized accuracy-interpretability trade-off
c© Springer International Publishing AG 2017
L. Rutkowski et al. (Eds.): ICAISC 2017, Part I, LNAI 10245, pp. 638–648, 2017.
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(see, e.g., [3–6]) to knowledge discovery in the splice-junction DNA
sequences data. We employ multi-objective evolutionary optimization algorithms
(MOEOAs) as the FRBC’s structure- and parameter-optimization tools yield-
ing the FRBC’s accuracy-interpretability trade-off optimization (see [7] for the
related-work review and [8,9] for a single-objective optimization approach).
First, the splice-junction classification problem is briefly presented. Then, main
components of our FRBC and its genetic learning and MOEOA-based opti-
mization are outlined. Two MOEOAs are considered and compared: our gen-
eralization (referred to as SPEA3 [10–12]) of the well-known Strength Pareto
Evolutionary Algorithm 2 (SPEA2) [13] and SPEA2 itself. Finally, the appli-
cation of our approach to classification of the splice-junction DNA sequences
coming from the Molecular Biology (Splice-junction Gene Sequences) bench-
mark data set (available from the UCI repository: http://archive.ics.uci.edu/
ml) is presented. A comparative analysis with 15 alternative approaches is also
performed.

2 Splice-Junction Classification Problem

Splice-junction classification is an important stage in the genetic information
processing within a biological system (to be more specific - in an eukaryotic cell,
i.e., the cell that contains a nucleus). Figure 1 illustrates the flow of such an
information (also referred to as a gene expression); it is based on the so-called
central dogma of molecular biology [14], which is also described as [15]: “DNA
makes RNA and RNA makes protein” (RNA stands for ribonucleic acid). In its
first stage (i.e., transcription), in eukaryotic cells the information contained in
a section of DNA is replicated in the form of a piece of pre-mRNA (precursor-
messenger RNA). In pre-mRNA, regions that code for proteins (called exons)
are interrupted by the non-coding regions (called introns). In the second stage
(i.e., splicing), all introns are removed from pre-mRNA and the remaining exons
are joined together to make one continuous mRNA strand. Finally, the spliced
mRNA is exported out of the cell nucleus for translation (the third stage) to
different kinds of proteins. Splice junctions or splice sites are the boundary points
where the splicing takes place, i.e., they are the meeting points of exons and
introns.

Concluding, the splice-junction classification problem consists in recognition
of splice sites in DNA sequences (represented by the corresponding pre-mRNA
sequences). The classification aims at recognizing the exon-intron (EI) junction,
the intron-exon (IE) junction, or none of the junction sites.

3 Brief Characteristics of Main Components of the
Proposed Fuzzy Rule-Based Classifiers (FRBCs)
and Their Multi-objective Genetic Optimization

In this section, we outline the following basic components of the proposed app-
roach: FRBC’s knowledge base and approximate inference engine, learning data

http://archive.ics.uci.edu/ml
http://archive.ics.uci.edu/ml
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Fig. 1. Illustration of the flow of genetic information within a biological system (a gene
expression)

set, optimization objectives, original genetic operators and the selection of a
multi-objective evolutionary optimization algorithm (MOEOA). More details on
our approach can be found in [3–6].

FRBC’s knowledge base is a set of linguistic fuzzy classification rules
discovered and optimized during the genetic learning process from the learning
data set (a FRBC with n input attributes x1, x2, . . . , xn and an output, which
has the form of a fuzzy set over the set Y = {y1, y2, . . . , yc} of c class labels
is considered). The r-th rule, r = 1, 2, . . . , R (R changes during the learning
process), has the following form:

IF[x1 is [not]
(sw

(r)
1 <0)

A
1,|sw(r)

1 |](sw(r)
1 �=0)

AND...AND

[xn is [not]
(sw

(r)
n <0)

A
n,|sw(r)

n |](sw(r)
n �=0)

THEN y is B(singl.)j(r) ,

(1)

where: (a) [expression](condition) in (1) denotes conditional inclusion of
[expression] into a given rule iff (condition) is fulfilled, (b) | · | returns the
absolute value, and (c) sw

(r)
i is a switch which controls the presence/absence

of the i-th input attribute in the r-th rule, i = 1, 2, . . . , n. sw
(r)
i ∈

{0,±1,±2, . . . ,±ai}, where ai is the number of fuzzy sets (linguistic terms)
defined for the i-th attribute. sw

(r)
i = 0 excludes the i-th attribute from the r-th

rule, whereas sw
(r)
i > 0 includes the component [xi is Aiki

] (ki = |sw(r)
i |) into

the r-th rule and sw
(r)
i < 0 includes the component [xi is not Aiki

] into that
rule (not Aiki

= Āiki
and μĀiki

(xi) = 1 − μAiki
(xi); μAiki

(xi) and μĀiki
(xi)

represent membership functions of fuzzy sets Aiki
and Āiki

, respectively).
In the splice-junction DNA sequences considered in this paper, only cat-

egorical attributes occur (they represent particular nucleotides in the DNA
sequence - see the next section of the paper). For this reason - despite the
fact that our approach can process both categorical and numerical input



Classification of Splice-Junction DNA Sequences 641

attributes - we briefly characterize here only the categorical-attribute repre-
sentation. Let F (Xi), i = 1, 2, . . . , n, and F (Y ) denote families of all fuzzy
sets defined in the universes Xi and Y , respectively. Each categorical attribute
xi (xi ∈ Xi = {xi1, xi2, . . . , xiai

}) is characterized by ai fuzzy singletons
A(singl.)iki

∈ F (Xi), ki = 1, 2, . . . , ai defined for particular “values” xiki
of xi as

follows: μA(singl.)iki
(xi) = 1 for xi = xiki

and 0 elsewhere. Similarly, class labels
yj(r) in particular rules (1) (j(r) ∈ {1, 2, . . . , c}) are represented by appropriate
fuzzy singletons B(singl.)j(r) ∈ F (Y ).

The FRBC’s knowledge base consists of a linguistic rule base (RB) and a
data base (DB). We propose direct and computationally efficient RB’s repre-
sentation as follows (original, dedicated crossover and mutation operators have
been defined for its processing; see comments later in this section):

RB = {sw
(r)
1 , sw

(r)
2 , . . . , sw(r)

n , j(r)}Rr=1. (2)

DB, in general, contains: (a) parameters of fuzzy sets for numerical attributes
(not occurring in the DNA-sequence data), (b) domains of categorical attributes
Xi = (xi1, xi2, . . . , xiai

), i ∈ {1, 2, . . . , n}, and c) the set of class labels Y =
{y1, y2, . . . , yc} (parameters of (b) and (c), obviously, are not being tuned during
the learning of FRBC from data).

FRBC’s approximate inference engine generates a FRBC’s response
to input data. It is used both in the learning phase (to evaluate particular
individuals - i.e., fuzzy knowledge bases - competing with each other) and in
the phase of FRBC’s use (when decisions for new-coming data must be gen-
erated). Applying the most widely used Mamdani’s model (although the alter-
native approaches - see, e.g., [3] - can also be used), we obtain - for the input
data x ′ = (x′

1, x
′
2, . . . , x

′
n) - a FRBC’s fuzzy-set response B′ characterized by its

membership function μB′(y), y ∈ Y = {y1, y2, . . . , yc}:

μB′(y) = max
r=1,2,...,R

μB′(r)(y) = max
r=1,2,...,R

min[α(r), μB
(singl.)j(r)

(y)], (3)

where

α(r) = min
i=1,2,...,n,

sw
(r)
i �=0

α
(r)
i =

⎧
⎨

⎩

mini=1,2,...,n μA
i,sw

(r)
i

(x′
i), for sw

(r)
i > 0,

mini=1,2,...,n μĀ
i,|sw(r)

i
|
(x′

i), for sw
(r)
i < 0.

(4)

Usually, a non-fuzzy FRBC’s response y′ is required; it is calculated in the
following way:

y′ = arg max
y∈Y

μB′(y). (5)

Learning data set contains K input-output learning samples:

L = {x (lrn)
k , y

(lrn)
k }K

k=1
, (6)

where x (lrn)
k = (x(lrn)

1k , x
(lrn)
2k , . . . , x

(lrn)
nk ) ∈ X = X1 × X2 × · · · × Xn (× stands

for Cartesian product of ordinary sets) is the set of input attributes and y
(lrn)
k

is the corresponding class label (y(lrn)
k ∈ Y ) for the k-th data sample.
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Optimization objectives - FRBC’s accuracy: The accuracy measure (the
objective function subject to maximization) has the following form:

Q
(lrn)
ACC =

1
K

K∑

k=1

δ(y′
k, y

(lrn)
k ) and δ(y′

k, y
(lrn)
k ) =

{
1, for y′

k = y
(lrn)
k ,

0, elsewhere,
(7)

where y′
k is the class label which is the system’s non-fuzzy response (5) for the

learning data sample x (lrn)
k and y

(lrn)
k is the desired class label from that sample

taken from L (6); Q
(lrn)
ACC ∈ [0, 1]. An analogous measure Q

(tst)
ACC for the test data

can also be defined.

Optimization objectives - FRBC’s interpretability: In general, FRBC’s
complexity-related and semantics-related interpretabilities should be considered.
However, the second one is related to linguistic terms describing numerical
attributes which do not occur in the DNA data. Hence, only the complexity-
related interpretability will be considered. Its measure QINT (the objective func-
tion subject to maximization) is defined as follows:

QINT = 1 − QCPLX , where QCPLX =
QRINP + QINP + QFS

3
(8)

and

QRINP =
1
R

R∑

r=1

n
(r)
INP − 1
n − 1

, QINP =
nINP − 1

n − 1
, QFS =

nFS − 1
∑n

i=1 ai − 1
, n > 1.

(9)
QCPLX in (8) is the FRBC’s complexity measure (QCPLX ∈ [0, 1]; 0 and 1

represent minimal and maximal complexity levels, respectively). It is an aver-
age of three sub-indices that measure an average complexity of particular rules
QRINP as well as the complexity of the whole system in terms of its active
inputs QINP and active fuzzy sets QFS (9). n

(r)
INP in (9) is the number of input

attributes included in the r-th rule. nINP and nFS in (9) are the numbers of
inputs and fuzzy singletons, respectively, in the whole system.

Original genetic operators - some comments: Original crossover and muta-
tion operators for the processing of RBs (2) have been developed by us. We also
adopted some specialized crossover and mutation operators for the DB process-
ing. However, as already mentioned, in the DNA-sequence data processing, DB
contains only parameters that are not tuned. Thus, in the considered case, DB
is not subject to processing. Additionally, the genetic operations on RBs are fol-
lowed by (a) removal of possible empty rules (i.e., the rules without antecedents),
(b) removal of rule duplicates, and (c) adding - for each class label that is not
represented in RB - one rule with that class label - see [3–6] for details.

Selection of a multi-objective evolutionary optimization algorithm
(MOEOA): The performance of MOEOAs is usually evaluated in terms of the
following aspects [16]: (a) the accuracy of generated solutions (their closeness
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to Pareto optimal or reference solutions), (b) the spread of the solution set (the
distance between extreme solutions), and (c) the balance of the distribution of
solutions. For obvious reasons, the sets of solutions which are more accurate,
of higher spread and better-balanced distribution are preferred. For comparison
purposes, two MOEOAs are used in our experiments presented in the paper. As
already mentioned in the Introduction of the paper, they include one of the most
advanced and well-known methods, i.e., SPEA2 as well as our generalization of
SPEA2, referred to as SPEA3. Our SPEA3 generates sets of non-dominated
solutions characterized by higher spread and better-balanced distribution than
the SPEA2’s solutions. The essence of our generalization of SPEA2 consists
in replacing its environmental selection mechanism by our original procedure
improving the spread and distribution balance of generated solutions - see [10]
for a detailed presentation and also [11] for a discussion.

4 Application to DNA Splice-Junction
Classification Based on Molecular Biology
(Splice-Junction Gene Sequences) data

The Molecular Biology (Splice-junction Gene Sequences) data set - available
from http://archive.ics.uci.edu/ml - and taken from GenBank 64.1 (ftp site:
genbank.bio.net) is one of the benchmark sets in splice-junction recognition and
classification problems. This data set contains 3190 DNA samples. Each sample
is a sequence of 60 nucleotides, which we denote by x1 through x60, and the
splice junction or splice site (if any) is located in the middle of the sequence, i.e.,
between x30 and x31. 25% of the overall number of samples contain exon-intron
(EI) sites, another 25% - intron-exon (IE) sites, and the remaining 50% - no sites
at all (it will be referred to as ‘NO’). The nucleotides are commonly represented
by symbols A, T, G, and C.

a) b)

Fig. 2. The best Pareto-front approximations generated by our SPEA3 (a) and SPEA2
(b) for the considered splice-junction data set

http://archive.ics.uci.edu/ml
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Table 1. Interpretability and accuracy measures of solutions from Fig. 2a (our SPEA3)
and Fig. 2b (SPEA2)

No.

Objective functions
complements

Interpretability measures Accuracy measures

1 − QINT =
QCPLX

1 − Q
(lrn)
ACC

R nINP nFS nINP/R ACC(lrn) ACC(tst)

SPEA3:
1. 0 0.36247 3 1 1 1 63.7% 59.7%
2. 0.00681 0.24751 3 2 2 1 75.2% 71.5%
3. 0.01363 0.17862 3 3 3 1 82.1% 80.0%
4. 0.02045 0.17102 4 4 4 1 82.9% 81.1%
5. 0.02158 0.10784 5 4 4 1.2 89.2% 89.9%
6. 0.02889 0.09928 7 5 5 1.3 90.1% 91.1%
7. 0.02916 0.08361 6 5 5 1.3 91.6% 90.4%
8. 0.03621 0.07125 8 6 6 1.4 92.9% 91.9%
9. 0.04342 0.06270 9 7 7 1.4 93.7% 93.4%
10. 0.05150 0.05415 9 8 8 1.7 94.6% 94.0%
11. 0.06599 0.05178 11 10 10 1.8 94.8% 93.7%
12. 0.08300 0.05035 11 12 14 2 95.0% 94.1%
13. 0.09099 0.04940 8 12 16 3 95.1% 93.3%
14. 0.10110 0.04513 8 13 18 3.4 95.5% 93.4%
15. 0.11375 0.04180 10 15 20 3.2 95.8% 93.3%
16. 0.12728 0.03705 11 17 22 3.1 96.3% 93.3%
17. 0.14267 0.03515 13 19 26 3.0 96.5% 93.9%
18. 0.16234 0.03325 16 22 29 2.9 96.7% 93.1%
19. 0.17668 0.03277 16 24 31 3.1 96.7% 93.1%
20. 0.18498 0.03135 17 25 33 3.1 96.9% 93.1%

SPEA2:
1. 0 0.38765 3 1 1 1 61.2% 65.0%
2. 0.00117 0.38717 3 1 2 1 61.3% 65.0%
3. 0.00681 0.24751 3 2 2 1 75.2% 71.5%
4. 0.01363 0.17862 3 3 3 1 82.1% 80.0%
5. 0.02158 0.11971 5 4 4 1.2 88.0% 86.0%
6. 0.02324 0.10451 7 4 5 1.3 89.5% 87.7%
7. 0.02468 0.10166 9 4 6 1.3 89.8% 88.4%
8. 0.02939 0.08646 8 5 5 1.4 91.3% 91.0%
9. 0.02978 0.08361 9 5 5 1.4 91.6% 90.4%
10. 0.03158 0.08218 9 5 6 1.5 91.8% 90.3%
11. 0.03401 0.08171 9 5 7 1.8 91.8% 90.3%
12. 0.03660 0.07791 9 6 6 1.4 92.2% 92.2%
13. 0.03886 0.06888 11 6 7 1.6 93.1% 92.6%
14. 0.04399 0.06698 11 7 7 1.5 93.3% 93.3%
15. 0.04451 0.06033 11 7 7 1.6 94.0% 93.7%
16. 0.04749 0.05890 12 7 9 1.7 94.1% 94.0%
17. 0.05184 0.05795 11 8 8 1.7 94.2% 94.0%
18. 0.05314 0.05748 12 8 9 1.7 94.2% 94.0%
19. 0.06043 0.05700 12 9 10 1.8 94.3% 93.9%
20. 0.06772 0.05653 12 10 11 1.9 94.3% 94.0%

First, in order to illustrate the operation of our approach in some detail, the
genetic learning experiment for a single learning-test data split (with 9:1 ratio)
of the considered data set is performed. Figure 2a presents a collection of 20 non-
dominated solutions (optimized FRBCs) obtained in a final generation of a single
run of the FRBC’s design technique implemented in the framework of our SPEA3
method. They define the best SPEA3-based approximation of Pareto-optimal
solutions characterized by various levels of optimized accuracy-interpretability
trade-off. The user can select a single solution (a specific FRBC) character-
ized by a desired level of compromise between its accuracy and interpretability.
The interpretability and accuracy measures for the solutions from Fig. 2a are
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Table 2. Fuzzy rule base of solution (FRBC) No. 10 from Fig. 2a and Table 1 (SPEA3
part)

No Fuzzy classification rules

1. IF x31 is G AND x32 is T AND x35 is G THEN Class “EI”

2. IF x30 is not G THEN Class “NO”

3. IF x28 is not G AND x29 is A AND x32 is not T THEN Class “IE”

4. IF x32 is not T THEN Class “NO”

5. IF x31 is G AND x33 is A THEN Class “EI”

6. IF x29 is not A THEN Class “NO”

7. IF x23 is not A AND x28 is not G THEN Class “IE”

8. IF x31 is not G THEN Class “NO”

9 IF x35 is G THEN Class “NO”

presented in Table 1 (SPEA3 part), where nINP/R is the number of input
attributes per rule, ACC(lrn) = 100 · Q

(lrn)
ACC [%] and ACC(tst) = 100 · Q

(tst)
ACC [%]

are the percentages of correct decisions in the learning and test sets, respectively;
the remaining parameters were defined earlier in the paper. Figure 2b presents
an analogous set of optimized solutions generated by means of SPEA2. Their
numerical details are collected in the SPEA2 part of Table 1. Figures 2a and b
clearly demonstrate that our SPEA3-based approach generates the set of solu-
tions (FRBCs) characterized by much higher spread and much-better-balanced
distribution in the objective space than SPEA2-based solutions.

A single solution of particular interest might be the solution which is, first,
the most accurate for the test data (i.e., the data not seen during the learning
process) and, second, the most transparent and interpretable (i.e., the simplest
in terms of its rule-base complexity). In SPEA3 case, it is the solution No. 12 of
Fig. 2a and Table 1 (underlined - using a solid line - in Table 1). It is the most
accurate one for the test data (94.1%) and requires 11 simple rules (with only 2
input attributes per rule on average). It is worth remembering that the overall
number of input attributes is equal to 60. Slightly worse solution No. 10 (94.0%
on test data) requires only 9 rules with 1.7 input attribute per rule on average
(see Table 2 for its fuzzy rule base). In SPEA2 case, the same accuracy requires
12 rules (see solution No. 16 in Fig. 2b and the SPEA2-part of Table 1).

The results of our main multiple-cross-validation-based experiment and
the results of 15 alternative approaches applied to the considered data set
are collected in Table 3 for the purpose of comparative analysis. The follow-
ing alternative methods are used: (i) KBANN (Knowledge-Based Artificial
Neural Networks), GDS (Gradient Descent Symbolic rule generation), Back-
prop (Backpropagation-based feed-forward neural network), and the well-known
ID3 - see [17], (ii) UCS (sUpervised Classifier System), GAssist (Genetic Algo-
rithm based claSSIfier sySTem), and cAnt-Miner (an algorithm inspired by
behavior of real ant colonies) - see [18], (iii) MLP (Multi-Layer Perceptrons) with
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Table 3. Results of our approach and comparison with alternative approaches

Source Method Learn-
to-test
ratio

Number of
single
k-fcv
experi-
ments

Average accuracy
measures for learning
and test data

Average
interpretability
measures

ACC(lrn) ACC(tst) R nATR nFS nATR/R

[17] (1994)
and UCI
repository

KBANN 9:1 1 N/a 93.68% N/a N/a N/a N/a

GDS 9:1 1 N/a 93.25% N/a N/a N/a N/a

Backprop 9:1 1 N/a 93.23% - - - -

ID3 9:1 1 N/a 89.44% N/a N/a N/a N/a

[18] (2009) UCS 9:1 1 N/a 57.30% N/a N/a N/a N/a

GAssist 9:1 1 N/a 92.45% N/a N/a N/a N/a

cAnt-
Miner

9:1 1 N/a 83.80% N/a N/a N/a N/a

[19] (2009) MLP with
regular
error
function
(MSE)

9:1 10 N/a 91.66% 628.6 N/a N/a N/a

MLP with
new error
function

9:1 10 N/a 89.85% 298.9 N/a N/a N/a

[20] (2010) C4.5 2:1 1 N/a 93.6% N/a N/a N/a N/a

Naive
Bayes

2:1 1 N/a 96.6% – – – –

SVM 2:1 1 N/a 92.0% – – – –

[21] (2013) BEXA 9:1 1 N/a 92.7% N/a N/a N/a N/a

JRip 9:1 1 N/a 94.14% N/a N/a N/a N/a

PART 9:1 1 N/a 92.51% N/a N/a N/a N/a

This paper Our
approach
based on
SPEA3

2:1 10 93.4% 93.6% 5.0 6.3 7.0 2.2

9:1 10 93.4% 94.3% 5.4 7.2 8.0 2.2

N/a stands for not available;
– stands for not applicable, e.g., the number of rules for non-rule-based systems.

regular and new error functions - see [19], (iv) the well-known C4.5, Naive Bayes,
and SVM methods - see [20], and (v) BEXA (Basic EXclusion Algorithm), JRip
(Java implementation of RIPPER (Repeated Incremental Pruning to Produce
Error Reduction) algorithm), and PART (PARTial C4.5 method) - see [21].

The k-fold cross-validation (k-fcv) with two values of k is considered: k = 10
(i.e., learn-to-test ratio 9:1) and k = 3 (ratio 2:1) in order to compare our
results with the results generated by all aforementioned approaches. Each learn-
ing experiment generates a Pareto-front approximation. A single solution char-
acterized, first, by the highest accuracy in the test data set and, second, by
the highest interpretability is selected from that front approximation. Then, the
average results from all partial experiments are computed. They are presented
in Table 3 (a “single k-fcv experiment” in Table 3 represents k partial experi-
ments for particular folds; 10 single k-fcv experiments correspond to 10 different
divisions of the original data set).

For the 9:1 learn-to-test ratio, our approach with 94.3% average accuracy
for the test data and the interpretability measures as in Table 3 outperforms all
alternative approaches. Their interpretability measures are either non-available
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or take very high values (see, e.g., the average number of rules for “MLP with new
error function” equal to 298.9 comparing to 5.4 for our approach). Obviously,
the black-box approaches are not interpretable at all. Similar regularity holds
for the 2:1 ratio. In this case, only the black-box Naive-Bayes approach gives
higher accuracy than our method.

Concluding, in general, our approach generates - for decision-support pur-
poses - fuzzy classification systems characterized by comparable or better accu-
racy and significantly better interpretability than various alternative approaches.

5 Concluding Remarks

The main goal of this paper is the application of our MOEOA-based FRBCs
to the classification of the splice-junction DNA sequences data coming from
the Molecular Biology (Splice-junction Gene Sequences) benchmark data set
(available from the UCI repository: http://archive.ics.uci.edu/ml). The splice-
junction classification problem and the main components of our FRBC and its
genetic learning and MOEOA-based optimization are outlined. Two MOEOAs
are employed and compared, i.e., the well-known SPEA2 and our SPEA2’s gen-
eralization (referred to as SPEA3) characterized by a higher spread and a better-
balanced distribution of solutions. A comparative analysis with 15 alternative
approaches is also performed.
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Abstract. Dermoscopy is one of the major imaging modalities used
in the diagnosis of melanoma and other pigmented skin lesions. Owing
to the difficulty and subjectivity of human interpretation, dermoscopy
image analysis has become an important research area. One of the most
important local structure that is likely to appear in malignant melanoma
is the blue-whitish veil. In this article, we present an unsupervised app-
roach to the blue-whitish veil detection in dermoscopy images of pig-
mented skin lesions based on the analysis of HSV color space. The
method is tested on a set of 179 dermoscopy images and the detection
error rate is lower than 15%. The results demonstrate that the presented
method achieves both fast and accurate blue structure segmentation in
dermoscopy images.

1 Introduction

Malignant melanoma, the most deadly form of skin cancer, is nowadays one of
the most rapidly increasing cancers in the world among many white-skinned pop-
ulations. Since investigations have shown that the curability rate of melanomas
in their early stage of development is nearly 100% [9], its accurate early diagnosis
is a very important issue.

Dermoscopy is a non-invasive skin imaging technique which allows to observe
features of pigmented melanocytic lesions which are not discernible during
an examination with the naked eye (Fig. 1). When practiced by experienced
observers, this imaging technique improves accuracy in diagnosing pigmented
skin lesions from 10% to 27% compared to the clinical diagnosis with the naked
eye [11].

In this paper we present an approach towards the issue of blue-whitish veil
detection in dermoscopic images of melanomas with the help of supervised image
processing and analysis techniques.

This paper is organized in 4 sections as follows. Section 1 (Introduction)
presents the issue of emotion recognition, motivation to undertake the work
c© Springer International Publishing AG 2017
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Fig. 1. Different local structures present within a pigmented lesion visible during a
dermoscopy examination [1].

and presents state-of-the art. Section 2 (Materials and Methods) specifies the
implemented system including signal preprocessing, feature selection and clas-
sification steps. In Sect. 3 (Results) the data acquisition process is described as
well as conducted tests are presented. Section 4 (Conclusion and future works)
closes the paper and highlights future directions.

1.1 Motivation

Malignant melanoma is likely to become one of the most common malignant
tumors in the future, with even a ten times higher incidence rate. Since the early
1970s, malignant melanoma incidence has increased significantly; for example, in
the USA it grows approximately by 4% every year. Due to the high skin cancer
incidence, dermatological oncology has become a quickly developing branch of
medicine. Nowadays the progress is visible both in primary research concerning
pathogenesis of tumors (the role of genes or viruses in tumor development) and in
the development of new, more efficient methods of computer-aided diagnosis. The
development of computer-aided diagnosis (CAD) systems for automated diagno-
sis of melanoma is particularily important as young inexperienced dermatologists
and family physicians have huge difficulties in the correct visual assessment of
skin lesions. The CAD systems for dermatology help to increase the specificity
and sensitivity and make the assessment of the skin mole more simple [15]. Many
different algorithms have been proposed by dermatologists and researchers and
are nowadays used in common medical practice. The main ones being the ABCD
rule, the Menzies method, the 7-point checklist and global pattern analysis [1].
Dermatoscopy permits to identify a number of morphological patterns not visi-
ble with the naked eye which may be used for the diagnosis of skin melanocytic
lesions. In particular, three diagnostic models have become more widely accepted
by clinicians: (i) Pattern analysis, which is based on the expert qualitative assess-
ment of numerous individual ELM criteria; (ii) the ABCD-rule of dermatoscopy
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which is based on a semi-quantitative analysis of the following groups of criteria:
asymmetry (A), border (B), color (C) and different dermatoscopic (D) struc-
tures; (iii) the ELM 7-point checklist scoring diagnosis analysis, proposed by
Argenziano et al. [1], defining only seven standard ELM criteria. In particular,
the ELM 7-point checklist provides a simplification of standard pattern analysis
and, if compared to ABCD, allows less experienced observers to achieve higher
diagnostic accuracy values.

1.2 Clinical Significance

One of the most important indicators of invasive malignant melanoma is the blue-
white veil (irregular, structureless areas of confluent blue pigmentation with an
overlying white “ground-glass” film [1]) (Fig. 2). The blue-whitish veil is almost
exclusively found in malignant melanomas and Spitz/Reed nevi. No differenti-
ation between the veil in melanomas and Spitz/Reed nevi has been observed.
Blue veil is a local structure that helps to distinguishing melanoma from Clark
nevus [1]. With a sensitivity of 51% and a specificity of 97% [12]. The blue-
whitish veil is one of the major criteria of the 7-point checklist with the highest
odds ratio >11.

Fig. 2. Examples of blue-whitish veil [1]. (Color figure online)

1.3 Related Works

In recent years a few approaches for a computer-aided detection of blue-white veil
in dermoscopy images has been proposed. Most of them use supervised machine
learning techniques, mainly decision tree classifiers, to detect the relevant der-
moscopic pattern.

The method proposed by Celebi et al. [3] is based on classifying each image
pixel as either belonging to the blue veil or not depending on values of color
and texture features computed for its neighborhood. Out of fifteen absolute and
relative color features and three texture features (based on the gray level co-
occurrence matrix) only two features, both belonging to color features, were
finally selected for the classification model. To classify the data, a decision tree
was trained using C4.5 algorithm. For manually selected test pixels, the classifier
achieved sensitivity of 84.33% and specificity of 96.19%.
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Ogorza�lek et al. [13] used thresholding in RGB space to find grey-bluish areas.
Those areas were identified as pixels which satisfied the following constraint:
R > 60 ∧ R − 46 < G < R + 15 ∨ G > B − 30 ∧ R − 30 < B < R + 45
(the thresholds were determined manually, based on past experience and joint
work with clinical dermatologists). However, the paper does not provide any
performance evaluation data of the proposed technique.

Arroyo et al. [2] proposed an approach similar to [3], they first compute a
number of color features for individual pixels and then apply C4.5 algorithm to
generate the decision tree used for pixel classification to state whether a given
pixel may constitute part of the blue veil or not. For the obtained region masks
another set of twelve shape-based features is extracted and used by a classifier
to determine whether a given region is part of the blue veil. The technique yield
sensitivity of 80.50% and a specificity of 90.93% for the classification of lesion
images as either cases of melanoma with blue veil or other cases.

In their recent work, Di Leo et al. [10] took a different approach. Firstly,
the lesion was subdivided into color regions via principal component analysis
(PCA). A two dimensional histogram is computed with the two first principal
components and the most significant peaks in the histogram were chosen as
representatives of color regions in the input image. A lesion map was created
by assigning each pixel to one of the main peaks via clustering and for each
region in the lesion map a set of color-related features were computed. Values
of those features were subsequently used to determine the presence or absence
of the blue-whitish veil using a logistic model tree, which achieved sensitivity of
87% and specificity of 85%.

2 Materials and Methods

Figure 3 shows an overview of this proposed system to detect blue-whitish
regions. Prior to the blue-whitish region extraction three steps have to be
performed. In first stage the dermoscopy image has to be enhanced and pre-
processed. In the second step the skin lesion is extracted from the surrounding.
In the third step the basic features for pixels are obtained. Steps, namely the
image enhancement and the determination of the background color, were per-
formed on the images. In the last, fourth step, the selected features are calculated
for each pixel belonging to the segmented skin lesion and based on the outcome
the blue-whitish region is extracted. Those steps are typical for tasks of med-
ical image recognition [7,8]. The main goal of this research is to present the
blue-whitish veil area feature extraction and detection steps, so the preprocess-
ing and segmentation stages will be described shortly. A detailed description of
these steps can be found in our works [5,6].

2.1 Dermoscopy Image Preprocessing

Dermoscopic images are inhomogeneous and complex and furthermore they con-
tain extraneous artifacts, such as skin lines, air bubbles, and hairs which appear
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Fig. 3. An overview of our blue-whitish veil detection method. (Color figure online)

in almost every image. The black frame is detected on the basis of the lightness
component value in the HSL color space. The removing of thick black hair is
very important because the remaining thick black lines can influence the seg-
mentation step. The detection of dark hairs is performed while using the top-hat
transform. The air bubbles and remaining light-thin hairs are removed with the
Gaussian filter.

2.2 Skin Mole Segmentation

In dermoscopy images we can observe two regions. The healthy skin which is
s mostly homogeneous and the skin mole that contains a variety of colors and
different local structures. Based on this assumption that the skin surrounding
the mole is alike in each part of the image the region-growing algorithm can be
applied to detect the desired area. The main advantage of the region-growing
algorithm is that it is capable of correctly segmenting regions that have the
same properties and are spatially separated. The implemented algorithm has
been described in [6]. Figure 4 presents the results of the segmentation step.

Fig. 4. Examples of the segmentation step results.

2.3 Feature Calculation

The detection of specific colors can be performed while analyzing the values of
channels in a certain color space. A color space is the type and number of colors
which originate from the combinations of color components of a color model.
The most known, and used color model is RGB and it defines a color space
in terms of three components (Red, Green, and Blue). The RGB color model
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is an additive one which means that the channels are combined to reproduce
other colors. Because RGB is an additive model it is not suggested to use it for
color detection. Unlike RGB, the HSV color model seeks to depict relationships
between colors. Standing for hue, saturation, and value, HSV has been described
by Alvy Ray Smith in 1978. Figure 5 presents the Hue-Saturation-Value color
model.

Fig. 5. The hue-saturation-value (HSV) color model [4]. (Color figure online)

In order to segment the blue-whitish veil regions a number of features is
calculated to obtain the best classification result. Based on the three dimensional
representation of HSV color model we analyze the following parameters: P hue,
P saturation and P value. Hue is defined as an angle in the range [0, 2π] where
the blue color lies between 240–300◦. Saturation is the depth or purity of the
color and is measured as a radial distance from the central axis with value
between 0 at the center to 1 at the outer surface. The blue color can be identified
for P saturation higher than 0.5. Additionally, a 7 × 7 neighborhood of a pixel
has been analyzed. Texture descriptors based on the Gray Level Co-occurrence
Matrix (GLCM) [14] were calculated including entropy, contrast, and correlation.
The GLCM parameters have been computed for each of the 4 directions 0, 45,
90, 135 and the statistics calculated from these matrices were averaged.

2.4 Detection of Blue-Whitish Veil

For the detection of the blue-whitish veil regions the most suitable features have
been selected and described in the previous section. In this work we propose to
use the decision tree as a predictive model to map the observations (pixel rules).
The training data contained over 700 pixels corresponding to blue-whitish veil
and 700 pixels chosen from other structures in skin lesion. The C4.5 algorithm is
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used to generate the decision tree. Decision Trees are often fast to train and gen-
erate easy to understand rules. Thus, Logistic Model Tree has been proposed as
solution for the classification of the blue regions. The results of the classification
process are presented in Fig. 6.

Fig. 6. Automatic detection of the blue-whitish veil regions. (Color figure online)

3 Results

The image set used in this study consists of 179 digital dermoscopy images
obtained from the Interactive Atlas of Dermoscopy [1]. Images for this atlas
have been provided by two university hospitals (University of Naples, Italy, and
University of Graz, Austria) and stored on a CD-ROM in a JPEG format. These
were true-color images with a typical resolution of 768× 512 pixels. The diag-
nosis distribution of the cases was as follows: 132 with blue-whitish veil and 47
without searched area. The lesions were biopsied and diagnosed histopatholog-
ically in cases where significant risk for melanoma was present; otherwise they
were diagnosed by follow-up examination All of the images have been assessed
manually by a dermoscopic expert with extensive clinical experience.

The XOR measure was firstly used by Hance et al. and quantifies the
percentage area detection error as:

Error =
Area(Automatic BV ⊕ Manual BV )

Area(Manual BV )
(1)

where Automatic BV and Manual BV are the binary images obtained by fill-
ing the automatic and manual areas of blue-whitish veil, respectively, ⊕ is the
XOR operation that gives the pixels for which Automatic BV and Manual BV
disagree, and Area (Manual BV) denotes the number of pixels in the binary
image Manual BV. The area error rate for the detection of blue-whitish veil
area obtained 15%.
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4 Conclusion and Future Work

In this research we propose a new approach to the detection of blue-whitish veil
in pigmented skin lesion. Due to the difficulty and subjectivity of human interpre-
tation, the computerized image analysis techniques have become an important
tool in the interpretation of dermoscopic images. The results obtained within
this study indicate that the proposed algorithm can be used for the detection
of the most important local structure in the diagnostic algorithm called 7-point
checklist.

Acknowledgments. This work was supported by AGH University of Science and
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Abstract. Application of wearable sensors is a promising approach in
building novel telemedical services. In this paper, we propose the bio-
logically inspired method for monitoring human activity in living con-
ditions. The solution is based on the set of sensors integrated in the
single wearable device and imitates the natural arrangement of human
perception system. The designed wearable device enables to acquire phys-
iological and environmental parameters. With the use of proposed appli-
ance it is possible to collect body and ambient temperature, barometric
pressure, light intensity and acceleration. In the experimental part, the
signals were recorded during selected activities of daily living (ADL).
The sitting activity classification was implemented using perceptron.

1 Introduction

During the last decade we witnessed significant improvement in the develop-
ment of wearable sensors in the scope of power consumption, miniaturization
and resolution. The world population is ageing rapidly. The fraction of people
aged 65 and more was 7% in 2000 and will probably increase to 16% in 2050
as the global population grows [1]. This requires development of the efficient
technologies supporting the healthcare. One approach is to transform selected
healthcare services into the telemedicine solution based on wearable sensors.
Appling wearable devices and telemedicine drives the development of more and
more sophisticated assisted living systems supporting the elderly and chronically
ill or disabled patients. The most commonly used architecture of such system
contains the sensor measuring one of the patient’s physiological parameters com-
municating with the control unit which is capable of acquiring the signal and
sending data to the personal computer or remote server. Further processed data
may be then analyzed with dedicated algorithms to extract some characteristic
features and obtain the heart rate, temperature or blood oxygen saturation. The
idea of the application of wearable sensors for activity monitoring, was raised
by many researchers. More than 10 years ago Kara E. Bliley et al. stated jus-
tification for the use of triaxial accelerometers in this type of systems [2]. By
using MEMS technology, this solution allowed significant miniaturization and
reduction of costs in contrast to traditional uniaxial accelerometers. Motoi et
al. noticed that measurement of patient activity is widely used in the process
of assessing the progress of rehabilitation. It can also be helpful in planning
c© Springer International Publishing AG 2017
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the long term treatment [3]. It is stated that data recorded from different areas
and in different conditions carry the most relevant information. Studies found
the usefulness of the application of multiple sensors that measure various para-
meters. Ince et al. presented a solution based on wearable and stationary sen-
sors distributed in the system for monitoring activity at home [4]. Simultaneous
acquisition of signals from the accelerometer, magnetometer, pressure sensor,
in conjunction with the data from the camera and acoustic sensors, create a
complete information allowing for the identification of certain activities. The
researchers also confirmed that such system may be not very expensive, which
increases its availability. Maeneka et al. noted that monitoring of daily activity is
useful in maintaining health [5]. Researchers have developed a prototype device
that integrates multiple sensors and measures acceleration, pressure, humidity
and ambient temperature. The use of sensors based on MEMS technology has
allowed the system miniaturization. To increase usability, the extension of addi-
tional communication standards was proposed [6]. Mukhopadhyay noted that
non-hospital care, where telemedical systems plays a key role, may significantly
limit the funds spent on healthcare. The development of technology allows to
build smaller and more efficient devices. The author describes the basic config-
urations and system architectures in terms of advantages and disadvantages of
their use. Further development of these technologies as well as their importance
is anticipated in the future. Etemadi et al. presented a dedicated solution of
wearable monitoring for patients with cardiovascular diseases [7]. Apart from
the typical accelerometer and pressure sensor, the logger is equipped with a
chip allowing electrodiagnostic signals measurement. Data carrier is microSD
card, and the power source is a lithium coin battery. Simultaneous acquisition of
ECG signals and the SCG (seismocardiogram) is a source of information about
the work of the heart while the barometric pressure sensor provides data for
calculation of the patient’s altitude. Previous studies have focused on human
monitoring using various wearable sensors including heart rate monitors, body
temperature sensors or accelerometers [4,6,9,10]. It was also demonstrated that
house embedded sensors can be successfully used to monitor human behavior
[4,5,8,11]. Therefore, in this study we investigate the possibility of integrating
both wearable and environmental sensors into single device for telemedical appli-
cation. The nature constitutes the perfect source of inspiration in the design of
technical systems [12]. The number of bioinspired sensors systems were described
in [13]. Sometimes the researchers are racking their brains to find the solution for
the complex problem before realizing that it actually have already been solved
by the natural process of evolution throughout the thousands of years. Such app-
roach may lead to optimization of the design process and strongly contribute to
reducing the time and research costs. Undoubtedly, the challenge is to wisely
adapt the biologically inspired concepts into technical field. The biocybernetic
modelling is certainly vital for current development and may be the great tool
for considering and solving mentioned problems. Our approach was based on the
direct observation of the anatomy and physiology of chordate neural system, in
particular the human one. According to this, we proposed the topology of the
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system consisting of the sensors set and the processing unit. In order to optimize
the patient monitoring process, we performed the fusion of sensors providing the
information similar to the one receiving by the receptors and human neural
system. The proposed device was equipped with accelerometers and barometric
pressure sensor, which imitate the patient motion and position sensing. The state
of the environment in which the person is being monitored is supervised by the
light intensity sensor and the set of digital thermometers. Supplying the system
with the touch sensor in the form of polymeric piezofilm gives the possibility of
mechanic pressure perception inspired by the skin mechanoreceptors [12]. The
main processing unit is in charge of combining provided signals and enables
data acquisition on the memory carrier. Such approach would be meaningless
and incomplete from the biological point of view if it had not been for the remote
communication aspect. The realization of this functionality was implemented by
the wireless protocol, Bluetooth Low Energy. In order enable the development
and tests execution of described concept, the compact measurement device was
designed and prototyped Fig. 1.

Fig. 1. System concept.

The remaining part of the paper is organized as follows. Section 2 presents
hardware setup. Section 3 presents and discusses the results. Section 4 concludes
the paper.
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2 Hardware Setup

2.1 Architecture of the Developed Prototype

The device consists of MEMS and analog sensors connected to the microcon-
troller and the circuits supporting the power supply from Li-Poly battery which
can be easily charged with the DC jack or USB port. The prototype is embed-
ded inside the plastic casing with the microSD slot, control microswitch and
RGB diode serving as the simple indicator. The architecture of the developed
prototype is shown in the Fig. 2.

Fig. 2. Architecture of the developed prototype.

2.2 Power Supply and Interfaces

The logger is equipped with the universal IDC connector supporting the ISP
programming and external sensors such as DS18b20 temperature sensor. The
USB charger design is based on the galvanic separator preventing the user from
the direct voltage impact during the recharging procedure. The power supply
circuits involve DC/DC converters enabling whole device to be supplied by the
3.3 V, which contributes to the lower power consumption. The average battery
life reaches approximately 24 h, which is the main factor determining the possi-
bility of long-lasting monitoring. In order to prevent the user from the eventual
battery damage effects, the accumulator is wrapped in the flame resistant com-
posite based on the PTFE and glass fiber. Developed PCB with Li-Poly battery
is shown in the Fig. 3.

The measurement data is recorded on the microSD card in the .txt file format
which can be easily imported into Excel or MATLAB and further processed or
analyzed. The significant advantage of proposed system is its versatility Fig. 4.
The universal connector enables to apply different sensors for further develop-
ment of the device. Moreover, the possibility to equip the prototype with addi-
tional RS-232 module seems to be the convenient way to establish the direct
communication with the computer of other extension boards.
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Fig. 3. Developed PCB with Li-Poly battery.

Fig. 4. The developed device embedded inside the plastic casing with dimensions:
90× 58× 18mm.

2.3 Sensors

The prototype takes advantage of the advanced MEMS sensors dedicated to the
specific measurement of environmental parameters. The MPU-6050, used for
motion detection, is the integrated 6-axis MotionTracking device combining a
3-axis gyroscope, 3-axis accelerometer and Digital Motion Processor. It features
high resolution and can be used to perform advanced motion analysis with the
use of motion processor. The BMP-085 sensor performs the barometric pressure
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measurement and in conjunction with altitude calculations may be used in the
systems monitoring the height above sea level. DS18b20 digital thermometer is
utilized for ambient temperature measurements. This device features program-
mable resolution of the measurements and uses 1-Wire communication protocol
which minimalizes the wire connections on the PCB. The sample rate of the
signals acquired from digital sensors is limited by the hardware conversion time
of single measurement. The Table 1 exhibits the most important technical para-
meters of the sensors used in the project. For light intensity monitoring the basic
analog photoresistor was used in the prototype. It is configured as the voltage
divider and provides the analog signal to the analog to digital converter of the
microcontroller in 10-bit resolution setup.

Table 1. The characteristics of the used sensors.

Parameter Sensors

MPU-6050 BMP-085 DS18b20

Range ± 16 g 700–1100 hPa −10–85◦C

Accuracy - ± 2.5 hPa ± 0.5◦C

ADC resolution 16 bits 16–19 bits 9–12 bits

Communication protocol I2C I2C 1-Wire

Max. sampling rate 1 kHz 200Hz 1–10Hz

3 Methods, Results and Discussion

In the experimental part, we recorded signals during selected activities of daily
living. We selected the following: sitting, walking, going up the stairs. Sen-
sors were placed on the chest and fastened using elastic belt. A set of signals
was acquired from healthy volunteers in laboratory conditions. Table 2 gives an
overview of obtained measurement data record form the device.

We choose sitting as an example of daily activity which can be easily detected
with designed prototype and simple perceptron neural network. We investi-
gated a set of different methods for extracting features from acceleration sensor.

Table 2. The piece of data record form the device

Acc X [g] Acc Y [g] Acc Z [g] Ext temp [C] Int temp [C] Press. [Pa] Light [%]

−0.27 −0.22 1.13 26.75 25.11 98042 99.12

−0.36 −0.32 0.90 26.79 25.13 98042 99.12

−0.50 −0.21 0.80 26.86 25.18 98042 99.12

−0.46 −0.20 0.86 26.87 25.26 98042 95.80
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Finally, the output vector for the perceptron was calculated from the x-axis of
the acceleration signal as the index corresponding to the frequency with maxi-
mum energy. We used Fast Fourier Transform for spectrum energy calculation.
Figure 5 gives an overview of obtained selected acceleration data record from the
device and Fig. 6 depicts the plot the of selected activity (going upstairs). The
output vector of the network was ones for sitting activity and zeros for others.
The neural network was trained on 75% of collected samples and tested on the
25% of data. The perceptron was capable of separating an input space with
a straight line into two categories: one sitting and zero other activity (Fig. 7).
This classification may have clinical motivation as it can be used for exclusion of
pathological movement or falling accident, especially in case of disabled patients.

Fig. 5. The plot of acceleration data record from the device.

However, the device can provide additional parameters as an input of neural
network which can be easily extended with further neurons to gain the ability
of classification of more complex activities. Calculation of altitude, based on the
barometric pressure, can be the fundamental for detection of going up or descend-
ing the stairs without complex computational methods. On the other hand, the
motivation for usage of mentioned sensors, apart from their high accuracy and
overall performance, was mainly the possibility of integrating the physiological
(body temperature), movement (acceleration) and environmental measurements
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Fig. 6. Amplitude spectrum for going upstairs.

Fig. 7. The plot of separated input space into two categories (1–3 - sitting, 4–9 - other).
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(barometric pressure, light and external temperature) into one single data record.
This approach may be interesting especially for data synchronization but also for
analysis of different activities. Another application of described system can be
the simultaneous acquisition of body temperature and 3-axis acceleration which
in conjunction may be used for detection of epilepsy attacks or fever occurrence.
We can also measure the eventual weather changes which may in turn exert
strong impact on the elderlies mood and physical condition.

4 Conclusion and Future Works

In this paper we showed the feasibility of building a system for remote multi-
parameter patient monitoring in home conditions. The result of this study indi-
cated that selected physiological and ambient parameters can be measured using
the single device and integrated into data record. Signals provided by the device
can be used to support diagnosis and treatment of patients who suffer from
numerous diseases. Developed method can be utilized as a platform for mon-
itoring selected parameters and provides a lot of valuable data about patient
behavior. The main advantage of described sensor fusion is possibility of provid-
ing complex multidimensional feature vectors as an input for machine learning
algorithms. We classified selected ADL activity (sitting) using perceptron. The
feature extraction method and classification model can be used for real-time
activity recognition on resource-constrained devices. The designed prototype fea-
tures small size, intuitive operation and it can be easily reprogram. This gives the
system usability attributes and makes it user friendly. Future work will focus on
carrying out more experiments on the larger elderly group in home environment
and integrating developed device within more complex telemedical system.
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Abstract. In this paper, we analyze the properties and performance of
the Choquet integral and fuzzy measure, particularly λ–fuzzy measure
in the context of an aggregation of classifiers based on various facial
areas. The fuzzy measure and Choquet integral have been shown to be an
efficient aggregation techniques. However, in practice reported so far, the
choice of the initial values of the measure corresponding to the saliency
of facial features has been dependent upon the expert decision. Here, we
propose an algorithmic way of finding these values. For this purpose a
Particle Swarm Optimization (PSO) method is considered. The reported
experimental results show that the method is more effective than the
expert – centered approach.

Keywords: Aggregation · Facial features · Face recognition · Choquet
integral · Fuzzy measure · Particle Swarm Optimization

1 Introduction

Face recognition has been one of the most considered problems in the area of
image recognition. This is because of its wide applicability in many areas of life
such as access control, driver’s license and passport verification, border control,
or identification of mobile devices owners. The plethora of approaches is very
rich. One can here refer to [13], Eigenfaces [31], Fisherfaces [4], local descriptors
[1,5,15], elastic bunch graph matching [33], Granular Computing [20], sparse
representation [34], deep learning [11,30], information fusion and aggregation
[17,21], etc. The latter lets us save the amount of computational memory needed
to execute the classification process and improve the result of classification.
However, the main question arises here: How to treat the particular facial areas
contributing to the process of classification?
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In the literature, there are many approaches related to the estimation of the
importance of particular facial parts. In general, they are two main groups. The
first approach is based on psychological experiments and observations of ways
people recognize others. The main methods here are comparing the facial parts
by subjects taking parts in the experiments, recognition of faces with covered
or changed parts of face, and similar, cf. [7,10,12,16,22,26,27,32]. From the
computational point of view, the methods are based on checking the recognition
rate with an application of a method used to the cropped region of the face [6,9,
35] or applying intuitive observation made by an expert in the field (supported by
trial–and–error test), cf. [17,21]. Usually, all the described methods show some
regularity in the produced results confirming that the most salient region of the
face is eye and eyebrows area. However, in the context of a particular aggregation
method the weights associated with all the subregions on which the classifiers
are built should be obtained in a different way depending on the structure of the
aggregation operator.

The main objective of this study is to present a novel approach to determine
the parameters of the fuzzy measure which are related to particular facial parts
or regions without the necessity to conduct psychological experiments as well
as with relatively low computational cost. We are interested in obtaining these
values by applying the well–known Particle Swarm Optimization method. More-
over, our aim is to carry out a comprehensive comparison of our proposal with
other methods.

The paper is organized as follows. The role of the Particle Swarm Optimiza-
tion and the general processing scheme are covered in Sect. 2. Section 3 presents
the experimental results while Sect. 4 covers the conclusions and the future work
directions.

2 The Role of Choquet Integral and PSO in the Process
of Aggregation of Classifiers

Let us assume that in the process of classification we consider n facial features
such as eyes, eyebrows, nose, mouth, and others depending on our preferences.
Formally, the overall face area can be represented as X = {x1, . . . , xn} with
xi, i = 1, . . . , n being the corresponding facial regions. If the dataset consists of
N subjects and each person k has Nk images in the dataset then we can assume
that a new unknown face can likely belong to the class k for which the following
Choquet integral attains in maximal value (cf. [23]):

∫
g ◦ h =

n∑
i=1

(h (xik) − h (xi+1,k)) g (Ai) , h (xn+1,k) = 0, (1)

where the function g : P (X) → [0, 1] is a fuzzy measure satisfying the following
conditions

g (∅) = 0, (2)

g (X) = 1, (3)
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g (A) ≤ g (B) for A ⊂ B, where A, B ∈ P (X) . (4)

In the Sugeno parametric version of the fuzzy measure [29] one has

g (A ∪ B) = g (A) + g (B) + λg (A) g (B) , λ > −1. (5)

Then
g (A1) = g (x1) (6)

and

g (Ai) = g (xi) + g (Ai−1) + λg (xi) g (Ai−1) for i = 2, . . . , n. (7)

g (xi) , i = 1, . . . , n are the values of λ–fuzzy measure to be found and represent-
ing the atomic cues saliency. The parameter λ can be easily obtained from the
following equality [29]

1 + λ =
n∏

i=1

(1 + λg (xi)) . (8)

Finally, the values h (xik) of the kth class with maximum membership grade for
the ith feature (i.e., in the ith classifier) are obtained as

h (xik) = 1/Nk

∑
µij∈Ck

μij , (9)

where
μij =

1

1 + dij

di

. (10)

Here, dij denotes the distance between a test image and the vector represent-
ing ith feature for a jth training image, di is an average distance between the
images in the ith classifier. Ck denotes the kth class. Moreover, the values h (·)
appearing in the formula (1) are sorted in decreasing order. Hence, according to
the classification rule that returns a class for which the Choquet integral returns
the maximal value, a way of finding the initial values of function g (·) invokes an
optimization technique maximizing the values between for the same class images
and minimizing the inter–class values.

Here, a sound alternative is a well–known Particle Swarm Optimization
method [19] which is a socially–inspired approach where the parameters (val-
ues) to be optimized are gathered to form a particle. The group of particles is
involved in the optimization process. The process is initialized by random set-
ting of particles locations and velocities. The following rules are used to update
the positions of particles yi, i = 1, . . . , n, (in our case, a particle is a set of the
parameters of the fuzzy measure corresponding to the facial parts) in the next
generations:

vi = vi + 2r1 ⊗ (pi − yi) + 2r2 ⊗ (pg − yi) , (11)

yi = yi + vi, (12)
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where vi denote velocities, r1 and r2 constitute random vectors with values
from [0, 1] ,pi is the ith particle personal best position while pg is global best
position of the whole swarm. A point-wise vector multiplication is represented by
⊗ symbol. The cognitive and social part are 2r1 ⊗ (pi − yi) and 2r2 ⊗ (pg − yi),
respectively. They are used to change the positions of the particles [18,19]. In
our case we use the concept of inertia weight which helps to better control
exploration and exploitation by the PSO [3,28]. We modify the equation (11)
using so called random inertia weight [8]

vi = (0.5 + r/2)vi + 2r1 ⊗ (pi − yi) + 2r2 ⊗ (pg − yi) , (13)

where r is a random number from [0, 1]. This way of algorithm modification lets
us to speed up the execution time by obtaining the optimized result by reaching
the satisfying level of convergence after a few generations. The numbers r, r1,
and r2 are randomly obtained during each generation for each particle.

As mentioned, our main goal is to find the fuzzy measure initial values. How-
ever, in our initial part of experiments we found that different parts of face
are responsible for positive and for negative classification, i.e., for the conclu-
sion that a given face belongs or does not belong to a given class, respectively.
Therefore, the optimization has to be conducted separately for the case where
the Choquet integral values are maximized, and separately for the case when
they are minimized. The final result of this optimization process is yielded as
the weighted average result of positive and negative optimization, respectively.
An overall scheme is presented in Fig. 1.

Fig. 1. An overall flow of processing

3 Experimental Results

For the purpose of our experimental analysis we use the AT&T dataset [2] which
is one of the most commonly utilized face datasets. It consists of 400 images of
40 people (10 per subject). Each of the images are initially preprocessed (scaled,
cropped, and the histogram was equalized). Next, we extract 6 parts of the
face, namely eyebrows, eyes, nose, mouth, left and right cheek area, respectively
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Fig. 2. Chosen facial parts: eyebrows, eyes, nose, mouth, left cheek, and right cheek
(from the observer point of view)

Table 1. Recognition rates for particular facial parts using LBP

Eyebrows Eyes Nose Mouth Left cheek Right cheek

67.30 57.94 70.79 58.43 60.17 56.57

(see Fig. 2). The method of obtaining the distances to be used in the optimization
processes is a classic Local Binary Pattern algorithm (see [1]) with no partition of
the images onto the subregions. It means, that the resulting histogram lengths
are 256. The recognition rates obtained for particular facial parts separately
are given in Table 1. To obtain the parameters of the fuzzy measure we divide
randomly the dataset of images on the gallery (5 images of each person) and the
testing set (5 images per face). Next, we set the number of particles to be 50.
The number of generations is 10 only. We assign the weight 0.2 for the positive
and 0.8 for the negative PSO result. The experiment is repeated 100 times. The
final parameters of the fuzzy measure are collected in Table 2.

To compare our proposal with other methods of finding the initial weights
assigned to the parts of face we conducted a few additional experiments with
the presence of experts which are the members of our lab, friends, and people
experienced in estimating the face party using well–known Analytic Hierarchy
Process (see [24,25]). The first group of 18 people estimated the percentage
importance of particular facial regions in the process of face recognition. Two
experts were asked to conduct the AHP processes based on pairwise comparisons
of the 6 abstract facial features. Finally, the results obtained by these experts
were optimized as described in [14]. All the weights gathered from the experts
or obtained in other experiments (after normalization) are listed in Table 2. An
interesting result is listen in the first two rows of the table. They show that (in
case of LBP algorithm) the eyebrows, right, and left cheek areas are responsible
for a statement that an image belongs to a specific class while the eyes (without
eyebrows), nose, and mouth areas are responsible for a statement that an image
does not belong to a class it is compared to.

Table 3 consists the average results of 100 iterations of experiments based on
aggregation of LBP classifiers applied to the particular facial parts when, again,
5 images of each person are taken to the training set and 5 images are taken to
the testing set, and with initial fuzzy measure weights given in Table 2, respec-
tively. Each iteration is completed separately by dividing the dataset randomly
onto the equal sets, namely gallery and testing set, to proceed the simulation
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Table 2. Parameters of the fuzzy measure obtained in different computational and
psychological experiments

Method Eyebrows Eyes Nose Mouth Left cheek Right cheek

Negative PSO 0.02 0.32 0.34 0.26 0.03 0.02

Positive PSO 0.59 0.03 0.05 0.03 0.20 0.10

Av. of neg. PSO & pos. PSO 0.31 0.17 0.20 0.15 0.11 0.06

Our proposal 0.14 0.26 0.28 0.22 0.06 0.04

Experts votes 0.13 0.32 0.20 0.21 0.07 0.07

LBP for particular face parts 0.18 0.16 0.19 0.16 0.16 0.15

AHP by expert 1 [16] 0.32 0.32 0.10 0.16 0.05 0.05

AHP by expert 2 [16] 0.02 0.54 0.10 0.26 0.04 0.04

Average AHP 0.17 0.43 0.10 0.21 0.04 0.05

AHP by expert 1 + opt. [14] 0.32 0.32 0.10 0.16 0.05 0.05

AHP by expert 2 + opt. [14] 0.03 0.47 0.11 0.29 0.04 0.06

Average optimized AHP 0.18 0.40 0.10 0.22 0.05 0.05

Eigenfaces results [17] 0.20 0.21 0.19 0.16 0.12 0.13

Fisherfaces results [17] 0.19 0.19 0.16 0.14 0.16 0.16

Table 3. Results with an application of different weights (see Table 2)

Weight set Rank 1 Rank 5 Rank 10

Negative PSO 85.65 96.97 99.00

Positive PSO 74.35 91.18 95.79

Average of negative PSO & positive PSO 86.79 96.42 98.71

Our proposal 88.92 97.65 99.12

Experts votes 88.63 97.54 99.03

LBP for particular face parts 86.94 96.71 98.71

AHP by expert 1 [16] 85.08 95.78 98.48

AHP by expert 2 [16] 81.82 95.57 98.48

Average AHP 86.48 96.67 98.72

AHP by expert 1 + optimization [14] 85.11 95.80 98.49

AHP by expert 2 + optimization [14] 83.79 96.23 98.71

Average optimized AHP 87.09 96.84 98.77

Eigenfaces results [17] 87.90 97.01 98.87

Fisherfaces results [17] 86.79 96.54 98.62

(see The results show the effectiveness of our proposal which is slightly better
than the weights obtained from 18 experts for rank 1, rank 5, and rank 10 recogni-
tion rates. Good results are produced with the weights obtained by AHP process
followed by optimization with PSO of the result to preserve the consistency
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condition [24,25]. This method was described in details in [14]. The weights being
the outcomes of the experiments with Eigenfaces [31] for the AT&T dataset can
be useful as well here.

4 Conclusions and Future Studies

In this study, we have discussed a novel approach to obtaining fuzzy measure
coefficients required in aggregation techniques. This method offers an efficient
vehicle to substitute a way of weight determination realized by a human expert.
To illustrate the effectiveness of our proposal we have conducted a series of
experiments and the results clearly demonstrated the usefulness of the algo-
rithmic approach. The potential future work directions include an extension of
the method to the multimodal biometrics, an application of other algorithms of
recognition as well as optimization methods, or an application to other datasets
and domains. The studies on the facial features saliency in the context of positive
and negative classification are definitely worth pursuing.
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Abstract. In dermatology there are several well known algorithms of
melanocytic lesions recognition but there are not automated algorithms
of skin lesion identification and classification. The main aim of this paper
is to examine skin changes based on the skin analysis in the chosen model
color spaces. With the help of that analysis, the authors show how to
extract information from the skin images that will be useful for a future
dermatology expert system. In the paper, the authors introduce a novel
clinical feature extraction and segmentation method based on modified
dermatologists’ approach to diagnose skin lesions. We have also prepared
a database (DermDB) of dermoscopic images with the reference data
prepared and validated by expert dermatologists.

Keywords: Skin diseases · Melanocytic lesions · Color spaces · Princi-
pal Component Analysis · Contour analysis · Dermoscopic database Der-
mDB · Lesions Clinical Feature Segmentation Method (LesionCFSM)

1 Introduction

In dermatology we distinguish many melanocytic and non-melanocytic skin
lesions. Recognition of such skin changes can be difficult and the final diag-
nosis may have a great clinical value. One of melanocytic lesions is melanoma.
There are well known algorithms of melanocytic changes recognition. But there
are not automated algorithms of skin lesions recognition and classification or at
least a set of them.

In the paper, we present a new approach to the automated skin lesions
processing based on the skin analysis in chosen model color spaces. With the
c© Springer International Publishing AG 2017
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help of that analysis, we show how to segment clinical features from the skin
images that will be useful for a future expert system. That is why we introduce
and describe Lesions Clinical Feature Segmentation Method (LesionCFSM).

The paper shows the research that is an introduction and an integral part of
the task of creating a classifier and an automated support tool for the diagnosis
of skin dermatological changes.

The paper is organized into six sections. In Sect. 2 the revision of melanocytic
and non-melanocytic lesions are described. In Sect. 3 databases of dermoscopic
images are described and DermDB database is presented. In Sect. 4 a description
of Lesions Clinical Feature Segmentation Method (LesionCFSM) as a procedure
of image analysis with the help of Principal Component Analysis and modified
pattern analysis are presented. In the next Section the research methodology is
given. Conclusions are drawn in Sect. 6.

2 Revision of Melanocytic Lesions

Skin is the largest organ in the human body and most adults’ skin weighs in at
10 kg. Therefore, it is not surprising that in many internal diseases skin changes
may occur and their correct recognition can help to make proper final diagnosis.

Melanocytic and non-melanocytic skin lesions are often very difficult to diag-
nose because there are many factors that can lead to misdiagnosis which could
cause a very long and expensive clinical treatment. Skin cancers may derive from
the individual skin layers, the skin appendages, neurogenic blood and lymph
derivatives [4]. One of the most difficult skin lesion to recognize is papilla which
can vary in size, shape and appearance [3].

The proper dermatological diagnosis is based on clinical symptoms, expe-
rience of doctors and correct differentiation of skin lesions. Often histological
examinations are needed to make a proper diagnosis. To provide correct diag-
nosis may be very difficult because in many cases skin eruptions are polymor-
phic and may change over time. In the clinical course of the disease, various
skin lesions could also appear for a short time. Hence, the time, in which an
appropriate assessment of such a change has been performed, is very important
factor [1].

Semiology and recognition of the pattern and colors of skin lesions are usually
the first step toward diagnosis [3]. Pattern recognition is particularly important
in the melanocytic lesions to properly perform the differentiation with melanoma.
In the first stage of diagnosing very specific features like a single dot or a single
papilla are not the most important. If necessary, you can then incorporate these
detailed information for further analysis.

Chaos is defined as the asymmetry of color, shape and structure of the lesions
[13]. However, in nature there is no perfect symmetry which makes difficult to
create a proper algorithm. If chaos is not present you need to go to the next
assessment. Hence, a correct segmentation of the lesion is very important. We
do not take into account only the atypical melanocytic lesions.

Below there is a brief summary of melanocytic and non-melanocytic
lesions [14]:
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Melanocytic lesions: Melanoma, Hamartoma, Lentigo, Congenital and
acquired skin moles, Typical and atypical naevus.

Non-melanocytic lesions: Vascular lesions (angiomas), Seborrheic papilla,
Actinic keratosis, BCC, SCC, Bowen’s disease, Fibroma, Urticaria pigmentosa
(mastocytosis), Inflammatory skin diseases: lichen planus, contact dermatatis,
psoriasis, tinea etc.

As a result of our work, we expect to create an expert system examining
specific photos/images with lesions of skin diseases by introducing proprietary
LesionCFSM method of segmentation and feature extraction using a modified
method of factor analysis.

3 Dermoscopic Databases

Computer-aided diagnosis (CAD) systems are usually based on three stages [6]
(see Fig. 1): image segmentation, feature extraction/selection and lesion classi-
fication. Each of these stages has its own challenges and therefore, they need
to have proper evaluation and validation, which require reliable reference data.
The reference data has to be prepared and validated by expert dermatologists.

The availability of manually segmented skin lesions, performed by expert der-
matologists, is of crucial importance since they give essential information for the
evaluation of the segmentation step of a CAD system. The manual segmentation
of each image of the database is available in a binary format, more specifically
as a binary mask with the same size as the original image.

3.1 Examples of Dermoscopic Databases Validated by
Dermatologists

Below we summarize briefly the two databases with dermoscopic images and
their reference data.

PH2 [11] 200 dermoscopic 8-bit RBG color images with a resolution of 768 × 560
pixels along with the corresponding medical annotations, comprising 80 com-
mon nevi, 80 atypical nevi, and 40 malignant melanomas acquired using a
magnification of 20x under unchanged conditions.

DB of Warsaw Memorial Cancer Center (Poland) [9] 176 dermoscopic
8-bit JPEG color images with a resolution from 465× 599 to 1077× 1899
pixels along with the corresponding medical annotations, comprising 92 non-
melanoma and 84 melanoma images acquired using a dermatoscope of the
magnification of 20x.

The presented databases are effects of a joint collaboration between hospitals,
dermatology departments and IT institutions.
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3.2 DermDB

As a joint collaboration between Department of Dermatology and Venereology of
Medical University of Lodz, Institute of Mechatronics and Information Systems
of Technical University of Lodz and Faculty of Physics and Applied Informatics
of University of Lodz, we have prepared a database DermDB. DermDB data-
base contains images with the reference data prepared and validated by expert
dermatologists from Department of Dermatology and Venereology of Medical
University of Lodz.

For each image in the DermDB database, the manual segmentation and the
clinical diagnosis of the skin lesion as well as the identification of other important
dermoscopic criteria are available. These dermoscopic criteria are based on 3-
point checklist of dermoscopy (3PCLD) that includes:

1. Assessment of asymmetry of shape and structures.
2. Identification of colors and several differential structures, such as pigment

network, dots, globules, streaks, regression areas.
3. Blue-white structures (veil).

Apart from 3PCLD, in dermatology Glasgow 7-point checklist (G7PCL) is
widely used. G7PCL includes change in size, irregular shape, irregular color,
diameter > 7 mm, inflammation, bleeding, erosion, change in sensation (itch,
lack of feeling). Occurernce of three or more points suggests the diagnosis of
atypical/malignant lesion.

For enhancing our research methodology we extended above checklists by
adding a mesh generated for the whole lesion and received extended 3-point
checklist (x3PCLD) and extended Glasgow 7-point checklist (xG7PCL).

The database currently consists of 56 dermoscopic images along with the
corresponding medical annotations, comprising 22 common nevi, 22 atypical
nevi, and 16 malignant melanomas. The DermDB database is being developed.
The dermoscopic images were carefully acquired using a magnification of 20x
under unchanged conditions. They are 8-bit RBG color images with a resolution
from 800 × 600 to 1280 × 960 pixels. The set of images available in the DermDB
database was selected with some constraints, regarding their quality, resolution,
and dermoscopic features, so that they are suitable enough to be used as a
dermoscopic reference database.

4 Research Methodology

The general approach to the skin lesions processing and classification is presented
in Fig. 1. The raw images and dermographic data of the patient can be kept in
a single or distributed database.

The process is divided into 3 stages starting from the raw RGB dermoscopic
image:

Stage 1. Image processing to achieve lesions segmentation with their borders.
The methods examples are described in [5,17,18]. The methods and algo-
rithms that can be used in filtering skin are presented in e.g. [12,16].
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Fig. 1. The general approach to the skin lesions processing, segmentation and classifi-
cation

Fig. 2. The diagram of Lesions Clinical Feature Segmentation Method (LesionCFSM)

Stage 2. Clinical feature segmentation with resulting binary masks of clinical
feature segments basing on the Stage 1. The methods examples are presented
in e.g. [7,15].

Stage 3. Final classification based on the feature selection and classifier model
optimization taking into account Stage 1–2 and patient dermographic data.
The methods examples are presented in e.g. [10,18].

In our research we use PH2 and DermDB as reference datasets. In the paper,
we describe the part of the research that is finished at the Stage2 and one of
the results is Lesions Clinical Feature Segmentation Method (LesionCFSM).

The diagram presented in Fig. 2 summarizes the approach that is described
in the paper that is a part of a general approach to the skin processing and
segmentation described as LesionCFSM.
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The proposed algorithm of information transfer between the working color
space within a single pixel or/and its surroundings depends on the initial con-
ditions given to the algorithm, returning each R, G and B component from the
RGB pixel.

The second approach involves mapping from the RGB color space into a
chosen color space i.e. YCbCr, and subsequent transfer of its components to RGB
representations using original coefficients, and not to return to the original image.
As a result of these operations a color space is displayed for each component.
It is a kind of a heat map, which significantly facilitates the preparation of the
image for further analysis. The example of this is the edge detection algorithms
using different Sobel operator [8] as well as the further image segmentation. In
the further step, the authors make all the heat maps and pigment distribution
with all components.

4.1 Description of the Procedure of Image Analysis

The main purpose of the mechanism of transformation lesion images into some
kind of diverse heatmap is to extract certain important features, from the expert
point of view. These features can be paths in the lesion. The other aim of the
extration can be preparation of the data/material for further feature extraction.

Manipulation of individual colors/hues also affects contour analysis of specific
fragments of lesion. These contours in conjunction with the modified algorithm of
contours approximation can give complement effects and can introduce a broader
outline for the resulting expert opinion.

We derive certain number of features from patterns that are important infor-
mation in the classification process. From the resulting set of features we can
extract the global and local ones. A set of local features represents color (hue)
and texture (pattern). For each region/area, the features representing colors con-
sist of the mean and variance of each channel of the RGB and HSV color spaces.
Some results of the transformations are presented in Figs. 3, 5, 6, 7 and 8 are
described in Sect. 5.

4.2 The Process of Image Segmentation

The main objective of the research is to develop original algorithms for studying
the variability using local features with the help e.g. methods of factor analy-
sis in the processing and segmentation of dermatological images. Basing of the
reasearch assumptions, an expert decision support system (EDSS) will be devel-
oped for specialists dermatologists.

The other main objective is to study these skin lesions with the help of that
expert system EDSS and factor analysis. In the application examining specific
images with lesion changes we use proprietary algorithms of feature segmentation
and a modified method of factor analysis. The method of factor analysis and
additional elements of numerical methods will also be a subject of the research
of finding the edges and contours of possible lesions.
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(a) Original picture (b) Color transformations (c) Skin lesion after edging

Fig. 3. Skin lesion after color transformation and edging algorithm of #1 (Color figure
online)

Skin lesions have typical pattern (image pattern) and are described by the
five basic elements: lines, pseudopodia, circles, dots and papulaes. They will be
discussed further in that Section.

Figure 3b shows the lesion in the revised set of colors. It is a result of con-
version of each component, starting from the R component of the RGB, then
components G and B for RGB subsequently.

Figure 3c shows how an algorithm of finding shapes according to a defined
model.

4.3 Lesions Clinical Feature Segmentation Method Using PCA

Principal Component Analysis (PCA) is one of the methods of factor analysis.
In the Lesions Clinical Feature Segmentation Method we use a weighted PCA
method and the procedure is described below. We only present a part of the
equations in PCA method because it is well-known method [2].

Step 1. Build feature vectors x1 . . .xn from the segmented lesions using
x3PCLD and xG7PCL described in Sect. 3.2 where mesh helps to separate
“normal” skin. Place the vectors into a matrix X. In each of n vectors we
have p variables.

Step 2. Normalize your data vectors finding their mean and deviation. As a
result, we receive vectors u and the matrix U and B as B = X − UT .

Step 3. Calculate correlation matrix C and covariation matrix (for non-
normalised data) as an outer product:

C = E[B ⊗ B] = [B · B∗] =
1
N

B · B∗, (1)

where E is the expected value in Eq. 1.
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Step 4. Derive eigen values and eigen vectors as the matrix V :

V −1CV = D, (2)

where D is the diagonal matrix of eigen values of C [2].
Step 5. Sort in descending order eigen values.
Step 6. Choose first L eigen vectors corresponding to first L eigen values

(sorted). As a result we achieve a subset of the eigenvectors as basis vec-
tors.

Step 7. Convert the source data to z-scores

Z =
B

h · sT , (3)

where h is an n1 column vector of all 1s and s p-dimentional deviation vector
defined as

s = {√
Cjj}, (4)

Step 8. Project the z-scores of the data onto the new basis

T = Z · W, (5)

As a result, the rows of matrix T are segmented features in the lesion. These
features are a new data set for further classification process. That is why the
properly evaluated new features are extremely important for the classification
process.

4.4 Modified Pattern Analysis

Cutaneous lesions have typical pattern (image pattern) that can be described
by the five basic elements: lines, pseudopodia, circles, dots and papulaes. Each
of these elements can be either part of the whole pattern or the only one in the
lesion. The proposed modified analysis can be described shortly as:

Model + Color (Hue) + Pattern = Diagnosis

The proposed pattern analysis is a part of Lesions Clinical Feature Segmentation
Method.

The following list presents basic patterns that mightbe included in the skin
lesion:

Line patterns - reticularis, branched, parallel, radial of the curved portion.
Two-dimensional structure in which the length substantially exceeds the
width.

Pseudopodium - linear structures not clearly combined with pigment net-
work/mesh lines.

Wheel pattern - a curved line equidistant from a central point.
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Papulae - each structure clearly demarcated, dense object which can take any
shape and has diameter less than 1 cm.

Dot - black or brown oval structures, irregularly distributed within the lesion,
diameter is less than 1 cm.

Area without structure - a compact area that lacks the dominant basic
element.

The number of colors and the occurence of specific colorsin the lesions are
of great importance in dermoscopy. Efflorescence pigment may consist of one
or several colors, see Fig. 4. As in the case of patterns, colors may be arranged
symmetrically or asymmetrically. With the exception of a brown one, different
shades of the same color should not be interpreted as a separate color. Brown
shades should be interpreted as separate ones. The distinction between a light
and dark brown color is important for diagnosis, but only in the clear situations.
Although, many eruptions are slightly brighter on the perimeter or have clearly
colored areas around the hair follicle. Then, it should be still classified as a rash.

The color of ”normal” skin varies both in the individuals and depends on the
part of the body. Although, natural skin color is not considered a separate color,
it serves as a reference when you want to define the color “white”. The white
structures are clearly brighter than the surrounding normal skin.

Fig. 4. The combination of colors (Color figure online)
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5 Results of LesionCFSM Method

Figures 5a-b show the birthmark lesion which has been processed using our algo-
rithms contained in LesionCFSM method.

(a) Skin mark (b) Astructural map of the lesion

Fig. 5. Skin lesion and its map (Color figure online)

Figure 5a shows the birthmark lesion transformed with use of our algorithms
contained in LesionCFSM. The results presented in Fig. 5b show the skin change
from Fig. 5a with more exposed edges and colors. As a result of that transfor-
mations, the actual shape (range) is more significantly reflected.

The contour shown in Fig. 6 illustrates the next step of lesion image segmen-
tation process and contained in LesionCFSM. The process can be summarized
in the following steps:

1. Firstly, we choose original image with the lesion mark which has been trans-
formed with the use of our LesionsCFSM in which we exposed more edges
and colors in the lesion. As a result of that transformations, the actual shape
(range) is more significantly reflected.

2. The next step of a lesion image segmentation process is the implementation
of square contour imposed on the image. Then, by a process of approxima-
tion, a circle is derived. The circle contour enhances the process of the lesion
transformation and shows every region of interest in the distinguished lesion.

3. At last, we expose the lesion in the revised set of colors. It results in conversion
of each component, starting from R component of the RGB, then components
G and B for RGB subsequently.

As we mentioned in Sect. 4.1, the aim of that mechanism of transformation
lesion images into a diverse heatmap is to extract important features from the
expert point of view.
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Fig. 6. The contour changes - segment image for further analysis

(a) Original skin lesion (b) Skin lesion afterx G7CL

Fig. 7. Skin lesion and its tranformations #2

For each image we perform the segmentation to establish the clinical diagnosis
of the skin lesion as the identification of criteria we use x3PCLD and xG7PCL by
adding mesh generated for the whole lesion (see Fig. 5b). Three or more points
in xG7PCL suggest the diagnosis of atypical/malignant lesion.

For each image we perform the segmentation to establish the clinical diagnosis
of the skin lesion as the identification of criteria we use x3PCLD and xG7PCL by
adding mesh generated for the whole lesion (see Fig. 5b). Three or more points
in xG7PCL suggest the diagnosis of atypical/malignant lesion.

The results of described operations are also shown in Fig. 7 and the resulting
contour in Fig. 8. In Fig. 7b asymmetry can be seen easily.
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Fig. 8. The contour changes - segment image for further analysis #2

6 Summary

The basis of dermatological diagnosis is a correct assessment and a differentiation
of skin lesion. It is often very difficult, because of the original skin lesions, which
are usually a direct result of the development of the disease in the skin. In some
cases, even in the early stages of the disease, it can not be said much of these
lesions, as they may occur for short periods. Hence, a very important factor is
the time in which an appropriate assessment of such a change is found.

Presented DermDB database and LesionCFSM method will be able to help
to assess more accurately whether the respondent’s clipping skin should imme-
diately be referred for further testing, eg. histopathology or it can be initially
assessed as a harmless or not posing a threat to her/his health and life.

Our further aim of the research is to develop the DermDB database with more
cases and build classifiers correctly (Stage 3 in Sect. 4.2). On that structures we
will be able to implement a dermotological expert system.
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Abstract. An approach allowing us to improve the locality of RNA Sec-
ondary Structure Prediction code is proposed. We discuss the application
of this technique to automatic loop nest tiling for the Nussinov algorithm.
The approach requires an exact representation of dependences in the
form of tuple relations and calculating the transitive closure of depen-
dence graphs. First, to improve code locality, 3-d rectangular tiles are
formed within the 3-d iteration space of the Nussinov loop nest. Then
tiles are corrected to establish code validity by means of applying the
exact transitive closure of a dependence graph. The approach has been
implemented as a part of the polyhedral TRACO compiler. The exper-
imental results presents the speed-up factor of optimized code. Related
work and future tasks are outlined.

Keywords: Computational biology · The Nussinov algorithm · Auto-
matic loop tiling · RNA folding · Transitive closure

1 Introduction

Optimization of molecular biology programs is still a challenging task for devel-
opers and researchers. The cost of moving data from main memory is orders of
magnitude higher than the cost of computation for modern architectures. For-
tunately, many of bioinformatics algorithms, such as the dynamic programming
core of the Nussinov algorithm for prediction of the secondary structure of RNA,
involve mathematical operations over affine control loops whose iteration space
can be represented by polyhedral models [9].

In this paper, we focus on the automatic code locality improvement of RNA
folding realized with the Nussinov algorithm. This algorithm searches an optimal
structure with a minimal free energy and is an example of “nonserial polyadic
dynamic programming” (NPDP). The term “nonserial polyadic” stands for fam-
ily of dynamic programming codes exposing non-uniform data dependences,
which is more difficult to be optimized [8].

The presented approach applies tiling to the Nussinov loop nest. Tiling is
a very important iteration reordering transformation for both improving data
c© Springer International Publishing AG 2017
L. Rutkowski et al. (Eds.): ICAISC 2017, Part I, LNAI 10245, pp. 690–699, 2017.
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locality and extracting loop nest parallelism. Tiling for improving locality groups
loop nest statement instances in a loop nest iteration space into smaller blocks
(tiles) allowing reuse when the block fits in local memory.

To our best knowledge, well-known tiling techniques are based on linear or
affine transformations [4,5,16]. In paper [3], we presented a novel algorithm
to tile affine loop nests which is based on the transitive closure of program
dependence graphs. First, rectangular tiles are formed, then they are corrected
to establish tiling validity. The algorithm is able to tile non-fully permutable
loops with non-uniform data dependences which are exposed for NPDP code.

For the purpose of this paper, we adopt that technique to tile each loop of
the Nussinov code whereas other classical affine transformations leave un-tiled
the innermost loop nest. For large problem sizes, tiling only outer loops may not
remain data in cache between different iterations, resulting in poor locality [15].

The rest of the paper is organized as follows. Section 2 introduces background.
Section 3 presents the structure of the Nussinov code exposing non-uniform data
dependences. Tiling is explained in Sect. 4. Section 5 presents results of experi-
ments and demonstrates that tiled (optimized) code is dramatically faster than
original one for modern processors. This section discusses the following three
factors: time of code execution, cache-misses, and instruction numbers per cycle.
Section 6 explores related work. Section 7 considers future work to make the
approach useful for multi-core processors.

2 Background

Dependence analysis produces execution-order constraints between statements/
statement instances and is required to guarantee the validity of loop nest trans-
formations. Two statement instances I and J are dependent if both access the
same memory location and if at least one access is a write. The presented app-
roach requires an exact representation of loop-carried dependences and conse-
quently an exact dependence analysis which detects a dependence if and only if
it actually exists. The dependence analysis proposed by Pugh and Wonnacott
[11] was chosen, where dependences are represented with dependence relations.

A dependence relation is a tuple relation of the form [input list ]→[output
list ]: formula, where input list and output list are the lists of variables and/or
expressions used to describe input and output tuples and formula describes the
constraints imposed upon input list and output list and it is a Presburger formula
built of constraints represented with algebraic expressions and using logical and
existential operators [11].

Standard operations on relations and sets are used, such as intersection (∩),
union (∪), difference (−), domain (dom R), range (ran R), relation application
(S ' = R(S ): e'∈S ' iff exists e s.t. e → e'∈R, e ∈S ). The detailed description of
these operations is presented in [7,11].

The positive transitive closure of a given relationR, R+, is defined as follows [7]:

R+ = {e → e′ : e → e′ ∈ R ∨ ∃ e′′s.t. e → e′′ ∈ R ∧ e′′ → e′ ∈ R+}. (1)
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It describes which vertices e' in a dependence graph (represented by relation R)
are connected directly or transitively with vertex e.

Transitive closure, R*, is defined as below:

R∗ = R+ ∪ I, (2)

where I is the identity relation. It describes the same connections in a dependence
graph (represented by R) that R+ does plus connections of each vertex with
itself.

In sequential loop nests, the iteration i executes before j if i is lexicograph-
ically less than j, denoted as i ≺ j, i.e., i1 < j1 ∨ ∃ k ≥ 1 : ik < jk ∧ it =
jt, for t < k.

3 The Nussinov Algorithm

One of the first attempts at predicting RNA secondary structure in a compu-
tationally efficient way is the base pair maximization approach, developed by
Nussinov in 1978 [15]. Given an RNA sequence x1, x2, ..., xn, the Nussinov algo-
rithm solves the problem of RNA non-crossing secondary structure prediction
by means of computing the maximum number of base pairs for subsequences
xi, ..., xj , starting with subsequences of length 1 and building upwards, storing
the result of each subsequence in a dynamic programming array.

Let N be a n × n Nussinov matrix and σ(i, j) be a function which returns
1 if (xi, xj) match and i < j − 1, or 0 otherwise, then the following recursion
N(i, j) (the maximum number of base-pair matches of xi, ..., xj) is defined over
the region 1 ≤ i ≤ j ≤ n as

N(i, j) = max(N(i + 1, j − 1) + σ(i, j), max
1≤j≤n

(N(i, k) + N(k + 1, j))) (3)

and zero elsewhere [15].
The equation leads directly to triple-nested loops to compute N with the

k loop innermost. The following C/C++ code represents the RNA folding
computations [9]:

Listing 1. Nussinov loop nest.

for (i = N-1; i >= 0; i--) {

for (j = i+1; j < N; j++) {

for (k = 0; k < j-i; k++) {

S[i][j] = MAX(S[i][k+i] + S[k+i+1][j], S[i][j]); //s0

}

S[i][j] = MAX(S[i][j], S[i+1][j-1] + can_pair(RNA ,i,j));//s1

}

}
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Dependence relations calculated with the Petit analyser [11] for the Nussinov
loop nest are presented below and represent non-uniform dependences.

R =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

s0 → s0 : {[i, j, k]−> [i, j′, j − i] : j < j′ < N ∩ 0 ≤ k ∩ i + k < j

∩ 0 ≤ i} ∪ {[i, j, k]−> [i′, j, i − i′ − 1] : 0 ≤ i′ < i ∩ j < N

∩ 0 ≤ k ∩ i + k < j} ∪ {[i, j, k]−> [i, j, k′] : 0 ≤ k < k′

∩ j < N ∩ 0 ≤ i ∩ i + k′ < j}
s0 → s1 : {[i, j, k]−> [i − 1, j + 1] : j ≤ N − 2 ∩ 0 ≤ k ∩ i + k < j ∩

1 ≤ i} ∪ {[i, j, k]−> [i, j] : j < N ∩ 0 ≤ k ∩ i + k < j ∩ 0 ≤ i}
s1 → s0 : {[i, j]−> [i, j′, j − i] : 0 ≤ i < j < j′ < N} ∪

{[i, j]−> [i′, j, i − i′ − 1] : 0 ≤ i′ < i < j < N}
s1 → s1 : {[i, j]−> [i − 1, j + 1] : 1 ≤ i < j ≤ N − 2}

4 Tiling of the Nussinov Loop Nest

To generate valid tiled code for the Nussinov loop nest, we adopt the approach
presented in paper [3], which is based on the transitive closure of dependence
graphs. We slightly modified the algorithm to be applied for NPDP codes where
loops are imperfectly nested with incrementing or decrementing index values.

Let vector I = [i,j,k ] represent indices of the Nussinov loop nest, matrix B
= [b1, b2, b3] define tile sizes, vectors II = [ii, jj, kk ] and II ' = [iip, jjp, kkp]
specify tile identifiers. Each tile identifier is represented with a non-negative
integer vector, i.e., the following constraint II ≥ 0 has to be satisfied.

First, we form a parametric set TILE(I ,B) including statement instances
belonging to a rectangular parametric tile as follows

TILE =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

i : N − 1 − b1 ∗ ii ≥ i ≥ max(−b1 ∗ (ii+ 1), N − 1)

j : b2 ∗ jj + i+ 1 ≤ j ≤ min(b2 ∗ (jj + 1) + i, N − 1)

k :

{
s0 : b3 ∗ kk ≤ k ≤ min(b3 ∗ (kk + 1) − 1, j − i − 1)

s1 : k = 0

∩ II ≥ 0 (4)

Let us note that for index i, iterations constraints are defined inversely
because the value of i is decremented.

Below, we present the lexicographical relation II ≺ II ' on vectors, defining
tile identifiers, as follows.

II ' ≺ II =

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

s0 :

⎧
⎪⎨

⎪⎩

s0 : ii > iip ∪ (ii = iip ∩ jj > jjp) ∪
(ii = iip ∩ jj = jjp ∩ kk > kkp))

s1 : ii > iip ∪ (ii = iip ∩ jj > jjp)

s1 :

{
s0 : ii > iip ∪ (ii = iip ∩ jj > jjp) ∪ (ii = iip ∩ jj = jjp))
s1 : ii > iip ∪ (ii = iip ∩ jj > jjp)

(5)
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Then, we define constraints CONSTR(II ,B) for tile identifiers which have
to be satisfied for given values b1, b2, b3, defining a tile size, and parameter N
specifying the upper loop index bound.

CONSTR =

⎧
⎪⎨

⎪⎩

ii, b1 : N − 1 − b1 ∗ ii >= 0
jj, b2 : (i + 1) + b2 ∗ jj <= N − 1
kk, b3 : b3 ∗ kk + 0 <= j − i − 1

(6)

Next, we build sets TILE LT and TILE GT that are the unions of all the tiles
whose identifiers are lexicographically less and greater than that of TILE (II ,
B), respectively:

TILE LT = {[I ]| ∃ II ' s.t. II ' ≺ II ∩ II ≥ 0 ∩ CONSTR(II ,B) ∩ (7)
II ' ≥ 0 ∩ CONSTR(II ',B) ∩ I ∈ TILE(II ',B)},

T ILE GT = {[I ]| ∃ II ' s.t. II '  II ∩ II ≥ 0 ∩ CONSTR(II ,B) ∩ (8)
II ' ≥ 0 ∩ CONSTR(II ',B)ANDI ∈ TILE(II ',B)}.

Then, the transitive closure of the union of all dependence relations, R+, is
computed. Techniques aimed at calculating the transitive closure of a depen-
dence graph, which in general is parametric, are presented in papers [7,14] and
they are out of the scope of this paper. We would like only to note that those
commonly known algorithms return only an over-approximation of the union
of all dependence relations for the Nussinov loop nest, i.e., transitive closure
describes both all existing and false (non-existing) dependences. Such represen-
tations can be used in the presented algorithm but the tiled code will be not
optimal.

To obtain exact transitive closure, we applied the iterative method presented
in paper [2]. The approach uses basis dependence distance vectors in the modi-
fied Floyd-Warshall algorithm and is able to compute R+ without non-existing
dependences.

Listing 2. Tiled Nussinov loop nest for the original tile sizes [16,16,16].

for( c1 = 0; c1 <= floord(N - 1, 16); c1 += 1)
for( c3 = 0; c3 <= min(c1 , floord(N - 2, 16)); c3 += 1){

// tiles with the instances of statement s0 not including any dependence ta -
// rget whose source is within the tiles including instances of statement s1

for( c5 = 0; c5 <= c3; c5 += 1)
for( c7 = max(-N + 16 * c1 + 1, -N + 15 * c1 + c3 + 2);

c7 <= min(0, -N + 16 * c1 + 16); c7 += 1) {
if (N + c7 >= 16 * c1 + 2) {

for( c11 = 16 * c5; c11 <= min (15*c3 + c5 , 16*c5 + 15); c11 += 1)
S[-c7 ][16*c3 -c7+1] = max(S[-c7][c11+-c7]

+ S[c11+-c7 +1][16*c3 -c7+1], S[-c7 ][16*c3 -c7 +1]);
} else

for( c9 = N-16*c1 + 16*c3; c9 <= N - 16*c1 + 16*c3 + 15; c9 += 1)
for( c11 = 16 * c5; c11 <= min (15*c3 + c5 , 16*c5 +15); c11 += 1)

S[N-16*c1 -1][c9] = max(S[N-16*c1 -1][ c11+N-16*c1 -1]
+ S[c11+N-16*c1 -1+1][c9], S[N-16*c1 -1][c9]);

}
// tiles with instances of statement s1 and the rest of the instances of
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// statement s0 which include the dependence targets whose sources are within
// tiles including instances of statement s1

for( c7 = max(-N + 16 * c1 + 1, -N + 16 * c3 + 2);
c7 <= min(0, -N + 16 * c1 + 16); c7 += 1)

for( c9 = 16 * c3 - c7 + 1; c9 <= min(N - 1, 16 * c3 - c7 + 16); c9 += 1)
for( c10 = max(0, 16 * c3 - c7 - c9 + 2); c10 <= 1; c10 += 1) {

if (c10 == 1) {
S[-c7][c9] = max(S[-c7][c9],S[-c7+1][c9 -1] + can_pair(RNA ,-c7 ,c9));

} else {
if (N + c7 >= 16 * c1 + 2)

for( c11 = 0; c11 <= 16 * c3; c11 += 1)
S[-c7][c9] = max(S[-c7][c11 -c7] + S[c11 -c7+1][c9], S[-c7][c9]);

for( c11 = 16 * c3 + 1; c11 < c7 + c9; c11 += 1)
S[-c7][c9] = max(S[-c7][c11 -c7] + S[c11 -c7+1][c9], S[-c7][c9]);

}
}

}

Using the exact form of R+, we calculate set

TILE ITR = TILE − R+(TILE GT ), (9)

which does not include any invalid dependence target, i.e., it does not include
any dependence target whose source is within set TILE GT.

The following set

TV LD LT = (R+(TILE ITR) ∩ TILE LT ) − R+(TILE GT ) (10)

includes all the iterations that (i) belong to the tiles whose identifiers are lexico-
graphically less than that of set TILE ITR, (ii) are the targets of the dependences
whose sources are contained in set TILE ITR, and (iii) are not any target of a
dependence whose source belong to set TILE GT. Target tiles are defined by the
following set

TILE V LD = TILE ITR ∪ TV LD LT. (11)

Finally, we form set TILE VLD EXT by means of inserting (i) into the first
positions of the tuple of set TILE VLD elements of vector II : ii1, ii2, ..., iid;
(ii) into the constraints of set TILE VLD the constraints defining tile identifiers
II ≥ 0 and CONSTR(II , B). Target code is generated by means of applying
any code generator allowing for scanning elements of set TILE VLD EXT in
the lexicographic order, for example, isl AST [14]. The proof of the validity of
such an approach is presented in paper [3]. Listing 2 presents tiled code. After
scrutinizing this code, we may conclude that it represents both 3-d and 2-d
tiles. However, they are not rectangular and some of them are parametric (their
size depends on parameter N). The amount of 3-d tiles depends on the value of
parameter N, for example, for N = 500 and N = 1000, 3-d tiles constitute 91%
and 95% of all tiles, respectively.

5 Experiments

This section presents results of an experimental study on speed-up of tiled code
presented in Listing 2. To carry out experiments, we have used a machine with a
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Table 1. Execution time of original and tiled codes (in seconds).

N Original Tiled-ij Tiled-ijk

500 0.237 0.240 0.208

1000 1.755 1.737 1.514

1500 5.341 5.381 4.604

2000 18.918 16.339 14.187

2500 43.268 29.789 26.781

3000 93.184 63.940 57.466

3500 161.355 101.015 90.849

4000 249.710 186.658 170.162

4500 376.430 237.803 216.889

5000 487.625 369.907 338.191

processor Intel Xeon E5-2695 v2 (2.4 Ghz, 24 cores, 30 MB Cache) and 128 GB
RAM. A code generation script and target codes of the examined programs are
available as a part of the publicly available TRACO compiler1.

All programs were compiled with the −O3 flag of optimization. The perfor-
mance of the generated code was studied to compare it with that of the original
one compiled by means of the Intel C++ Compiler (icc 15.0.2). Experiments
were carried out for ten sizes of the problem defined with parameter N .

The execution time of the tiled code presented in Listing 2 is always shorter
than that of the original one. We examined also 2-d tiled code (without k loop
tiling). The results presented in Table 1 show that tiling k loop of the Nussinov
loop nest accelerates executions for all examined problem sizes.

We carried out additional performance measurements by means of the perf
profiler tool [12] for Linux 2.6+ based systems. It supports an interface to per-
formance counters of hardware events stored in CPU registers and exported by
recent versions of the Linux kernel. Table 2 presents cache-misses for tiled and
original codes. For larger sizes of the problem, the cache-misses factor for the
original codes can exceed ten percent, while for the tiled ones exceeds one per-
cent only for N = 2500. Table 3 shows the numbers of instructions per cycle for
the studied codes. We can observe that for the tiled codes this factor is always
higher than that for the original ones. For larger sizes of the problem, one cycle
is sufficient to execute at least one instruction in the tiled codes.

Summing up, we conclude that the presented approach successfully reduces
time of execution and cache-misses as well as increases the number of instructions
per cycle for the Nussinov loop nest.

1 traco.sourceforge.net.

http://traco.sourceforge.net
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Table 2. Cache-misses for original and tiled codes (in %)

N Original Tiled-ij Tiled-ijk

500 0.13 0.56 0.92

1000 0.22 0.39 0.35

1500 0.44 0.56 0.59

2000 4.38 0.47 0.43

2500 13.44 1.08 1.11

3000 9.34 0.69 0.72

3500 10.61 0.76 0.76

4000 6.36 0.52 0.52

4500 8.77 0.61 0.62

5000 6.46 0.47 0.47

Table 3. Instructions per cycle for original and tiled codes

N Original Tiled-ij Tiled-ijk

500 2,02 2,46 2,42

1000 1,75 2,13 2,09

1500 1,92 2,23 2,20

2000 1,25 1,68 1,74

2500 1,07 1,78 1,82

3000 0,85 1,43 1,39

3500 0,78 1,39 1,48

4000 0,75 1,16 1,20

4500 0,71 1,22 1,31

5000 0,75 1,09 1,17

6 Discussion and Related Work

A number of authors have developed theoretical approaches to tiling NPDP codes
[1,6,13]. A commonly known and very efficient source-to-source compiler, Pluto
[4] tiles and parallelizes the Nussinov loop nest (since version 0.11.4). However,
Pluto is able to produce only 2-d tiles for this code without tiling k loop.

In paper [10], run-time scheduling of the RNA secondary structure prediction
for parallel machines is discussed. Although the algorithm does not require the
transitive closure calculation, it is limited only to program loop nests with known
parameters during compilation time.

Mullapudi and Bondhugula presented dynamic tiling for the Zukers optimal
RNA secondary structure prediction [9]. 3-d iterative tiling for dynamic schedul-
ing is calculated by means of reduction chains. Operations along each chain
can be reordered in order to eliminate cycles in an inter-tile dependence graph.
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However, this approach allows for only manually produced tiled code, i.e., tiling
is not automated.

Wonnacott et al. introduced 3-d tiling of “mostly-tileable” loop nests of RNA
secondary-structure prediction codes in paper [15]. For mostly-tileable loop nests,
the number of “problematic” iterations grows with the tile size, but not with the
problem size, whereas the number of non-problematic iterations grows with the
problem size, i.e., the loop nest iteration space is dominated by non-problematic
iterations. The approach is readily implemented with polyhedral tools, however
the authors presented only the script for the RNA folding and did not explore
the possibility of implementing the algorithm more fully into any general tiling
tool, e.g. AlphaZ [15].

So, we may conclude that the presented approach is the first one allowing
for automatic tiling of the Nussinov loop nest with 3-d tiles by means of the
general-purpose tiling framework.

7 Conclusion

In this paper, we presented automatic loop nest tiling for the RNA secondary
structure prediction. We demonstrated that more efficient codes are generated
by means of the transitive closure of dependence graphs. Generated tiled code
exposes reduced: execution time, numbers of instructions per cycle, and cache-
misses. The approach can be aimed at other NPDP codes with imperfectly nested
loops.

In future, we are going to study the following problems: (i) how to parallelize
the tiled code discussed in this paper; (ii) exploring the performance of the
Nussinov parallel tiled code executed on multi-core machines.

We strongly believe that transitive closure or its approximation can be use-
ful to optimize other bioinformatics algorithms. These challenges deserve more
attention from the research community accelerating applications of computa-
tional biology.

Acknowledgments. Thanks to the Miclab Team (miclab.pl) from the Technical Uni-
versity of Czestochowa (Poland) that provided access to high performance multi-core
machines for the experimental study presented in this paper.
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Abstract. The heart rate signal is one of the most important physio-
logical signals characterizing the human heart. The heart bits are usu-
ally determined on the basis of the electrocardiographic (ECG) signal.
However, they can be also detected by monitoring systolic peaks in a
arterial blood pressure (ABP) signal. The pressure signal, as other phys-
iological signals, may be disturbed with noise. In this work we propose
the method of precise location of the systolic peaks in ABP signal in the
presence of noise, by applying the detection function waveform and fuzzy
clustering. The new method is tested using real signals from the MIT-
BIH Polysomnographic Database. The results obtained during experi-
ments show the high effectiveness of the proposed method in relation to
reference methods.

Keywords: ABP signal · Systolic peak detection · Fuzzy clustering

1 Introduction

Today’s technology allows for simultaneous registration of multiple physiological
signals over a long period of time. Hence, the assumption of quasi-stationarity
can not always be accepted. The automatic detection of heart beats is essen-
tial for the analysis of multiple biomedical signals and patient monitoring. The
literature describes many heart beats detection algorithms based on an analy-
sis of electrocardiographic (ECG) signal. However, not only electrical, but also
mechanical activity of the heart can be analyzed.

There are three basic features of arterial blood pressure (ABP), which have
their representation in the ABP signal waveform i.e. the systolic peak, dichrotic
notch and dichrotic peak [1]. An example of the pressure wave without noise is
shown in Fig. 1(a), whereas Fig. 1(b) presents the noisy ABP signal. The ABP
signal is used for: (i) estimate cardiac output, (ii) verify and eliminate ECG-
based false alarms, (iii) monitor an average blood pressure, (iv) determine the
resistance of the peripheral circulatory system, (v) assess the flexibility of the
large arteries, such as the thoracic aorta (i.e. arterial compliance), and finally
c© Springer International Publishing AG 2017
L. Rutkowski et al. (Eds.): ICAISC 2017, Part I, LNAI 10245, pp. 700–709, 2017.
DOI: 10.1007/978-3-319-59063-9 63
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Fig. 1. An example of the undisturbed ABP signal (a) and the noisy ABP signal (b),
accompanied by the electrocardiographic signal. For the purpose of presentation clarity,
the ECG signal was amplified 50 times.

(vi) to determine a heart rate [1]. The accurate recognition of the waveform
peaks is an essential step of the ABP signal processing and many algorithms
of the APB signal analysis have been described in the literature [1,7,9,12–14]
so far.

This paper presents a new method of detecting systolic peaks of the ABP
signal. Firstly, the detection function, which local maxima correspond to ABP
waveform peaks, is determined. Only the maxima whose amplitude are greater
than a threshold value are considered as corresponding to systole. In order to
improve the detection accuracy, the procedure for adaptive selection of the ampli-
tude threshold using fuzzy clustering was proposed. Moreover, to increase the
detection accuracy, the ABP quality signal QS was formed. It allows for elim-
inating those parts of the ABP signal, wherein the signal is degraded due to
interferences of various kinds. The proposed and reference methods were tested
using real ABP signals from the MIT-BIH Polysomnographic Database [2,3].

2 Algorithm Description

The proposed method of systolic peaks detection in the ABP signal consists of
three main stages: creation the detection function waveform corresponding to
the ABP signal [10], estimation an appropriate value of the amplitude threshold
and finally, qualification whether the designated peak locations come from the
undisturbed ABP signal. The detailed description of the algorithm is presented
in the next subsections.

2.1 Signal Pre-processing

The initial filtration is performed using a derivative Gaussian filter whose coef-
ficients are equal to the first derivative of the Gaussian function [4,13]. It allows
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for eliminating of the trend line and high frequency noise components. The high
amplitude of the resulting signal corresponds to the systolic peaks of blood pres-
sure. The length and width of the filter are adjusted empirically [13] and the
filter coefficients w(m) are determined as

w(m) = exp

(
−

(
m − M

2

)2
2σ2

)
, (1)

where m = 1, 2, 3, . . . ,M , M denotes the length of Gaussian kernel and σ is the
dispersion.

The Gaussian derivative kernel can be computed as wd(m) = w(m + 1) −
w(m), where m = 1, 2, 3, . . . ,M − 1. The signal processing is defined as the
convolution of the filter coefficients wd(m) and the raw ABP signal xraw(n)

xf (n) =
∞∑

k=−∞
xraw(k) · wd(n − k). (2)

We assumed M = 101 and σ = 12.5 [13].
The next stage of the pre-processing procedure includes the non-linear oper-

ation (the square function) and smoothing of the resulting signal

x(n) =
1

2Nma + 1

Nma∑
i=−Nma

(xf (n + 1))2 , (3)

where xf (n) denotes signal after Gaussian filtering and 2Nma + 1 is the length
of the moving average filter. We assumed Nma = 30 which ensures that the
detection function waveform has only one peak at the location of ABP systolic
peak.

The detection function waveform which corresponds to a proper (without
any distortion) ABP signal has characteristic peaks, which locations correspond
to the locations of the systolic peaks in the pressure signal. In contrast, if the
ABP signal does not contain deterministic components (a part of signal without
a characteristic beats), then the detection function waveform is approximately
equal to zero.

However, there are situations when the pre-processing fails. High peaks of
the ABP signal (corresponding to, e.g. inflating the cuff) may also result in
significant increase of values of the detection function waveform. This is not a
typical thick error (an outlier) which could be removed with the robust filter.
It is due to enlargement to a large width of the resulting detection function
(approx. 100 samples). Therefore, amplitude of samples of the detection function
waveform needs to be verified. In the proposed method we removed the samples
of detection function satisfying the condition ∀

1≤n≤N
x(n) > 4 · σx(n), where

σx(n) is a standard deviation of all samples of the detection function x(n). The
resulting detection function (x∗(n)) is used only for estimating the amplitude
threshold Ath. The systolic peaks locations are always carried out using samples
of the unmodified function x(n).
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Fig. 2. Illustration of the various stages of the pressure signal processing: (a) the ABP
signal (vertical lines denote detected peaks), (b) the detection function waveform (the
dashed line denotes the value of amplitude threshold Ath), (c) the first derivative of the
detection function waveform after smoothing (vertical lines denote the zero-crossings).

The process of localization of peaks of the detection function waveform is
performed using its first derivative. Additionally, the first derivative signal is
smoothed by the moving average filter of the length 51 [10] and the events of
zero-crossings are detected. If the amplitude of the selected sample is greater
than the threshold Ath then the systolic peak in the ABP signal is identified.
An example of the ABP signal, the detection function waveform and its first
derivative is shown in Fig. 2(a), (b) and (c).

Despite the advanced noise suppression techniques, the interferences may also
lead to local increases of the detection function. Consequently, only the peaks
which amplitude exceed the assumed threshold level Ath should be considered.
The calculation of the appropriate threshold level is hence crucial to the correct
systolic peaks identification. Careful analysis of the shape of the detection func-
tion waveform enabled to identify several different levels of samples amplitudes
with the lowest corresponding to distortions. The amplitudes levels vary depend-
ing on the ABP waveform and as a result the application of a fixed amplitude
threshold Ath does not provide sufficient accuracy of the automatic recognition.
Hence, the identification of groups of signal’s samples can be done by using fuzzy
clustering [10].

2.2 Estimation of the Amplitude Threshold

Data clustering consists in a partition of a set of N elements (objects) into
c groups (subsets) of similar objects. Our task is to find subsets of detection
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function samples of similar values. The similarity criterion is usually defined on
the basis of comparison of the selected object properties, represented by the
so-called feature vector ∀

1≤n≤N
x (n) ∈ R

p.

A class of the clustering methods is defined as a minimization problem of a
criterion function (a scalar index) that represents the quality of the partition.
Among them, the subclass of algorithms based on the idea of fuzzy sets [17] can
be distinguished. Fuzzy clustering allows for partial membership of objects into
groups and the degree of membership of the n-th object into the i-th group is
described as the element uin ∈ [0, 1] of a partition matrix U ∈ R

c×N . Zero value
of uin indicates that the object x (n) is not a member of the i-th group, while
uin = 1 denotes the full membership. Each group is represented by the so-called
prototype ∀

1≤i≤c
v (i) ∈ R

p.

To find the detection function level that corresponds to distortions and
thereby to estimate the amplitude threshold for the correct recognition of sys-
tolic peaks we applied the robust fuzzy c-median clustering (FCMED) [5,6]. In
the FCMED method the group prototypes v (i) are fuzzy (weighted) medians.
The median weights are defined as the r-th power of membership values (uin)r,
where r ∈ (1,+∞). Fuzzy medians ensure the robustness to outliers, which
may be the results of the ABP signal noise. The classic approach to calculate
the fuzzy median requires sorting the entire set of objects. Hence, to reduce
the computational time we applied the bisection method to estimate the fuzzy
medians [5].

The partition is determined as a result of alternating calculations of proto-
types and the partition matrix (Picard algorithm). The degree of membership of
the object into the particular group is a function of the distance of the feature
vector from the group prototype. The closer object x (n) is to the prototype
v (i), the higher is its membership uin to the i-th group. In the proposed app-
roach, the feature vectors are directly the values of detection function samples,
i.e. p = 1, hence

∀
1≤i≤c

∀
1≤n≤N

uin =
|v (i) − x (n)| 1

1−r∑c
j=1 |v (j) − x (n)| 1

1−r

. (4)

The algorithm starts with a random partition matrix U(0). On the basis of
U(0), the group prototypes are calculated V(0) =

[
v
(0)
1 , v

(0)
2 , · · · , v

(0)
c

]
as fuzzy

medians. The new location of prototypes provides the new degrees of membership
U(1), calculated on the basis of (4). The process is repeated until the maximum
number of iterations (tmax) is reached, or if the change of the scalar index

J =
n∑

n=1

c∑
i=1

ur
in |x (n) − v (i)| , (5)

in the subsequent iterations is less than a pre-set value ε, i.e. |J (t + 1) − Jr (t)| <
ε, where t is the iteration index. In the proposed solution ε = 10−5 was assumed.
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Since the systolic peak of the ABP wave must correspond to maximum of
the detection function waveform, only the M < N local maxima of the detection
function are clustered

x (n − 1) ≤ xl (m) = x (n) ≤ x (n + 1) , (6)

where xl (m) is the m-th local maximum of the detection function. Such an
approach reduces the computational time of the amplitude threshold estimation.

The thorough analysis of the detection function waveform allowed us to dis-
tinguish five various levels of samples amplitudes. Hence, the number of groups
c for the FCMED was set to 5. The values of the detection function related to
noise are the smallest thus, the prototype representing a group of samples from
noise is determined as

v (η) = min (v (1) , v (2) , . . . , v (5)) . (7)

The amplitude threshold was set to exceed the maximum value of the detec-
tion function of ABP samples, that were identified as originating from distur-
bances. However, the sample is considered as representing the noise component
only if its membership degree to the η-th group is higher than δ (in the numerical
experiments δ = 0.75 was assumed). Consequently, the amplitude threshold of
the detection function is defined as

Ath = max
1≤n≤M

(
xl (n) |uηn>δ

)
. (8)

If there are no samples of the detection function that are characterized by the
high membership degree to the group η, i.e. ∀1≤n≤M uηn < δ, then Ath is
calculated using scaled Uη = [sη1, sη2, · · · , sηM ], where

∀
1≤n≤M

sηn =
uηn

max
1≤n≤M

(uηn)
. (9)

2.3 Determination of ABP Quality Signal

The ABP signals are subjected to disturbances [8] hence, various methods were
proposed [8,15,18] to determine ABP signal quality. The outcome of the quality
check is usually presented as so-called “quality signal” (QS) or the signal abnor-
mality index (SAI). The logical conditions to be met by ABP signal, which allow
for determining its SAI were discussed in [15]. In this paper, we present a method
of calculation of the quality signal based on the ABP signal only. Samples of the
QS take the logical zero values if poor quality of the ABP signal is recognized
i.e. the signal is disturbed, or it contains a transducer calibration beats, etc. The
QS is equal to logical one for the ABP samples of good quality. The proposed
algorithm is as follows:

1. The raw ABP signal xraw(n) is filtered by the robust simplified Cauchy-
based p-norm filter to remove an impulsive noise (of very short duration) [11].
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The weights of the filter equal to values of Hamming function, the linear
parameter K = 1, the filter width equals 25, and p = 1.7. As a result the
signal xr(n) is calculated.

2. The power-line interference (50 Hz) is removed from xr(n) with IIR notch
filter forming the x50Hz(n) signal.

3. The baseline xiso(n) of the ABP signal is estimated with the myriad filter.
The filter width is 250, filter weights are wi = 1

250 where i = 1, . . . , 250, and
the linear parameter K = 1 [16].

4. The de-trended signal xf (n) = x50Hz(n) − xiso(n) is calculated.
5. The envelope signal xenv(n) is formed using the Hilbert transformation of

xf (n) signal. Then xenv(n) is smoothed with the moving average filter of the
length equals 350.

6. The resulting QS signal is determined by assuming the threshold Δ and check-
ing the following condition

∀
1≤n≤N

if Δ ≤ xenv(n) ≤ 4 · Δ, then QS(n) = 1, else QS(n) = 0.

Our experiments showed, that the best results are achieved if Δ = 10.

Additionally, we included the condition to prevent rapid changes of QS signal.
Thus, if the duration of the series of 0 or 1 is too short (less than 3 s), then the
QS is corrected (QS’) by setting its value as equal to the quality assessment
preceding the episode of too short QS. An example of the raw ABP signal and
the corresponding quality signal QS(n) is shown in Fig. 3.
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Fig. 3. An example of ABP signal (xraw(n) - solid line), the envelope signal (xenv(n) -
dotted line), the quality signal (QS(n) - dashed line) and the quality signal after cor-
rection (QS’(n) - dashed-dot line).
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3 Numerical Experiment and Results

To investigate the performance of the proposed method we used real signals from
the MIT-BIH Polysomnographic Database [2,3]. The ABP signals are accompa-
nied by an annotation of each heart evolution in the ECG signal. The ECG
signals were used to establish a reference for assessing the efficacy of the sys-
tolic peak detection. Three records from the database were selected for testing
providing five ABP signals of various lengths and number of systolic peaks. The
detailed characteristics of testing signals are presented in Table 1. The sampling
rate is fs = 250 Hz.

Table 1. The short characteristics of the testing ABP signals

No. The record name Duration [sec] Number of ABP peaks

1 slp02a 153 237

2 slp02b (1st file) 354 257

3 slp02b (2nd file) 947 1162

4 slp41 (1st file) 225 210

5 slp41 (2nd file) 3306 3752

Summary 4985 5618

The result of systolic peaks detection is positive if the systolic peak is found
and negative otherwise. Therefore, the detection accuracy can be assessed using
numbers of: true-positive detections (TP – that specifies the number of correctly
identified peaks), false positive detections (FP – that specifies the number of
incorrectly detected peaks) and false negative detections (FN – that specifies
the number of undetected peaks). Consequently, the detection efficacy can be
evaluated on the basis of the following performance measures:

1. sensitivity SEN = TP/(TP+FN),
2. positive predictivity P+ = TP/(TP+FP),
3. detection error rate DER = (FP+FN)/TP,
4. accuracy ACC = TP/(TP+FP+FN),
5. F-measure F = (2 · SEN · P+)/(SEN + P+).

During our experiments the QS was used to indicate the parts of ABP signal
with a valid ECG reference (i.e. parts of the ABP signal where the systolic peaks
were possible to be detected correctly). We used two reference methods, which
were described in details in [13] (RefMethod1 ) and [7] (RefMethod2 ). Because
unambiguous evaluation of each algorithm using several performance measures
simultaneously is difficult, our conclusions focused primarily on the F-measure
analysis. The F-measure combines the information about the detection sensitiv-
ity and positive predictivity, being the basic measure of the detection efficacy.
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Table 2. Summary of the detection efficacy for all tested signals

Method TP FP FN SEN P+ DER ACC F

NewMethod 5386 324 232 0.9587 0.9433 0.1032 0.9064 0.9509

RefMethod1 4939 113 679 0.8791 0.9776 0.1604 0.8618 0.9258

RefMethod2 5358 393 260 0.9537 0.9317 0.1219 0.8914 0.9426

Table 3. Average values of the performance measures calculated for all signals

Method SEN P+ DER ACC F

NewMethod 0.9811 0.9536 0.0702 0.9373 0.9669

RefMethod1 0.9103 0.9788 0.1399 0.8912 0.9390

RefMethod2 0.9734 0.9404 0.0943 0.9184 0.9563

Table 2 summarizes the results. It shows that the proposed method achieved
the best detection quality for the considered set of signals. However, the highest
positive predictivity was obtained for the first reference method [13]. Never-
theless, with the increase of P+ the decrease of sensitivity and, consequently,
the decrease of F-measure was noticed. The second [7] reference procedure pro-
vided slightly worse results than the proposed algorithm. At the same time the
RefMethod2 was characterized with higher SEN, ACC and F as well as smaller
DER when comparing to RefMethod1. The averaged values of the performance
measures of all tested methods are presented in Table 3.

4 Conclusions

The paper describes a new method for the precise location of systolic peaks in
the arterial blood pressure (ABP) signal. The first step of the proposed pro-
cedure involves pre-processing of ABP signal providing the detection function
waveform. The detection function is obtained with the derivative Gaussian filter,
which removes a trend line and high-frequency components. In the next stage,
the signal is squared as well as smoothed with the moving average filter. The
obtained smoothed peaks of the detection function waveform correspond to the
systolic peaks of ABP signal. Their position is determined based on the ampli-
tude thresholding. In order to improve the accuracy of the detection we apply
the fuzzy median clustering, wherein the samples of the detection function were
clustered into five classes. We proposed also the procedure of the ABP signal
quality evaluation based on the analysis of the envelope of the ABP signal. The
new method was tested on real signals from the MIT-BIH Polysomnographic
Database. The results showed the improvement of the efficacy of the systolic
peaks detection in relation to the reference methods.
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Abstract. Stroke remains one of the leading causes of long-term disabil-
ity in both developed and developing countries. Prevalence and impact of
the stroke-related disability on Health-Related Quality of Life (HRQoL)
as a recognized and important outcome after stroke is huge. Quick, valid
and reliable assessment of the HRQoL in people after stroke constitutes
a significant worldwide problem for scientists and clinicians - there are
many tools, but no one fulfills all requirements or has prevailing advan-
tages. This paper presents proposition of an evaluation of HRQoL based
on the two-level hierarchical fuzzy system. It uses five clinical scores and
scales as the inputs and gives in result value from the interval [0; 1].
It may constitute a useful semi-automated tool for supplementary ini-
tial assessment of patient functioning and further cyclic re-assessment
for rehabilitation process and patient-centered goals of rehabilitation
shaping purposes.

Keywords: Fuzzy system ·Hierarchical fuzzy system · Linguistic model-
ing · Clinimetrics · Stroke rehabilitation · Health-Related Quality of Life

1 Introduction

Quality and quantity of survival in patients with severe illnesses are common in
the evaluation of treatment. Conceptual and methodological issues of patients
quality of life (QoL) measurement are not easy and are still under debate. Many
developed tools such as Ferrans and Powers QOL Index-Stroke Version, Niemi
QOL scale, SA-SIP30, Sickness Impact Profile, etc. have advantages and disad-
vantages (or even some unresolved issues), thus selection for the proper tool need
particular caution, and taking into consideration goals, context, and limitations
of the particular application. Measurement of the patient-centered outcomes such
as functional status and health-related quality of life (HRQoL) are very impor-
tant within current health care, especially in rehabilitation after severe diseases,
injuries and cerebrovascular accidents such as stroke [16].
c© Springer International Publishing AG 2017
L. Rutkowski et al. (Eds.): ICAISC 2017, Part I, LNAI 10245, pp. 710–721, 2017.
DOI: 10.1007/978-3-319-59063-9 64
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The HRQoL is a very imprecise element. There are so many features which
are difficult to calculate. Therefore, it is worth to consider the methods which
let us analyze imprecise data. If the precise model is out of reach, we can use
the tools for the imprecise information processing - fuzzy systems. Their main
advantage is the flexibility, intuitiveness, and clarity of rules that are easy to
describe linguistically (e.g. see [2,15]).

The purpose of this paper is a presentation of the tool under workname
Multicriteria Fuzzy Evaluator of Health-Related Quality of Life (abbr. MuFE-
HRQoL). It is an algorithm for evaluation of a general quality of life of people
after stroke. As the main evaluating mechanism, an idea of the hierarchical fuzzy
systems [11,22,23] is used. The fuzzy systems are a well-known and popular tool
which allow modeling knowledge represented linguistically. By using them in the
evaluation process, we gain a possibility to propose a model basing on experience
and intuitions of medical scientists who deal with given problems - in our case
with the rehabilitation of patients after stroke.

The order of the paper is as follows: presentation of medical basics of the
model of evaluation; short analysis of a problem of an evaluation using a fuzzy
system; presentation of the evaluator with description of the structure of used
hierarchical fuzzy system and details about the linguistic model; presentation of
the practical results of evaluation then its analysis and conclusions.

2 Clinical Scores to Evaluate

Bobath Scale (to assess hand functions), Barthel Index (to assess activities of
daily living - ADL), and normalized values of the gait parameters (normalized
gait velocity, normalized cadence, and normalized stride length) were applied to
assess functional status and independence of the subjects. Aforementioned mea-
sures are often used in everyday clinical practice, assessed as valid and reliable.
Measurements were performed in every post-stroke patient (i.e. belonging to the
study group) twice:

– before the therapy (before the first session of the therapy),
– after the therapy (after the last session of the therapy) - to compare results

and assess rehabilitation effects.

Ten sessions of the NDT-Bobath therapy were provided during the course of 2
weeks (10 days of the therapy rehabilitation was performed every day for 5 days
a week). Each session lasted 30 min.

Bobath Concept (neurodevelopmental treatment) constitutes the most pop-
ular treatment approach applied in stroke rehabilitation, despite the superiority
of the one particular approach has not been established yet due to methodolog-
ical limitations and few compartmental studies. Current evidence syntheses are
weak, pose too many methodological shortcomings and lack of the high-quality
trials. Lack of detailed clinical guidelines in the area of post-stroke physiotherapy
cause that preferences and experience of the therapist constitute the framework
of the most effective treatment (so-called mixed/eclectic approach) [6,8,12,13].
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Patients were treated according to the rules of the method by experienced (>15
years to experience) therapists of NDT-Bobath method for adults with interna-
tional certificates:

– IBITA recognized Basic Course “Assessment and Treatment of Adults with
Hemiplegia The Bobath Concept”,

– IBITA recognized Advanced Course “Assessment and Treatment of Adults
with Neurological Conditions The Bobath Concept”,

– additionally, EBTA recognized NDT-Bobath Basic Course and EBTA recog-
nized NDT-Bobath Baby Course.

All measurements were performed for every member of the reference group
(healthy people) once. The study was accepted by the appropriate Bioethical
Committee. The subjects gave written informed consent before entering the
study, in accordance with the recommendations of the Bioethical Committee,
acting on the rules of Good Clinical Practice and the Helsinki Declaration.

3 Basics of the Fuzzy Evaluation Model

Fuzzy logic allows for transferring a linguistic description into a computer algo-
rithm. As there is a lack of a mathematical model of the evaluation, the fuzzy
systems seems to be a good direction. A linguistic model of rules which describes
expected evaluations depending on input values comes from the experience
health scientists who work with the post-stroke patients.

An evaluation is a very general concept. We can understand it as a procedure
which should grant us a single value which is representing a group of some
elements. A general purpose of evaluation is comparing the results generated for
the same classes of elements. Thus the real numbers interval as a set of possible
results is a good choice.

Generally, it can be defined as a function which assigns one value to the n-
input data. We could say the result is a singular value representing all inputs.
In such view, an evaluation is close to the idea of an aggregation function (see
[1,5]). However, there are key differences:

1. for evaluation process input values can be from various domains,
2. the evaluation must not meet a basic requirement for aggregations nonde-

creasing [1,5].

A first difference is easy to overcome by normalization of all input domains into
[0; 1] interval.

The second case - nondecreasing - means that increase in any input can not
cause a decrease of the result. It cannot be fulfilled by many situations where
evaluation is needed. In many aspects of life, we have to deal with the evaluation
which nature is non-monotonic. It happens that we estimate poorly for both low-
value, as well as the large as e.g. ideal outdoor temperature for relaxing. We feel
non-comfortable both if it is too low or too high.

A similar situation occurs with the gait parameters, which are components
of HRQoL assessment presented in further part of this paper. Therefore for the
construction, we can not base directly on aggregation functions.
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4 Fuzzy Evaluator of HRQoL

There is lack of comparable simple, quick and cost-effective tools ready to use
in everyday clinical practice including home rehabilitation. Current assessment
of the QoL rely on questionnaires and is not objective.

In this section, the tool under workname Multicriteria Fuzzy Evaluator of
Health-Related Quality of Life (abbr. MuFE-HRQoL) is presented. This tool
evolved from Multicriteria Fuzzy Evaluator proposed in [21] which purpose was
an evaluation of Multicast Routing Algorithms.

The evaluator was implemented using the Mathlab FuzzyLogic Toolbox. It
is a two level hierarchical fuzzy system with five inputs and one output value.
As the input values are used the medical scores for Bobath Test, Barthel Index
and three descriptors of gait: velocity, cadence and stride length. The output -
general quality range is [0; 1] interval, which can be easily transformed to any
other.

A potential for the linguistic description is in this research very important.
Thus MuFE-HQRoL uses fuzzy systems of the Mamdani-type. Ideas presented
in this paper are strictly connected with [14,19], where we use to evaluate gait
quality special model the Ordered Fuzzy Numbers [7,9,10,17] alternatively called
also Kosinski’s Fuzzy Numbers [18,20].

4.1 Hierarchical Model of Evaluation

The fuzzy system used in the MuFE-HRQoL works in two steps. First one uses
a group of small fuzzy systems to evaluate separately every singular feature
describing HRQoL. Next step uses outputs of the first one as inputs, where
the final result - the general quality of HRQoL is calculated. The structure is
presented on the Fig. 1.

Fig. 1. Hierarchy of fuzzy model of evaluation.
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The proposed structure of evaluation is a kind of hierarchical fuzzy system
[11,22,23]. Generally, the hierarchical organization of fuzzy systems is used to
decrease the total number of rules. However additionally, in our proposition, the
hierarchy let us to separate context of the medical properties what makes easier
to formulate the model of evaluation linguistically.

4.2 Evaluator - Fuzzy Sets for First Level Fuzzy Systems

The fuzzy sets forming linguistic values in the first level of the hierarchical struc-
ture of the evaluator came from the specificity of chosen five medical scores. The
Bobath Test and Barthel Index are strictly defined tests. Their quality results
represent a typical monotonic tendency, ‘the more the better’, where maximum
means a normal and healthy condition, and minimum very bad condition. There-
fore these two input linguistic values are divided into two triangular fuzzy sets
each. They represent ‘bad/low’ and ‘good/high’ opinion on values - see Fig. 2
left side. Right side shows the output linguistic variable of all fuzzy systems at
every level of hierarchy presented on the Fig. 1.

The remaining three linguistic parameters describing gait and are based on
technical measures of human body behavior. The model of their evaluation is also
more complicated. Each of gait parameters is represented by a separate linguistic
variable. The fuzzy sets are defined basing on the measures of reference group
of healthy (non post-stroke) people.

The remaining three linguistic parameters describing gait are based on tech-
nical measures of human body behavior. The model of their evaluation is also
more complicated. Each of gait parameters is represented by a separate linguistic
variable. The fuzzy sets are defined basing on the measures of a reference group
of healthy (non post-stroke) people.

The fuzzy set representing the ideal value for each gait parameter is con-
structed from the data given for the reference group - people without stroke.
Each of them is a triangular fuzzy set (see LR fuzzy sets notation in [4]) and
is determined by all the available data. All three describing gait linguistic vari-
ables are modeled in the same pattern. For example, lets look at set Proper Gait
Velocity - (propGV ):

propGV = Λ(x;xmean − 2 · ΔL, xmean, xmean + 2 · ΔR) (1)

Fig. 2. Left - two input linguistic variables ‘Bobath Test’ and ‘Barthel Index’, right -
output linguistic variables of all fuzzy systems in the first level of MuFE-HRQoL
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Fig. 3. A pattern of fuzzy sets for the gait describing linguistic variables.

where ΔL = xmean − xmin, ΔR = xmax − xmean, xmin/xmax/xmean – the min-
imum/maximum/mean value of the Gait Velocity parameters for the available
data about healthy (non post-stroke) people.

The range of linguistic variable is defined as interval [0; 2·xmean]. It is enough
to cover the all available data for healthy and post-stroke people. There are two
another fuzzy sets which represent ‘bad’ quality of gait. The ‘badGV

too−low’ and
‘badGV

too−high’ are trapezoidal fuzzy sets (see fuzzy intervals [3,4]) defined by four
parameters as follows:

badGV
too−low = Π(x;x0, x0, xmean − 2 · ΔL, xmean),

badGV
too−high = Π(x;xmean, xmean + 2 · ΔR, 2 · xmean, 2 · xmean),

(2)

where x0 = MIN(0, xmean − 2 · ΔL).
Above method of constructing fuzzy sets guarantee that the gait of any

healthy people from the reference group will be evaluated at least as 0,5 true
value.

The fuzzy output sets were presented on the Fig. 2. The result will be a
number from the continuous interval [0, 1] where the higher value means better
quality. Such interval allows for the representation of results in a convenient
and intuitive percentage scale. However, it should be stressed that the upper
bound stands for the ideal gait parameters, but in real life, there are natural
individual differences between healthy people. Thus, the model is formulated to
point evaluation each of this persons at least as 50% result value. On the Fig. 3
is presented a general pattern for the all linguistic variables describing gait. The
fuzzy set ‘good’ is a key element and is defined as presented in the formula 1 for
‘gait velocity’ variable.

4.3 Evaluator - Fuzzy Sets for Output Fuzzy System

The purpose of the final fuzzy system - second level - in the hierarchy is an
aggregation of first level outputs. The input variables are simplified to two tri-
angular values ‘low’ and ‘high’ defined on the interval [0; 1]. However the output
‘Quality’ is divided into six fuzzy values (see Fig. 4). They represent terms from
an ‘extremal low’ to a ‘normal’.
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Extremal
low

Normal

Quality
of Life

Fig. 4. Output fuzzy sets of the final fuzzy system

4.4 Rules of First Level of Fuzzy Evaluator

The rules for the Bobath Test and Barthel Index are simply an illustration of
the idea ‘the more, the better’.

As was mentioned at the end of Sect. 3, measuring the gait quality have
certain specificity. This is related to not monotonic dependence. The bad quality
is either a parameter is too low or too high. Therefore each of variable that
represents gait parameter consists of three linguistic values: ‘too low’, ‘proper’
and ‘too high’. The output variable - quality - consists of two values: ‘good’ and
‘bad’. So the rules follow the patterns:

1. IF the parameter is ‘too low’ THEN quality is ‘bad’,
2. IF the parameter is ‘proper’ THEN quality is ‘good’,
3. IF the parameter is ‘too high’ THEN quality is ‘bad’.

4.5 Rules of Second Level of Fuzzy Evaluator

The fuzzy system of the second level of evaluator aggregates outputs from the
first level. There are five input variables with two fuzzy sets (‘low’ and ‘high’)
each. Therefore we have 25 = 32 rules in this system. To shorten the description,
we will use the abbreviations of qualities: qV - quality of gait velocity, qC - of
gait cadence, qS - of gait stride length, qBT - of Bobath Test, qBI - of Barthel
Index.

The output variable is represented by six values (see Fig. 4). We will notate
them as Outi where i = 0..5 and Out0 represent the worst condition of the
patient and Out5 means the best condition, understand as the ‘normal quality
of life’.

In general, the rules follow the pattern:

IF qV and qC and qS and qBT and qBI THEN Outs (3)

where s is a number of times the term ‘high’ was used in the premise part of the
rule.

Such set of rules could be described as a kind of ‘accumulative character’,
where the output is higher if more inputs are in ‘high’ state. For example, the



Fuzzy Evaluation of Post-stroke Life Quality 717

highest Out5 is used only in one rule:

IF qV = h and qC = h and qS = h and qBT = h and qBI = h THEN Out = Out5
(4)

the letter ‘h’ stands for ‘high’. The output is Out5 because the ‘high’ was used
five times in premise of the rule. Adequately the Out0 also is used only in one
rule (‘l’ stands for ‘low’):

IF qV = l and qC = l and qS = l and qBT = l and qBI = l THEN Out = Out0
(5)

It is worth to notice that the general evaluation problem could be intuitively
related to the classification process where the fuzzy output sets represent a
linguistically expressed classes and those classes are discrete levels of evaluation.
In such view, the MuFEG extremal low and extremal high fuzzy output would be
elitist classes. Thus the only one rule point each of them. It is understandable as
evaluating HRQoL we concentrate on modeling the nuances and dependencies on
the area between lowest and highest results. Therefore in our case, the evaluation
can not be directly the same as the classification. We do not group the results
in the classes because we especially want a mechanism which will represent the
output values even a small differences in inputs.

4.6 The Parameters of Fuzzy System

The particular parameters of the fuzzy systems used in evaluator are as follows:

– fuzzification of all inputs of all fuzzy systems - the singleton type,
– implication operator for all fuzzy systems MIN,
– aggregation of fuzzy outputs (accumulation) for all fuzzy systems MAX,
– aggregation of premise parts in second level fuzzy system MIN,
– defuzzification of outputs for the first level (in the hierarchy) fuzzy systems -

the Middle of Maxima (MOM) method,
– defuzzification of outputs for the second level fuzzy system - the Center of

Area COA type.

We may notice that fuzzy systems for the first level do not use an aggregation of
premise parts due to the fact that there is only one input variable. It should also
be stressed that the COA type defuzzification gives more flexibility than MOM,
but it also narrows a range of the results. Therefore the defuzzified outputs of
the final fuzzy system are normalized into [0, 1] interval.

5 Practical Results

The tool MuFE-HRQoL was used to evaluate a condition of 40 post-stroke
patients. We evaluated their results before starting a cycle of Bobath-based
rehabilitation, and also after it was finished. The Table 1 presents the results.
For compartment/validation purposes we also evaluated a reference group (20
healthy people), which was the source of a pattern of the quality of gait.
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Table 1. Practical results of evaluation with the MuFE-HRQoL

s.n Before rehab. quality After rehab. quality s.n. Reference group quality

1 0,325573264 0,431471438 1 0,754498216

2 0,367753549 0,713399741 2 0,799898955

3 0,382564125 0,739715052 3 0,870636771

4 0,403269273 0,589430218 4 0,887701817

5 0,423703744 0,557905203 5 0,794935902

6 0,540633331 0,428769306 6 0,75076171

7 0,195263771 0,347582707 7 0,883172977

8 0,374546372 0,606537676 8 0,81821456

9 0,428856491 0,565574129 9 0,764061584

10 0,54295519 0,586609385 10 0,787773336

11 0,161698596 0,389457669 11 0,792370447

12 0,574538221 0,542789823 12 0,798028811

13 0,415103592 0,385372554 13 0,71592842

14 0,528958294 0,607686962 14 0,832546303

15 0,103012635 0,173181876 15 0,799953625

16 0,375523905 0,563692038 16 0,83445063

17 0,402974854 0,443984289 17 0,801948629

18 0,575180327 0,576361835 18 0,835638691

19 0,1515976 0,198442339 19 0,845103201

20 0,153944726 0,215072763 20 0,758346443

21 0,541128775 0,401489236 avg. 0,806298551

22 0,529374365 0,449475527

23 0,40355343 0,555672344

24 0,390093754 0,399943642

25 0,412535381 0,437140092

26 0,44145176 0,560678825

27 0,372291169 0,606179309

28 0,333076183 0,359804512

29 0,584276451 0,608122899

30 0,608210916 0,652253653

31 0,385372554 0,402974854

32 0,250248977 0,385310566

33 0,392543337 0,622175941

34 0,516757048 0,444998125

35 0,405280398 0,55675543

36 0,361757857 0,518881459

37 0,250258254 0,479208805

38 0,553733149 0,503002778

39 0,390093754 0,623150371

40 0,51000365 0,424720362

avg. 0,401492326 0,491374393
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The results show that rehabilitation gives an improvement in the quality
of life, but not in all cases. It is consistent with the practical situations where
rehabilitation sometimes gives short-term negative results (often followed by
more favorable long-term results). However, if we compare the averages, we see
that the rehabilitation, in general, improves the patient’s life quality. As we
can see from the reference group, their results are much higher than patients.
However, values are noticeably less than maximal. It is a consequence of the
triangular fuzzy sets used in the gait evaluation. We assume there that the norm
for gait is at least 0,5 result, but in the next stage of evaluation, we define the
norm as a consequence of all full memberships (values equal one) on the inputs.
It needs improvement in future.

6 Conclusions and Future Actions

In this paper, we presented the tool MuFE-HRQoL for evaluation of HQRoL
for the people after stroke. The practical results show its usefulness. However,
that tool has also a potential to compare the different rehabilitation methods,
therefore, in fact, it could also be a tool for evaluation of their short- and long-
term outcomes. The results show that rehabilitation gives an improvement in the
quality of life, but not in all cases. It is consistent with the practical situations
where rehabilitation sometimes gives short-term negative results (often followed
by more favorable long-term results). Presently by using triangular fuzzy sets,
we interpret as a norm also the values with 0,5 what have consequences in the
final result. New sets should have a trapezoidal shape. It allows for modeling the
range of input results as representations of the norm with full membership.

There is also a place for improvement in the structure of evaluator’s hierar-
chical fuzzy system. As gait is only one aspect of life, it could be modeled by the
independent level of the hierarchy which as a result gives one value representing
the gait quality. Then, it could be used as one independent value among other
features that affects the final result. From the practical point of view clinical
application of the new tool needs for deeper research on its:

– reliability, i.e. measurement error associated with an instrument,
– validity, i.e. extent to which an instrument measures HQRoL itself in the

absence of the “gold standard” of HQRoL measurement tool (including com-
partmental studies with other existing clinical scores and scales measuring
HQRoL),

– responsiveness, i.e. the minimal degree of change that is thought to be clini-
cally significant as far as “floor” and “ceiling” effects,

– acceptability of new tool to patients and assessors.

Aforementioned studies may strengthen results taking into consideration
evidence-based medicine (EBM) paradigm. Finally, an improvement of evalu-
ator would be using more medical scores in the evaluation of the quality of life.
However, it is restricted by the availability of the another test results, which
should be performed on the same group of patients.
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Abstract. Intrinsically disorder proteins are abundant in nature and can be accu‐
rately identified from sequences using computational predictors. While predic‐
tions of disorder are relatively easy to obtain there are no tools to assess their
quality for a particular amino acid or protein. Quality assessment (QA) scores
that quantify correctness of the predictions are not available. We define QA for
the prediction of intrinsic disorder and use a large dataset of over 25 thousand
proteins and ten modern predictors of disorder to empirically assess the first
approach to quantify QA scores. We formulate the QA scores based on the readily
available propensities of the intrinsic disorder generated by the ten methods. Our
evaluation reveals that these QA scores offer good predictive performance for
native structured residues (AUC > 0.74) and poor predictive performance for
native disordered residues (AUC < 0.67). Specifically, we show that most of the
native disordered residues that are incorrectly predicted as structured have high
QA values that inaccurately suggest that these predictions are correct. Conse‐
quently, more research is needed to develop high-quality QA scores. We also
outline three possible future research directions.

1 Introduction

Intrinsically disordered proteins lack stable tertiary structure under physiological condi‐
tions along their entire amino acid chain or in specific region(s) [1, 2]. They are abundant
in nature, with recent estimates showing that about 19% of amino acids in eukaryotic
proteins are disordered [3], and up to 50% of eukaryotic proteins have at least one long
(≥30 consecutive amino acids) intrinsically disordered region [4, 5]. Intrinsically disor‐
dered proteins are crucial for a diverse range of cellular functions including transcription,
translation, signaling, protein-protein, protein-nucleic acids and virus-host interactions,
to name just a few [2, 3, 6, 7]. A large number of computational methods that predict
intrinsic disorder in protein sequences was developed. A study from 2012 estimates this
number to be at about 60 [8]. The predictions that these methods generate are utilized
to support and plan experimental studies and to quantify prevalence and analyze func‐
tions of disorder on a large, genomic scale [3, 9–13]. They are also used in other research
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areas including structural genomics [14]. In recent years two large databases that offer
access to putative annotations of intrinsic disorder for millions of proteins were devel‐
oped: MobiDB [15, 16] and D2P2 [17].

In spite of the popularity and wide-spread use of these predictors and the fact that
their predictive performance was evaluated in a number of studies [18–23], there are no
studies that investigate quality assessment of these predictions. While the users nowa‐
days can easily collect predictions of disorder, there are no methods that quantify quality
of these predictions for a particular amino acid or protein. In other words, quality assess‐
ment methods that assign a numeric score to each prediction that quantifies whether it
is correct are lacking. This is in stark contrast to the prediction of the tertiary protein
structure where many tools for the quality assessment were developed in recent years
[24–28]. To this end, we define the quality assessment in the context of the prediction
of intrinsic disorder. Using a large dataset of proteins, we also empirically assess whether
the propensities of the intrinsic disorder generated by the modern predictors of disorder
can be used as a proxy for the quality assessment scores.

2 Materials and Methods

2.1 Dataset

The dataset was originally developed in ref. [22] and can be downloaded from http://
mobidb.bio.unipd.it/lsd. Proteins from the UniProt resource [29] were mapped into the
MobiDB database [15] to obtain their annotations of native intrinsic disorder. All
proteins for which the annotations were found are included and a majority vote was used
to assign disorder in cases when multiple annotations are found in MobiDB, i.e., a given
residue is assumed to be disordered if most of the annotations for this residues indicate
that it is disordered. This approach arguably allows to filter out conflicts due to variations
in experimental conditions [22]. Similar sequences were removed at 90% pairwise
sequence identity using the CD-HIT program [30] resulting in a set of 25,833 annotated
proteins. Each residue in these proteins is annotated as disordered, structured or
unknown, the latter in the case when MobiDB does not provide an annotation. Our
analysis is based on the residues that are annotated as either disordered or structured.
We exclude the residues with the unknown annotations. Moreover, the dataset is further
reduced to 25,717 proteins for which we were able to secure putative intrinsic disorder
with all considered predictors of disorder. In total, our dataset includes 7,049,517 anno‐
tated residues with 6,700,101 and 349,416 that are structured and disordered, respec‐
tively. This corresponds to the overall disorder content (defined as a fraction of disor‐
dered residues among all residues) of 5%.

2.2 Putative Annotations of Intrinsic Disorder

Putative annotations of intrinsic disorder were generated with ten methods: three version
of the ESpritz method [31] that are designed to predict disorder annotated using X-ray
crystallography (Espritz-X-ray), NMR (Espritz-NMR), and DisProt database [32]
(Espritz-Disprot); two versions of IUPred [33] that are optimized to predict short
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(IUPred-short) and long (IUPred-long) disordered regions; two versions of the
DisEMBL method [34] that predict disordered regions defined as hot loops (DisEMBL-
HL) and based on the remark 465 from Protein Data Bank (PDB) [35] (DisEMBL-465),
RONN [36],VSL2b [37], and GlobPlot that predicts globular regions [38]. These
methods represent a comprehensive selection of modern predictors that cover various
flavors of disorder and that are sufficiently runtime-efficient to provide results at the
scale of our large dataset; the runtime of these methods is under 1 min for an average
size protein sequence. The predictors of disorder typically generate two outputs for each
residue in the input protein sequence: a real-valued propensity score and a binary
prediction. The score is a putative likelihood that a given residue is in a disordered
conformation. The binary value is usually derived from the propensity based on a
method-specific threshold and it categorizes the residue as either disordered or struc‐
tured. Residues with propensities > threshold are classified as disordered and the
remaining residues are classified as structured. The ranges of values of the propensities
for the ten predictors together with the native and putative disorder content, the latter
estimated from the putative binary values, are summarized in Table 1. Interestingly, the
Pearson correlation coefficients (PCCs) between predicted propensities generated by
different predictors range between 0.07 and 0.81, with average of 0.46. This demon‐
strates that these methods in fact offer substantially different predictions.

Table 1. The native and predicted amount of intrinsic disorder for the benchmark set of 25717
proteins. We also list the minimal and maximal values of propensity and the threshold value used
to convert these propensities into binary scores for the 10 predictors of intrinsic disorder.

Native annotations and predictors Putative propensity of disorder Disorder content
Min Max Threshold

Native annotations NA NA NA 5.0%
DisEMBL-465 0.000 0.968 0.500 6.4%
DisEMBL-HL 0.000 0.585 0.086 28.9%
Espritz-Disprot 0.004 0.978 0.507 2.6%
Espritz-NMR 0.002 0.997 0.309 9.1%
Espritz-X-ray 0.003 0.997 0.143 16.5%
GlobPlot −0.329 0.513 0.000 13.5%
IUPred-long 0.000 0.995 0.500 6.0%
IUPred-short 0.000 1.000 0.500 6.7%
RONN 0.070 1.000 0.500 16.2%
VSL2b 0.002 1.000 0.500 21.0%

2.3 Definition of Quality Assessment for Putative Intrinsic Disorder

The putative annotations of intrinsic disorder are typically derived based on the binary
values where residue are categorized as either structured or disordered. The putative
propensities can be used to quantify confidence that accompanies the binary predictions.
The putative disordered residues predicted with high propensity scores should be more
accurately predicted compared to the residues that are associated with propensities that
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are just slightly higher than the threshold. The same is true for the structured residues
where the putative structured residues that have low propensities should be more accu‐
rately predicted than the structured residues with propensities just below the threshold.
However, while predictive performance of the disorder predictors was evaluated exten‐
sively [18–23], the use of the propensities as a proxy to quantify quality of these predic‐
tions was not yet researched.

The quality assessment (QA) boils down to computation of a score that quanti‐
fies correctness of a given prediction. More specifically, in the QA scenario each
prediction, whether it suggests that a given residue is disordered or structured, is
associated with a propensity score that is high when the prediction is correct and low
when it is incorrect. In other words, native disordered residues predicted as disor‐
dered and native structured residues predicted as structured should have high QA
scores, while residues that are incorrectly predicted (native disordered as structured
or native structured as disordered) should have low QA scores. One immediately
available option to generate these QA scores is to use the predicted propensities for
disorder to generate QA scores for the binary disorder predictions:

IF Dprop > THR THEN QAscore =
{(

Dprop− THR
)/(

max
(
Dprop

)
− THR

)}

IF Dprop ≤ THR THEN QAscore =
{(

Dprop− THR
)/(

min
(
Dprop

)
− THR

)}

where Dprop is the putative propensity for disorder and THR is the threshold used to
convert Dprop into the binary disorder prediction. This definition ensures that high and
low values of the putative propensity for disorder (that denote likely correct predic‐
tions of disordered and structured residues, respectively) correspond to high QA
scores, while QA scores for values of the predicted propensity for disorder that are
close to the threshold are low. The relation between values of Dprop and QAscore is
visualized in Fig. 1.

Fig. 1. The relation between the values of the putative propensity for intrinsic disorder (Dprop)
and the values of the quality assessment score (QAscore).

2.4 Evaluation Measures

Quality of the predicted propensity for the intrinsic disorder is typically evaluated
using ROC curves and the corresponding AUC values [18–23]. More specifically, the
propensities are used to compute a curve defined by FPR = FP/(FP + TN) and
TPR = TP/(TP + FN) values where TP is the number of correctly predicted disor‐
dered residues, FP is the number of structured residues predicted as disordered, TN
is the number of correctly predicted structured residues, and FN is the number of
disordered residues predicted as structured; multiple values of FPR and TPR are
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generated by using different thresholds on the value of the propensity. AUC is the
area under the ROC curve and its values range between 0.5 for a random-like predic‐
tion and 1 for the perfect prediction. We denote this measure as AUCd (AUC for the
prediction of disordered residues).

We similarly utilize the AUC values to assess the predictive quality of the QA scores.
In this case TP is the number of correctly predicted correct predictions (of both disor‐
dered and structured residues) based on the QA scores, FP is the number incorrect
predictions that are predicted as correct using QA scores, TN is the number of correctly
predicted incorrect predictions (of both disordered and structured residues) and FN is
the number of correct predictions that are predicted as incorrect utilizing the QA scores.
We denote this measure as AUCqa (AUC for the quality assessment). We also compute
the AUCqa values specifically for the native disordered residues (AUCqa_d) and for the
native structured residues (AUCqa_s). The latter two values quantify how well the
quality assessment scores work when they are used for the native disordered and native
structured residues.

3 Results

The AUCd values of the considered ten predictors of the intrinsic disorder are in agree‐
ment with the results in [22]. The values are shown in Fig. 2 and they range between
0.63 and 0.81 with average of 0.75. These results are also similar to the findings in [21]
where the AUCd values of 19 predictors are shown to be between 0.70 and 0.82. Collec‐
tively, these studies conclude that the predictors of intrinsic disorder offer relatively
strong predictive performance. However, the binary predictions of some of these
methods disagree with the native annotations of disorder. Table 1 reveals that the native
disorder content in our large dataset is at 5% while the putative disorder content gener‐
ated by the ten predictors varies between 2.6% and 28.9%, with an average of 12.7%.
This suggests that the putative binary annotation require improvements, and this could
be addressed by coupling them with the QA scores.

Figure 2 summarizes the AUCqa values for the QA scores that were computed from
the putative propensities for disorder. These AUCqa values quantify how well the QA
scores predict correctness of the binary predictions of disorder. The size of the circles
represent relative values of the AUCqa and the absolute values are shown next to the
circles. The AUCqa values range between 0.74 for VSL2b and 0.90 for Espritz-X-ray,
with an average value of 0.81. Figure 2 also shows the AUCqa_d and AUCqa_s values
(the AUC for the QA scores for the native disordered and structured residues, respec‐
tively) as the y- and x-axis coordinates, respectively. The bubbles located below the 0.5
value on the y-axis correspond to seven methods that perform very poorly for the disor‐
dered residues: IUPred-short, IUPred-long, Espritz-NMR, DisEMBL-HL, GlobPlot,
Espritz-X-ray, and Espritz-Disprot. While their overall AUCqa values are relatively high
(between 0.77 and 0.90), they provide high quality QA scores only for the structured
residues. In other words, the QA scores for these seven methods successfully identify
correctly vs. incorrectly predicted structured residues, while they largely fail to identify
correctly predicted disordered residues. Their AUCqa values are high in spite of the low
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values of AUCqa_d because a significant majority of the residues in the dataset is struc‐
tured. Two methods, DisEMBL-465 and RONN, achieve modest values of AUCqa < 0.8
coupled with relatively high AUCqa_s at about 0.82 and slightly above-random values
of AUCqa_d at about 0.55. The only method for which the QA scores are reasonably
balanced between the structured and disordered residues is VSL2b. It secures
AUCqa = 0.74, AUCqa_d = 0.67 and AUCqa_s = 0.74. However, these are rather
modest values of predictive performance, particularly the AUCqa_d for the QA scores
for the intrinsically disordered residues.

Figure 3 that gives the ROC curves for the QA scores offers further insights. The
brown and red lines that denote the ROC curves for the quality assessment of all and
native structured residues, respectively, reveal a favorable trade-off between the TPR
and FPR values, i.e., TPR values are substantially higher than the corresponding FPR
values. The three exceptions include DisEMBL-465, RONN and VSL2b methods
(Figs. 3A, I and J) for which the two curves are relatively flat for the low FPR values,
resulting in low AUCqa and AUCqa_s values. More importantly, the blue ROC curves
for the quality assessment of native disordered residues, which for most predictors are
located below the diagonal line, demonstrate that the corresponding FPR values are
higher than the TPR values. Consequently, the QA scores produce more incorrect

DisEMBL-465 AUCd=0.788 AUCqa=0.761

DisEMBL-HL AUCd=0.728 AUCqa=0.877

Espritz-Disprot AUCd=0.732 AUCqa=0.79

Espritz-NMR AUCd=0.77 AUCqa=0.849

Espritz-X-ray AUCd=0.778 AUCqa=0.904

GlobPlot  AUCd=0.631 AUCqa=0.791

IUPred-long AUCd=0.725 AUCqa=0.777
IUPred-short AUCd=0.777 AUCqa=0.799

RONN AUCd=0.75 AUCqa=0.793

VSL2b   AUCd=0.814 AUCqa=0.736
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Fig. 2. Relation between AUC for the quality assessment of the disordered residues (AUCqa_d
on the y-axis) and structured residues (AUCqa_s on the x-axis). Each predictor is represented by
a circle; sizes of the circles represent relative values of AUC of the quality assessment of all
residues (AUCqa). The names of the predictors together with the numeric values of AUCqa and
AUCd (AUC for the prediction of disordered residues) are shown next to the circles.
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predictions than the number of correct predictions. More specifically, the ratios of incor‐
rect predictions of disordered residues that are predicted as correct using the QA scores
among all incorrect predictions (FPR values) are higher than the ratios of correct predic‐
tions of disordered residues that are predicted as correct using the QA scores among all
correct predictions (TPR values). In other words, the high FPR means that many native
disordered residues that are incorrectly predicted as structured are associated with high
QA values. Such high QA values inaccurately suggest that the associated with them
predictions are correct. In turn, the high QA values result from the fact that the corre‐
sponding putative propensities for disorder are low for these disordered residues. We
observe that virtually all of the considered methods, except for VSL2b, generate low
putative propensities for a majority of the disordered residues. This is a significant
drawback of the putative propensities for disorder generated by the considered repre‐
sentative set of disorder predictors. It effectively renders the corresponding QA scores

A. DisEMBL-465 B. DisEMBL-HL C. Espritz-Disprot

D. Espritz-NMR E. Espritz-X-ray F. GlobPlot

G. IUPred-long H. IUPred-short I. RONN

J. VSL2b

Fig. 3. The ROC curves for the quality assessment of the considered ten predictors. The brown,
red and blue lines correspond to ROC curves for the quality assessment of all, structured and
disordered residues, respectively. The legends show the corresponding three AUC values. (Color
figure online)
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useless when applied to the native disordered residues. Finally, although the three ROC
curves for the QA scores for VLS2b are all above the diagonal line (Fig. 3J), the curves
are flat suggesting that the predictive performance of these scores is rather low.

4 Conclusions

Our analysis that examines ten modern predictors of intrinsic disorder on a large set of
close to 26 thousand proteins reveals that although the overall predictive performance
of these methods is relatively high, the putative annotations that they generate would
benefit from the inclusion of QA scores. These scores could be used to indicate which
predictions could be trusted more than others and to identify correct vs. incorrect predic‐
tions. We are the first to attempt to define the QA scores based on the readily available
putative propensities for disorder generated by the ten predictors. We empirically eval‐
uate whether these propensities can be used to derive accurate QA values for the assess‐
ment of the corresponding binary predictions of disorder. Our analysis demonstrates that
the QA scores that we define provide accurate results for the native structured residues
for majority of the considered methods. However, the QA scores for the native disor‐
dered residues are inaccurate. For 9 out of 10 methods most of the native disordered
residues that are incorrectly predicted as structured have high QA values (and low puta‐
tive propensities for disorder) which falsely indicate that the corresponding predictions
are correct. The only method for which QA scores perform reasonably well for both
structured and disordered residues is VSL2b. However, the predictive quality of its QA
scores is relatively modest, with the AUC values equal 0.74 and 0.67 for the structured
and disordered residues, respectively.

Our results suggest that the QA scores generated based on the propensity for intrinsic
disorder generated by modern, high-throughput predictors do not offer desirable levels
of predictive performance. Further research to develop high-quality QA scores for the
putative intrinsic disorder is needed. This is particularly urgent in the context of the
recent emergence of large databases, such as MobiDB and D2P2, which offer easy access
to predicted disorder for dozens of millions of proteins. Three possible directions could
be pursued. The first option is to build one methodology that will provide QA scores for
any disorder predictor using predictions from a single method. This would be very chal‐
lenging given the relatively high degree of differences between the predictions from
different methods for the same protein sequence. The second alternative is to develop
one methodology that will provide QA scores for any disorder predictor using predic‐
tions from multiple methods. In other words, predictions from several disorder predic‐
tors would be used to derive a generic QA score which could be used to assess predictions
of any of the input methods. While this should be easier than the first alternative, it will
also require availability of multiple disorder predictions. This is feasible when
employing the MobiDB and D2P2 databases that provides access to multiple predictions
for each protein. The third option is to build QA methodologies that are coupled with
specific disorder predictors. This option would be perhaps the easiest to develop but it
would also require designing multiple QA schemes, as many as the number of the corre‐
sponding disorder predictors.
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Abstract. Analysis of biometric attributes’ changes is an important
issue of behavioral biometrics. It seems to be very important in the case
of identity verification. In this paper the analysis of features describing
the dynamic signature was performed. The dynamic signature is repre-
sented by a set of nonlinear waveforms describing dynamics of signing
process. The proposed analysis is based on a set of coefficients defined
in the context of the dynamic signature partitioning. The partitioning is
performed in order to facilitate analysis of the signature. It consists in
division of the signature into parts which can be related to e.g. high and
low velocity of pen in the initial and final phase of signing. The proposed
method was tested using ATVS-SLT DB dynamic signature database.

Keywords: Dynamic signature verification · Signature partitioning ·
Evaluation of signature stability

1 Introduction

Dynamic signature is a biometric feature described by signals changing over time
(see e.g. [17,18,21]). Its acquisition is performed using digital input device, e.g.
graphic tablet. Identity verification on the basis of the dynamic signature is more
effective than verification using static signature (see e.g. [6,32,45,64–68]), which
is only an image of the signature.

Partitions of the dynamic signature are areas containing fragments of signals
describing the signature, e.g. horizontal and vertical shape trajectories (i.e. x
and y). The partitions can be determined on the basis of the time step value of
signing process, value of the pen velocity, value of the pen pressure and on the
basis of all these approaches (it is so-called hybrid approach).

Solutions based on partitioning presented in the literature are mainly focused
on methods used for partition generation and identity verification (see e.g.
[14,15,27]). Identity verification may also be performed using computational
intelligence methods (see e.g. [7,8,11,24,25,29–31,33–38,40,43,46,51–55,58–
62]), including systems based on fuzzy logic (see e.g. [1,12,13,22,26,39,44,48–
50,57]), evolutionary algorithms (see e.g. [9,41,42,56]), genetic programming
c© Springer International Publishing AG 2017
L. Rutkowski et al. (Eds.): ICAISC 2017, Part I, LNAI 10245, pp. 733–746, 2017.
DOI: 10.1007/978-3-319-59063-9_66



734 M. Zalasiński et al.

(see e.g. [2–5]), neural-networks (see e.g. [10,19,20,28,47]), etc. However, an
important issue concerning the dynamic signature verification is also an analysis
of the variability of biometric attributes changes over time. During analysis we
assume that we have a reference signature of each signer and test signatures used
in the verification process are compared to this signature. We do not consider a
complete change of the signature.

In the literature an issue of the dynamic signature stability has been consid-
ered in the context of so-called global features (see e.g. [23]), but it has not been
considered in the context of the signature partitioning. In this paper we perform
an analysis of the dynamic signature partitions’ stability over time.

Structure of the paper is as follows: Sect. 2 contains an introduction from
the field of the dynamic signature partitioning, Sect. 3 presents description of
adopted criteria for evaluating the dynamic signature variability over time,
Sect. 4 shows simulation results, conclusions are drawn in Sect. 5.

2 Introduction to the Partitioning of the Dynamic
Signature

Identity verification method used in this paper is based on the selection of the
most characteristic templates of the user signature. The templates are a part of
the partitions created on the basis of the characteristic values of pen velocity
and pressure signals and characteristic time moments of signing process. General
assumptions of this method can be characterized as follows:

– Creation of the signature partitions. The partitions are created individ-
ually for each user on the basis of his/her reference signatures. In this process
values of pen velocity and pressure signals and values of time moments of
signing process are used.

– Determination of templates in the partitions. Each partition contains
signals of trajectories x and y, for which templates tc{s,a}

i,p,r are created, where
i is the user index, {p, r} are indices indicating the partition (p is the vertical
section index, r is the horizontal section index), s is the type of signal used
to create partition (velocity v or pressure z) and a is the type of trajectory
used to create the template (x or y). The templates are average values of
trajectory signals a of the reference signatures of the user i in the partition
denoted by indices {p, r}.

– Creation of the classifier. For each considered user a flexible fuzzy one-
class classifier is created. Parameters of the classifier are determined on the
basis of the values of reference signatures’ signals in partitions.

– Identity verification. This process is performed by the classifier using dis-
tance values d

{s,a}
i,j,p,r between trajectory signals of the signature j and the

template, determined for each partition.

A more detailed description of the partitioning procedure can be found in our
previous works (see e.g. [16,69]). The remainder of this article presents a way
of variability analysis of the templates in the partitions (Sect. 3). The analysis
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has not previously been presented in the literature in the context of partitioning
signals (in particular, used for the biometrics).

3 Description of the Adopted Criteria for Evaluation
of the Dynamic Signature Partitions Variability
Over Time

Analysis of the variability of the dynamic signature partitions over time is based
on the defined criteria. Values of the criteria are determined for each acquisition
session nS. They are presented in Table 1. Remarks on the way of their definition
can be summarized as follows:
– Coefficient d̄

{s,a}
i,p,r,nS from Table 1 is interpreted as the average distance between

template created on the basis of reference signatures from acquisition session
number 1 and trajectory signal of the signatures acquired in session nS. The
distance refers to the template determined for the trajectory a in the partition
denoted by indices {p, r} and created on the basis of the signal s for the user
i. It is used to determine variability level of the dynamic signature features
in subsequent acquisition sessions in relation to the reference feature (the
template). This coefficient is defined as follows:

d̄
{s,a}
i,p,r,nS =

1
J

J∑

j=1

d
{s,a}
i,j,p,r,nS . (1)

– Coefficient σ
{s,a}
i,p,r,nS from Table 1 is interpreted as the standard deviation of

distances between template created on the basis of reference signatures from
acquisition session number 1 and trajectory signal of the signatures acquired
in session nS. The standard deviation refers to the template determined for
the trajectory a in the partition denoted by indices {p, r} and created on the
basis of the signal s for the user i. It is used to determine dispersion level
of the dynamic signature features in subsequent acquisition sessions. This
coefficient is defined as follows:

σ
{s,a}
i,p,r,nS =

√√√√√ 1
J

J∑

j=1

(
d̄

{s,a}
i,p,r,nS − d

{s,a}
i,j,q,nS

)2

. (2)

– Coefficient V C
{s,a}
i,p,r,nS from Table 1 is interpreted as the product of the aver-

age and variance relative variation of the mentioned distances between two
acquisition sessions. It has been proposed in the paper [23]. It refers to the
template determined for the trajectory a in the partition denoted by indices
{p, r} and created on the basis of the signal s for the user i. It is used to
determine the most stable features if the signature. This coefficient is defined
as follows:

V C
{s,a}
i,p,r,nS =

∣∣∣d̄{s,a}
i,p,r,nS − d̄

{s,a}
i,p,r,nS−1

∣∣∣ ·
∣∣∣∣∣
σ

{s,a}
i,p,r,nS

d̄
{s,a}
i,p,r,nS

− σ
{s,a}
i,p,r,nS−1

d̄
{s,a}
i,p,r,nS−1

∣∣∣∣∣ . (3)
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Table 1. A way of definition of the criteria used for evaluation of the dynamic signature
partitions’ variability over time.

No Name Notation

1 Average d̄
{s,a}
i,p,r,nS

2 Standard deviation σ
{s,a}
i,p,r,nS

3 VC coefficient [23] V C
{s,a}
i,p,r,nS

Next Sections of the paper present simulations scenario, simulation results
and conclusions.

4 Simulation Results

Simulations were performed using ATVS-SLT database [23] which contains sig-
natures of 27. users, created in 6. sessions. First 4 sessions contain 4 signatures
of each user and 2. last sessions contain 15 signatures of each user.

Training phase of the considered system for identity verification on the basis
of the dynamic signature (described in Sect. 2) contains: creation of partitions,
determination of templates in the partitions and determination of the classifier. It
was performed individually for each user, taking into account signatures from the
session number 1. We assumed that each signature was partitioned into 2. vertical
sections and 2. horizontal sections (p = 2, r = 2). Next, criteria for evaluation
of the dynamic signature partitions’ variability over time were determined for
remaining sessions, taking into account all signatures of individuals. They are
presented in Tables 2, 3 and 4. Moreover, pie charts shown in Figs. 2, 3 and 4
contain percentage values of all determined criteria, averaged in the context of
all users.

During simulations we also performed identity verification for each user and
sessions number 2–6, taking into account genuine signatures of other users as
forged signatures (so-called random forgeries). Results of verification process
averaged in the context of all users are presented in Table 5 in the form of FAR,
FRR and EER coefficients [63]. Moreover, Fig. 1 shows the trend of changes of
verification error in comparison to the changes of the criteria evaluating the
dynamic signature partitions’ variability over time. Values shown in this figure
were normalized to the unit range.

It should be noted that the simulations were carried out five times and the
results were averaged.

Conclusions from the simulations can be summarized as follows:

– Value of all defined criteria evaluating the dynamic signature partitions’ vari-
ability (presented in Table 1) increases over time.

– The lowest variability level (associated with the value of coefficient d̄
{s,a}
i,p,r,nS)

is related to the trajectory x from partition denoted by indices {p = 0, r = 1},
created on the basis of the signal v (see Table 2).
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– Variability level of features in the partitions determined on the basis of the
signal v is lower than in the partitions determined on the basis of the signal
z (see Fig. 2).

– The lowest dispersion level (associated with the value of coefficient σ
{s,a}
i,p,r,nS)

is related to the trajectory x from partition denoted by indices {p = 0, r = 1},
created on the basis of the signal v (see Table 3).

– Dispersion level of features in the partitions determined on the basis of the
signal v is lower than in the partitions determined on the basis of the signal
z (see Fig. 3).

– The most stable feature (determined on the basis of the value of coef-
ficient V C

{s,a}
i,p,r,nS) is the trajectory y from partition denoted by indices

{p = 0, r = 1}, created on the basis of the signal v (see Table 4).
– Stability of features in the partitions determined on the basis of the signal v

is lower than in the partitions determined on the basis of the signal z (see
Fig. 4).

– The system used for identity verification tends to decrease the verification
accuracy over time (see Table 5). Trend of increasing verification error over
time is consistent with the trend of increasing values of the coefficients used
for evaluation of the dynamic signature partitions’ variability over time (see
Fig. 1).

Fig. 1. Trend of verification accuracy changing in relation to the averaged values of
the coefficients used for evaluation of the dynamic signature partitions’ variability over
time.
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Table 2. Values of the coefficient d̄
{s,a}
i,p,r,nS averaged in the context of all users from the

database ATVS-SLT DB.

Template (s, a, p, r) nS = 2 nS = 3 nS = 4 nS = 5 nS = 6 Average

v, x, 0, 0 0.79 0.87 0.74 1.22 1.19 0.96
v, x, 0, 1 0.72 0.78 0.73 1.03 1.06 0.87
v, x, 1, 0 0.89 0.89 0.87 1.37 1.41 1.09
v, x, 1, 1 0.82 0.87 0.84 1.27 1.23 1.01
v, y, 0, 0 1.14 1.24 1.21 1.56 1.60 1.35
v, y, 0, 1 0.96 1.05 1.11 1.33 1.34 1.16
v, y, 1, 0 1.26 1.45 1.40 1.77 1.86 1.55
v, y, 1, 1 0.98 1.10 1.10 1.34 1.35 1.17
z, x, 0, 0 1.10 1.14 1.31 1.47 1.62 1.33
z, x, 0, 1 1.52 1.57 1.76 1.84 1.98 1.73
z, x, 1, 0 1.34 1.49 1.44 1.84 1.87 1.60
z, x, 1, 1 1.77 1.91 1.83 2.12 2.04 1.93
z, y, 0, 0 1.57 1.76 1.70 1.92 1.95 1.78
z, y, 0, 1 1.97 2.14 2.21 2.38 2.26 2.19
z, y, 1, 0 1.51 1.68 1.81 2.11 2.10 1.85
z, y, 1, 1 1.90 2.18 2.19 2.32 2.35 2.19
Average 1.27 1.38 1.39 1.68 1.70 –

Fig. 2. Percentage average values of variability criterion d̄
{s,a}
i,p,r,nS for each template.

The templates are described using the following parameters: s, a, p, r.
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Table 3. Values of the coefficient σ
{s,a}
i,p,r,nS averaged in the context of all users from the

database ATVS-SLT DB.

Template (s, a, p, r) nS = 2 nS = 3 nS = 4 nS = 5 nS = 6 Average

v, x, 0, 0 0.30 0.27 0.25 0.52 0.30 0.33
v, x, 0, 1 0.23 0.16 0.20 0.34 0.23 0.23
v, x, 1, 0 0.27 0.21 0.30 0.53 0.42 0.35
v, x, 1, 1 0.21 0.19 0.26 0.38 0.37 0.28
v, y, 0, 0 0.38 0.32 0.36 0.51 0.41 0.40
v, y, 0, 1 0.29 0.23 0.25 0.40 0.36 0.31
v, y, 1, 0 0.33 0.39 0.52 0.59 0.52 0.47
v, y, 1, 1 0.24 0.27 0.34 0.46 0.34 0.33
z, x, 0, 0 0.35 0.29 0.37 0.57 0.68 0.45
z, x, 0, 1 0.40 0.40 0.51 0.64 0.73 0.54
z, x, 1, 0 0.44 0.39 0.47 0.61 0.68 0.52
z, x, 1, 1 0.48 0.58 0.51 0.73 0.74 0.61
z, y, 0, 0 0.36 0.43 0.45 0.53 0.54 0.46
z, y, 0, 1 0.40 0.45 0.54 0.72 0.62 0.55
z, y, 1, 0 0.43 0.44 0.51 0.61 0.64 0.53
z, y, 1, 1 0.42 0.55 0.56 0.69 0.70 0.58
Average 0.35 0.35 0.40 0.55 0.52 –

Fig. 3. Percentage average values of variability criterion σ
{s,a}
i,p,r,nS averaged in the con-

text of all users from the database ATVS-SLT DB.
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Table 4. Values of the coefficient V C
{s,a}
i,p,r,nS averaged in the context of all users from

the database ATVS-SLT DB.

Template (s, a, p, r) nS = 2 nS = 3 nS = 4 nS = 5 nS = 6 Average

v, x, 0, 0 0.04 0.13 0.07 0.16 0.16 0.11
v, x, 0, 1 0.06 0.05 0.07 0.14 0.08 0.08
v, x, 1, 0 0.08 0.06 0.10 0.18 0.13 0.11
v, x, 1, 1 0.05 0.07 0.07 0.14 0.12 0.09
v, y, 0, 0 0.11 0.08 0.08 0.12 0.11 0.10
v, y, 0, 1 0.06 0.06 0.06 0.10 0.10 0.07
v, y, 1, 0 0.10 0.15 0.21 0.16 0.18 0.16
v, y, 1, 1 0.06 0.08 0.09 0.15 0.10 0.09
z, x, 0, 0 0.08 0.07 0.10 0.14 0.19 0.11
z, x, 0, 1 0.07 0.09 0.12 0.12 0.14 0.11
z, x, 1, 0 0.06 0.12 0.12 0.14 0.14 0.11
z, x, 1, 1 0.09 0.14 0.08 0.11 0.16 0.12
z, y, 0, 0 0.05 0.10 0.09 0.09 0.12 0.09
z, y, 0, 1 0.06 0.08 0.09 0.14 0.11 0.10
z, y, 1, 0 0.11 0.14 0.16 0.16 0.18 0.15
z, y, 1, 1 0.08 0.10 0.13 0.13 0.16 0.12
Average 0.07 0.09 0.10 0.13 0.13 –

Fig. 4. Percentage average values of variability criterion V C
{s,a}
i,p,r,nS averaged in the

context of all users from the database ATVS-SLT DB.
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Table 5. Identity verification errors averaged in the context of all users from the
database ATVS-SLT DB.

nS FAR FRR EER

2 4.11% 2.85% 3.48%
3 4.75% 5.37% 5.06%
4 6.35% 3.19% 4.77%
5 4.42% 13.00% 8.71%
6 5.40% 11.72% 8.56%

5 Conclusions

In this paper we analyzed criteria evaluating the dynamic signature variability
over time in the context of the signature partitions. This analysis can be used
wherever the interval between sessions of signatures’ acquisition is sufficiently
long. It was assumed that the basic shape of the signature of each user is not
radically changing but it only evolves. The described approach can have infor-
mative meaning or be a component of the method for identity verification based
on the dynamic signature and partitioning.

In further research in the field of stability of the dynamic signature partitions
we are planning to: (a) develop a procedure for updating the templates, taking
into account the trend of changes in signing, (b) develop a method determining
importance of the partitions on the basis of their changing over time, (c) develop
a method for the dynamic signature verification taking into account the trends
of changes in the partitions.

Acknowledgments. The project was financed by the National Science Centre
(Poland) on the basis of the decision number DEC-2012/05/B/ST7/02138.
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Abstract. Dynamic signature verification is an important area of bio-
metrics. In this area methods from the field of computational intelligence
can be used. In this paper we propose a new method for genetic selec-
tion of the most characteristic descriptors of the dynamic signature. The
descriptors are global features of the signature and components created
within its partitions. Selection of the descriptors is realized individually
for each user of the biometric system. Its purpose is to increase the pre-
cision of the biometric system by eliminating the descriptors which do
not increase efficiency of verification procedure. Number of descriptors
(their combination) can be high, so the use of genetic algorithm to reduce
their number seems to be justified. Moreover, reduction of descriptors
increases interpretability of fuzzy mechanism for evaluation of signatures’
similarity. Proposed method was tested using known dynamic signatures
database-MCYT-100.

Keywords: Biometric system · Dynamic signature verification ·
Descriptors selection · Genetic algorithm

1 Introduction

Dynamic signature is behavioral biometric feature. This kind of features bases
on a characteristic, learned behavior of every individual. This feature, instead of
information about shape of the signature, also contains important data about
a way of signing. Acquisition of the dynamic signature can be performed using
digital input device, e.g. graphic tablet or any touch screen device.

The dynamic signature is described by different signals changing over time.
These signals are, among others, trajectories related to horizontal and vertical
pen movement, pen pressure, pen velocity. Most of the described signals can
be read directly at the stage of the signature acquisition using capabilities of
the input device. In order to verify the identity on the basis of the dynamic
signature, some characteristic information describing the signature should be
c© Springer International Publishing AG 2017
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extracted from the signals. They are descriptors of the signature, which can
be e.g. so-called global features or components of so-called partitions of the
signature.

In the literature we can find many solutions aimed at generating descriptors of
the dynamic signature in the form of: global features (see e.g. [42–44,80,83]) and
components of partitions (see e.g. [15–17,76,77,79]). The number of generated
descriptors is usually high, so it can: (1) decrease interpretability of fuzzy system
(see e.g. [11,16,26,38,39]) used for the signature verification, (2) decrease effi-
ciency of verification procedure due to using the descriptors which are not enough
characteristic for individuals (they do not have good discriminatory properties).

Therefore, an interesting solution would be to propose a method for select-
ing the most characteristic descriptors of the user signature. Action by trial
and error might be difficult due to the large number of combinations of
descriptors, so using algorithms from the field of artificial intelligence (see e.g.
[1,7,9,18–20,27,28,30,31,54,55,64–66]), especially genetic algorithms, seems to
be better solution. Artificial intelligence includes such areas as fuzzy logic (see
e.g. [2–5,13,14,22]), evolutionary computation (see e.g. [12,21,33,34]), neural
networks (see e.g. [6,8,10,35,57]), robotics (see e.g. [32,36,69,70]), etc. Genetic
algorithms are based on biological evolution and search the area of the problem
in order to find solutions close to the optimal in the acceptable time.

In this paper we made an attempt to select the most characteristic (in the
context of individual users) descriptors of the dynamic signature in the form
of global features and components of the partitions using the genetic algorithm.
Efficiency of the selection process was tested using MCYT-100 dynamic signature
database (see [45]).

The structure of the paper is as follows: in Sect. 2 an introduction to determi-
nation of the dynamic signature descriptors was presented, in Sect. 3 a descrip-
tion of the proposed method for genetic selection of the descriptors was pre-
sented, in Sect. 4 simulation results are presented and in Sect. 5 conclusions are
drawn.

2 Introduction to Determination of the Dynamic
Signature Descriptors

In this section types of used descriptors and a way of identity verification on the
basis of the selected (the most characteristic) descriptors were described.

2.1 Descriptors of the Dynamic Signature Expressed in the Form
of Global Features

Global features of the dynamic signature are important group of descriptors (see
e.g. [25,37,75]). These features are e.g. total time of signing or number of pen-
ups. The features determined for all J reference signatures of the user i can be
stored in the matrix Gi, which has the following structure:
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Gi =

⎡
⎢⎣
gi,1,1 . . . gi,N,1

...
...

gi,1,J . . . gi,N,J

⎤
⎥⎦ , (1)

where I is the number of the users, J is the number of the signatures created
by the user in the acquisition phase, N is the number of used global features,
and gi,n,j is the value of the global feature n (n = 1, . . . , N) determined for the
signature j (j = 1, . . . , J) created by the user i (i = 1, . . . , I). The method of
determining the values of global features used in the simulations was described
in detail in [25] and it will not be considered in this paper.

To simplify the discussion, we can average the values of the corresponding
global features describing reference signatures of the user i. Averaged values of
the features can be stored in the vector ḡi = [ḡi,1, . . . , ḡi,N ], where ḡi,n is the
average value of n-th global feature for all J reference signatures of the user i:

ḡi,n =
1
J

J∑
j=1

gi,n,j . (2)

2.2 Descriptors of the Dynamic Signature Expressed in the Form
of Partitions’ Components

An important group of descriptors are also components of a partition. The parti-
tions are areas of the signature determined e.g. on the basis of values of pen veloc-
ity or pressure signals and values of time step of signing process. The method
of determining partitions used in simulations was described in detail in [17] and
it will not be considered in this paper. For each signature j in the partition q
created for the user i on the basis of the signal s (velocity v or pressure z) we
can determine descriptor c{s,a}

i,q,j which is a component of the partition associated
with the trajectory signal a (x or y):

c
{s,a}
i,q,j =

1

K
{s}
i,q

K
{s}
i,q∑

k=1

a
{s}
i,q,j,k, (3)

where K
{s}
i,q is the number of discretization points of the signal in the partition

q determined for the user i on the basis of the signal s, a{s}
i,q,j,k is the value of the

trajectory signal (x or y) at discretization point k of the trajectory signal of the
signature in the partition q determined for the user i on the basis of the signal s.

Components of the partitions determined for all J reference signatures of the
user i can be stored in the matrix Ci, which has the following structure:

Ci =

⎡
⎢⎢⎣
c
{v,x}
i,1,1 . . . c

{z,y}
i,Q,1

...
...

c
{v,x}
i,1,J . . . c

{z,y}
i,Q,J

⎤
⎥⎥⎦ . (4)
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To simplify the discussion, we can average the values of the correspond-
ing components of the partitions describing reference signatures of the user
i. Averaged values of the components can be stored in the vector c̄i =[
c̄
{v,x}
i,1 , . . . , c̄

{z,y}
i,Q

]
, where c̄

{s,a}
i,q is an average value of the component of the

trajectory a from the partition q determined on the basis of the signal s for all
J reference signatures of the user i:

c̄
{s,a}
i,q =

1
J

J∑
j=1

c
{s,a}
i,q,j . (5)

2.3 Dynamic Signature Verification Using Descriptors

Dynamic signature verification using descriptors proceeds according to the
following steps:

– Step 1. Determination of the classifier parameters. In this step weights of
importance of selected descriptors and parameters of fuzzy one-class classifier
are determined. These parameters are computed on the basis of the reference
signatures’ descriptors of the user.

– Step 2. Determination of input values of the classifier. These values are dis-
tances between average values of the reference signatures’ descriptors of the
user and values of the test signature descriptors.

– Step 3. Identity verification. This process works using fuzzy system (see e.g.
[23,29,34,40,46–48,53,59,61,62]) which is one-class classifier. Verification is
performed on the basis of the output value of the system.

A detailed description of how to use descriptors of the dynamic signature in
the verification process can be found in our previous works (see e.g. [78,81,82]).

3 Genetic Selection of the Descriptors

In this section we describe assumptions of genetic selection of the most charac-
teristic descriptors of the dynamic signature. Remarks on this process can be
summarized as follows:

– The most characteristic descriptors are selected from the set of global features
and components of partitions describing the dynamic signature.

– Selection is performed individually for each user of the system.
– Selection is performed using classic genetic algorithm with binary encoding,

which uses crossover and mutation operators.

3.1 Encoding of Solutions

Each individual from the population encodes a full set of descriptors of the
dynamic signature of the user i. It consists of two parts: Xgfeat

i,ch and Xpart
i,ch
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(Xi,ch =
{
Xgfeat

i,ch ,Xpart
i,ch

}
). Part Xgfeat

i,ch encodes the set of descriptors of the
dynamic signature of the user i in the form of global features and it is expressed
as follows:

Xgfeat
i,ch = {ḡi,1, . . . , ḡi,N} =

{
Xgfeat

i,ch,1, . . . , X
gfeat
i,ch,Lgfeat

}
, (6)

where each gene of the individual Xgfeat
i,ch encodes information whether global

feature related to this gene would be included to the subset of the most charac-
teristic descriptors of the dynamic signature of the user i (value of each gene is
equal to 0 or 1), Lgfeat is the number of considered global features.

Part Xpart
i,ch encodes the set of descriptors of the dynamic signature of the user

i in the form of partitions’ components and it is expressed as follows:

Xpart
i,ch =

{
c̄
{v,x}
i,1 , . . . , c̄

{z,y}
i,Q

}
=

{
Xpart

i,ch,1, . . . , X
part
i,ch,Lpart

}
, (7)

where each gene of the individual Xpart
i,ch encodes information whether partition

component related to this gene would be included to the subset of the most
characteristic descriptors of the dynamic signature of the user i (value of each
gene is equal to 0 or 1), Lpart is the number of considered partitions’ components.

3.2 Processing of Solutions

A purpose of the genetic algorithm (see e.g. [24,41,72]) is selection of a subset
of the descriptors which values determined for reference signatures of the user
i are similar. Considered method works according to the algorithm shown in
Fig. 1. First, random initialization of individuals Xi,ch is performed. They are
interpreted as chromosomes of the population and encode subsets of the descrip-
tors. Next, chromosomes are evaluated by determination of the value of their
fitness function (see Sect. 3.3). Having values of fitness function, stopping crite-
rion is checked. The criterion takes into account the threshold value of the fitness
function or execution of the specified number of steps (generations) by the algo-
rithm. If the stopping criterion is satisfied, then the procedure of evolutionary
features selection quits and returns the information about the best chromosome
from the population. It is rarely directly after the initialization of the popula-
tion, so the population must be processed in the process of evolution (see e.g.
[49–52,56,67,68,71,74]). First step of evolution is drawing of individuals in order
to apply genetic operators. Individuals that have a better value of fitness func-
tion have also higher chance to be drawn. Next, pairs of chromosomes exchange
genes (crossover is performed) in randomly selected points and finally a muta-
tion of randomly selected genes is performed (value of gene changes from 0 to 1
or vice versa). During use of genetic operators the probabilities of crossover and
mutation are taken into account. They are parameters of the algorithm selected
from the unit range. In this way, the descendant population is created from the
parent population. This new population is evaluated again and the whole process
is repeated. A detailed description of the algorithm can be found, among others,
in [58,60,63].
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Stop

Evaluation of the fitness of chromosomes in the population

Stopping criterion

Selection of chromosomes

Creation of the new population of chromosomes

Initiation of chromosomes in the population

Start

yes

no

Presentation of the best chromosome

Fig. 1. Scheme of the genetic algorithm.

3.3 Evaluation of Solutions

To determine value of fitness function we use L∗ descriptors chosen during genetic
selection process. They are descriptors for which values of genes in the chromo-
some Xi,ch are equal 1.

In order to simplify description of determination of the fitness function val-
ues, the following variables will be used: (a) di,j = [di,j,1, . . . , di,j,L∗ ] -the vec-
tor containing the values of the selected L∗ descriptors of the signature j of
the user i, (b) d̄i =

[
d̄i,1, . . . , d̄i,L∗

]
-the vector containing averaged in the con-

text of the reference signatures of the user i values of selected L∗ descriptors,
(c) Di = [di,1, . . . ,di,J ]-the matrix containing values of selected L∗ descriptors
of J reference signatures of the user i.

Determination of fitness function value is based on the Mahalanobis distance
between values of selected descriptors of all reference signatures of the user i and
their average values. It is realized as follows:

ff
(
Xi,ch

)
=

1
J

J∑
j=1

√(
di,j − d̄i

)
(cov (Di))

−1(di,j − d̄i

)T
. (8)

Use of Mahalanobis distance allows us to take into account mutual correla-
tion and individual variance (expressed by the arithmetic mean of the squared
deviations from the arithmetic mean) of descriptors. Lower value of the fit-
ness function ff

(
Xi,ch

)
means that the chromosome Xi,ch is “better” (subset of

global features encoded in the chromosome Xi,ch is the most characteristic for
the user i).
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4 Simulation Results

Simulations were performed using public MCYT-100 database which contains
signatures of 100 users. During training phase we used 5 randomly selected
genuine signatures of each signer. During test phase we used 15 genuine sig-
natures and 15 skilled forgeries of each signer. The process was performed five
times, and the results were averaged. The test was performed using the autho-
rial testing environment implemented in C# language. During the simulations
the following assumptions have been adopted: (a) population contains 100 chro-
mosomes, (b) algorithm stops after the lapse of a determined number of 1000
generations, (c) during selection of chromosomes tournament selection method
is used, (d) crossover is performed with probability equal to 0.8 at three points,
(e) mutation is performed for each gene with probability equal to 0.02.

Results obtained by the presented method and other methods using global
features are presented in Fig. 2 and in Table 1. The proposed method for the
considered MCYT-100 database enables a significant reduction in the descriptors
necessary for the successful signature verification (see Fig. 2). It allows us to
eliminate descriptors which negatively affect the accuracy (see Table 1). Due to
this, the method works with high accuracy in comparison with the methods
presented in the Table 1. The comparison criterion was the value of the error
EER (Equal Error Rate), which is commonly used to evaluate the accuracy of
biometric methods (see e.g. [73]).
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Fig. 2. The percentage comparison of the number of selected descriptors of the dynamic
signature for users of the MCYT-100 database.
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Table 1. Comparison of the results for the dynamic signature verification methods
taking into account methods based on global features using maximum 5 reference
signatures and tested using so-called skilled forgeries.

Method Average FAR Average FRR Average error

Nanni and Lumini (b) [43] – – 8.40%
Nanni and Lumini (a) [44] – – 7.60%
Fierrez-Aguilar et al. [25] – – 5.61%
Nanni [42] – – 5.20%
Cpałka and Zalasiński [15] 5.28% 4.87% 5.20%
Lumini and Nanni [37] – – 4.50%
Zalasiński et al. [81] 3.85% 1.99% 2.92%
Our method 3.07% 3.13% 2.60%

5 Conclusions

In this paper a new method for genetic selection of the most characteristic
descriptors of the dynamic signature was presented. Simulation results confirm
that the reduction of the number of descriptors used in the verification phase
has a positive effect on the biometric system accuracy and interpretability of
fuzzy mechanism evaluating similarity of signatures.

In further research on selection of the dynamic signature descriptors we will
consider, among others: (a) the use of other population based algorithms for
selection of the descriptors and (b) extension of the set of criteria included in
the evaluation function by other criteria related to, among others, readability of
the descriptors and their number.
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Abstract. Dynamic signature can be represented by a set of global fea-
tures. These features are interpreted as e.g. number of pen ups, time of
signing process, etc. Values of global features can be determined on the
basis of non-linear waveforms defining dynamics of the signature. They
are acquired using graphic tablet or a device with a touch screen. In this
paper we present a method for prediction values of the dynamic signa-
ture global features changing over time. The purpose of the prediction
is, among others, improving the efficiency of the dynamic signature ver-
ification process when the interval between acquisition sessions is large.
This interval causes a slight change in the way of signing, which can
affect change in the value of global features. In this case the effectiveness
of the signature verification also changes (decreases). The possibility of
predicting the values of global features can result in a partial elimination
of the described problem. Tests of the proposed method were performed
using ATVS-SLT DB database of the dynamic signatures.

Keywords: Dynamic signature verification · Global features · Predic-
tion of global features’ values

1 Introduction

The dynamic signature is behavioral biometric characteristic, used to identity
verification. It is described by signals changing over time, which are acquired
using digital input device, e.g. graphic tablet or the device with a touch screen.
The signals contain information about, among others, shape of the signature,
pen pressure or pen angle during signing process.

Identity verification process using the dynamic signature is the most often
based on some characteristic features extracted from the signals describing the
signature. These features are, among others, global features, which can specify
e.g. time of signing, number of pen-ups, etc. In the literature we can find many
c© Springer International Publishing AG 2017
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methods using global features for the signature verification (see e.g. [19,40–
42,77,82,83,85]).

In this paper we propose a method for changes prediction of the dynamic
signature global features over time. The purpose of the prediction is, among oth-
ers, improvement of the verification process efficiency when the interval between
sessions in which signature was acquired is large. This interval causes a slight
change in the way of signing, which can also change the values of global fea-
tures. In this case effectiveness of the verification process usually decreases. The
possibility of predicting the global features can result in a partial elimination of
the described problem. In the prediction process possibilities of fuzzy systems
are used. However, other methods used for prediction can be also used (see.
e.g. [43,69,74]). Fuzzy systems (see e.g. [4,14,18,24,37,70,78–81,84]) belong to
computational intelligence methods (see e.g. [1,3,26,27,29,48,52,65,68]). These
methods include both the data structures used to solve problems in the field of
control [12,15,45,50,57,72,73], modelling [6,8–10,23,32,53,54] or classification
[30,55,67] (e.g. neural networks [5,11,13,20,21,28,71], decision trees [22,47,62–
64], support vector machines [75], etc.) and optimization algorithms (e.g. gra-
dient algorithms [31], evolutionary algorithms [2,33,39,44,49,76], etc.). Fuzzy
systems are characterized by a clear representation of knowledge in the form of
fuzzy rules. Their parameters and structure (also form of fuzzy rules) can be
selected during gradient and evolutionary learning.

Structure of the paper is as follows: Sect. 2 describes the proposed method for
prediction values of the dynamic signature global features, Sect. 3 characterizes
obtained simulation results and Sect. 4 contains conclusions.

2 Method for Prediction Values of the Dynamic
Signature Global Features

Remarks on the proposed method for prediction values of the dynamic signature
global features can be summarized as follows:

– It allows us for prediction values of the dynamic signature global features of
the individual user. It takes into account values of the features determined
during the previous training acquisition sessions of the signature (or sessions
during which the signature was verified positively) and stored in the database.

– It can work for any number of the dynamic signature global features. The
system used for prediction can process signals associated with any number of
previous training sessions. However, in this paper we assume that values of
the features from one session are given to the system input (Fig. 1).

– It uses possibilities of fuzzy system (see e.g. [7,16,17,34,46,51,58,66]) learned
by the algorithm based on population [35,36]. In this paper learning process
was performed using evolutionary strategy (μ + λ).

2.1 Preparation of Learning and Testing Data

The proposed method is based on the set of global features determined for sig-
natures created in subsequent training sessions which took place at certain time



A Method for Changes Prediction 763

intervals. Values of these features are denoted as gi,n,j,s, where i is the index of
the user (i = 1, ..., I), I is the number of the users, n is the index of the feature
(n = 1, ..., N), N is the number of considered features, j is the index of the
signature (j = 1, ..., Js), Js is the number of signatures of the user created in the
session s (s = 1, ..., S), S is the number of sessions.

The range of the global features’ values within each session is usually different
(even though it is considered for each user independently). Due to this, values
of features should be normalized:

g′
i,n,j,s =

max
s=1,...,S
j=1,...,Js

{gi,n,j,s} − gi,n,j,s

max
s=1,...,S
j=1,...,Js

{gi,n,j,s} − min
s=1,...,S
j=1,...,Js

{gi,n,j,s} . (1)

Next, values of features should be averaged:

ḡ′
i,n,s =

1
Js

Js∑

j=1

g′
i,n,j,s. (2)

Averaged values of global features are part of learning ant testing sequence,
used in training and testing phase of the system used for prediction (fuzzy sys-
tem). It is created for each user independently taking into account the assump-
tion that prediction is based on the values of features only from previous session
(in order to increase the accuracy, more sessions can be used during prediction).
Therefore, learning sequence has the following form:

{xi,s=1,di,s=1} , {xi,s=2,di,s=2} , . . . , {xi,s=S−2,di,s=S−2} , (3)

where xi,s =
[
ḡ′
i,n=1,s, ḡ

′
i,n=2,s, ..., ḡ

′
i,n=N,s

]
represent input vectors, di,s =

xi,s+1 =
[
ḡ′
i,n=1,s+1, ḡ

′
i,n=2,s+1, ..., ḡ

′
i,n=N,s+1

]
represent reference vectors. Data

from the last session can be used in testing phase, so the test set has the following
form:

{xi,s=S−1,di,s=S−1} . (4)

In case of the dynamic signature verification issue the number of acquisition
sessions is small, which forced the proposed approach to the division of data.
In practice, the fuzzy system used for prediction can be systematically trained
using the data of signatures classified as genuine.

2.2 Training and Testing

Prediction can be implemented using e.g. Mamdani-type neuro-fuzzy system
[59–61] (with many inputs and many outputs). Its operation can be expressed
in a symbolic way as follows:

yi,s = fi (xi,s) , (5)
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where fi (·) is a function representing system for the user i and yi,s =
[yi,n=1,s, yi,n=2,s, ..., yi,n=N,s] represents a vector of real answers of the fuzzy
system for input vector xi,s.

Fuzzy system has to be learned to work properly (perform correct predic-
tion of the user i signature global features’ values). Learning can be achieved
using gradient or evolutionary algorithm, which minimizes differences between
reference vectors (di,s) and output vectors yi,s of the system (5).

averaged
values of
global features
for next
session

,x

i,  =1,n sg
i,  =2,n sg

i,  = ,g

i,  =1, +1n sg
i,  =2, +1n sg

i,  = , +1g

system for prediction
of global features’ values
of the dynamic signature

,fi i sx

,y

Fig. 1. Idea of prediction of the dynamic signature global features’ values.

Evaluation of the fuzzy system operation in the learning phase can be realized
using standard RMSE error. Use of it makes sense due to the normalization of
features performed earlier. The error is expressed as follows:

RMSEi =
1

S − 2
·

N∑

n=1

√√√√
S−2∑

s=1

(di,n,s − yi,n,s)
2 (6)

Error of the form (6) is used in evolutionary learning phase in order to evaluate
individuals encoding parameters of the fuzzy system used for prediction. The
purpose of the learning algorithm is minimization of the error. In order to better
show the accuracy of the system, we can also use percentage measure of accuracy
defined as follows:

ACCi =

(
1− 1

N · (S − 2)
·

N∑

n=1

S−2∑

s=1

|di,n,s − yi,n,s|
)

· 100%. (7)

Formula (7) takes into account normalization of features according to the formula
(2). Formulas (6) and (7) are related to the learning phase (taking into account
learning sequence of the form (3)), but analogous formulas can be created for
testing phase (taking into account testing sequence of the form (4)).

In this paper details related to the fuzzy system structure, aspects of learning
(e.g. selection of parameters) and interpretability of fuzzy rules are omitted. They
can be found in our previous papers (see e.g. [37,38]).

3 Simulations

Details of the simulations can be summarized as follows:

– They were performed in authorial testing environment implemented in C#.
– They were performed using ATVS-SLT DB (see [25]) dynamic signature data-

base which has the following structure: I = 27, S = 6, J1 = 4, J2 = 4, J3 = 4,
J4 = 4, J5 = 15, J6 = 15.



A Method for Changes Prediction 765

– Prediction was performed for 10. the best global features (N = 10) pointed
out in [25]. Indices of these features are as follows: 3, 7, 17, 38, 45, 58, 59, 72,
93, 97.

– Prediction was performed using Mamdani-type fuzzy system characterized by
the following parameters: number of rules: 3, number of inputs: 10, number of
outputs: 10, fuzzy sets type: Gaussian, triangular norms type: algebraic (see
e.g. [56]).

– For each user from the database learning of the fuzzy system is performed inde-
pendently. The following settings of used evolutionary strategy (μ + λ) were
adopted: number of individuals in the population (primary and temporary):
100, number of steps (generations) of the algorithm: 1000, crossing probabil-
ity: 0.9, mutation probability: 0.3, mutation range: 0.15, method of parents
selection: roulette wheel method, number of repetitions of the simulation for
each user: 25 (results were averaged).

Simulation results are presented in Table 1 and in Figs. 2 and 3. Conclusions
can be summarized as follows:

Table 1. Averaged simulation results for individual users.

i Training sequence Testing sequence Prediction errors for individual features (%)

RMSE ACC (%) RMSE ACC (%) 3 7 17 38 45 58 59 72 93 97

1 0.0989 97.8 0.7298 80.4 4.9 28.8 15.6 36.3 5.5 39.9 23.2 22.8 4.1 14.6

2 0.0964 97.6 0.5847 84.2 13.7 8.2 5.2 28.0 6.0 27.4 24.0 27.8 14.0 4.0

3 0.0932 97.9 0.5779 82.5 13.6 17.0 25.1 16.0 10.8 20.4 18.9 21.4 7.7 24.0

4 0.1405 96.9 0.5022 84.9 11.0 22.0 22.2 15.0 11.0 14.0 14.2 18.9 17.1 5.4

5 0.1205 97.2 0.8487 76.5 30.7 51.4 16.2 16.8 17.6 20.5 42.0 16.2 15.5 8.5

6 0.1168 97.4 0.7381 79.3 24.7 16.6 16.1 24.2 26.2 22.9 46.7 13.0 11.8 5.3

7 0.1419 96.6 0.5978 82.0 12.8 15.5 10.6 26.8 22.6 20.9 24.3 22.9 11.8 12.1

8 0.1153 97.5 0.3546 89.6 14.0 16.6 2.5 14.4 13.1 10.6 8.3 10.7 5.7 8.6

9 0.1723 95.9 0.8614 75.4 46.1 11.8 14.5 31.2 32.2 32.4 29.7 13.4 27.9 6.4

10 0.1483 96.7 0.6967 81.7 12.3 9.0 10.8 24.4 12.2 47.9 28.6 7.8 7.2 23.2

11 0.1030 97.6 0.4839 86.6 4.3 21.2 11.9 13.8 13.4 16.4 1.9 22.2 5.5 23.8

12 0.0891 98.0 0.5034 84.5 17.4 23.0 20.0 16.1 12.3 15.5 10.3 15.7 12.1 12.4

13 0.1412 96.7 0.6007 82.8 26.4 8.5 15.3 14.9 11.5 35.7 12.0 19.8 9.8 18.5

14 0.1218 97.1 0.5992 81.8 23.9 13.3 13.9 10.9 12.0 21.2 28.5 20.0 18.1 19.9

15 0.1239 97.1 0.7418 78.6 19.6 23.1 2.5 18.1 7.8 26.7 25.8 31.5 35.8 23.2

16 0.0868 97.9 0.8366 76.9 30.9 29.2 3.5 33.7 38.6 10.0 17.2 39.4 3.8 24.2

17 0.1248 97.1 0.4591 86.4 6.8 6.9 14.8 17.2 18.6 17.0 22.2 8.9 14.0 9.7

18 0.1295 97.1 0.6515 82.6 19.2 30.0 2.6 38.1 13.2 23.9 20.3 3.5 5.3 17.8

19 0.1144 97.6 0.7621 78.4 29.8 25.9 15.5 26.2 7.2 36.1 38.0 6.5 14.6 16.3

20 0.0854 97.9 0.3614 90.0 14.8 18.5 5.0 16.4 3.9 14.9 2.9 11.5 5.0 7.0

21 0.1283 97.0 0.6870 80.8 11.6 38.7 22.4 36.7 9.5 17.3 7.1 13.7 16.3 18.5

22 0.1617 96.3 0.5025 85.2 7.4 13.7 14.8 19.6 17.5 18.1 9.8 22.2 4.5 20.8

23 0.0756 98.2 0.3588 89.4 8.3 18.0 16.0 8.2 15.8 9.6 7.3 8.7 7.7 6.6

24 0.0878 98.0 0.5130 86.8 10.0 19.1 2.2 19.8 4.8 33.9 4.1 18.4 4.3 15.0

25 0.1065 97.6 0.5895 82.4 31.3 13.7 16.0 14.8 10.6 19.7 11.2 25.2 19.0 14.5

26 0.1361 96.7 0.6702 80.3 17.7 35.5 20.7 25.7 18.7 22.3 3.9 17.0 22.4 13.4

27 0.1220 97.2 0.4821 86.0 10.9 8.7 19.6 27.1 14.7 7.7 16.1 10.0 17.7 7.9

avg 0.1178 97.3 0.6035 82.8 17.6 20.1 13.2 21.9 14.3 22.3 18.5 17.4 12.5 14.1
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Fig. 2. Global features’ values prediction accuracy for individual users (black color
means users for which achieved accuracy is high).
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Fig. 3. Prediction errors for considered global features of the dynamic signature aver-
aged for all users (black color means features for which achieved accuracy is high).

– For each user a set of features can be predicted with a good accuracy, however,
changes of features’ values are individual for each user. Average prediction
accuracy is equal about 83%, so prediction error is quite low (about 17%)
(Table 1).

– Accuracy of prediction for individual users (Fig. 2) is in the range from 75%
to 90%. We should remember that values associated with prediction do not
concern effectiveness of verification process. However, the effectiveness can be
related with prediction accuracy.

– Prediction error for individual features is in the range (Fig. 3) from 12.5% to
22.3%. Results of this analysis can be a base for selection of features’ sub-
set, which changes can be easily predicted. However, we should remember
that features which values can be easily predicted has not be the ones which
characterize dynamic signature of individual users in the best way possible.
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4 Conclusions

In this paper we proposed a method for prediction changes of biometric features’
values over time. It may be particularly important for applications in which the
interval between the adjacent dynamic signature acquisition sessions is long. It
results in changes of biometric features’ values which we can try to predict.
This situation takes place in case of the dynamic signature. Our simulations
performed using the database containing real signatures show that accuracy of
the prediction of considered dynamic signature global features is adequate.

In further research on global features’ values prediction we would like to:
(a) develop new approach to the dynamic signature verification using global fea-
tures prediction mechanism, (b) develop mechanism predicting different descrip-
tors describing dynamics of signing process.
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