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Preface

This volume constitutes the proceedings of 16th International Conference on Artificial
Intelligence and Soft Computing ICAISC 2017, held in Zakopane, Poland, during June
11–15, 2017. The conference was organized by the Polish Neural Network Society in
cooperation with the University of Social Sciences in Łódź, the Institute of Compu-
tational Intelligence at the Częstochowa University of Technology, and the IEEE
Computational Intelligence Society, Poland Chapter. Previous conferences took place
in Kule (1994), Szczyrk (1996), Kule (1997), and Zakopane (1999, 2000, 2002, 2004,
2006, 2008, 2010, 2012, 2013, 2014, 2015, and 2016) and attracted a large number of
papers and internationally recognized speakers: Lotfi A. Zadeh, Hojjat Adeli, Rafal
Angryk, Igor Aizenberg, Shun-ichi Amari, Daniel Amit, Piero P. Bonissone, Jim
Bezdek, Zdzisław Bubnicki, Andrzej Cichocki, Swagatam Das, Ewa Dudek-Dyduch,
Włodzisław Duch, Pablo A. Estévez, Erol Gelenbe, Jerzy Grzymala-Busse, Martin
Hagan, Yoichi Hayashi, Akira Hirose, Kaoru Hirota, Adrian Horzyk, Eyke Hüller-
meier, Hisao Ishibuchi, Er Meng Joo, Janusz Kacprzyk, Jim Keller, Laszlo T. Koczy,
Tomasz Kopacz, Zdzislaw Kowalczuk, Adam Krzyzak, James Tin-Yau Kwok,
Soo-Young Lee, Derong Liu, Robert Marks, Evangelia Micheli-Tzanakou, Kaisa
Miettinen, Krystian Mikołajczyk, Henning Müller, Ngoc Thanh Nguyen, Andrzej
Obuchowicz, Erkki Oja, Witold Pedrycz, Marios M. Polycarpou, José C. Príncipe,
Jagath C. Rajapakse, Šarunas Raudys, Enrique Ruspini, Jörg Siekmann, Roman Sło-
wiński, Igor Spiridonov, Boris Stilman, Ponnuthurai Nagaratnam Suganthan, Ryszard
Tadeusiewicz, Ah-Hwee Tan, Shiro Usui, Thomas Villmann, Fei-Yue Wang, Jun
Wang, Bogdan M. Wilamowski, Ronald Y. Yager, Xin Yao, Syozo Yasui, Gary Yen,
and Jacek Zurada. The aim of this conference is to build a bridge between traditional
artificial intelligence techniques and so-called soft computing techniques. It was
pointed out by Lotfi A. Zadeh that “soft computing (SC) is a coalition of methodologies
which are oriented toward the conception and design of information/intelligent sys-
tems. The principal members of the coalition are: fuzzy logic (FL), neurocomputing
(NC), evolutionary computing (EC), probabilistic computing (PC), chaotic computing
(CC), and machine learning (ML). The constituent methodologies of SC are, for the
most part, complementary and synergistic rather than competitive.” These proceedings
present both traditional artificial intelligence methods and soft computing techniques.
Our goal is to bring together scientists representing both areas of research. This volume
is divided into five parts:

– Data Mining
– Artificial Intelligence in Modeling, Simulation and Control
– Various Problems of Artificial Intelligence
– Special Session: Advances in Single-Objective Continuous Parameter Optimization

with Nature-inspired Algorithms
– Special Session: Stream Data Mining



The conference attracted a total of 274 submissions from 33 countries and after the
review process, 133 papers were accepted for publication.

The ICAISC 2017 scientific program included the following special sessions:

1. “Granular and Human-Centric Approaches in Data Mining and Analytics” – Special
session devoted to the 70th anniversary of Prof. Janusz Kacprzyk, organized by:

– Witold Pedrycz, University of Alberta, Edmonton, Canada and Systems
Research Institute, Polish Academy of Sciences, Warsaw, Poland

– Rudolf Kruse, Otto von Guericke University, Magdeburg, Germany
– Leszek Rutkowski, Czestochowa University of Technology, Poland
– Jacek Żurada, University of Louisville, USA
– Ronald R. Yager, Hagan School of Business, Iona College, New Rochelle, NY,

USA
– Sławomir Zadrożny, Systems Research Institute, Polish Academy of Sciences,

Warsaw, Poland

2. “Biology as a Source of Technical Inspirations” — Special session devoted to the
70th anniversary of Prof. Ryszard Tadeusiewicz, organized by:

– Krzysztof Cios, Virginia Commonwealth University, USA
– Leszek Rutkowski, Czestochowa University of Technology, Poland
– Jacek Żurada, University of Louisville, USA
– Bogdan M. Wilamowski, Auburn University, USA

3. “Advances in Single-Objective Continuous Parameter Optimization with
Nature-inspired Algorithms” organized by:

– Swagatam Das, Indian Statistical Institute, India
– P.N. Suganthan, Nanyang Technological University, Singapore
– Janez Brest, University of Maribor, Slovenia
– Roman Senkerik, Tomas Bata University in Zlin, Czech Republic
– Rammohan Mallipeddi, Kyungpook National University, Republic of Korea

4. “Stream Data Mining” organized by:

– Piotr Duda, Czestochowa University of Technology, Poland
– Maciej Jaworski, Czestochowa University of Technology, Poland

I would like to thank our participants, invited speakers, and reviewers of the papers
for their scientific and personal contribution to the conference.

Finally, I thank my co-workers Łukasz Bartczuk, Piotr Dziwiński, Marcin Gabryel,
Marcin Korytkowski, Agnieszka Piersiak-Puchała, and the conference secretary Rafał
Scherer for their enormous efforts to make the conference a very successful event.
Moreover, I would like to acknowledge the work of Marcin Korytkowski, who
designed the Internet submission system.

June 2017 Leszek Rutkowski
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Abstract. The aim of the paper is to compare stylometric methods
in a task of authorship, author gender and literacy period recognition
for texts in Polish language. Different feature selection and classifica-
tion methods were analyzed. Features sets include common words (the
most common, the rarest and all words) and grammatical classes fre-
quencies, as well as simple statistics of selected characters, words and
sentences. Due to the fact that Polish is a highly inflected language
common words features are calculated as the frequencies of the lexemes
obtained by morpho-syntactic tagger for Polish. Nine different classifiers
were analysed. Authors tested proposed methods on a set of Polish nov-
els. Recognition was done on whole novels and chunked texts. Performed
experiments showed that the best results are obtained for features based
on all words. For ill defined problems (with small recognition accuracy)
the random forest classifier gave the best results. In other cases (for
tasks with medium or high recognition accuracy) the multilayer percep-
tron and the linear regression learned by stochastic gradient descent gave
the best results. Moreover, the paper includes an analysis of statistical
importance of used features.

Keywords: Stylometric · Polish · Text analysis · Classification ·
Machine learning

1 Introduction

Stylometric methods aimed to provide automatic answers to questions about
the text class based on the statistical analysis of writing style. It was originally
developed to verify authorship of anonymous literary works. Later stylometry
goals were extended to assess style differentiation, chronology, genre or author’s
gender. Stylometry draws on the assumption that there is a similarity of style
between the texts in the same group. It relies mostly on machine analysis of some
features generated from texts and attempts to define feature characteristics that
can identify the class of the text [7].

Stylometry uses machine learning techniques [10]. Representing text as a
vector of features can be then analyzed by mathematical tools, eg. classification.
The effectiveness of analysis may be affected by various parameters such as the
number of classes to define whether the number of corrupted data.
c© Springer International Publishing AG 2017
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Most of stylometric analysis concerns texts in English and the authorship
attribution. Studies proved effectiveness of designing specific stylometric analy-
sis for different languages. Frequencies of the most frequent words is the most
effective features in English texts authorship attribution [16]. However Polish
(compared to English) is a language with a fairly rich inflection and weakly
constrained word order [7]. Moreover [6] shows that using the same stylometric
methods to analyze the same texts in different languages brings different results.

The aim of this paper is to compare stylometric methods for texts in Polish
language. Different methods of feature generation and classification in terms of
their effectiveness in identifying three different classification tasks (recognition of
gender, author and literacy period) are analyzed. Multiple stylometric methods
were implemented and benchmarked.

The paper is structured as follows. It starts with a short review of types of
features used in stylometry. It is followed by a description of used data sets,
performed classification tasks, feature generation methods and used classifiers.
The next section presents achieved recognition results. It also includes statistical
feature importance analysis.

2 Features Used in Stylometry

A wide range of used in stylometry features includes characteristics [3] such as:

– lexical - these features are based on statistical metrics that can be computed
based on the segments used in the text, the most common feature is the
frequency of specific words within the text;

– syntactic - features based on a study of the relationship between segments
of text; sample features:
• the frequency of nouns, verbs or adjectives,
• the frequency of grammatical classes;

– structural - features specific for the processed forms of writing texts; they
are particularly useful in the analysis of documents containing not only text,
but also other structures (eg. HTML tags);

– idiosyncratic - these features are used in rules established for the specific
problem; this can be a defining keywords for texts-establishing rules [23].

For stylometric analysis of text lexical features based on common segments
are widely used. Analyzing the common text segments, it is possible to consider
the most [6] and rarest [19] frequent words (MFW and RFW) in texts [6].

Changing the number of MFW to be taken into consideration during the
analysis affect the efficacy of the method. Different numbers of MFW had been
using analyzed: 50 not always most frequent words [14], 150 MFW [2], 300 MFW
[21], 500 MFW [4], more than 1000 MFW [11], common words in group of text
[14] and all words from all texts [13]. The reported results show that with the
increase of a number of used MFW, effectiveness of recognition increases.
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3 Performed Stylometric Analysis

Methods vary depending on the data on which the analysis is carried out (har-
vesting), the type of text to identify the class, characteristics by which the text
is described and used classifier. The amount of tested stylometric methods can
be calculated by the formula:

Nmethods = |S| · |C| · |F | · |K| (1)

where: S-data sets, C-classification tasks, F -feature generation methods, K-
classifiers.

It gives following number of performed experiments for different combinations
of data sets, classification tasks, types of text features and types of classifiers:

Nmethods = 2 · 3 · 5 · 9 = 270 (2)

3.1 Data Sets and Classes

The study was conducted on a collection of Polish authors novels. The firsts set
includes each novel whereas the second set was obtained by dividing texts from
first set into ten equal parts. Set differs then with number of texts and the size
of each of them (see Table 1) Three different classification tasks were analyzed,
classifications by authors, literary periods and author genders (see Table 2).

Table 1. Text sets comparison.

Full texts set Chunked texts set

Set size 105 1058

Text average size [in characters] ∼103 926 ∼19 652

3.2 Feature Generation Methods

Five different feature generation methods were tested:

– grammatical classes frequency,
– based on statistical features,
– based on common words appearance, three methods:

• top used,
• the rarest,
• all words.
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Table 2. Classes representatives.

Class Representatives
number

Representatives

Author 33 Adolf Dygasiński, Kornel Makuszyński, Aleksander
Świȩtochowski, Józef Ignacy Kraszewski, Maria

Kuncewiczowa, Irena Zarzycka, Pola Gojawczyńska,
Maria Rodziewiczówna, Waleria Marenne, Maria
D ↪abrowska, Ludwika Godlewska, Gabriela Zapolska,
Magdalena Samozwaniec, Antoni Sygietyński,
W�ladys�law Reymont, Zofia Na�lkowska, Tadeusz
Mostowicz, Wac�law Berent, Emma Dmochowska,
Jaros�law Iwaszkiewicz, Józef Korzeniowski, Boles�law
Prus, Helena Mniszek, Jadwiga �Luszczewska, Wanda
Bȩczkowska, Hanna Krzemieniecka, Antonina
Domańska, Eliza Orzeszkowa, Zofia Kossak, Henryk
Sienkiewicz, Stefan Żeromski, Zygmunt Kaczkowski,
Jerzy Żu�lawski, Micha�l Ba�lucki

Period 3 Positivism, Young Poland, Contemporary

Author gender 2 Female, Male

Grammatical Classes Frequency. To gather syntactic features from text,
prior morpho-syntactic analysis needs to be made. For these purposes WCRFT
[18] tagger was used. Tagger describes the grammatical class of each segment (it
also produces many different data about each of text segments). Based on taggers
result, for each document a list of grammatical classes frequencies is created. In
the case of short texts there is a high probability that there not all grammatical
classes will be present. To handle such cases during the subsequent classification,
it is necessary to normalize the instances so that set of grammatical classes was
the same.

Statistical Features. Features based on statistics are simple to obtain and -
due to their low number- fastest in the further classification process. Following
suggestions from [17] features were used:

1. average words length - segments classified as special characters are not taken
into account during the counting;

2. average sentences length - sentences were recognized based on occurrences of
characters ? ! . ;

3. special characters frequency - the ratio of special characters ? ! . : ; - # *
( ), to other segments;

4. segments diversity - the ratio of segments occurrences to their number
5. Hapax legomenon - the ratio of segments appearing in the text just once to

the amount of all segments.

Statistics were calculated based on altered lexeme of each word.
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Features Based on Common Words. According [8] a few assumptions had
been made to describe texts with common words used:

– words sets should contain at least 1000 positions [11],
– to compare texts basing top [2], rarest [19] and all words [13].

The method of representation of text using common words is the map, where
keys are words present in all positions of the set, and the values defines the occur-
rence of specific lexeme (obtained by morpho-syntactic tagger) in the analyzed
text. Presence of each segment is expressed with TF-IDF (term frequency-inverse
document frequency) [20]:

N = 1/n
n∑

i=1

ni · log
n

d
(3)

where:
n-number of elements in the whole set
ni-number of segment occurrences in a text i
d-number of texts, where segment appears at least once.

Words frequency will be the smaller, the more likely to occur in all documents.
This solution favors words that are unique in the context of a document, a feature
desirable for in stylometry.

3.3 Classification

Following classification algorithms were used in performed experiments:

– ridge regression (Ridge) [10],
– multilayer perceptron (Perceptron) [10],
– k-nearest neighbor (kNN) [10],
– random forest (RF) [1],
– passive-aggresive (PA) [5],
– Elastic net learned by stochastic gradient descent (SGD) [22],
– Rocchio classifier (RC) [12],
– Naive Bayes classifier for multinomial models (MNB) [10],
– Naive Bayes classifier for multivariate Bernoulli models (BNB) [10].

Effectiveness of stylometric methods was tested by splitting texts into train-
ing and test sets. The study was performed according to the stratified k-fold
cross-validation [10].

4 Results

4.1 Stylometric Features

Stylometric methods based on the similarity of the segments have proven to be
much better than those based on classes of grammatical or statistical charac-
teristics. Detailed ranking of stylometric features is presented in the Table 3.
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Table 3. Summary of the best classifiers for specific stylometric methods within tasks,
distinguishing between sets.

Sets Tasks Feature set Best classifier Accuracy [in %]

Chunked texts Literary period Statistical features RF 77

Grammatical classes kNN 83

Top used words PA 98

Rarest words MNB 97

All words Perceptron 100

Author Statistical features RF 56

Grammatical classes RF 87

Top used words MNB 100

Rarest words Ridge 100

All words Ridge 100

Gender Statistical features RF 83

Grammatical classes kNN 85

Top used words SGD 98

Rarest words MNB 100

All words PA 100

Full texts Literary period Statistical features SGD 65

Grammatical classes Random forest 71

Top used words SGD 82

Rarest words Perceptron 76

All words Perceptron 94

Author Statistical features RF 21

Grammatical classes RF 36

Top used words BNB 74

Rarest words Ridge 42

All words SGD 79

Gender Statistical features RF 83

Grammatical classes RF 76

Top used words RF 88

Rarest words Perceptron 82

All words SGD 94

Cell values represents the accuracy of the best classifier while recognizing the
particular class in a given set.

Averaging analysis (Table 4) of accuracy of both sets and all tasks, ranking
of stylometric feature sets is as follows:

1. all words,
2. top 1000 used words,
3. top 1000 rarest words,
4. grammatical classes,
5. statistical features.
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Table 4. Summary of average accuracy [%] in the attribution of all classes with each
of stylometric methods.

Feature set Chunked texts Full texts Average

Statistical features 72 56 64

Grammatical classes 85 61 73

Top used words 99 81 90

Rarest words 99 67 83

All words 100 89 95

Similar studies were carried out on the texts of English literature [14]. Test
details, such as the size of the data set used for training or recognition phase
has not been described. In the research, various methods have been tested and
the results of attribution differ. Accuracy in recognition of American authors
(Cooper, Crane, Hawthorne, Irving, Twain) of novels of the 19th century (trun-
cated up to 100000 characters) ranged from 50% to 100% depending on the
methods used. The method that proved to be the most accurate was using the
mix of stylometric features such as “unstable” words (words with commonly used
substitutes [15]), function words, 500 MFW (in training), and part-of-speech tags
and used SVM as the classifier.

4.2 Training Set Size

The study clearly shows, that bigger the set size is (number of files of chunked
texts is ten times greater then in case of full novels), better results can be
achieved in attributes recognition. This is true even at expense of the smaller
(in experiments ten times smaller) size of a single document.

4.3 Classifiers Accuracy

Results presented in Table 5 show that the random forest classifier was the most
accurate. It was especially useful, when other classifiers turned out to be inac-
curate. Good quality goes hand in hand with the longest training and learning
times. Random Forest would be a good choice where the effectiveness of the
stylometric methods are far from maximum.

Where appropriate stylometric characteristics are used for a given problem,
accuracy of all classifiers are a way higher. The multilayer perceptron and the
elastic net learned by stochastic gradient descent recognize a class of equally
high or higher accuracy compared to the random forest. Also times of training
and learning of these methods are several times less.

4.4 Statistical Features Importance

Statistical features proved to be the least accurate method from all of stylometric
methods tested. However, this method is very fast and requires low memory.
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Table 5. Classifiers rank based on how many times they gave the best results on
different stylometric methods in different text sets.

Classifier For both Chunked texts Full texts

RF 12 7 5

SGD 6 4 2

MNB 5 2 3

BNB 3 2 1

Perceptron 2 0 2

The RFECV [9] analysis showed that the optimal number of characteristics that
should be involved in the classification is less than the number of characteristics
used. That proves dependency of statistical characteristics from each other.

Choosing the random forest [1] as a classification method has another advan-
tage that results from the specificity of the analysis training set-build decision
trees. The decision about belonging to a particular attribute is taken as a result
of a series of decisions - response to another, closely related questions. One ques-
tion is usually connected with a single feature of the set training facility. The
constructed decision tree relevance of questions, and thus also features, is all the
greater, the sooner it will be the higher of the desired is a decision tree. This
value is called Gini Importance [1].

Valuing the characteristic features with Gini Importance value, comparison
due to feature importance is as follows:

1. average sentence length,
2. segments diversity,
3. hapax legomenon,
4. special characters frequency,
5. average segments length.

RFECV [9] analysis confirmed the results obtained from the analysis of the
Gini importance calculated while classifying with the random forest. Most often
exclude non-optimal statistical feature was the average segments length. The
optimal amount of statistical characteristics selected on the basis RFECV can
usually be limited to four: the average length of sentences, special characters
frequency, segments diversity and hapax legomenon.

4.5 Grammatical Classes Importance

Similar analysis of importance of grammatical classes didn’t give similar, easy
to define results. Importance of each grammatical classes was unclear. It proves
that all grammatical classes are independent and have influence on the final
result.
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5 Summary

The study examined various feature generation methods, data sets, tasks (recog-
nition of gender, author and literacy period), and methods of classification.
Methods examining the similarity on the basis of all the words from texts turned
out to be the most accurate. However, the choice of the appropriate method
should depend on the specifics of the problem. Classification of long texts may
prove to be too costly in case of used memory and computational power, because
of too large features vector that have to accommodate data of all words used.
Approaches to comparing the texts on the basis of common segments, however,
they do not guarantee a fixed size representation of these vectors as analysis of
texts based on the frequency of grammatical classes or statistical characteristics.

In a case of classification method the Random Forest is recommended as
the best for ill defined problems (with small classification accuracy). In other
cases multilayer perceptron and linear regression learned by stochastic gradient
descent performs the best.

Future plans includes usage of features based on bi-grams of grammatical
classes and mixture of bi-grams and common words. Moreover, we plan to inves-
tigate open set classification problem for literary period and author recognition.
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Abstract. Multiple classifier systems are used to improve the perfor-
mance of base classifiers. One of the most important steps in the forma-
tion of multiple classifier systems is the integration process in which the
base classifiers outputs are combined. The most commonly used clas-
sifiers outputs are class labels, the ranking list of possible classes or
confidence levels. In this paper, we propose an integration process which
takes place in the “geometry space”. It means that we use the deci-
sion boundary in the integration process. The results of the experiment
based on several data sets show that the proposed integration algorithm
is a promising method for the development of multiple classifiers systems.

Keywords: Ensemble selection · Multiple classifier system · Decision
boundary

1 Introduction

An ensemble of classifiers (EoC) or multiple classifiers systems (MCSs) [7,10]
have been a very popular research topics during the last two decades. The main
idea of EoC is to employ multiple classifier methods and combine their predic-
tions in order to improve the prediction accuracy. Creating EoC is expected to
enable better classification accuracy than in the case of the use of single classifiers
(also known as base classifiers).

The task of constructing MCSs can be generally divided into three steps:
generation, selection and integration [1]. In the first step a set of base classi-
fiers is trained. There are two ways, in which base classifiers can be learned. The
classifiers, which are called homogeneous are of the same type. However, random-
ness is introduced to the learning algorithms by initializing training objects with
different weights, manipulating the training objects or using different features
subspaces. The classifiers, which are called heterogeneous, belong to different
machine learning algorithms, but they are trained on the same data set. In this
paper, we will focus on homogeneous classifiers which are obtained by applying
the same classification algorithm to different learning sets.

The second phase of building MCSs is related to the choice of a set of clas-
sifiers or one classifier from the whole available pool of base classifiers. If we
c© Springer International Publishing AG 2017
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choose one classifier, this process will be called the classifier selection. But if we
choose a subset of base classifiers from the pool, it will be called the ensemble
selection. Generally, in the ensemble selection, there are two approaches: the
static ensemble selection and the dynamic ensemble selection [1]. In the static
classifier selection one set of classifiers is selected to create EoC during the train-
ing phase. This EoC is used in the classification of all the objects from the test
set. The main problem in this case is to find a pertinent objective function for
selecting the classifiers. Usually, the feature space in this selection method is
divided into different disjunctive regions of competence and for each of them a
different classifier selected from the pool is determined. In the dynamic classi-
fier selection, also called instance-based, a specific subset of classifiers is selected
for each unknown sample [2]. It means that we are selecting different EoCs for
different objects from the testing set. In this type of the classifier selection, the
classifier is chosen and assigned to the sample based on different features or dif-
ferent decision regions [4]. The existing methods of the ensemble selection use
the validation data set to create the so-called competence region or level of com-
petence. These competencies can be computed by K nearest neighbours from
the validation data set. In this paper, we will use the static classifier selection
and regions of competence will be designated by the decision boundary of the
base classifiers.

The integration process is widely discussed in the pattern recognition litera-
ture [13,18]. One of the existing way to categorize the integration process is by
the outputs of the base classifiers selected in the previous step. Generally, the
output of a base classifier can be divided into three types [11].

– The abstract level – the classifier ψ assigns the unique label j to a given input
x.

– The rank level – in this case for each input (object) x, each classifier produces
an integer rank array. Each element within this array corresponds to one of
the defined class labels. The array is usually sorted and the label at the top
being the first choice.

– The measurement level – the output of a classifier is represented by a con-
fidence value (CV) that addresses the degree of assigning the class label to
the given input x. An example of such a representation of the output is a
posteriori probability returned by Bayes classifier. Generally, this level can
provide richer information than the abstract and rank levels.

For example, when considering the abstract level, voting techniques [16] are
most popular. As majority voting usually works well for classifiers with a similar
accuracy, we will use this method as a baseline.

In this paper we propose the concept of the classifier integration process
which takes place in the “geometry space”. It means that we use the decision
boundary in the integration process. The decision boundary is another type of
information obtained from the base classifiers. In our approach, the decision
boundary from the selected base classifiers is averaged in each region of compe-
tence separately.
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Geometry reasoning is used in the formation of so-called “geometry-based
ensemble”. The method proposed in [12,14] used characteristic boundary points
to define the decision boundary. Based on the characteristic boundary points,
there is create a set of hyperplanes that are locally optimal from the point of
view of the margin.

The remainder of this paper is organized as follows. Section 2 presents the
basic concept of the classification problem and EoC. Section 3 describes the
proposed method for the integration base classifiers in the “geometry space”
which have been selected earlier (in particular we use Fisher linear discriminant
method as a base classifier). The experimental evaluation is presented in Sect. 4.
The discussion and conclusions from the experiments are presented in Sect. 5.

2 Basic Concept

Let us consider the binary classification task. It means that we have two class
labels Ω = {0, 1}. Each pattern is characterized by the feature vector x. The
recognition algorithm Ψ maps the feature space x to the set of class labels Ω
according to the general formula:

Ψ(x) ∈ Ω. (1)

Let us assume that k ∈ {1, 2, ...,K} different classifiers Ψ1, Ψ2, . . . , ΨK are
available to solve the classification task. In MCSs these classifiers are called base
classifiers. In the binary classification task, K is assumed to be an odd number.
As a result of all the classifiers’ actions, their K responses are obtained. Usually
all K base classifiers are applied to make the final decision of MCSs. Some
methods select just one base classifier from the ensemble. The output of only
this base classifier is used in the class label prediction for all objects. Another
option is to select a subset of the base classifiers. Then, the combining method
is needed to make the final decision of EoC.

The majority vote is a combining method that works at the abstract level.
This voting method allows counting the base classifiers outputs as a vote for
a class and assigns the input pattern to the class with the majority vote. The
majority voting algorithm is as follows:

ΨMV (x) = arg max
ω

K∑

k=1

I(Ψk(x), ω), (2)

where I(·) is the indicator function with the value 1 in the case of the correct
classification of the object described by the feature vector x, i.e. when Ψk(x) = ω.
In the majority vote method each of the individual classifiers takes an equal part
in building EoC. This is the simplest situation in which we do not need additional
information on the testing process of the base classifiers except for the models
of these classifiers.
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3 Proposed Method

The proposed method is based on the observation that the large majority of
the integration process used the output of a base classifiers. In addition, the
method called “geometry-based ensemble” used characteristic boundary points
not the decision boundary [12,14]. Therefore, we propose the method of inte-
grating (fusion) base classifiers based on their decision boundary. Since the pro-
posed algorithm also uses the selection process, it is called decision-boundary
fusion with selection and labelled ΨDBFS . The proposed method can be gener-
ally divided into five steps.

Step 1: Train each of base classifiers Ψ1, Ψ2, . . . , ΨK using different training sets
by splitting according to the cross-validation rule.

Step 2: Divide the feature space in different separable decision regions. The
regions can be found using points in which the decision boundaries of base
classifiers are equal.

Step 3: Evaluate the base classifiers competence in each decision region based
on the accuracy. The classification accuracy is computed taking into account
the learning set of each base classifier separately.

Step 4: Select l best classifiers from all base classifiers for each decision regions,
where 1 < l < K.

Step 5: Define the decision boundary of the proposed EoC classifier ΨDBFS as an
average decision boundary of the selected in the previous step base classifiers
in the geometry space. The decision boundary of ΨDBFS is defined in each
decision region separately. In this step we make the integration process of the
selected base classifiers.

The decision boundary obtained in step 5 is applied to make the final decision
of the proposed EoC. Graphical interpretation of the proposed method for two-
dimensional data set and three base classifiers is shown in Fig. 1.

The method proposed above may be modified at various stages. For example,
another division of the training set can be made using different subspaces of
the feature space for different base classifiers or by using the bagging method.
Another modification relates to step 2, when the competence regions can be
found using a clustering method [9]. It should also take into account the fact
that the method proposed in step 5 is suitable for linear classifiers.

4 Experimental Studies

In the experiential research 6, benchmark data sets were used. Four of them
come from the KEEL Project and two are synthetic data sets – Fig. 2. The
details of the data sets are included in Table 1. All the data sets constitute two
class problems. In the case of data sets with more than 2 features, the feature
selection process [8,15] was performed to indicate two most informative features.

In the experiment 3 Fisher linear discriminant classifiers are used as base clas-
sifiers. This means that in the experiment we use an ensemble of the homogenous
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(a) Base classifiers and deci-
sion regions

(b) Decision boundary of the
base classifiers after selection

(c) Decision boundary of the
proposed algorithm

Fig. 1. Example with two-dimensional data set and three base classifiers of the pro-
posed method

(a) Synthetic(1) (b) Synthetic (2)

Fig. 2. Syntectic data sets

base classifiers. Their diversity is created by learning either from subsets of the
training patterns according to 3-cross-validation method. The learning process
was repeated ten times. In each decision region two base classifiers are selected
to perform “Step 5” from the algorithm proposed.

Table 2 shows the results of the classification error and the mean ranks
obtained by the Friedman test for the proposed method ΨDBFS and the
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Table 1. Description of data sets selected for the experiments

Data set Example Attribute Ration (0/1)

Syntectic(1)150 150 2 0.5

Syntectic(1)300 300 2 0.5

Syntectic(1)600 600 2 0.5

Syntectic(2)150 150 2 0.5

Syntectic(2)300 300 2 0.5

Syntectic(2)600 600 2 0.5

Ionosphere 351 34 1.8

Pima Indians diabetes 768 8 1.9

Sonar 208 60 0.87

Ring7400 7400 20 0.5

Ring3700 3700 20 0.5

Ring1850 1850 20 0.5

Table 2. Classification error and mean rank positions for the proposed method ΨDBFS

and the majority voting method without selection ΨMV produced by the Friedman test

Data set ΨMV ΨDBFS

Syntectic(1)150 20.36 19.40

Syntectic(1)300 27.02 25.34

Syntectic(1)600 23.82 22.89

Syntectic(2)150 17.00 17.17

Syntectic(2)300 17.29 16.36

Syntectic(2)600 16.67 15.33

Ionosphere 18.70 19.20

Pima 25.02 25.10

Sonar 24.99 24.52

Ring7400 35.03 33.83

Ring3700 37.15 36.67

Ring1850 39.53 39.36

Mean rank 1.25 1.75

majority voting method without selection ΨMV . The results were compared with
the use of the post-hoc test [17]. This test is useful for pairwise comparisons of
the methods considered. The critical difference (CD) for this test at p = 0.05,
p = 0.1, equals CD = 0.56 and CD = 0.47 respectively. We can conclude that
the post-hoc Nemenyi test detects significant differences between the proposed
algorithm ΨDBFS and ΨMV method at p = 0.10. Additionally, at p = 0.05 the
post-hoc test is not powerful enough to detect any significant differences between
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those algorithms, but the obtained difference between the mean ranks (0.5) is
very close to CD = 0.56. This observation confirms that the algorithm ΨDBFS

proposed in the paper can improve the quality of the classification as compared
to the method without the selection. It should also be noted that the size of the
data set does not allow formulating requests for increasing the data set size and
the difference between considered algorithms.

5 Conclusion

In this paper we have proposed a concept of a classifier integration process taking
place in the “geometry space”. It means that we use the decision boundary in
the integration process but we do not consider information produced by the base
classifiers such as class labels, a ranking list of possible classes or confidence
levels. In the proposed approach the selection process is carried out additionally,
while the decision boundary from the selected base classifiers is averaged in each
region of competence separately.

The experiments have been carried out on six benchmark data sets. The
aim of the experiments was to compare the proposed algorithm ΨDBFS and the
majority voting method without selection ΨMV . The results obtained show an
improvement in the quality of the proposed method with respect to the majority
voting method.

Future work might include another division of a training set using different
subspaces of the feature space for different base classifiers, using the clustering
method to partition the feature space in decision regions or application of the
proposed methods for various practical tasks [3,5,6] in which base classifiers
are used.

Acknowledgments. This work was supported by the statutory funds of the Depart-
ment of Systems and Computer Networks, Wroclaw University of Science and Tech-
nology.

References

1. Britto, A.S., Sabourin, R., Oliveira, L.E.: Dynamic selection of classifiers-a com-
prehensive review. Pattern Recogn. 47(11), 3665–3680 (2014)

2. Cavalin, P.R., Sabourin, R., Suen, C.Y.: Dynamic selection approaches for multiple
classifier systems. Neural Comput. Appl. 22(3–4), 673–688 (2013)
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9. Jackowski, K., Krawczyk, B., Woźniak, M.: Improved adaptive splitting and selec-
tion: the hybrid training method of a classifier based on a feature space partitioning.
Int. J. Neural Syst. 24(03), 1430007 (2014)

10. Korytkowski, M., Rutkowski, L., Scherer, R.: From ensemble of fuzzy classifiers to
single fuzzy rule base classifier. In: Rutkowski, L., Tadeusiewicz, R., Zadeh, L.A.,
Zurada, J.M. (eds.) ICAISC 2008. LNCS (LNAI), vol. 5097, pp. 265–272. Springer,
Heidelberg (2008). doi:10.1007/978-3-540-69731-2 26

11. Kuncheva, L.I.: Combining Pattern Classifiers: Methods and Algorithms. Wiley
Inc., Hoboken (2004)

12. Li, Y., Meng, D., Gui, Z.: Random optimized geometric ensembles. Neurocomput-
ing 94, 159–163 (2012)

13. Ponti, Jr., M.P.: Combining classifiers: from the creation of ensembles to the deci-
sion fusion. In: 2011 24th SIBGRAPI Conference on Graphics, Patterns and Images
Tutorials (SIBGRAPI-T), pp. 1–10. IEEE (2011)

14. Pujol, O., Masip, D.: Geometry-based ensembles: toward a structural characteriza-
tion of the classification boundary. IEEE Trans. Pattern Anal. Mach. Intell. 31(6),
1140–1146 (2009)

15. Rejer, I.: Genetic algorithms for feature selection for brain computer interface. Int.
J. Pattern Recogn. Artif. Intell. 29(5), 1559008 (2015)

16. Ruta, D., Gabrys, B.: Classifier selection for majority voting. Inf. Fusion 6(1),
63–81 (2005)
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Abstract. We compare two versions of the MLEM2 rule induction algo-
rithm in terms of complexity of rule sets, measured by the number of rules
and total number of conditions. All data sets used for our experiments
are incomplete, with many missing attribute values, interpreted as lost
values, attribute-concept values and “do not care” conditions. In our
previous research we compared the same two versions of MLEM2, called
true and emulated, with regard to an error rate computed by ten-fold
cross validation. Our conclusion was that the two versions of MLEM2
do not differ much, and there exists some evidence that lost values are
the best. In this research our main objective is to compare both ver-
sions of MLEM2 in terms of complexity of rule sets. The smaller rule
sets the better. Our conclusion is again that both versions do not differ
much. Our secondary objective is to compare three interpretations of
missing attribute values. From the complexity point of view, lost values
are the worst.

Keywords: Incomplete data · Lost values · Attribute-concept values ·
“Do not care” conditions · MLEM2 rule induction algorithm · Proba-
bilistic approximations

1 Introduction

In this paper we report results of experiments conducted on incomplete data.
In data mining, missing attribute values are usually handled using imputation.
Our approach is based on rough set theory, we rather modify the process of rule
induction, taking into account an interpretation of missing attribute values, than
replace missing attribute values by existing values.

We distinguish between three interpretations of missing attribute values: lost
values, attribute-concept values and “do not care” conditions [1]. A lost value
is denoted by “?”, an attribute-concept value is denoted by “−”, and a “do not
c© Springer International Publishing AG 2017
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care” condition is denoted by “*”. Lost values are interpreted as values that
are not accessible, e.g., erased. Attribute-concept values are typical attribute
values for a given concept. “Do not care” conditions, are interpreted as any pos-
sible attribute value. Incomplete data sets need special kind of approximations,
called singleton, subset and concept [2]. In our experiments we used probabilistic
approximations, a generalization of lower and upper approximations. A proba-
bilistic approximation is associated with some parameter α, interpreted as a
probability. If α = 1, the probabilistic approximation is identical with the lower
approximation, if α is a positive number slightly larger than 0, the probabilis-
tic approximation is the upper approximation. Probabilistic approximations are
usually applied to completely specified data [3–11], however when applied to
incomplete data must be generalized [12]. Some experimental research on prob-
abilistic approximations applied to incomplete data was originated in [13,14].

In this paper we compare two different approaches to rule induction from
incomplete data, both based on the MLEM2 algorithm (Modified Learning from
Examples Module, version 2). Experiments comparing the two versions MLEM2
from the view point of error rate were reported in [15]. When experiments were
conducted on incomplete data sets with many missing attribute values, also on
error rate, results were more conclusive [16], this paper presents the results on
the complexity of the induced rule sets.

2 Incomplete Data Sets

An example of incomplete data set is presented in Table 1. A concept is a set of
all cases with the same decision value. In Table 1 there are two concepts, e.g.,
the set of all cases with flu is the set {1, 2, 3, 4}.

Table 1. An incomplete data set

Attributes Decision

Case Temperature Headache Cough Flu

1 normal * yes yes

2 high yes no yes

3 − no yes yes

4 high ? ? yes

5 high no * no

6 ? no * no

7 high − no no

8 − no no no

We use notation a(x) = v if an attribute a has the value v for the case x.
The set of all cases will be denoted by U . In Table 1, U = {1, 2, 3, 4, 5, 6, 7, 8}.
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For complete data sets, for an attribute-value pair (a, v), a block of (a, v),
denoted by [(a, v)], is the following set

[(a, v)] = {x|x ∈ U, a(x) = v}.

For incomplete decision tables the definition of a block of an attribute-value
pair must be modified in the following way [1,2]:

– If for an attribute a and a case x, if a(x) = ?, the case x should not be
included in any blocks [(a, v)] for all values v of attribute a,

– If for an attribute a and a case x, if a(x) = −, the case x should be included
in blocks [(a, v)] for all specified values v ∈ V (x, a) of attribute a, where

V (x, a) = {a(y) | a(y) is specified , y ∈ U, d(y) = d(x)},

and d is the decision.
– If for an attribute a and a case x, if a(x) = ∗, the case x should be included

in blocks [(a, v)] for all specified values v of attribute a.

For a case x ∈ U the characteristic set KB(x) is defined as the intersection of
the sets K(x, a), for all a ∈ B, where B is a subset of the set A of all attributes
and the set K(x, a) is defined in the following way:

– If a(x) is specified, then K(x, a) is the block [(a, a(x))] of attribute a and its
value a(x),

– If a(x) = ? or a(x) = ∗ then the set K(x, a) = U ,
– If a(x) = −, then the corresponding set K(x, a) is equal to the union of all

blocks of attribute-value pairs (a, v), where v ∈ V (x, a) if V (x, a) is nonempty.
If V (x, a) is empty, K(x, a) = U .

For the data set from Table 1, the set of blocks of attribute-value pairs is

[(Temperature, normal)] = {1, 3},
[(Temperature, high)] = {2, 3, 4, 5, 7, 8},
[(Headache, no)] = {1, 3, 5, 6, 7, 8},
[(Headache, yes)] = {1, 2},
[(Cough, no)] = {2, 5, 6, 7, 8},
[(Cough, yes)] = {1, 3, 5, 6}.

For Table 1, V (3, T emperature) = {normal, high}, V (7,Headache) = {no},
and V (8, T emperature) = {high}. The corresponding characteristic sets are

KA(1) = {1, 3},
KA(2) = {2},
KA(3) = {1, 3, 5},
KA(4) = {2, 3, 4, 5, 7, 8},
KA(5) = {3, 5, 7, 8},
KA(6) = {1, 3, 5, 6, 7, 8},
KA(7) = {5, 7, 8},
KA(8) = {5, 7, 8}.
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3 Probabilistic Approximations

For incomplete data sets there exist a number of different definitions of approx-
imations. In this paper we will use only concept approximations, skipping the
word concept.

The B-lower approximation of X, denoted by appr(X), is defined as follows

∪ {KB(x) | x ∈ X,KB(x) ⊆ X}. (1)

Such lower approximations were introduced in [2,17].
The B-upper approximation of X, denoted by appr(X), is defined as follows

∪ {KB(x) | x ∈ X,KB(x) ∩ X �= ∅} = ∪ {KB(x) | x ∈ X}.

These approximations were studied in [2,17].
A B-probabilistic approximation of the set X with the threshold α, 0 < α ≤

1, denoted by B-apprα(X), is defined as follows

∪{KB(x) | x ∈ X, Pr(X|KB(x)) ≥ α},

where Pr(X|KB(x)) = |X∩KB(x)|
|KB(x)| is the conditional probability of X given

KB(x). A-probabilistic approximations of X with the threshold α will be denoted
by apprα(X).

4 Rule Induction

In our experiments we used two versions of the MLEM2 rule induction algorithm,
called true MLEM2 and emulated MLEM2.

4.1 True MLEM2

In this approach, the MLEM2 rule induction algorithm, modified to accept para-
meter α, is implemented from scratch. For a given concept X and parameter
α, we compute the probabilistic approximation apprα(X). The set apprα(X)
is globally definable [18]. Thus, we may use the MLEM2 strategy to induce
rule sets directly from the set apprα(X) [19,20]. For example, for Table 1, for
the concept [(Flu, yes)] = {1, 2, 3, 4} and for the probabilistic approximation
appr0.5({1, 2, 3, 4}) = {1, 2, 3, 4, 5, 7, 8}, using the true MLEM2 approach, the
following two rules are induced

1, 3, 6
(Temperature, high) -> (Flu, yes)
1, 2, 2
(Temperature, normal) -> (Flu, yes)

Every rule is preceded by three numbers: the total number of attribute-
value pairs on the left-hand side of the rule, the total number of cases correctly
classified by the rule during training, and the total number of training cases
matching the left-hand side of the rule, i.e., the rule domain size.
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4.2 Emulated MLEM2

It is much more convenient to use the standard MLEM2 rule induction algorithm.
The standard MLEM2 algorithm computes lower and upper approximations for
all concepts. The possible rule set, induced from an upper approximation, should
be used. The usual strategy of MLEM2 must be slightly modified. We will illus-
trate it by inducing rules for the concept [(Flu, yes)] and for the probabilistic
approximation appr0.5({1, 2, 3, 4}). A new data set must be created in which for
all cases from the set appr1({1, 2, 3, 4}) the decision values are copied from the
original data set (Table 1). For cases that are not in the set appr1({1, 2, 3, 4}),
a new decision value is added. In our experiments this new decision value was
called SPECIAL. Such a new data set is presented in Table 2.

Table 2. A preliminary modified data set

Attributes Decision

Case Temperature Headache Cough Flu

1 normal * yes yes

2 high yes no yes

3 − no yes yes

4 high ? ? yes

5 high no * no

6 ? no * SPECIAL

7 high − no no

8 − no no no

This data set is an input to the standard MLEM2 algorithm. The MLEM2
algorithm computes the upper approximation of the set {1, 2, 3, 4} to be {1, 2,
3, 4, 5, 7, 8}, and induces the following rule set

1, 3, 6
(Temperature, high) -> (Flu, yes)
1, 2, 2
(Temperature, normal) -> (Flu, yes)
2, 3, 4
(Temperature, high) & (Headache, no) -> (Flu, no)
1, 1, 6
(Headache, no) -> (Flu, SPECIAL)

where the three numbers that precede every rule are computed from Table 2.
Because we are inducing rules for the concept [(Flu, yes)], only the first two rules
should be saved and the remaining two rules should be deleted in computing the
final rule set. In our example, the three numbers preceding every rule do not
need any modification, but in general, such numbers should be adjusted.
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5 Experiments

In our experiments, we used six data sets available from the University of Cali-
fornia at Irvine Machine Learning Repository. For every data set, an incomplete
data set was created. First, we gradually used “?”s (lost values) for a random
replacement of specified values, until an entire row of a data set was full of “?”s.
If so, the last replacement was called void. Thus, the data set was saturated with
“?”s, and in any row there exists at least one specified value. Then two additional
incomplete data sets were created by global editing, all “?”s were replaced by
“−”s and by “*”s, respectively.

Our main objective was to compare two versions of MLEM2, true and emu-
lated, in terms of complexity of the induced rules. The smaller rule sets the
better. Results of our experiments, presented in Figs. 1, 2, 3, 4, 5, 6, 7, 8, 9, 10,
11 and 12, show that there is no significant difference between the two versions.

For every data set and three interpretations of missing attribute values, we
compare the size of rule sets. Since the experiments were conducted on six data
sets, with three interpretations of missing attribute values, the total number of
combinations is 18. The number of rules in induced rule sets was smaller for the
emulated version of MLEM2 than for the true version of MLEM2 in five out of
18 combinations (for Breast cancer with “−”s and “*”s, Echocardiogram with
“*”s, Lymphography with “*”s and Wine recognition with “*”s). For four com-
binations, the true version of MLEM2 was better than the emulated version of
MLEM2 (for Image segmentation with “?”s and “−”s and for Wine recognition
with “−”s and “*”s. For the remaining nine combinations, the difference between
emulated and true versions of MLEM2 is not statistically significant (5% signifi-
cance level, two-tailed Wilcoxon matched-pairs signed-ranks test). Note that the
number of rules induced by both versions of MLEM2 is identical for Hepatitis
with “?”s.

The total number of conditions in induced rule sets was smaller for the emu-
lated version of MLEM2 than for the true version of MLEM2 in seven out of
18 combinations (for Breast cancer with “−”s and “*”s, Echocardiogram with
“?”s, “−”s and “*”s, Lymphography with “*”s and Wine recognition with “*”s).
For three combinations, the true version of MLEM2 was better than the emu-
lated version of MLEM2 (for Image segmentation with “−”s, for Lymphography
with “−”s and for Wine recognition with “?”s. For the remaining eight combi-
nations, the difference between emulated and true versions of MLEM2 was not
statistically significant. The total number of conditions in rules induced by both
versions of MLEM2 was identical for Hepatitis with “?”s. Although statistically
there is no significant difference between both versions of MLEM2, there is some
evidence that the emulated version of MLEM2 may be better than the true
version of MLEM2.

Our secondary objective was to compare three interpretations of missing
attribute values in terms of complexity of induced rule sets. The total number of
combinations is 36 (since we have two versions of MLEM2, three interpretations
of missing attribute values and six data sets). Here results of our experiments
are quite decisive: for the number of rules and for the total number of conditions



Two Versions of the MLEM2 Algorithm 27

Fig. 1. Number of rules for the breast
cancer data set

Fig. 2. Number of rules for the echocar-
diogram data set

Fig. 3. Number of rules for the hepati-
tis data set

Fig. 4. Number of rules for the image
segmentation data set

Fig. 5. Number of rules for the lym-
phography data set

Fig. 6. Number of rules for the wine
recognition data set
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Fig. 7. Total number of conditions for
the breast cancer data set

Fig. 8. Total number of conditions for
the echocardiogram data set

Fig. 9. Total number of conditions for
the hepatitis data set

Fig. 10. Total number of conditions for
the image segmentation data set

Fig. 11. Total number of conditions for
the lymphography data set

Fig. 12. Total number of conditions for
the wine recognition data set
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in induced rule sets, the lost value is always associated with more complex rule
sets, in all possible 24 combinations. On the other hand, the difference between
the attribute-concept values and “do not care” conditions is not that clear. The
number of rules in induced rule sets was smaller for attribute-concept values than
for “do not care” conditions for three combinations (out of 12), for Echocardio-
gram with both emulated and true versions of MLEM2 and for Lymphography
with true version of MLEM2. The total number of conditions in induced rule sets
was smaller for attribute-concept values than for “do not care” conditions for
two combinations (out of 12), for Echocardiogram with true version of MLEM2
and for Lymphography with true version of MLEM2, for one combination (Wine
recognition with emulated version of MLEM2) “do not care” conditions were
better than attribute-concept values.

6 Conclusions

In experiments reported in this paper, we compared true and emulated versions
of the MLEM2 algorithm using complexity of induced rule sets as the main crite-
rion of quality. Results of our experiments show that both versions of the MLEM2
rule induction algorithm do not differ much. However, the worst interpretation
of missing attribute values, from the view point of complexity of induced rule
sets, is associated with incomplete data sets with lost values. It is surprising
since as follows from our previous research [16], experiments conducted on the
same data sets with lost values provided the smallest error rate.
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nelis, C., Kryszkiewicz, M., Ślȩzak, D., Ruiz, E.M., Bello, R., Shang, L. (eds.)
RSCTC 2014. LNCS, vol. 8536, pp. 109–119. Springer, Cham (2014). doi:10.1007/
978-3-319-08644-6 11

16. Clark, P.G., Gao, C., Grzymala-Busse, J.W.: A comparison of two MLEM2 rule
induction algorithms applied to data with many missing attribute values. In: Pro-
ceedings of DBKDA 2016 International Conference on Advances in Databases,
Knowledge, and Data Applications, pp. 60–65 (2016)

17. Grzymala-Busse, J.W.: Data with missing attribute values: generalization of indis-
cernibility relation and rule induction. Trans. Rough Sets 1, 78–95 (2004)

18. Grzymala-Busse, J.W., Rzasa, W.: Local and global approximations for incomplete
data. In: Greco, S., Hata, Y., Hirano, S., Inuiguchi, M., Miyamoto, S., Nguyen,
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1 Electronics and Computers Department, Transilvania University of Braşov,
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Abstract. The use of recommenders for bug report triage decisions
is especially important in the context of large software development
projects, where both the frequency of reported problems and a large
number of active developers can pose problems in selecting the most
appropriate developer to work on a certain issue. From a machine learn-
ing perspective, the triage problem of bug report assignment in soft-
ware projects may be regarded as a classification problem which can be
solved by a recommender system. We describe a highly scalable SVM-
based bug report assignment recommender that is able to run on massive
datasets. Unlike previous desktop-based implementations of bug report
triage assignment recommenders, our recommender is implemented on
a cloud platform. The system uses a novel sequence of machine learn-
ing processing steps and compares favorably with other SVM-based bug
report assignment recommender systems with respect to prediction per-
formance. We validate our approach on real-world datasets from the
Netbeans, Eclipse and Mozilla projects.

1 Introduction

Most software projects use an issue tracking system (ITS) to organize the bug fix-
ing process. The consistent use of an ITS offers a number of advantages, including
a shared, central location for all issues, accountability, permissions management,
workflow and notifications, and integration with various other software develop-
ment tools such as version control systems.

Reports entered into an ITS follow a standard workflow. After a report is
submitted to a project’s ITS, it is triaged by a project member. The triage
process involves several steps including determining if the report is a valid report
or duplicates an existing report, if the report has been correctly classified by
product, component, or subcomponent, and to whom to assign responsibility for
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DOI: 10.1007/978-3-319-59060-8 4



32 A.-C. Florea et al.

addressing the report. Triage of the reports is a mandatory activity in the use of
an ITS [19], and can be time-consuming due to a large number of new reports,
especially for large projects [3]. As a means of reducing the overhead to software
development projects caused by the triage process, the use of recommenders for
various triage decisions has been proposed.

Most bug report triage research efforts have focused on the assignment deci-
sion, with the goal of making suggestions for optimal assignment. The process
of bug report assignment is complex as it can be difficult to identify the right
developer for fixing a new bug, and other considerations such as workload and
availability need to be addressed. As projects add more components, developers
and testers, the number of bug reports submitted daily increases, and manually
recommending developers based on their expertise becomes more challenging.

From a Machine Learning (ML) perspective, the bug report assignment prob-
lem can be regarded as a supervised classification problem. Specifically, the input
is textual and categorical information extracted from bug reports, and the out-
put classes are developer names. Several classifiers have been used in this con-
text, including Näıve Bayes, Bayesian Networks, C4.5, Support Vector Machines
(SVM), and k-Nearest Neighbors (kNN). Also, feature selection/extraction tech-
niques have been used to reduce the input space [7].

Since all these ML tools are presently available on many platforms, the chal-
lenge is how to choose, for a specific application, the right combination of them
and how to optimize their hyperparameters. In addition, since bug datasets are
increasing in size (more than 14,000 new entries and almost 2,000 developer pro-
files were added for Mozilla in the first two months of 2016, for a total of over
500,000 entries and more than 50,000 profiles created in the last five years1),
the ability to scale the system to an increasingly large amount of data becomes
critical, especially during the training phase.

As the training of an ML bug report assignment recommender can be com-
putationally expensive, our novel approach is to implement a highly scalable
recommender system on a cloud platform able to run on massive datasets. Com-
pared to previous efforts, including the results in Anvik et al. [2–4] which will
be our references for comparisons, our contributions are as follows:

– A cloud-based approach to assignment recommender creation. Our implemen-
tation focuses primarily on the recommender scalability and makes use of a
highly scalable cloud platform, specifically Apache Spark hosted on a Google
Cloud DataProc cluster.

– A unique approach to processing the issue tracking data. Compared to prior
works, we use a different sequence of processing steps. These steps demon-
strate a significant improvement in the prediction performance of the rec-
ommender system. Specifically, we use the Stanford parts-of-speech (POS)
tagger to tokenize the data, Term Frequency/Inverse Document Frequency
(TF/IDF) for term weighting, Latent Dirichlet Allocation (LDA) for dimen-
sionality reduction, and an SVM classifier for generating the recommender.

1 Data extracted from a Mozilla’s Bugzilla database dump as of March 4, 2016.
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The paper proceeds as follows. First, an overview of previous efforts in creat-
ing bug report assignment recommenders using ML is presented. Next, our rec-
ommender system is described, followed by the results of the approach applied
to three real-world datasets and by discussions about the recommender perfor-
mance and scalability. The paper is then concluded.

2 Related Work

Many approaches for creating bug report assignment recommenders have been
investigated, with the majority of approaches focusing on the analysis of categor-
ical and textual information using information retrieval and ML techniques [9].
We focus on previous efforts for bug report assignment that use ML.

The first attempt at using ML specific techniques for bugs assignment was by
Cubranic and Murphy [12]. The authors reported a 30% classification accuracy
on 15,859 bug reports from the Eclipse project. Filtering out noisy data based on
bug status [3,4] improved the classifier’s accuracy to more than 50%. Unlike the
original attempts, results from several ML algorithms (Näıve Bayes, SVM, and
C4.5) were compared in Anvik et al. [3], with SVM providing the best results.

Shokripour et al. [21] found that further filtering of the input data by parts-of-
speech proved to be useful. Their approach extracted unigram nouns exclusively
in order to predict source files that would be changed for the fix of a new bug
and used the predicted location to decide which developer to recommend, based
on past interventions with these particular files. Similar to Shokripour et al., our
approach uses only noun terms but additionally explores the use of χ2 or LDA
for dimensionality reduction.

Ahsan et al. [1] examined the use of dimensionality reduction techniques in
creating a bug report assignment recommender, such as feature extraction (LSI)
and feature selection. Combining these techniques with various ML algorithms,
they found that SVM outperforms the other ML methods they considered.

Nasim et al. [16] investigated the use of an Alphabet Frequency Matrix for
assignment recommendation, in combination with different ML algorithms. Sim-
ple logistic, Sequential Minimal Optimization (a variant of SVM) and Com-
plement Näıve Bayes algorithms were found to perform better than the other
investigated ML algorithms.

Xia et al. [25] used a multi-label kNN in their bug report assignment approach
to determine the similarity of previously fixed bugs to new bug reports and the
expertise of the developers. They used four features of each bug (term, topic,
component, and product) to determine the similarity.

Banitaan and Alenezi [5] proposed an automatic bug report assignment app-
roach that combined the use of ML with the χ2 method for dimensionality
reduction. They constructed a vector space model using 1% of the most dis-
criminating terms in the bug report descriptions, as well as the reporter and
component features as metadata.

Nguyen et al. [17] developed a topic-based automatic bug report assignment
method wherein the bug reports used for training are classified based on the
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topics in the descriptions using the LDA. The time to resolve the bugs for each
topic was used as metadata for developer recommendation.

Wu et al. [24] suggested the use of a kNN algorithm for classifying bug
reports. Their method combined the use of a Vector Space Model with
TF/IDF [15] term weighting, and developer ranking by frequency and social
network metrics.

3 The Recommender System

This section introduces our recommender system, describing the input datasets,
the data cleansing procedure, the preprocessing steps, the training algorithm,
and the recommender implementation.

3.1 Datasets

In selecting the datasets for our work, we examined previous bug report assign-
ment research efforts to determine the most commonly used software projects.
Based on this criteria, we selected three projects. Specifically, we use the follow-
ing datasets:

– Eclipse Bugzilla2 dataset available at the MSR 2011 website.3

– Netbeans Bugzilla4 dataset, also from the MSR 2011 website.
– Mozilla Bugzilla5 made available to us, on request, by Mozilla Foundation.

For all three datasets, we use a MySQL dump of their respective Bugzilla
databases.6 Each dump contains all of the tables used by Bugzilla, with the
exception of the profiles table,7 which was either omitted from the dump or
anonymized.

For our recommender we use data from the bugs, duplicates, longdescs
and bugs activity tables. The bugs table is the core of Bugzilla system and
stores most of the current information about a bug. Bugs activity stores infor-
mation regarding what changes are made to bugs and when, providing a com-
plete history for each bug. The duplicates table is where the information about
duplicate bug reports is maintained. The longdescs table stores all of the user
comments and is considered to be “the meat of Bugzilla”8.

We extract categorical bug report information from the bugs table, including
the id of the bug, its creation date, status, and the product and component ids.

2 https://bugs.eclipse.org/bugs/.
3 http://2011.msrconf.org/msr-challenge.html.
4 https://netbeans.org/bugzilla/.
5 https://bugzilla.mozilla.org/.
6 https://www.bugzilla.org/docs/2.18/html/dbdoc.html.
7 The profiles table contains personal information, such as names and email

addresses of the project members.
8 https://www.bugzilla.org/docs//2.18/html/dbdoc.html.

https://bugs.eclipse.org/bugs/
http://2011.msrconf.org/msr-challenge.html
https://netbeans.org/bugzilla/
https://bugzilla.mozilla.org/
https://www.bugzilla.org/docs/2.18/html/dbdoc.html
https://www.bugzilla.org/docs//2.18/html/dbdoc.html
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The textual information is extracted from the longdescs table. We query the
bugs activity table in order to determine which developer marked the bug
as FIXED. We also use information from the duplicates table to identify bugs
marked as duplicates of existing bug reports, and remove them from the training
dataset as they did not improve the recommender’s predictions.

3.2 Cleansing

To be useful, a bug report assignment recommender should suggest only devel-
opers that are currently active on the project. Therefore, we filter the original
input data, selecting only the developers with an average of at least three fixed
issues per month for the last three months. A similar threshold was used in
Anvik et al. [4]. This filtering helped us to eliminate people with only occa-
sional interventions in the project. From the prefiltered data in the form of
(developerId, fixedBugs) we compute the mean and standard deviation for
fixedBugs and disregard the developers that marked as FIXED more than
mean + 2 ∗ stddev, in an attempt to eliminate the project members we believe
to fill a management like role.

We consider only the issues marked as FIXED. As each issue can be assigned
to several developers during its life cycle, for issues that are still in progress
the current assignee is not necessarily the most appropriate one. Also, there are
cases where a new bug report is automatically assigned to a default user id;
this information is not useful in our context. Bug reports can also be closed
with a resolution other than FIXED, such as WONTFIX, WORKSFORME or
INVALID. These other resolutions are usually set by a bug report triager, who
is also not appropriate for assignment recommendation.9 Also, bug reports with
resolutions other than FIXED do not trigger code changes, do not require a
developer to work on them, and do not contribute to improving the quality of
the project.

For each FIXED issue, the developer who fixed it can be considered either
the one appearing in the assigned to field from the bugs table, or the one who
last marked the issue as FIXED according to the bugs activity table. Based on
project heuristics, as detailed in Anvik et al. [4], we chose the second approach.

Besides the textual data from each issue’s title, description and comments,
we also use the component id and product id information from the bugs table.
Instead of training a separate recommender for each component (as described
in Anvik et al. [4]), we transform the values into binary vectors using one-hot
encoding [14]. A unique feature of our approach is applying a weight to the
binary vectors. The optimal values for the weights are determined through grid
search [6], using 100 runs with a feature space between one and 100, followed
by another round of tests in an interval centered on the results of the first
optimization round.

9 In cases where a bug report triager is also an active developer, the person will have
been assigned to issues that are marked as FIXED.
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The combination of component id and product id offers a solid selection
criteria. For each pair of values, we look at the number of developers fixing
bugs that fall under a particular combination of values. We discovered that for
more than half of these distinct component id, product id pairs, at most two
developers were assigned.

3.3 Preprocessing and Feature Reduction

We apply the Stanford parts-of-speech tagger [23] to the filtered textual infor-
mation and extract and preserve exclusively the nouns,10 similar to the approach
described in Shokripour et al. [21]. The preprocessing phase converts the tex-
tual input into numerical data using TF/IDF [18]. We decided not to explicitly
remove English stop words (i.e. commonly used English words), as using IDF
already greatly lower their weights. We did, although, filter the terms based on
their frequency as described in Yang et al. [26], removing any term which appears
in less than two documents and more than 15% of the corpus.

For training, we chose the data from the last 240 days, as we believe the most
recent data is the most relevant. Table 1 shows for each project the number
of reports in the training and test datasets, the number of vocabulary terms,
and the number of developers for potential recommendation using the described
filtering.

Table 1. Details on used datasets

Project Training reports Test reports Vocabulary terms Developers #

Eclipse 8,379 934 41,652 76

Netbeans 5,283 592 25,022 27

Mozilla 26,118 2,908 225,473 70

For training/testing, we use either the entire feature space or one of the
following two feature reduction techniques: χ2 [26] or Latent Dirichlet Allocation
(LDA) [8]. When applying feature reduction, both for χ2 and LDA, we build the
models based only on the training dataset and use them to map the test dataset
to the smaller feature space.

3.4 Training the Recommender

As SVMs were found to outperform other classifiers in the context of bug report
assignment triage [1,4], we chose to use an SVM classifier in our recommender
system. We kept the most recent 10% of the data for testing and use the other
90% for training.

10 Those terms tagged as either Noun {NN}, Noun Plural {NNS}, Proper Noun {NNP},
or Proper Noun Plural {NNPS}.
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We train a linear SVM [11] model for each developer class, applying a
one-versus-all strategy, and predict a single class - the recommended developer.
For prediction performance metrics, we compute per-class precision, recall, and
F1-measure [22] and we report their average values, weighted by class frequencies.

We train our model using Stochastic Gradient Descent with L2 regulariza-
tion, step size of 1, at most 100 iterations, 0.01 for the regularization (i.e. cost)
parameter, and a convergence tolerance of 0.001. These optimal hyperparameters
were found by a grid search.

3.5 Implementation

Our implementation performs on the Apache Spark cloud platform engine.11

Spark favors a direct, in-memory data processing strategy which results in
impressive speed gains over classical MapReduce implementations [20].

We use the LIBLINEAR [13] SVM implementation in MLLib,12 the Apache
Spark’s scalable ML library. Compared to the more popular LIBSVM [10] imple-
mentation, LIBLINEAR is proven to achieve at least similar performance when
the number of features is large, especially in the case of document classification,
and it does so by maintaining a far better scalability [13].

We develop our recommender system in Scala 2.10.613 and the code is pub-
licly available on GitHub.14 The tests were performed on a Google DataProc
cluster15 consisting of one master node and three worker nodes, with all four VMs
of type n1-highmem-2 (2 vCPU, 13.0 GB memory) with 100 GB disk size each.

4 Results and Discussion

To evaluate our approach for creating a cloud-based bug report assignment rec-
ommender, for each dataset we create three recommenders where the variation
is either no feature reduction, use χ2, or use LDA. On the test data, our recom-
mender achieved a best precision of 0.79 for Eclipse (using χ2), 0.77 for Mozilla
(no feature reduction), and 0.89 for Netbeans (no feature reduction). For recall,
the best achieved values were 0.77 for Eclipse (no feature reduction), 0.75 for
Mozilla (no feature reduction), and 0.88 for Netbeans (no feature reduction),
resulting in an F1-measure of 0.76 for Eclipse, 0.73 for Mozilla, and 0.88 for Net-
beans. We also found using either feature reduction technique allowed the rec-
ommender to be trained in a non-clustered environment in a reasonable amount
of time without a significant drop in prediction performance.

11 http://spark.apache.org/.
12 http://spark.apache.org/mllib/.
13 http://www.scala-lang.org/.
14 https://github.com/acflorea/columbugus.
15 https://cloud.google.com/dataproc/.

http://spark.apache.org/
http://spark.apache.org/mllib/
http://www.scala-lang.org/
https://github.com/acflorea/columbugus
https://cloud.google.com/dataproc/
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4.1 Results of Dimensionality Reduction Techniques

When using χ2, selecting less than 1,000 input features had a negative impact
on the classifier’s precision. With 1,000 features, the system remains stable,
showing less than a 0.01 drop in precision for Netbeans and Mozilla, and even a
small precision increase for Eclipse when compared to the case with no feature
reduction applied.

When using LDA, the precision dropped, regardless of the number of LDA
topics used. The optimal number of LDA topics was around 1,000. With 750
topics, the precision dropped by less than 0.03 for Eclipse and Mozilla, and
remained almost unchanged for Netbeans. For less than 500 topics, the prediction
accuracy of the recommender dropped significantly in the case of Eclipse and
Netbeans, and more slowly for Mozilla. Figures 1, 2 and 3 show the values for
precision, recall and F1-measure using only the textual information (i.e. title,
description, and comments) of the bug reports.

When examining the categorical data from the bug reports (i.e. product id
and component id), we observed that the Netbeans dataset is the most homoge-
neous of the three datasets. This explains why using the component and product
information together with any of the dimensionality reduction techniques led to
the smallest increase in the precision and the recall. At the other extreme, the
most scattered dataset is Mozilla, and using component and product information
together with LDA almost doubled both the precision and the recall.
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Fig. 1. Precision, recall and F1-
measure values vs. the number of LDA
topics (Eclipse).
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Fig. 2. Precision, recall and F1-
measure values vs. the number of LDA
topics (Netbeans).
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4.2 Choice of SVM Kernel

A legitimate question is whether the linear SVM kernel is the best choice for cre-
ating a bug report assignment recommender. Perhaps using a Gaussian kernel
would provide better results. After reducing the feature space with LDA,16 we
tested recommenders where the distributed LIBLINEAR implementation was
replaced with the sequential LIBSVM implementation provided by WEKA, and
compared using both the RBF and linear kernels. For both kernels, we used the
same value of 0.01 for the cost parameter as was used in our Spark implemen-
tation. For RBF we used the default value for gamma (1/number of features).
Even in the context of this reduced feature space, the precision and recall values
obtained with our Spark-based distributed implementation were superior for all
datasets (Tables 2, 3, and 4). Based on these results, LIBLINEAR is the optimal
choice for our application in terms of prediction performance.

Table 2. Precision, recall, F1-measure for different SVM algorithms (Eclipse).

LIBLINEAR LIBSVM

No feature
reduction

χ2 1,000
features

LDA 1,000
features

Weka
RBF

Weka
linear

Precision 0.78 0.79 0.71 0.70 0.70

Recall 0.77 0.75 0.67 0.66 0.67

F1-measure 0.76 0.74 0.65 0.63 0.64

Table 3. Precision, recall, F1-measure for different SVM algorithms (Netbeans).

LIBLINEAR LIBSVM

No feature
reduction

χ2 1,000
features

LDA 1,000
features

Weka
RBF

Weka
linear

Precision 0.89 0.88 0.85 0.78 0.78

Recall 0.88 0.87 0.82 0.78 0.78

F1-measure 0.88 0.87 0.82 0.76 0.78

4.3 Comparison with Previous Approaches and Scalability

We compared our results with previous SVM-based recommenders. Table 5 shows
the results of this comparison, with the best-obtained values are marked in
bold. Our implementation achieved similar values for precision but had improved
recall values.

16 Without this reduction, the dataset was found to be too large for WEKA to process.
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Table 4. Precision, recall, F1-measure for different SVM algorithms (Mozilla).

LIBLINEAR LIBSVM

No feature
reduction

χ2 1,000
features

LDA 1,000
features

Weka
RBF

Weka
linear

Precision 0.77 0.75 0.72 0.69 0.70

Recall 0.75 0.74 0.74 0.72 0.72

F1-measure 0.73 0.73 0.71 0.68 0.69

Table 5. Precision and Recall comparison with previous SVM implementations

Eclipse Mozilla

Precision/Recall Precision/Recall

Our Spark implementation 0.78/0.77 0.76/0.75

WEKA RBF Kernel 0.72/0.74 0.71/0.67

Recommender One prediction [3] 0.86/0.12 0.64/0.02

Recommender Three predictions [3] 0.77/0.32 0.53/0.06

Recommender One prediction [4] 0.97/0.18 0.70/0.01

Recommender Three predictions [4] 0.79/0.41 0.64/0.03

The creation time for a recommender using our approach is less than 10 min
on the test infrastructure described in Sect. 3.5, and is achieved with no compro-
mise in the prediction performance of the system. As the execution time was not
reported for the other bug report assignment recommender approaches, there
is no available baseline for comparison. However, we believe the creation time
values for our approach are highly promising.

We tested the scalability of our implementation using up to six worker cores
on increasing amounts of data. Table 6 shows the values for the training step
speedup (i.e., sequential algorithm execution time

parallel algorithm execution time ).

Table 6. Speedup on different training data sizes.

Training samples 2 cores 3 cores 4 cores 5 cores 6 cores

2,000,000 1.97 2.86 3.85 4.41 4.89

900,000 1.97 2.58 3.32 3.99 4.12

90,000 1.95 2.59 3.41 3.91 4.12

30,000 2.11 2.67 3.16 3.33 2.86

5 Conclusion

To the best of our knowledge, this is the first bug report assignment recom-
mender system to be implemented on a cloud platform (Apache Spark hosted



Bug Assignment Recommender - A Spark-Based Cluster Implementation 41

on a Google Cloud DataProc platform). Our recommender system provides a
fast and highly scalable alternative for the existing desktop implementations
and achieves comparable performance in terms of precision and recall.

Acknowledgment. The authors are grateful to the Mozilla Foundation for providing
a dump of their Bugzilla database.
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Abstract. In this paper we present innovative solutions improving gen-
eral operational efficiency of the Bag-of-Words algorithm (BoW). The
first innovation which we put forward is creating a visual words’ dic-
tionary using the clustering algorithm which in itself is responsible for
selecting the appropriate number of clusters. This solution results in sig-
nificant automation of image database creation. Another innovation is
adding to the BoW model an analytical module whose task is to analyse
the visual words’ dictionary and to modify histogram values before stor-
ing them in a database. This algorithm is operated with the use of the
evolutionary algorithm. The modifications of the BoW algorithm signif-
icantly improve the efficiency of image search and classification, which
has been presented in a variety of experiments.

1 Introduction

Digital image processing is a very complex issue. Image analysis is so difficult
and complicated for computers and a very serious challenge for researchers. For
the time being there is no method which would always be effective. In solving
image processing and retrieval problems algorithms from different fields of com-
putational intelligence [11,12,20] are used, in particular fuzzy systems [1,13,21],
neural networks [4,23,26], evolutionary algorithms [27,29,30], mathematics [28],
neuro-fuzzy systems [31,32], clustering [22] and data mining [24].

One of the most popular and widely spread algorithms used for indexation
and image retrieval is the Bag-of-Words (BoW) model [6]. The BoW model is an
algorithm used in natural language processing and information retrieval. In this
model a test document is represented as a sparse vector of occurrence of words
presented as a histogram of dictionary.

The new image searching and classifying algorithm presented in this paper
is based on the idea of the BoW algorithm. The classical BoW model consists of
a few various algorithms, which can be selected according to current needs [18].
The authors of this paper use this flexibility of the BoW model and introduce
c© Springer International Publishing AG 2017
L. Rutkowski et al. (Eds.): ICAISC 2017, Part II, LNAI 10246, pp. 43–51, 2017.
DOI: 10.1007/978-3-319-59060-8 5
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so-far unused algorithms for image clustering, comparison and representation.
At present in the literature on the subject, the most frequently used cluster-
ing algorithm which is supposed to create a visual words dictionary is k-means
[16,33]. However, with this algorithm it is necessary to specify the number of
clusters at the very beginning. If the cluster happens to be too small, then visual
words will not represent all patterns, and if the cluster is too large, it will result
in overfitting and overlearning. In our case using the Growing Self-Organizing
Map (GSOM) algorithm [8] makes it possible to automatize this process due to
the very fact that the GSOM automatically chooses a suitable number of clus-
ters in the unsupervised learning process. Visual words are created via clustering
of local image features. The literature on the subject shows that local features
are most frequently obtained by way of using the Scale-invariant feature trans-
form (SIFT) algorithm [10,17] or by dividing an image into segments [14,15]. In
our method local features are detected with the use of the Speeded Up Robust
Features (SURF) algorithm [3], which is a fast algorithm allowing for creating
short vectors describing the region of the points of interest. Those points remain
invariant in spite of changes in image scale or rotation.

This paper is divided into several sections. Section 2 provides the description
of the presented retrieval and classification algorithm. Section 3 presents the
research results and effectiveness of the new algorithm. The paper ends with the
conclusions.

2 Description of Proposed Methods

The image search and classification algorithm developed under the presented
approach consists of three modules: (i) the initiating module, which is supposed
to prepare the images stored in a database, (ii) the analytical module, responsible
for the visual words’ dictionary analysis and histogram modification, and (iii)
the retrieval module, whose task is to retrieve and classify similar images.

The initiating module is meant to save images in a database in the way the
Bag-of-Words algorithm does. Local characteristic features are retrieved from an
image, and next they are clustered in order to create a visual words’ dictionary.
Each image Ii has histogram hp

i which mapping characteristic points to group
centers.

We are considering herein a set of given images Ii, where i = 1, ..., IL, IL is
the number of all images. Each image Ii has a class c(Ii) assigned to it, where
c(Ii) ∈ Ω, Ω = {ωi, ..., ωC} is a set of all classes and C is the number of all
classes.

1. For each class ωi ∈ Ω images Li are selected randomly, and J is the number
of all randomly selected images:

J =
C∑

i=1

Li (1)
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2. Find the characteristic points (for example with the SURF algorithm [3])
for all images J , xi = [xi1, xi2, ..., xiK ], i = 1, ..., L, L – the total number
of all characteristic points, K – the dimension of the vector describing a
characteristic point (for SURF K = 64).

3. Group the points xi with the use of the GSOM algorithm [9]. Obtain cluster
centres wj of neurons Nj , j = 1, ..., Nc, Nc – the number of clusters (number
of neurons created as the result of applying the GSOM algorithm) or, in other
words, the size of the visual words’ dictionary.

4. Create a database:
(a) Create histograms hp

i = [hp
i1, ..., h

p
iNc

, ] for an image i, i = 1, ..., IL, where

hp
ik =

L∑

n=1

δnk(i), k = 1, ..., Nc, (2)

δnk(i) =
{

1 if ‖wk − xn‖ ≤ ‖wj − xn‖ for xn ∈ Ii, j = 1, ..., Nc, j �= k
0 otherwise .

(3)
Variable δnk(i) is an indicator if a group wk is the closest vector (a winner)
for any sample xn from an image Ii.

(b) Store histogram hp
i for image Ii in the database along with the image

identifier and the label c(Ii) of the class to which it belongs.

The task of the next module of the presented algorithm is to analyse the
dictionary of all the images in order to improve the quality of retrieved images
and to specify more precisely the class to which a retrieved image belongs. We
have applied here the new algorithm called Nonactive Visual Words Thresholding
(NVWT). Its task is (i) to analyse occurrence of the visual words in images in
a given group (all the images or in a given class of images), (ii) to remove from
the dictionary those visual words whose occurrence number is below the set
threshold, and (iii) to filter histogram hp

i and to reset those histogram elements
which contain information on removed visual words. After this operation the
histograms are normalized and the remaining histogram element values which
have not been reset increase their values automatically. This is why the histogram
has information on the most significant visual words occurring in a given group
of images. Our experiments clearly confirm that removing inactive visual words
boosts the classification efficiency. The algorithm comprises a few steps. The
first step in this method is to calculate neuron activity for each image class. For
every class ωk we calculate the activity of visual words αjk

αjk =
IL∑

i=1
c(Ii)=ωk

L∑

n=1

δnj(i) (4)

for c(Ii) = ωk, j = 1, ..., Nc and k = 1, ..., C. If there occurs inequality:

αjk ≤ Θ (5)
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then
hp
ij = 0 (6)

where Θ is the threshold value of visual words’ activity, below which the his-
togram value hp

ij is reset. The algorithm version presented above concerns set-
ting threshold Θ for all images of all classes in a database. The study results and
the algorithm itself have been partly presented in [9]. The numerous conducted
experiments have produced far better results when the threshold values Θk have
been set for each of the classes. In such case formula (5) is replaced with the
following one:

αjk ≤ Θk (7)

On completion of this operation histograms of images of a particular class only
contain information on the most significant visual words.

The analytical part also makes use of operation of the Differential Evolution
algorithm [25], which is meant to choose threshold values Θk for the NVWT
algorithm. For the sake of our DE algorithm a chromosome consists of a natural
number vector. Each chromosome makes a prospective solution, and that is the
reason why number values correspond to threshold values of each of the classes.
Fitness function f(·) calculates the value of recall index, which is one of the
indexes of performance metrics in classification problems [19]. The recall rate of
a classifier is the ratio of the number of relevant records retrieved to the total
number of relevant records in the database

Recall =
TruePositiveCount

TruePositiveCount + FalseNegativeCount
· 100% (8)

It is usually expressed as a percentage. Another frequently-used index is preci-
sion, which is the ratio of the number of relevant records retrieved to the total
number of irrelevant and relevant records retrieved

Precision =
TruePositiveCount

TruePositiveCount + FalsePositiveCount
· 100% (9)

It is also usually expressed as a percentage.
The Differential Evolution method has been slightly modified for the purpose

of the algorithm developed under our approach. All the modifications relating
to the operation of the original algorithm are as follows:

1. The recall value is taken as the value of the fitness function f(·) (8), i.e. the
value calculated as the percentage of the correctly classified images out of all
the selected ones.

2. The total number of algorithm generations is 100.
3. The population comprises 100 individuals.
4. Chromosome xG

i , (G is the number of the generation, i = 1, ..., NP , NP –
population size) is a natural number vector, in which natural numbers take
threshold values of Θk. The vector length corresponds to the number of image
classes. Vector element values are initiated by random numbers from the range
of [0; 25].
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5. Recall value is calculated by random selection of 30 images for each of the
classes in the whole database.

6. An additional condition has been provided in the algorithm, which improves
efficiency of its operation. If the fitness function value does not improve
throughout 10 algorithm iterations, there is another random selection of 30
images for each of the classes.

Operation of this algorithm allows us to automatically obtain threshold values
Θk for the operational needs of the NVWT algorithm. The experimental research
experiments presented in the following section show its improved efficiency after
the analytical part has been added to the retrieval and classification process.

The last module of the presented algorithm is responsible for classification of
the query image marked as Q and also for retrieving its similar images from the
database. The process starts with initiation of the SURF algorithm and retrieval
of the image local features from Q. Next, similar to formula (3) a histogram
of visual words’ frequency occurrence hp

Q is created. The next stage involves
calculating distances between all the histograms in the database using the L1
metric; yet, for the histogram hp

Q we also use the NVWT algorithm depending
on the class to which a given image i belongs:

dpi =
Nc∑

k=1

|hp
Qk · mc(Ii),k − hp

ik| (10)

for i = 1, ..., L, where mj,k is a mask, which accounts for non-active visual words
removed in the analysis process completed according to formula (5) in the version
for one threshold for all images:

mj,k =
{

1 if αjk ≥ Θ
0 if αjk < Θ

(11)

For the version with a threshold set for each class individually (7), the mask
mj,k takes the form of:

mj,k =
{

1 if αjk ≥ Θk

0 if αjk < Θk
(12)

The value αjk is calculated according to formula (4). The image which has
minimum of dpi is marked as Ip and is treated as images similar to the query
image Q.

The next section presents the results obtained with the use of the described
algorithm.

3 Experimental Research

In this section we present the research experiments which were conducted with
the use of various configuration of the algorithm operation. The algorithm was
implemented in the Java language as well as JavaCV [2] library function. JavaCV
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is a library which adopts functions available in OpenCV [5] for the Java language
needs. The research was performed on the Caltech 101 image database (collected
by L. Fei-Fei et al. [7]). Six sample categories comprising motorbikes, car sides,
revolvers, airplanes, leopards and wrenches were selected. Each start of the initi-
ating part of our algorithm involves development of an initial database of images
by random selection of 30 images out of the whole repository for each of the cat-
egories (Li = 30). Out of the remaining group of images 20% are randomly
selected and marked as a set of testing images. They are used to test efficiency
of the final classification. The images left in the database are used during the
operation of the analytical algorithm. The main value which is used to compute
classification efficiency is the recall value expressed as a percentage (8) (per-
centage of correct images which are selected). Our algorithm requires that a few
parameters be initiated. Identification of their optimum values is also the object
of our research.

The experiment was set to test the effect of the analytical model operation on
classification efficiency. A number of tests were carried out in order to compare
operation of the following algorithms: one without an analytical module, one
with operating analytical module with one threshold value for all the classes
(according to formulas (5) and (11)), and also one with an optimization module
with individual thresholding for each of the classes according to formulas (7)
and (12)). In the last case particular values Θk for each class were selected using
the DE algorithm. In Table 1 there are recall values for the three cases under

Table 1. Effect of the analytical process on classification efficiency for different values
τmax. In the Table there are recall classification efficiency values [%] for three different
cases of the operation of our algorithm, i.e. without the analysis module, with the
analysis module applying thresholding with one value Θ, and with the analysis module
for the threshold value Θk for each of the classes individually. The results are given for
both: the images from the database and the testing images.
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consideration while the results for the images in the database are also accounted
for. The research experiments were also conducted for different values τmax.
It can be noticed that introducing new stages of the analysis algorithm improves
the result significantly both for the images used for testing as well as for the
images stored in the database. The Table also presents threshold values Θk with
the class division, which were also obtained as a result of the operation of the DE
algorithm. It is worth noting that the threshold values differ from one another
as well as from the common value Θ for thresholding with the use of one value.
Thus, manual selection of those numbers would be problematic, so application
of an optimization algorithm such as the DE one considerably automates this
process. One of the columns contains the number of neurons which was generated
during the operation of the GSOM clustering algorithm. As it can be noticed
the value τmax has a great influence on the number of clusters. Its smaller value
results in generating a greater number of groups during the clustering process.

4 Conclusions

In this paper we have presented a new analytical module which is to extract from
the dictionary those visual words which are most characteristic of all images or
of a set of images of a given class. The experiments which we conducted clearly
show that each of the new algorithm elements, which we propose, considerably
affects its efficiency. It is rather difficult to compare the results obtained within
the scope of our research with the latest image recognition results obtained by
deep-learning networks; however, an obvious advantage of our algorithm is the
very fact that it copes well with small databases (in our case the system learnt
on 30 images from each class), and most importantly, it does not require great
computing power of the present-day computers or a long learning period.
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Abstract. This article refers to the problem of the analysis of spectrum
of signals observed in the presence of noise. We propose a new concept of
estimation of the frequency content in the signal. The method is derived
from the nonparametric methodology of function estimation. We refer
to the model of the system yi = R (xi) + εi, i = 1, 2, . . . n, where xi is
assumed to be the set of deterministic inputs, xi ∈ D, yi is the set of
probabilistic outputs, and εi is a measurement noise with zero mean and
bounded variance. R(.) is a completely unknown function. In this paper
we are interested in a question about frequency spectrum of unknown
function. Finding of unknown function in the model could be realized
using algorithms based on the Parzen kernel. The alternative approach
is based on the orthogonal series expansions. Nonparametric methodol-
ogy could also be used in the task of implicit estimation of its spectrum.
The main aim of this paper is to propose an original integral version
of nonparametric estimation of spectrum based on trigonometric series -
referring to the classic Fourier transform. The results of numerical exper-
iments are presented.

Keywords: Nonparametric estimation · Frequency spectrum · Noisy
signals · Orthogonal series

1 Introduction

Several methods using the artificial intelligence methods like neural networks,
fuzzy sets, genetic algorithms were adopted to classification and modelling
tasks, see e.g. [1–6,14–16,18–21,23,25,30,38–41,45,49]. Especially the non-
parametric methodology have been proposed in literature for modelling and
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classification problems in stationary conditions [7,9–12,28,29,31,33,34,43,44],
quasi-stationary and/or time-varying environment [13,32,35–37].

Current work is about the data analysis basing on Fourier transform. The
Fourier transform is used in several areas by engineers and scientists, like elec-
tronic circuit designers, signal processing and telecommunication, chemists and
physicist interested in spectroscopy and crystallography, vision and imaging engi-
neers, and many others. In fundamental mathematics the Fourier analysis is used
for periodic phenomena, via Fourier series. In literature of the subject one may
find the extension of those insights to nonperiodic phenomena, via the Fourier
transform, see e.g. [26].

The preliminary problem in our investigation is to estimate regression func-
tion R(.) in the model of type:

yi = R (xi) + εi, i = 1, 2, . . . n (1)

where xi is assumed to be the set of deterministic inputs, xi ∈ D, yi is the
set of probabilistic outputs, and εi is a measurement noise with zero mean and
bounded variance. R(.) is a completely unknown function. We mean “completely
unknown” as: no assumption neither on its shape (like e.g. in the spline methods)
nor on any mathematical formula with certain set of parameters to be found (so-
called parametric approach). The possible solutions of finding unknown function
in nonparametric approaches are based on Parzen kernel [8] or methods derived
from orthogonal series [35]. Note that the Parzen kernel methods are much more
often applied and analysed for estimation of probability density functions and/or
regressions with probabilistic input than in a deterministic case.

Proposition submitted in this paper bases on the second approach, particu-
larly nonparametric orthogonal series expansion.

In many situations we do not need to approximate the original function R(.).
The essential information on observed system may be obtain by the analysing of
frequency content of the function. For instance, the possible damage of mechan-
ical device may be detected in the graph of its vibrations as a unexpected fre-
quency in the spectrum. The second example concerns of the telecommunication
signals. Signal modulation is the fundamental in transmission of information for
a long distances, particularly by wireless media. For other possible applications
see e.g. [17,22,24,27,42,47,48]. Of course in the transmission channel the signal
is affected by external noises. A recipient needs to extract sent information from
imperfect observations of received signals. The right detection also leads by the
analysis of the spectrum and appropriate filtering algorithm.

2 Orthogonal Series Estimation of Regression Function
and Its Spectrum

The nonparametric algorithm of the estimation of the unknown function R(.)
derived from the orthogonal series expansion is in the form

R̂n (x) =
N∑

k=0

âk · gk(x) (2)
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where

âk =
n∑

i=1

yi

∫

Di

gk(u)du (3)

Functions gk(x), k = 0, 1, 2, ..., form the orthogonal system on the interval D =
[a, b], without loss of generality we assume a = 0, b = 2π. The deterministic
inputs xi are selected so that xi ∈ Di, where Di are subintervals of D such that
Di ∧ Dl = ∅ for i �= l and ∪Di = D.

Equations (2) and (3) could be written jointly:

R̂n (x) =
N∑

k=0

gk(x)
n∑

i=1

yi

∫

Di

gk(u)du (4)

When we choose the trigonometric orthogonal system it is easily seen that the
sequence of expressions (3) forms the frequency components in the Fourier series
of unknown function. The parameter N(n) depends on n and it determine on how
many Fourier components we take into considerations. The complete collection
of these components is the frequency spectrum of analysed function. Note that
the frequencies in this instance are the multiplication of the base frequency (i.e.
for k = 1) and sequence of natural numbers. So they have the discrete character.
Let us to remind that continuous Fourier transform of function x(t) is defined by

F (s) =

∞∫

−∞
x(t)e−j2πstdt (5)

where ejθ = cos θ + j sin θ.
Note the analogue character of function x(t). In real situations we often

dispose of a finite set of data xi, i = 0, 1, ..., n. The way of getting from Fourier
series to the Fourier transform is to consider nonperiodic phenomena (and thus
just about any general function) as a limiting case of periodic phenomena as
the period tends to infinity (see [26]). We commonly apply the discrete Fourier
transform (DFT) Xk in the form:

Xk =
n−1∑

i=0

xie
−j2π i

nk (6)

where k = 0, 1, ..., n − 1, and n is the number of measured values xi, i =
0, 1, ..., n − 1.

3 Nonparametric Orthogonal Series Estimation of Fourier
Transform

In this paper we propose the method of calculation of Fourier transform in semi-
continuous case. It is applicable when we observe outputs of analogue systems
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when the observer can decide at what moments of time to take measurements yi.
In nonparametric terminology we say that the system has deterministic inputs.

Comparing Eqs. (3) and (5) we can propose the novel modification applied
to the Eq. (5) obtaining the original nonparametric estimator:

F̂n(s) =
n−1∑

i=0

yi

∫

Di

e−j2πstdt (7)

The time period D = [t0, tn−1] is divided into n intervals Di and the points ti,
i = 0, 1, ..., n should be placed inside Di, i.e. ti ∈ Di. In papers one can find the
theorems of convergence of the algorithm defined by (2) and (3). The standard
conditions for the mean square convergence [8] are:

(i) R(t) ⊂ L1 for t ∈ D
(ii) max |Di| = O(n−1) for i = 0, ..., n − 1
(iii) N(n) → ∞, N(n)

n → 0 if n → ∞
(8)

We assume that conditions (8) are fulfilled for the new proposed estimator (7).
In the following section we present the simulation example of application of
algorithm (7) in telecommunication system using amplitude modulation method
in the presence of noise in the communication channel.

4 Simulation Example

Let us assume that the investigated function is in the form:

y(t) = p(t) + jq(t) (9)

where p(t) is an even function of t, and q(t) is an odd function of t. This assump-
tion is justified in telecommunication systems in which we commonly use the
trigonometric (harmonic) functions. Then the Fourier transform can be rewrit-
ten as [26]

F (s) = 2

∞∫

0

p(t)cos(2πst)dt − 2j

∞∫

0

q(t) sin(2πst)dt (10)

Functions p(t) and q(t) are so-called in-phase and quadrature components of
signal, respectively [46]. For instance such signals are useful in modern digital
telecommunications systems based on multiple orthogonal carriers.

In the simple case of amplitude modulation two signals are multiplied. First
of them is the message (or information) modulating signal, the second one is the
carrier (the modulated signal).

The nonparametric estimator of spectrum now takes the form:

F̂n(s) = 2
n−1∑

i=0

Re[yn]
∫

Di

cos(2πst)dt − 2j

n−1∑

i=0

Im[yn]
∫

Di

sin(2πst)dt (11)
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Fig. 1. The generated amplitude modulated signal without noise
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Fig. 2. Sampled amplitude modulated signal with additive white noise

This formula significantly simplifies the subsequent calculations.
The algorithm (11) was tested on one of the classical telecommunication

rules which is the amplitude modulation of signals. Without loss of generality
the message signal is in the form

m(t) = Am sin(2πfmt) (12)

and the carrier signal is in the form

c(t) = Ac sin(2πfct) (13)
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Then the resulting modulated signal is:

XAM (t) = Ac (1 + μ cos(2πfmt)) · cos(2πfct). (14)

where μ = Am�Ac.
After some algebra we obtain the expression (14) in the form presenting three

components clearly showing its spectrum components:

XAM (t) = Ac cos(2πfct)+
1
2
Am cos(2π(fc+fm)t)+

1
2
Am cos(2π(fc−fm)t) (15)

It consists of three parts: main - representing carrier at frequency fc, and two
side-chunks representing the information signal - at frequencies (fc − fm) and
(fc + fm). For simulation we choose the parameters: An = 1, Ac = 3, fm = 5,
fc = 30.

Figure 1 presents the generated amplitude modulated signal without noise -
such signal usually occurs on transmitter side. In the transmission channel an
additive noise affects sent signal, so on the receiver side we may observe and
register the noised signals - exemplary samples are presented in Fig. 2.

The problem is to estimate Fourier spectrum of X(.) basing on set of the
measurements in that model:

yn = XAM (tn) + Zn (16)

Sequence Zn represents the measurement noise, i.e. realization of white sto-
chastic process of zero mean EZi = 0, and finite variation EZ2

i = σ2
i < σ2,

i = 1, ..., n. Pictures show the simulation performed for n = 512 - number of
samples, fs = 128 - sampling frequency, and ts = 0, 0078125 - the sampling
interval.

The graph in Fig. 3. shows the result of simulation of spectrum estimation
applying procedure (7). We can see three peaks: the highest in the middle cor-
responding to the frequency fc = 30 and the pair of sidebands frequencies
(fc − fm) = 25 and (fc + fm) = 35. This clearly corresponds to our expec-
tation and Eq. (15). For comparison we present the calculation of DFT using
standard module of Scilab environment in Fig. 4. Note that the classical DFT
has more restricted method of sampling (like uniform distance between samples,
and not-continuous resulting spectrum). Our new method yields to similar con-
clusions on frequency content of spectrum. This spectrum is continuous which
means that it may be calculated for any frequency (under obvious limitations).
The choice of placement of points ti in subintervals Di seems to be important
and it will be investigated in future works.

5 Remarks and Extensions

The new application area of using the nonparametric algorithm, derived from
orthogonal series expansion, is proposed. The presented idea relays on the har-
monic system of functions for estimation of Fourier transform in deterministic
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Fig. 3. Nonparametric estimation of Fourier transform based on noised samples
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Fig. 4. Discrete Fourier transform obtained in ScilabTM

case of input signals. Our algorithm is an alternative way for obtaining frequency
spectrum of signal in the presence of the additive noise. The results of numeri-
cal simulations show that the conclusions of its analysis are similar to classical
discrete Fourier transform. The future works should be continued in such direc-
tions as multivariate case of analysed signals, optimization of convergence of
algorithm, and applications in solving problems of real systems.
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Abstract. Multivariate kernel density estimation (KDE) is a very
important statistical technique in exploratory data analysis. Research
on high performance KDE is still an open research problem. One of the
most elegant and efficient approach utilizes the Fast Fourier Transform.
Unfortunately, the existing FFT-based solution suffers from a serious
limitation, as it can accurately operate only with the constrained (i.e.,
diagonal) multivariate bandwidth matrices. In the paper we propose a
crucial improvement to this algorithm which results in relaxing the above
mentioned limitation. Numerical simulation study demonstrates good
properties of the new solution.

Keywords: Multivariate kernel density estimation · Unconstrained
bandwidth matrix · Fast Fourier Transform · Nonparametric estimation

1 Introduction

Kernel density estimation (KDE) is a very important statistical technique with
many practical applications. It has been applied successfully to both univari-
ate and multivariate problems. There exists extensive literature on this issue,
including several classical monographs, see [8,10,12,13].

A general form of the d-dimensional multivariate kernel density estimator is

f̂(x ,H ) = n−1
n∑

i=1

KH (x − X i),

KH (u) = |H |−1/2K
(
H−1/2u

)
, (1)

where H is the d×d bandwidth or smoothing matrix, d is the problem dimension-
ality, x = (x1, x2, . . . , xd)T and X i = (Xi1,Xi2, . . . , Xid)T , i = 1, 2, . . . , n is a
sequence of independent identically distributed (iid) d-variate random variables
drawn from a (usually unknown) density function f . Here K and KH are the
unscaled and scaled kernels, respectively. In most cases the kernel has the form
of a standard multivariate normal density.
c© Springer International Publishing AG 2017
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It seems that both uni- and multivariate KDE techniques have reached matu-
rity and recent developments in this field are primarily focused on computational
improvements. There are two main computational problems related to KDE: (a)
the fast evaluation of the kernel density estimates f̂ , and (b) the fast estimation
of the optimal bandwidth matrix H (or scalar h in the univariate case). In the
paper the first problem is reported. The second one is shortly mentioned in the
conclusions section.

It is obvious from (1) that the naive direct evaluation of the KDE at m
evaluation points x for n data points X i requires O(mn) kernel evaluations.
Evaluation points can be of course the same as data points and then the com-
putational complexity is O(n2), making it very expensive, especially for large
datasets and higher dimensions.

A number of methods have been proposed to accelerate the computations. See
for example [9] for an interesting review of the methods. Other techniques, like for
example usage of Graphics Processing Units (GPUs) and Field-Programmable
Gate Array (FPGA) are also used [1,6]. One of the most elegant and effective
methods is based on using the Fast Fourier Transform (FFT). A preliminary
work on using FFT to kernel density estimation was given in [11] (but only for
univariate case).

In the paper we are concerned with an FFT-based method that was origi-
nally described in [14]. The original method works very well for univariate case
but, unfortunately, its multivariate extension does not support unconstrained
bandwidth matrices. From now on this method will be called Wand’s algorithm.

The paper is organized as follows: In Sect. 2, based on a simple example, we
demonstrate the problem. In Sect. 3 we give details of our improved FFT-based
algorithm for density estimation. In Sect. 4 we demonstrate the main idea of a
kind of data discretization known as binning (binning is the required data pre-
processing step in our algorithm). In Sect. 5 we give results from some numerical
experiments based on both synthetic and real data sets. In Sect. 6 we conclude
the paper.

2 Problem Demonstration

Wand’s algorithm is based on rewriting (1) in such a way that it might be effi-
ciently calculated using FFT. This makes possible to reduce the computational
complexity from O(n2) to O(M1 log M1 . . . Md log Md), where M1 . . . Md are con-
stant values and they will be defined precisely in Sect. 3. A preliminary step
required to construct the FFT-based algorithm is a kind of data discretization,
known as binning. This concept is briefly described in Sect. 4.

Although Wand’s algorithm is very fast and accurate it suffers from a serious
limitation. It supports only a small subset of all possible multivariate kernels of
interest. Two commonly used kernel types are product and radial (also known
as spherically symmetric) ones [13]. The problem reveals if the radial kernel is
used and the bandwidth matrix H is unconstrained, that is H ∈ F , where F
denotes the class of symmetric, positive definite d × d matrices. If, however, the
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bandwidth matrix belongs to a more restricted constrained (diagonal) form (that
is H ∈ D), the problem doesn’t manifest itself.

To the best of our knowledge the above mentioned problem is not clearly
presented and solved in literature, except a few short mentions in [13,14] and in
the kde{ks} R function [2]. Moreover, many authors cite the FFT-based algo-
rithm for KDE mechanically, without any qualification or mentioning its greatest
limitation.

Note that Wand’s algorithm is implemented in the ks R package [2], as well
as in the KernSmooth R package [15]. However, the KernSmooth implemen-
tation supports only product kernels. The standard density{stats} R function
uses FFT to compute only univariate kernel density estimates.

For simplicity in the paper only 2D examples are presented, but extension for
higher dimensions is rather immediate. In Fig. 1 we demonstrate the problem. A
sample unicef dataset from the ks R package was used. The density estimation
depicted in Fig. 1a can be treated as a reference. It was calculated directly from
(1). The unconstrained bandwidth H was calculated using the Hpi{ks} R func-
tion. In Fig. 1b the density estimation was calculated using Wand’s algorithm.
The bandwidth H was also unconstrained, exactly the same as in Fig. 1a. It is
easy to notice that the result is obviously inaccurate, as the results in Fig. 1a
and b should be the same. Figure 1c and d are equivalents to Fig. 1a and b,
respectively, except that the bandwidth H is now constrained (calculated using
the Hpi.diag{ks} R function). Both figures are identical and, moreover, very
similar to Fig. 1b!

This similarity suggests that Wand’s algorithm lose in some way most (or
even all) the information carried by off-diagonal entries of the bandwidth matrix
H . In other words, Wand’s algorithm (in it’s original form) is adequate only
for constrained bandwidths. Additionally, in Fig. 1e and f we show the results
where the product kernel is used. Two individual scalar bandwidths were calcu-
lated using hpi{ks} R function (note that the hpi{ks} function implements the
univariate plug-in selector, while the Hpi{ks} function is its multivariate equiv-
alent). Both figures are identical as the problem presented in the paper does not
affect product kernels.

3 The Improved FFT-Based Algorithm for Density
Estimation

In this section we briefly present original Wand’s algorithm. Then we propose a
crucial modification to this algorithm (see (7) and (8) and compare them with
the ones given in [14]). This modification results in H ∈ F support.

The algorithm consists of 3 basic steps. In the first step the multivariate
linear binning (a kind of data discretization, see [14] and Sect. 4) of the input
data points X i is required. The binning approximation of (1) is

f̃(gi ,H ,M ) = n−1
M1∑

j1=1

· · ·
Md∑

jd=1

KH

(
gi − gj

)
cj , (2)
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Fig. 1. Density estimates for a sample dataset with and without using FFT, for both
unconstrained and constrained bandwidth matrices. Description of each plot is given
in the text
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where g are equally spaced grid points and c are grid counts. Grid counts are
obtained by assigning certain weights to the grid points, based on neighbouring
observations. In other words, each grid point is accompanied by a corresponding
grid count (see also examples in Sect. 4).

The following notation is used: for k = 1, . . . , d, let gk1 < · · · < gkMK
be an

equally spaced grid in the kth coordinate directions such that [gk1, gkMk
] contains

the kth coordinate grid points. Here Mk is a positive integer representing the
grid size in direction k. Let

gi = (g1i1 , . . . , gdid), 1 ≤ ik ≤ Mk, k = 1, . . . , d, (3)

denote the grid point indexed by i = (i1, . . . , id) and the kth binwidth (or mesh
size) be denoted by

δk =
gkMk

− gk1
Mk − 1

. (4)

In the second step (2) is rewritten so that it takes a form of the convolution

f̃i =
M1−1∑

j1=−(M1−1)

· · ·
Md−1∑

jd=−(Md−1)

ci−j k j = c ∗ k , (5)

where
kj = n−1KH (δ1j1, · · · , δdjd), (6)

and ∗ is the convolution operator.
In the third step we compute the convolution between ci−j and kj using

the FFT algorithm in only O(M1 log M1 . . . Md log Md) operations compared to
O(M2

1 . . . M2
d ) operations required for direct computation of (2).

To compute the convolution between c and k they must first be reshaped
(zero-padded) according to precise rules which are described in detail in [4]. It
is worth to note in this place that the reshaping proposed in [14] supports only
H ∈ D. Our proposition, however, supports the most wide class of bandwidth
matrices, that is H ∈ F (the class of symmetric, positive definite matrices). In
the further part of this section we give details of our improvements.

Here, for simplicity, only two-dimensional variant is presented but extension
to higher dimensions is straightforward. We have

kzp =
[
k 0
0 0

]
=

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

k−M1,−M2 · · · k−M1,0 · · · k−M1,M2

...
. . .

...
. . .

...
k0,−M2 · · · k0,0 · · · k0,M2 0

...
. . .

...
. . .

...
kM1,−M2 · · · kM1,0 · · · kM1,M2 · · ·

0
... 0

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (7)
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and

czp =

⎡

⎣
0 0 0
0 c 0
0 0 0

⎤

⎦ =

⎡

⎢⎢⎢⎢⎢⎢⎢⎣

0
... 0

... 0
· · · c1,1 · · · c1,M2 · · ·
0

...
. . .

... 0
· · · cM1,1 · · · cM1,M2 · · ·
0

... 0
... 0

⎤

⎥⎥⎥⎥⎥⎥⎥⎦

, (8)

where the entry c1,1 in (8) is placed in row M1 and column M2. The sizes of
the zero matrices are chosen so that after reshaping of c and k , they both have
the same dimension P1 × P2,×, . . . ,×Pd (highly composite integers; typically, a
power of 2). Pk (k = 1, . . . , d) are computed according to the following equation

Pk = 2
⌈
log2(3Mk−1)

⌉
. (9)

Now, to evaluate (5), we can apply the discrete convolution theorem, that is,
we must do the following operations

C = F(czp), K = F(kzp), S = CK , s = F−1(S), (10)

where F stands for the Fourier transform and F−1 is its inverse. The sought
convolution (c ∗ k) corresponds to a subset of s in (10) divided by the product
of P1, P2, . . . , Pd (the so-called normalization), that is

(c ∗ k) =
1

(P1 P2 . . . Pd)
s[(2M1−1) : (3M1−2), . . . , (2Md−1) : (3Md−2)], (11)

where, for the two-dimensional case, s[a : b, c : d] means a subset of rows from a
to b and a subset of columns from c to d of the matrix s.

In practical implementations of Wand’s algorithm the limits {M1, · · · ,Md}
can be additionally shrunk to some smaller values {L1, · · · , Ld}, which signif-
icantly reduces the computational burden. In most cases, the kernel K is the
multivariate normal density distribution and an effective support can be defined,
i.e., the region outside which the values of K are practically negligible. Now (5)
can be finally rewritten as

f̃i =
L1∑

i1=−L1

· · ·
Ld∑

id=−Ld

ci−j k j . (12)

We propose to calculate Lk using the following formula (k = 1, . . . , d)

Lk = min

(
Mk − 1,

⌈
τ

√|λ|
δk

⌉)
, (13)

where λ is the largest eigenvalue of H and δk is the mesh size computed from
(4). After some empirical tests we found that τ can be set to around 3.7 for a
standard two-dimensional normal kernel. Finally, we can calculate sizes Pk of
matrices (7) and (8) according to the following formula

Pk = 2
⌈
(log2(Mk+2Lk−1)

⌉
. (14)
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4 Binning

In this section we present some details on the binning procedure required in
the FFT-based algorithm. The idea of binning is presented graphically in Fig. 2.
Mathematical background is given in [14], so here we don’t reproduce it, giving
only an illustrative example.

A sample 2D dataset (unicef, available in the ks R package) of size n = 73
shown as small red filled squares is replaced by a grid of equally spaced grid
points (black filled circles) of sizes 5 × 8, 10 × 10 and 20 × 20 – see Fig. 2a, b
and c, respectively. In the figure the actual values of grid counts (cj , see (2)) are
proportional to the circle diameters. Grid counts are bigger for corresponding
grid points which are located in the area of bigger concentration of X i. Grid
points with the corresponding grid counts equal zero are presented as small blue
open squares in the plots. Below we show the numerical results of binning from
Fig. 2a. Here M1 = 5, M2 = 8 (see (3)) and:

– evaluation points g11, · · · , g15 in x direction: {19.0, 93.2, 167.5, 241.8, 316.0},
– evaluation points g21, · · · , g28 in y direction: {39.0, 43.9, 48.7, 53.6, 58.4, 63.3,

68.1, 73.0},
– matrix of grid counts cj (

∑
cj = 73 = n):

[,1] [,2] [,3] [,4] [,5] [,6] [,7] [,8]
[1,] 0.00 0.00 0.0 0.0 0.35 1.9 6.470 4.87
[2,] 0.23 1.81 2.1 5.2 5.71 5.8 4.233 1.48
[3,] 2.80 5.54 6.0 6.2 0.95 0.2 0.092 0.13
[4,] 1.22 3.30 2.5 2.0 0.00 0.0 0.000 0.00
[5,] 0.83 0.74 0.2 0.0 0.00 0.0 0.000 0.00

In Fig. 2b the relationship between grid size and percent of non-zero grid
points is presented for our sample dataset (unicef ). For simplicity we assume
that M1 = M2 but in general these values do not need to be the same. It can be
easily observed that the percentage of non-zero grid points declines very rapidly,
as the grid size increases. This phenomena is also easily observed if we compare
Fig. 2a, b and c. Such behaviour can obviously be used in practical software
implementations reducing computational burden significantly. In Fig. 2e and f
we show the final density estimates calculated for relatively small grid sizes
(5 × 8 and 10 × 10). Actually, in practical applications such small grid sizes are
not acceptable.

We think that for bivariate densities grid sizes around 100 × 100 should be
appropriate in most applications. For example in Fig. 1 the grid sizes of 30 × 30
were used and in this particular example is seems to be enough for visualization
purposes. For univariate data grid size around several hundred should guarantee
a very accurate results for the majority of situations. For more then two dimen-
sions the problem with selecting roughly appropriate grid sizes is more challeng-
ing and in fact it is not well studied in literature. We should also remember that
in general, KDE is not a good choice for dimensions higher that five/six.



A Complete Efficient FFT-Based Algorithm for Nonparametric KDE 69

A more accurate analysis of the accuracy of binned KDE can be found in
[3,7]. It is also worth to stress that it is not possible to derive a precise formula
for calculating the optimal grid sizes for a particular dataset. Grid sizes depend
on many data characteristics like dimensionality, data size and probably some
other not easy to define factors. The two above cited papers give only a coarse
estimates of grid sizes (only for univariate and bivariate case).

5 Experiments

In original Wand’s paper [14] (published in 1994) some speed comparisons have
been performed. The maximal speedups (the ratio between time required for
direct and FFT-based computations) don’t exceed the value of 5.50. Nowadays,
we live in totally different computer’s age and that’s why we decided to perform
a similar numerical experiments and see the differences.

All the computations were performed in the R environment. The computa-
tions were based on samples of sizes n = 100, 500, 1000 and 2000 of a trimodal
normal mixture density of the following form

f(x) =
3∑

k=1

wkN (μk1, μk2, σ
2
k1, σ

2
k2, δk)

= 3/7 N
(
−2,−1, (3/5)2 , (7/10)2 , 1/4

)

+ 3/7 N
(
1, 2/

√
3, (3/5)2 , (7/10)2 , 0

)

+ 1/7 N
(
1,−2/

√
3, (3/5)2 , (7/10)2 , 0

)
. (15)

Additionally, a real dataset was used (unicef dataset from the ks R package).
The kernel K was normal and the bandwidths were calculated using the Hpi{ks}
R function. Grids M = M1 = M2 = {10, 20, 30, 40, 50} were considered (for the
purpose of making 2D plots, grid sizes greater than 50 are usually not neces-
sary in practical applications). The results are presented in Fig. 1. The following
versions of R functions were implemented:

1. The FFT-based implementation (in Table 1 abbreviated to F ). It implements
Eq. (12). Li are calculated according to (13). Grid counts c and kernels k
need to be pre calculated first before the FFT convolution is performed.
Computation of k is fully vectorized using typical techniques known in R.

2. The pure sequential non-FFT implementation, based on for loops (in Table
1 abbreviated to S ). This version is just a literal implementation of (12). It
takes advantage of the fact that a high proportion of grid counts c are zeros
(see also Fig. 2d).

3. The maximally vectorized non-FFT implementation, with no for loops (in
Table 1 abbreviated to V ). It implements Eq. (2). Grid counts c and grid
points g need to be pre calculated first. This is possibly the fastest non-FFT
version, as all the computations are carried out in one compact R command.
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Fig. 2. An illustrative example of data binning. A sample 2D dataset unicef is binned
and the grid sizes are: (a) – M1 = 5, M2 = 8, (b) – M1 = 10, M2 = 10, (c) – M1 = 20,
M2 = 20, (d) – the relationship between grid size (for simplicity M1 = M2) and the
percent of non-zero grid points, (e) – final density estimate for grid sizes M1 = 10,
M2 = 10, (f) – final density estimate for grid sizes M1 = 5, M2 = 8. Red filled squares
– data points, black filled circles – grid points where corresponding grid counts are not
equal zero, blue open squares – grid points where corresponding grid counts are equal
zero (Color figure online)
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It is worth to note here that extensive code vectorization results in a huge growth
of resources (RAM memory) needed to be allocated (if Mi is big, as 100 or more).
This may be a source of rapid performance degradation, depending on actual
operation system used, total RAM memory available, processor type and many
other factors.

For each setting of grids (M = M1 = M2) and for each sample size n,
100 replications were performed and execution times were recorded. The means
of the 100 replications constitute the final results depicted in Table 1. It is

Table 1. Speed comparisons of the FFT-based, sequential non-FFT and vectorized
non-FFT versions. The abbreviations mean as follows: F – FFT-based method, S –
sequential non-FFT method, V – vectorized non-FFT method. Speedups were rounded
to the nearest integer value. More detailed description is given in the text

M = F V S Speedup Speedup Speedup

n M1 = M2 (sec) (sec) (sec) (V /F ) (S/F ) (S/V ) L1 L2

100 10 0.005 0.008 0.49 2 98 61 4 4

20 0.006 0.064 4.88 11 813 76 7 8

30 0.011 0.383 17.92 35 1629 47 11 12

40 0.007 0.934 37.01 133 5287 40 14 15

50 0.007 2.081 67.66 297 9666 33 18 19

500 10 0.018 0.016 0.32 1 18 20 2 3

20 0.018 0.071 3.315 4 184 47 5 5

30 0.019 0.411 12.715 22 669 31 7 7

40 0.014 0.976 36.765 70 2626 38 9 10

50 0.016 2.089 71.09 131 4443 34 11 12

1000 10 0.036 0.035 0.19 1 5 5 2 2

20 0.039 0.106 2.105 3 54 20 4 4

30 0.031 0.405 8.285 13 267 20 5 6

40 0.034 0.953 25.81 28 759 27 7 8

50 0.031 2.169 59.8 70 1929 28 9 10

2000 10 0.059 0.058 0.22 1 4 4 2 2

20 0.059 0.119 1.285 2 22 11 3 3

30 0.066 0.442 7.375 7 112 17 5 5

40 0.059 1.049 17.785 18 301 17 6 6

50 0.061 2.175 41.195 36 675 19 8 7

73 10 0.006 0.003 0.605 0 101 202 4 9

(unicef 20 0.004 0.06 6.615 15 1654 110 8 19

dataset) 30 0.009 0.398 21.685 44 2409 54 11 29

40 0.008 0.919 51.665 115 6458 56 15 39

50 0.014 2.063 96.11 147 6865 47 19 49
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easy to notice that our FFT-based implementation is absolutely unbeatable,
even comparing with highly vectorized codes. Vectorization gives roughly similar
speedups (comparing to the FFT-based method) only for very small, usually
useless in practice, grid sizes. Sequential implementation, as was foretold, is
very slow and completely impractical for Mi greater than a dozen or so.

6 Conclusions

In the paper we have described a very serious problem related to using FFT
for calculation of multivariate kernel estimators when unconstrained bandwidth
matrices are used. Next, we have discovered a satisfactory solution which rectifies
the problem. As a consequence, the results given by direct evaluation of (5)
(or (12)) and by our proposed FFT-based algorithm based on (7) and (8) are
identical for any form of the H bandwidth matrix.

Our results can be used not only for direct KDE calculations (as presented in
the paper), but also for calculation of integrated density derivative functionals
involving an arbitrary derivative order. This is extremely important in imple-
menting almost all modern bandwidth selection algorithms, like those based on
cross-validation and plug-in ideas. An appropriate authors’ research paper is [5].
It is worth to note that in [5] we have also reported some numerical-like problems
which remain a challenging open problem.
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Abstract. Business failure prediction systems help predict financial
failures before they actually happen and provide an early warning for
enterprises. Using machine learning techniques, instead of traditional
statistical models, has brought a considerable increase in performance
into the area of business failure prediction. This paper presents a frame-
work for predicting business failures by using different machine learning
techniques. We, also, implemented a novel model for business failure
prediction based on NARX (nonlinear autoregressive network with
exogenous inputs) feedback neural network to be included into this
framework which is a recurrent dynamic network with feedback connec-
tions. Detailed experiments are conducted to compare the performance
of these approaches. Especially, for the long-term business failure predic-
tions, there are no other papers investigating the performance of NARX.
To the best of our knowledge, this is the first time NARX algorithm is
applied for long-term business failure prediction.

Keywords: Business failure prediction · Financial distress prediction ·
Machine learning · NARX

1 Introduction

From 1960’s to present, researchers have paid a great deal of attention to finding a
successful way for predicting business failures. It can be described as developing a
methodology to predict financial distress using several existing financial features
of an enterprise. Business failure prediction, which is also known as financial
distress prediction or firm failure prediction has a considerable importance to
shareholders, investors, credit managers, etc. Business failure prediction models
as such alert a stakeholder or a manager to take timely precautions to prevent
failures before they occur. For investors, this model provides vital information
which helps them deciding whether to invest in a firm or not. In other words,
this model reduces the risk of false investment decisions and prevents financial
loss. Also, this model can be used by credit managers to evaluate the level of
risk and credit limit for an enterprise.

There exist many studies in the literature about business failure prediction.
The first study about this topic was done by Beaver in 1966 [1]. Beaver used
c© Springer International Publishing AG 2017
L. Rutkowski et al. (Eds.): ICAISC 2017, Part II, LNAI 10246, pp. 74–83, 2017.
DOI: 10.1007/978-3-319-59060-8 8
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univariate analysis to forecast bankruptcy. After that, Altman proposed multi-
variate discriminant analysis to solve this problem [2]. Most of the subsequent
studies were based on Altman’s study. After 1980, different types of regression
models, such as logit and probit, were proposed to develop a model which can pre-
dict business failures accurately. Afterwards, machine learning algorithms were
introduced as alternatives to the statistical models. Most of the recent studies
compare traditional statistical models with machine learning models or combine
several models in one methodology [3–8]. In general, obtained results show that
machine learning algorithms overcome statistical models in predicting business
failure.

In this study, we proposed a framework for successfully predicting business
failures. This framework contains nine different prediction models, namely, Logis-
tic Regression, Multilayer Perceptron (MLP), Sequential Minimal Optimization
(SMO), Bayesian Network, Naive Bayes, J48, Random Forest, Random Tree
and NARX (nonlinear autoregressive network with exogenous inputs) feedback
neural network. To the best of our knowledge, NARX has never been used for
business failure prediction before this study. In addition to that, this framework
gives chance of making multistep ahead prediction with NARX model. For the
evaluation purposes, nine different models were applied to same datasets on the
same framework and obtained results are given in detail.

The paper organized as follows: In Sect. 2, we reviewed the related work.
Details of constructed datasets are given in Sect. 3. In addition to that, proposed
methodology is explained in Sect. 3. The performances of applied methodologies
are evaluated in Sect. 4. Comparisons of these performances are also given in
this section. The paper is concluded by summarizing achievements and giving
future directions in Sect. 5.

2 Related Work

Financial distress prediction has remained highly popular since 1960’s. After
Altman’s multivariate discriminant analysis, Ohlson proposed logit analysis for
bankruptcy prediction for the first time [9].

After that, machine learning algorithms came into use as an alternative to
statistical models. For instance, neural networks were used in numerous studies
in order to predict business failure [3–5,10,11]. In these studies, neural networks
were compared with traditional statistical models such as multivariate discrim-
inant analysis. Most of these studies claim that neural networks gave better
performance than discriminant analysis. In several studies, SVM has been also
used for predicting business failures. It has been found that SVM outperformed
the classical methods [12,13]. Another popular machine learning approach which
is used for firm failure prediction is tree algorithms such as ID3 and decision
trees [14,15]. In these studies, tree algorithms were compared with discriminant
analysis and provided better results than statistical models. According to the
literature review, we can say that machine learning models generally outperform
traditional statistical models such as multivariate discriminant analysis.
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Combining a model with other models to strengthen the weak points of the
model is a common approach in machine learning studies. In this direction,
researchers compared neural networks to decision trees, SVM, majority voting
and concluded that neural networks was the best method for forecasting finan-
cial distress in comparison to other methods [7]. Azayite and Achchab composed
a hybrid model based on discriminant analysis, back propagation neural network
and self-organizing maps [8]. They applied the hybrid model to Moroccan firms
and claimed that the hybrid model outperformed discriminant analysis. Wu et al.
proposed a genetic based SVM to predict bankruptcy [16]. This methodology
tested on Taiwan dataset to compare with discriminant analysis, logit, probit,
neural networks and traditional SVM. Proposed hybrid methodology gave the
best predictive accuracy according to the experimental results. Another hybrid
study brought together SVM and logistic regression [17]. The methodology mod-
ified the outputs of the SVM classifiers according to the result of logistic regres-
sion analysis. In [18], single classifiers were trained by SVM algorithms with
different kernel functions on different feature subsets of one initial dataset. This
ensemble SVM provided better performance than individual SVM classifier. Lin
et al. proposed another hybrid method which combines locally linear embedding
(LLE) and SVM to predict firm failures [19].

Even though big data approach is extremely popular, it is not used for pre-
dicting business failures. In literature, there is only one study which uses big data
approach for business failure prediction [20]. The reason for that may be that it
is quite difficult to obtain huge amounts of data for business failure prediction.

In this study, we propose a framework for business failure prediction by
making following contributions:

– Our framework contains NARX network algorithm which has never been used
for business failure prediction before.

– Thanks to NARX network, multistep ahead prediction can be done in addition
to one-step ahead prediction.

– Proposed framework can be used for not only business failure prediction,
but also other suitable prediction problems in some areas such as finance,
biomedical etc., due to its flexible structure.

3 The Dataset and the Proposed Framework

3.1 Details of Dataset

Financial statements of enterprises, which are registered to IMKB BIST [21], are
published on Public Disclosure Platform, periodically. In addition to that, dete-
riorated firms are published on Public Disclosure Platform, as well. Datasets
for our study are derived from these resources. 10 different financial ratios
are defined as input variables from these datasets. These variables are selected
according to Aktan’s study which detects 10 best financial ratios for bankruptcy
prediction within 53 financial ratios [22]. Selected financial ratios can be seen in
Table 1.
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Table 1. Selected financial ratios

Ratio name Calculation formula Ratio name Calculation formula

u1 Cash/Total assets u6 Total debts/Total assets

u2 Quick assets/Total assets u7 Short term debts/Total assets

u3 Financial debts/Total assets u8 Return on assets

u4 Inventory/Net sales u9 Operating income/Total assets

u5 Current assets/Total assets u10 Cash flow/Total assets

Class values, which correspond to financial status of firms are defined as good,
bad and very bad in constructed datasets.

In the first dataset, input variables and class values are calculated for quar-
terly periods. Apart from that, a second dataset is constructed using yearly
values of selected variables.

3.2 Proposed Framework

The proposed framework contains three main steps, Data Preparation, Predic-
tion and Evaluation as seen in Fig. 1.

Fig. 1. Proposed framework.

Data Preparation Step. In data preparation step, data rows, which include
null values for some financial ratios, are removed from the dataset. After cleaning,
10 financial ratios are calculated using several financial variables. Lastly, a matrix
data structure is composed from calculated financial ratios and class values.
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Prediction Step. This step is responsible for producing business failure predic-
tion results. For this purpose, we constructed Logistic Regression [23], Multilayer
Perceptron [24], Sequential Minimal Optimization [25], Bayesian Network [26],
Naive Bayes [27], J48 [28], Random Forest [29], Random Tree [30] and NARX
models in this step. A prediction model should be selected within these nine
models to continue this step of the framework. Afterwards, the selected model
is trained using given data and the prediction results are produced according to
the trained model.

Due to page limitations, we, very briefly, explain NARX model, which has
not been employed for business failure prediction purposes before.

NARX, which is a dynamic network, is useful for time series modeling. As
can be seen in Eq. 1, the previous output value of the network and previous
values of input parameters are used for producing next step value of the output.

y(t) = f(y(t− 1), y(t− 2), ..., y(t− ny), u(t− 1), u(t− 2), ..., u(t− nu)) (1)

In this equation, u represents the training inputs while y represents the tar-
get variables to be predicted. t means the discrete time step in this equation.
For predicting next values of y(t), previous values of the exogenous input and
previous values of the output regress together using f function. A general NARX
network architecture can be seen in Fig. 2.

Fig. 2. NARX network architecture.

There are two types of NARX network: series-parallel architecture and par-
allel architecture. Series-parallel architecture which is also called open-loop, uses
existing output as one of network inputs. Parallel network (close-loop) uses the
output produced by previous iteration as one of network inputs.
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Firstly, the series-parallel architecture is constructed in order to train net-
work. In this network, inputs of the network are selected financial ratios (u1(t),
u2(t), .., u10(t)) and existing outputs (y(t)). Series-parallel NARX completes
training phase in a shorter time than parallel NARX because series-parallel one
uses existing output values.

Afterwards, the architecture of the realized network is transformed to parallel
architecture in prediction step. Reason of using parallel NARX network is that
parallel architecture provides opportunity to make multi-step ahead prediction.

Evaluation Step. Accuracy, Type I error and Type II error are measured for
the performance review of applied algorithms. Brief descriptions and formulas
of them are given below:

Accuracy, calculates the ratio of total number of correct predictions to total
number of predictions.

Type I error (false positive), means predicting a firm’s financial status
as good when it is actually bad or very bad. Also, predicting a firm’s financial
status as bad when it is actually very bad is Type I error, as well.

Type II error (false negative), means predicting a firm’s financial status
as bad when it is actually good. In addition to that, predicting a firm’s status
as very bad when it is actually bad or good is also Type II error.

If we compare Type I and Type II, we can easily say that Type I error is
more significant than Type II error for our problem. If a firm’s financial status
is bad or very bad but our methodology says that it is good, firm’s managers
will not take necessary precautions and possibly, end up with bankruptcy.

4 Performance Evaluation Results

As we mentioned before, two separate datasets are constructed from raw data.
First one contains data in quarters and second one contains annual data. In both
datasets, 2015 data is used for testing. Test data sample counts of quarter-period
dataset and annual dataset are 222 and 66, respectively. Class values for datasets
are defined as good, bad and very bad. The optimal parameters are defined using
validation set which includes 2014 data.

Constructed NARX network contains 10 neurons in the hidden layer and
Levenberg - Marquardt [31] algorithm is used as the training step for the network.
The applied NARX network contains one hidden layer. In our NARX model, 10
financial ratio values which are given in Table 1, are used as input. There is
one value as output of the network which corresponds financial status of firm.
Transfer function of the NARX model is sigmoid function. In Eq. 1, ny and nu

are the lags of the input and output of our NARX model. n = 1 means one-step
ahead, while any larger value of n means multi-step ahead prediction (If n = 2,
model predicts 2 step ahead value).

Besides NARX, other prediction algorithms are applied using Weka. NARX
algorithm is implemented using MATLAB. Evaluated results of applied methods
for the first dataset (quarter-period dataset) are given in Table 2.
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Table 2. Comparison results for quarter-period dataset

Method name Accuracy (%) Type I error (%) Type II error (%)

Logistic Regression 93.42 2.9 3

Multilayer Perceptron 89.18 4 6

Sequential Minimal Opt. 89.18 3.5 6.5

Bayesian Network 93.69 2.5 2.5

Naive Bayes 70.27 27 2

J48 Tree 95.04 3 1.8

Random Forest 96.39 1 1

Random Tree 91.44 4 3

One step ahead NARX 95.81 2.3 1.8

As can be seen in Table 2, Random Forest gives the best accuracy for quarter-
period dataset. In addition to that, lowest Type I and Type II error rates are
obtained with Random Forest for quarter-period dataset. One step ahead NARX
provides second best results for accuracy, Type I and Type II error rates.

As shown in Table 3, one step ahead NARX gives the best accuracy for the
annual dataset. For Type I error, Random Forest outperforms one step ahead
NARX. For Type II error, NARX gives lowest error rate.

Table 3. Comparison results for annual dataset

Method name Accuracy (%) Type I error (%) Type II error (%)

Logistic Regression 94.45 1.5 3

Multilayer Perceptron 93.93 1.5 4.5

Sequential Minimal Opt. 92.42 2 5

Bayesian Network 96.48 1.5 2

Naive Bayes 81 15 4

J48 Tree 96.96 1 2

Random Forest 96.96 0 3

Random Tree 95.45 1.5 3

One step ahead NARX 97.20 1.4 1.2

The reason Random Forest gives satisfying results is that it is actually an
ensemble learning methodology. It contains multitude of decision trees and pre-
diction results are chosen according to the voting mechanism. Ensemble learning
approach is based on obtaining highly accurate classifiers by combining less accu-
rate ones.

In addition to Random Forest, one step ahead NARX, also, gives better
results than other prediction models of the framework for our datasets as NARX
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is commonly used for modelling time series based prediction and our datasets
also have a temporal ordering for several different financial ratios.

Since, this framework also provides a multi-step ahead business failure pre-
diction, we did some extra experiments for multi-step ahead prediction using par-
allel NARX network. Detailed results of these experiments are given in Tables 4
and 5.

In Table 4, 5 step ahead prediction gives result for one year later in quarter-
period dataset. As you can see from Table 4, accuracy value of 3 step ahead
NARX is lower than expected. We guess that this decrease causes from imbal-
anced dataset of 3 step ahead test.

Table 4. Comparison results for one step and multistep ahead NARX for quarter-
period dataset

Method name Accuracy (%) Type I error (%) Type II error (%)

1 step ahead NARX 95.8 2.3 1.8

2 step ahead NARX 95.3 2.7 1.8

3 step ahead NARX 69.7 5.5 24

4 step ahead NARX 80 2.7 16.6

5 step ahead NARX 71 5.9 23

Table 5. Comparison results for one step and multistep ahead NARX for annual
dataset

Method name Accuracy (%) Type I error (%) Type II error (%)

1 step ahead NARX 97.2 1.4 1.2

2 step ahead NARX 94.4 3 1.8

3 step ahead NARX 66 5 28.3

4 step ahead NARX 62 8 29

5 step ahead NARX 58 11 30

In Table 5, each step indicates one year, thus 5 step ahead prediction gives
results for five years later. Not surprisingly, prediction accuracy, Type I and Type
II error rates drop year after year. It is obvious that the long-term business failure
prediction is challenging since political and societal changes also play a role in
business failure. However, it is difficult to predict political and societal changes.

5 Conclusions

In this study, we presented a framework for business failure prediction. To achieve
that, Logistic Regression, Multilayer Perceptron, Sequential Minimal Optimiza-
tion, Bayesian Network, Naive Bayes, J48 Tree, Random Forest, Random Tree
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and NARX models are constructed in this framework. We also want to emphasize
that this is the first study, which uses NARX for business failure prediction. All
prediction models of framework are tested separately using two different datasets
which contain firms from Turkey. The first dataset uses quarterly period data
but second one uses annual data for financial ratios and class values estimations.

In conclusion, we can confidently say that proposed framework is very useful
for business failure prediction. Using this framework, suitable business failure
prediction model for a dataset can be chosen easily. Moreover, NARX model
gives a chance of predicting multi-step ahead business failure.
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Technological Research Council of Turkey (TUBITAK) under TEYDEB grant 3150156.
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Abstract. In the presented paper the Fuzzy Clustering with ε-Hyper-
balls being the prototypes is proposed. It is based on the idea of regions
of insensitivity – described by the hyperballs of radius ε, in which the
distances of objects from the centers of the hyperballs are considered as
equal to zero. The proposed clustering was applied to determine the para-
meters of fuzzy sets in antecedents of the classifier based on fuzzy if-then
rules. The classification quality obtained for six benchmark datasets was
compared with the reference classifiers. The results show the improve-
ment of the classification accuracy using the proposed method.

Keywords: Fuzzy clustering · Fuzzy if-then rules · Data classification

1 Introduction

The main task of clustering methods [1,2,4,9,17] is partition of objects into
groups (clusters) containing the objects that are somehow similar to each other.
The similarity is determined on the basis of the object characteristics, which are
represented by the feature vector. Clustering based on minimizing (or maximiz-
ing) the criterion function (usually defined as a scalar index) forms one of the
basic classes of the partitioning methods. As a subclass, we can distinguish the
fuzzy clustering, which uses the idea of partial membership of an object to a
group, that originates from the fuzzy sets theory [18].

In the presented paper the Fuzzy Clustering with ε-Hyperballs (FCεH) being
the prototypes is proposed. The FCεH is based on the idea of regions of insensi-
tivity described by the hyperballs of radius ε, in which the distances of objects
from the hyperballs centers are considered as equal to zero. The idea of the
ε-insensitive distance between prototypes and objects has been previously pre-
sented in [10]. However, in contrast to [10] where the �1 distance was assumed,
the FCεH uses quadratic loss function leading to simplification of the clustering
criterion minimization procedure. The typical goal of clustering is to attain high
intra-cluster similarity and low inter-cluster similarity. To evaluate the cluster-
ing results validity indices are used [2]. However, good scores concerning validity
indices do not necessarily translate into good performance in a target appli-
cation. Hence, an alternative approach is indirect evaluation of the clustering
c© Springer International Publishing AG 2017
L. Rutkowski et al. (Eds.): ICAISC 2017, Part II, LNAI 10246, pp. 84–93, 2017.
DOI: 10.1007/978-3-319-59060-8 9



Fuzzy Clustering with ε-Hyperballs 85

in the application. In the presented approach the FCεH was applied to deter-
mine antecedents of the fuzzy rule-based classifier and hence its efficiency was
evaluated based on classification results.

Fuzzy rule-based classifiers can be considered as a mixture of experts, each
represented by a single fuzzy if-then rule. The fuzzy rules operate in regions
that are described by antecedents fuzzy sets. To determine these sets the fuzzy
clustering can be used [7,8,11]. In our study we applied the FCεH to find the
parameters of fuzzy sets in antecedents of the fuzzy rule-based classifier pre-
sented in [11]. The main reason behind the idea of application of the FCεH is
the improvement of the generalization ability of the classifier based on fuzzy
rules. We assume that estimation of the antecedents on the basis of clustering
with the areas of insensitivity will improve the ‘smoothness’ of the resulting
decision curve, and thus increase the classification accuracy of test data. Simi-
larly to [11], to determine the consequents parameters we used the Iteratively
Reweighted Least Squares (IRLS) procedure. The IRLS-based classifier may be
interpreted as an extension of the Ho-Kashyap [6] algorithm, which is considered
as one of the most efficient methods of classifier design. The IRLS enables vari-
ous approximations of the misclassification error and achieves high efficiency of
data classification [13]. The resulting fuzzy rules provide compact and easy to
understand decision explanation, however there is an accuracy-interpretability
trade-off to be considered [5]. In the proposed approach we focused mainly on the
classification efficiency in terms of low misclassification error. As reference, we
applied IRLS combined with Fuzzy c-Means (FCM) [2] and Fuzzy (c+p)-Means
(FCPM) [11] clustering. We used also the well-known Support Vector Machine
(SVM) [3]. As the quadratic programming in classic SVM solution is character-
ized by large computational complexity we applied the Lagrangian SVM [14].

2 Fuzzy Clustering with ε-Hyperballs

In a fuzzy clustering the partition of N objects into c groups is defined by the
partition matrix U ∈ R

c×N that satisfies the following conditions [2]:

∀
1≤i≤c
1≤k≤N

uik ∈ [0, 1] , ∀
1≤k≤N

c∑

i=1

uik = 1, ∀
1≤i≤c

N∑

k=1

uik ∈ (0, N), (1)

where uik is the membership degree of the k-th object xk ∈ R
p in the i-th group.

Zero value of uik indicates that the object xk is not the member of the i-th group,
while uik = 1 represents the full membership in the group. Each i-th group is
represented by the prototype vi. Hence, the clustering can be described as the
process of finding the partition matrix U (fulfilling the criteria (1)) and the
prototypes matrix V = [v1,v2, · · · ,vc] ∈ R

p×c, which minimize the assumed
criterion. Thus, the optimal solution (Uopt, Vopt) can be obtained as

min J (U,V) = J (Uopt,Vopt) , (2)

where J is a criterion function.
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One of the simplest and most commonly used criteria is a weighted sum of
the squares of distances dik of the object xk from the prototype vi, with weights
determined by the m-th power of the membership degree uik

J (U,V) =
c∑

i=1

N∑

k=1

Jik =
c∑

i=1

N∑

k=1

(uik)m
d2ik, (3)

where m ∈ (1,+∞) is the parameter determining the groups fuzziness and dik

is the Euclidean norm

dik = ‖xk − vi‖ =
√

(xk − vi)
� (xk − vi). (4)

Among the methods of fuzzy clustering based on the above criterion there is the
well-known Fuzzy c-Means [2].

In the classical approach to fuzzy clustering, we get the zero addend Jik of
the criterion (3) if:

1. the object xk is not a member of a group represented by the prototype vi,
i.e. uik = 0, or

2. the distance dik of the object xk from the group prototype vi is equal to zero
(the object covers the prototype), i.e. dik = 0 ⇐⇒ xk = vi.

Thus, the criterion calculated for the i-th group

Ji =
N∑

k=1

Jik, (5)

is zero only if it consists entirely of the objects that are equal to the group
prototype.

In practice, objects located near the group prototype are considered as stri-
ctly belonging to the group, and consequently, as objects for which the addend
Jik should equal to zero. This leads to the idea of application of the limit distance
ε, for which Jik = 0, i.e. a zero Jik is defined for objects xk located inside
a hyperball of radius ε and center vi. Therefore the new clustering criterion
function can be defined as

J (ε) (U,V) =
c∑

i=1

N∑

k=1

(uik)m
g2ik, (6)

where

∀
1≤i≤c
1≤k≤N

gik =
{

dik − ε, dik > ε,
0, dik ≤ ε.

(7)

On the basis of (6) the new method of Fuzzy Clustering with ε-Hyperballs
(FCεH) is introduced. The optimal solution (Uopt,Vopt) can be determined
using the method of Lagrange multipliers subject to equality constraints

∀
1≤k≤N

c∑

i=1

uik = 1. (8)
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The derivation of the Uopt is very similar to the FCM method and can be
obtained by replacing the distances dik (FCM) with distances gik (FCεH). Hence,
we skip it and refer to [2] instead. The optimal position of the ε-hyperball
center is calculated from the gradient of (6) with respect to vs. Denoting
Ωk = {k |dsk > ε}, after transformations we obtain

∀
1≤s≤c

vs =
∑

Ωk

(usk)m

(
ε

dsk
− 2

)
xk

/
∑

Ωk

(usk)m

(
ε

dsk
− 2

)
. (9)

By introducing additional notation

∀
1≤k≤N

{
Ik = { i| 1 ≤ i ≤ c; gik = 0} ,

Ĩk = {1, 2, · · · , c} \ Ik,
(10)

we get U, which may be the global minimum of (6) if:

∀
1≤i≤c

∀
1≤k≤N

uik =

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(gik)
2

1−m

/
c∑

j=1

(gjk)
2

1−m , Ik = ∅,

⎧
⎪⎨

⎪⎩

∀
i∈˜Ik

0,

∑
i∈Ik

uik = 1,
Ik 
= ∅.

(11)

If Ik 
= ∅, then selection of uik according to (11) results in minimal value of
the criterion (6) as the elements of the partition matrix for the non-zero distances
are zeros, and non-zero for zero distances. Optimal Uopt and Vopt are a fixed
point of (11) and (9), which is determined using the Picard algorithm. From (9)
one can notice, that the current position of the center of a given ε-hyperball
(for a fixed U) depends on the distances that were calculated in relation to its
previous position. Hence, each center is a fixed point of (9) and (4) determined
using the Picard algorithm. Finally, the algorithm of the FCεH can be written as:

1. Fix ε ≥ 0, c (1 < c < N) and m ∈ (1,+∞). Set the iteration index t = 0.
Initialize V(t).

2. Calculate the partition matrix U(t) using (11).
3. Set the iteration index of the Picard algorithm of the ε-hyperball center esti-

mation j = 0. Using U(t) calculate V(t+1) =
[
v(t+1)
1 ,v(t+1)

2 , · · · ,v(t+1)
c

]

as a fixed point of (9) and (4). Stop the iterations for the i-th group if∥∥∥v(j+1)
i − v(j)

i

∥∥∥
F

< δ, where ‖•‖F is the Frobenius norm, and δ is a pre-
set parameter.

4. If
∥∥V(t+1) − V(t)

∥∥
F

≥ Δ, then t ← t + 1 and go to 2, where Δ is a preset
parameter.
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3 FCεH Based Classification

The classification based on FCεH was performed using the fuzzy rule-based
classifier [11] with the L following fuzzy if-then rules

∀
1≤�≤L

R(�) � if
(

p

and
n=1

xkn is A�n

)
, then y� = δy,y�

, (12)

where: xkn stands for the n-th component (feature) of the k-th object, A�n

denotes a fuzzy set for the n-th component in antecedent of the �-th rule, and
δy,y�

is location of the �-th consequent singleton in the output space. The fuzzy
sets in antecedents are defined by Gaussian membership functions, which ensure
the classifier decision for any input values combination.

The final output of the classifier is calculated as

y0k =
∑L

�=1 μA�
(xk) y�∑L

�=1 μA�
(xk)

, (13)

where

∀
1≤�≤L

μA�
(xk) = exp

[
−1

2

p∑

n=1

(
xkn − v�n

γs�n

)2
]

(14)

denotes the membership function of the �-th antecedent, where v�n and s�n are
center and dispersion (scaled by the parameter γ) determined using the proposed
clustering.

Each of two classes (ω1 and ω2) of objects in a given dataset is separated
and clustered using the FCεH into the initial number of clusters per class (c).
As a result centers v(1)

i of the ε-hyperballs in class ω1 and v(2)
i in class ω2

(i = 1, 2, · · · , c) are obtained, together with corresponding memberships u
(1)
ik

and u
(2)
ik . When the same centers in a given class are found, only one is chosen

and the corresponding partition matrix is updated. Also, all centers representing
the “empty” clusters (with all membership degrees equal to 0) are rejected.
After possible rejections c(1) and c(2) centers in classes ω1 and ω2 are obtained
(if c(1) = 1 or c(2) = 1 then such a case is excluded from further analysis).
Centers of the ε-hyperballs are centers of the Gaussian membership functions,
the corresponding dispersions are calculated as

∀
1≤i≤c(j)

j∈{1,2}

[
s(j)i

](•2)
=

∑

k|xk∈ωj

u
(j)
ik

(
xk − v(j)

i

)(•2)
/

∑

k|xk∈ωj

u
(j)
ik , (15)

where (•2) denotes the component-by-component squaring of a given vector a,
i.e. a(•2) =

[
a2
1, a

2
2, · · · , a2

p

]
. Finally, centers and dispersions from both classes

are denoted by v� and s� (see (14)), � = 1, 2, · · · , L = c(1) + c(2).
By introducing the notation g (xk)T = [μA1 (xk) , μA2 (xk) , . . . , μAL

(xk)],
where μA�

(xk) = μA�
(xk)/

∑L
j=1 μAj

(xk), and yT = [y1, y2, . . . , yL], the final
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output of the classifier (13) can be written in the form y0k = g (xk)T y. To find
the consequents (y) such that g (xk)T y > 0 if xk ∈ ω1, and g (xk)T y ≤ 0 if
xk ∈ ω2, we minimize the following criterion function [11]

J (r)
(
y(r)

)
� 1

2

(
Gy(r) − 1

)�
H(r)

(
Gy(r) − 1

)
, (16)

where: GT = [Φ1g(x1), Φ2g(x2), · · · , ΦNg(xN )] is the N ×L matrix, Φk denotes
the class label (equals +1 for class ω1 and −1 for class ω2) of the object xk

from the train set of size N , 1 denotes a vector with all entries equal to one,
H(r) = diag

(
h
(r)
1 , h

(r)
2 , · · · , h

(r)
N

)
, h

(r)
k = 0 if e

(r−1)
k ≥ 0, and h

(r)
k = 1 if

e
(r−1)
k < 0, e(r−1) = Gy(r−1) − 1. The r is the iteration index in the IRLS

error minimization procedure with the conjugate gradient approach [13], that
was applied to minimize the criterion (16). The above definition of the h

(r)
k pro-

vides the asymmetric square loss function (approximation of the misclassification
error). Changing definition of the h

(r)
k other loss functions can be obtained [13].

4 Results and Discussion

To evaluate the classification quality using the FCεH clustering five following
benchmark datasets described in [15,16] were applied: Breast Cancer (BRE),
Diabetis (DIA), Heart (HEA), Thyroid (THY) and Titanic (TIT). The sixth
benchmark dataset was the Ripley synthetic two-class problem (SYN). Each
dataset was represented by 100 splits into train and test sets. For the SYN
we used divisions as in [11], for the remaining datasets the divisions were as in
[15,16]. The numbers of features (p) and sizes of train (Ntrn) and test (Ntst) sets
are presented in Table 1. We used three methods as a reference to the proposed
algorithm: the LSVM and the same fuzzy rule-based classifier, but with the
parameters of antecedents calculated on the basis of FCM and FCPM. The class
labels were assigned according to the sign of classifiers output value: class ω1 for
value > 0 and ω2 for value ≤ 0. The FCεH clustering requires data to be scaled
into the range [0, 1], therefore clustering methods processed the scaled data. The
LSVM classification was performed using data scaled to the range [−1, 1].

The ε is set arbitrarily, however we investigated two preliminary approaches
to automatic determination of its value using the results of FCM clustering.
Finally we studied three procedures:

1. Data Independent ε (DIε), where the following values of ε were analyzed: 0,
0.01, 0.02, 0.05, 0.1, 0.2, 0.5.

2. Multiple Data Dependent ε (DDεM ), where separate value of ε
(j)
i for each

center v(j)
i was calculated as a mean of p components of the dispersion s(j)i ,

for 1 ≤ i ≤ c and j ∈ {1, 2}. The dispersions were calculated using (15) and
the results of FCM clustering of class ωj into c clusters.

3. Single Data Dependent ε (DDεS), where single value of ε(j) for all centers in
class ωj was calculated as a mean of c × p components of all dispersions s(j)i ,
for 1 ≤ i ≤ c and j ∈ {1, 2}.
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To find centers and dispersions in antecedents using the clustering procedures,
ten first train sets were merged into a single dataset and each of its classes
of objects was clustered into considered initial number of clusters per class
(c, changed from 2 to 20). The consequents were determined using single
train set. The number of clusters (rules) together with the value of the scale
parameter γ (searched in the range [0.2, 1.6] with the step of 0.1) provid-
ing the lowest mean classification error for ten first test sets were chosen to
calculate the final result – mean classification error and its standard devia-
tion for all 100 test sets. The classification error was defined as the percent-
age of incorrectly classified cases. Such a procedure was conducted for three
values of m (1.1, 1.5, 2) and for three approaches to setting the value of ε.
In the case of LSVM, the Gaussian kernel K (x,xi) = exp

(
−χ ‖x − xi‖2

)
,

χ ∈ IR+ was assumed, and the parameters (ν and χ) providing the low-
est mean classification error for ten first test sets were selected from the
set {0.00001, 0.00004, 0.00007, 0.0001, 0.0004, · · · , 70000, 100000}. The remain-
ing parameters of LSVM were set to the default values [14].

Clustering procedures were started from the prototypes located in the bound-
ary of the convex hull [11] of the clustered class. Maximum number of iterations
was set to 100 and the following values of parameters in stop conditions were
assumed: δ = Δ = 10−5 (FCεH), ξ = ζ = 10−5 (FCPM). In the FCM clustering
the iterations were stopped when the Frobenius norm of the difference between
successive prototype matrices was less than 10−5. In the IRLS procedure with
the conjugate gradient approach we set ξ = ζ = 10−5.

If the calculation of a prototype (center of the ε-hyperball in the case of
FCεH) was not possible since the denominator was equal to 0 (in special cases),
then its location from the previous iteration was preserved. Analyzing the for-
mula (11) it can be noticed, that for m = 1.1 the quotient 1/ (gik)20 is obtained,
which for small gik goes toward infinity. Therefore, in all clustering procedures
distances between prototypes and objects (gik in the FCεH) less than 10−10 were
treated as zero and the relevant calculation of the partition matrix was done.
Also, any components of dispersions equal to 0 were set to 10−6. If the summary
membership function of all antecedents (

∑L
�=1 μA�

(xk)) was equal to 0, then
μA�

(xk) = 10−6 for each antecedent was assumed.
In case of the approach with the fixed values of ε (DIε), for all datasets except

TIT the lowest mean classification errors were obtained for ε > 0. However, we
did not notice monotonous relation between the value of ε and the classification
accuracy. For all datasets except SYN the best results were obtained applying
FCεH with m = 1.1. The results of the highest accuracy for the DIε approach
are shown in the fourth column of Table 1. Considering the best results for the
automatically determined ε (DDεM and DDεS), in the case of BRE, HEA and
THY we obtained higher accuracy for DDεM , while for DIA and TIT it was
better to apply DDεS . For SYN the mean classification errors were the same.
However, comparing the best results of three approaches DIε, DDεM and DDεS

(columns 4–6 in Table 1) it can be noticed, that the automatically determined ε
improves the classification quality only in the case of BRE and HEA datasets.
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Table 1 compares the best results (mean classification errors and its standard
deviations calculated for all 100 test sets) achieved when applying the FCεH
clustering with the outcome of the reference methods, the values of classifiers
parameters are given at the bottom of each cell. All clustering-based classifica-
tion schemes outperformed the LSVM. For all datasets the proposed clustering
provided lower classification error than FCM. Comparing FCεH with FCPM
it can be seen, that only for SYN and THY the higher classification quality
was obtained applying the FCPM. Taking the above into consideration we can
conclude, that the FCεH allows for an efficient estimation of the antecedents
parameters of the applied fuzzy rule-based classifier.

Table 1. The comparison of the results with the applied reference methods

LSVM FCM FCPM FCεH

DIε DDεM DDεS

ν |χ m |L | γ m |L | γ m |L | γ | ε m |L | γ m |L | γ
BRE (p = 9, Ntrn = 200, Ntst = 77)

24.27 (3.95)
0.04 | 0.4

17.19 (3.41)
1.1 | 34 | 1.4

20.66 (3.89)
1.1 | 40 | 0.6

16.51 (3.44)
1.1 | 40 | 0.2 | 0.01

16.18 (3.58)
1.1 | 38 | 1.4

17.66 (4.22)
1.5 | 34 | 0.7

DIA (p = 8, Ntrn = 468, Ntst = 300)

23.00 (1.78)
1000 | 0.004

20.50 (2.07)
1.1 | 38 | 1.4

22.08 (1.67)
1.1 | 30 | 1.4

18.17 (1.82)
1.1 | 40 | 1.2 | 0.1

19.56 (1.86)
1.1 | 40 | 1.3

19.26 (1.56)
1.1 | 38 | 1.0

HEA (p = 13, Ntrn = 170, Ntst = 100)

16.33 (2.67)
10000 | 0.0001

9.36 (2.83)
1.1 | 28 | 0.5

10.94 (2.72)
1.1 | 28 | 0.3

8.82 (2.58)
1.1 | 34 | 0.6 | 0.1

8.39 (2.29)
1.1 | 34 | 0.4

8.65 (2.40)
1.1 | 34 | 0.5

SYN (p = 2, Ntrn = 250, Ntst = 1000)

9.54 (0.60)
0.7 | 7

8.92 (0.91)
1.5 | 12 | 0.5

8.31 (0.63)
1.1 | 16 | 0.2

8.87 (0.76)
2 | 12 | 0.2 | 0.02

9.07 (0.43)
1.5 | 4 | 1.0

9.07 (0.47)
1.5 | 4 | 1.1

THY (p = 5, Ntrn = 140, Ntst = 75)

4.21 (2.11)
10 | 4

3.77 (4.52)
1.1 | 28 | 1.6

1.65 (1.46)
1.1 | 20 | 0.6

2.35 (1.84)
1.1 | 37 | 0.4 | 0.1

2.41 (2.07)
1.5 | 38 | 0.5

2.64 (2.43)
1.1 | 28 | 1.6

TIT (p = 3, Ntrn = 150, Ntst = 2051)

22.90 (1.33)
0.01 | 4000

22.05 (0.86)

1.1 | 8 | 0.6
22.37 (1.07)
2 | 12 | 0.7

22.04 (0.87)
1.1 | 8 | 0.6 | 0

22.28 (1.15)
1.5 | 24 | 0.6

22.13 (1.37)
1.1 | 6 | 1.1

The classification efficiency of the considered benchmark data was also stud-
ied in [15,16] and the best results are: BRE (25.8 (4.6)), DIA (23.2 (1.6)), HEA
(16.0 (3.3)), THY (4.2 (2.1)) and TIT (22.4 (1.0)). For BRE, DIA and THY the
Kernel Fisher Discriminant classifier was used, while for HEA and TIT the Sup-
port Vector Machine. It can be noticed, that all proposed FCεH clustering-based
methods provided lower mean classification errors for the above datasets.

To estimate the computational complexity we measured the computing time
(t1) of the FCεH clustering (m = 1.1, ε = 0.1) and time (t2) needed for the
classification (FCεH + IRLS). The results are normalized to the computing



92 M. Jezewski et al.

times of FCM clustering (m = 1.1) and LSVM classification (ν = 1, χ = 1)
respectively (Table 2). The FCεH is characterized by the higher computing time
than the FCM, especially for SYN, THY and TIT (L = 40) datasets. The reason
are two nested loops realizing two Picard algorithms required for the FCεH
implementation. The total time needed for the classification applying the FCεH
is also higher when comparing to the LSVM. The main reason is the time needed
for the clustering (the computing time of IRLS was studied in [13]).

Table 2. The comparison of the computing time

BRE DIA HEA SYN THY TIT

L 4 20 40 4 20 40 4 20 40 4 20 40 4 20 40 4 20 40

t1 0.3 3.1 5.6 5.5 2.9 5.9 2.7 2.9 2.1 26.1 110.5 116.8 186.8 195.0 36.0 5.5 5.1 70.5

t2 7.6 41.6 161.7 5.2 26.5 148.6 3.9 22.9 39.6 9.1 475.0 948.7 82.4 363.0 741.2 3.0 11.1 29.2

5 Conclusions

The paper presented the new fuzzy clustering method with ε-hyperballs (FCεH)
being the prototypes. It is based on the idea of regions of insensitivity described
by the hyperballs of radius ε. The distances of objects located inside the insen-
sitivity hyperball from its center are considered as equal to zero. The proposed
clustering was applied to determine the Gaussian membership functions of fuzzy
sets in antecedents of the fuzzy classifier. The efficiency of the classification
based on the FCεH was evaluated using six benchmark datasets. The results
were compared with three reference procedures: with two clustering methods
combined with the same fuzzy classifier and with the Lagrangian Support Vec-
tor Machines (LSVM). All clustering methods outperformed the LSVM. Among
them, the FCεH provided better classification accuracy for all or four datasets,
depending on the reference method. Therefore we may conclude, that it is effi-
cient method of determining the antecedents of the considered fuzzy classifier.
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Abstract. In the paper a very fast algorithm for K-means cluster-
ing problem, called Yinyang K-means, is considered. The algorithm
uses initial grouping of cluster centroids and the triangle inequality to
avoid unnecessary distance calculations. We propose two modifications of
Yinyang K-means: regrouping of cluster centroids during the run of the
algorithm and replacement of the grouping procedure with a method,
which generates the groups of equal sizes. The influence of these two
modifications on the efficiency of Yinyang K-means is experimentally
evaluated using seven datasets. The results indicate that new grouping
procedure reduces runtime of the algorithm. For one of tested datasets
it runs up to 2.8 times faster.

Keywords: Clustering · K-means algorithms · Yinyang K-means

1 Introduction

The problem of finding K clusters in data [8] is arguably the most important
unsupervised learning problem. It can be formulated as a search for a partition
of the learning set X consisting of N feature vectors, i.e. X = x(1), . . . , x(N),
x(i) ∈ R

M , where M is the dimension of the feature space. The most popular
criterion used in clustering is the sum of square errors (SSE) defined as:

SSE =
N∑

i=1

d2(x(i), c(a(i))), (1)

where d(x, y) is a distance (e.g., Euclidean), a(i) ∈ {1, . . . ,K} denotes the index
of cluster, to which feature vector x(i) is assigned, and c(j) ∈ R

M , where j ∈
{1, . . . , K}, is the centroid (prototype) of the j-th cluster. The clustering problem
with SSE criterion and Euclidean distance is known to be NP-hard [1] and various
approximation heuristics have been proposed. The K-means method, the most
popular of these, is an iterative refinement algorithm, which, given an initial
solution (a set of centroids), generates a sequence of solutions with decreasing
values of SSE. Each iteration of the K-means method consists of two steps. In
the assignment step each feature vector is assigned to the cluster represented by
c© Springer International Publishing AG 2017
L. Rutkowski et al. (Eds.): ICAISC 2017, Part II, LNAI 10246, pp. 94–103, 2017.
DOI: 10.1007/978-3-319-59060-8 10
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the closest centroid (prototype). In the update step the centroid of each cluster is
recalculated as the sample mean of the assigned feature vectors. The iterations
of K-means proceed until local convergence, where improvements of the current
solution cannot be found.

The simplest formulation of K-means method is Lloyd’s algorithm [11]. In
the assignment step it uses a brute-force approach and computes the distance
between each feature vector and each cluster centroid. For applications of clus-
tering to analysis of large datasets (‘big data’) the computational requirements of
Lloyd’s algorithm may be too high. Recently, a lot of research has been devoted to
faster alternatives to Lloyd’s algorithm. Efforts towards speeding up the Lloyd’s
algorithm include clever initialization techniques, e.g., K-Means++ [2], approx-
imate algorithms [14,15], approaches using KD-trees [9,13] and triangle inequal-
ity [5–7]. Because they work well in high dimensional feature spaces (unlike
KD-trees) and give the same results as the Lloyd’s method (unlike approxi-
mate approaches), the algorithms using triangle inequality seem to be the most
promising ones in clustering of big data.

The starting point of this work was a recent paper by Ding et al. [5], in
which they proposed Yinyang K-means – a very fast K-means variant, which
uses initial grouping of cluster centroids and the triangle inequality to skip unnec-
essary distance calculations. Their work used the standard K-means algorithm
to obtain initial grouping of centroids, which does not change during the run
of the algorithm. Our work extends the approach of Ding et al., by two modifi-
cations. The former consist in regrouping of cluster centroids during the run of
the algorithm. The latter works by replacing initial grouping procedure with a
method which generates the groups of equal sizes. We experimentally investigate
the effect of these two changes on the efficiency of Yinyang K-means.

The rest of the paper is organized as follows. In the next section the Yinyang
K-means algorithm is presented. Section 3 describes our modifications of the
algorithm. Section 4 presents the results of computational experiments evaluating
the influence of our modifications on the efficiency of the algorithm. The last
section concludes the paper.

2 Yinyang K-means

The main idea of Yinyang K-means clustering [5] consists in partition of cluster
centroids into t groups. In [5] it was proposed to set t = K/10 and to employ
the standard K-means run (using cluster centroids as the data) to obtain this
initial grouping. For each feature vector x(i) ∈ X and j-th group the algorithm
maintains a lower bound l(i, j) on minimum distance between x(i) and cluster
centroids from the group, excluding the currently assigned centroid c(a(i)). The
algorithm also maintains the upper bound u(i) on the distance between c(a(i))
and x(i). If l(i, j) ≥ u(i) then any centroid from the the j-th group cannot
be closer to x(i) than the currently assigned centroid c(a(i)). In this case, the
calculations of distances to centroids from the group can be avoided.

The pseudocode of the algorithm, based on the formulation in [3], is shown
in Algorithm 1. The algorithm starts with the partition of centroids (line 1).
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Algorithm 1. Yinyang K-means algorithm.
Data: Initial cluster centroids c(1), . . . , c(K) and feature vectors x(1), . . . , x(N)

1 Obtain t-partition of initial centroids; store cluster indexes in G1, . . . , Gt

2 for i ← 1 to N do
3 a(i) ← argmink=1,...,K d(x(i), c(k))

4 u(i) ← d(x(i), c(a(i))), ∀j=1,...,tl(i, j) ← min{k:k∈Gj\a(i)} d(x(i), c(k))

5 repeat
6 for j ← 1 to K do
7 c′(j) ← c(j), c(j) ← mean{x(i) ∈ X : a(i) = j}, δ(j) ← d(c′(j), c(j))

8 ∀j=1,...,tg(j) = maxk∈Gj δ(k)

9 for i ← 1 to N do
10 u(i) ← u(i) + δ(a(i))
11 ∀j=1,...,tl(i, j) ← l(i, j) − g(j)
12 if minj=1,...,t l(i, j) ≥ u(i) then continue
13 u(i) ← d(x(i), c(a(i)))
14 if minj=1,...,t l(i, j) ≥ u(i) then continue

15 Ĝ ← ⋃{j∈1,...,t:l(i,j)<u(i)} Gj

16 Obtain a(i) using centroids whose indexes are in Ĝ
17 until cluster assignment a(1), . . . , a(N) stabilizes

Result: Final cluster centroids c(1), . . . , c(K) and cluster assignment
a(1), . . . , a(N)

The indexes of centroids are split into t groups. G1, . . . , Gt. Next, it performs one
iteration of Lloyd’s method (lines 2–4), which is necessary for tightly initializing
the lower and upper bounds. The main loop of the algorithm is started (lines
6–7) with the computation of new centroids coordinates as sample means. In this
process the drift (i.e., the distance moved) of each centroid c(j) is calculated in
δ(j). Next, (line 8) the drift of each group is calculated in g(j) as a maximum
drift of individual centroids. Afterwards the algorithm performs the assignment
step, calculating a(i) for all data items (lines 9–16).

The assignment steps begin with the update of lower and upper bounds (lines
10–11) using the drifts. Then, it tries to filter out as many distance calculations
as possible using the bounds. It first checks if l(i, j) ≥ u(i) for all j = 1, . . . , t (line
12). If this condition, called the global filtering condition, holds, than no centroid
can be closer to x(i) then the currently assigned centroid c(a(i)) and calculation
of all distances to x(i) can be avoided. If this condition fails the algorithm
tightens the upper bound u(i) by the real distance (line 13) and re-checks the
condition again (line 14). If this fails the algorithm enters the group filtering
stage considering only the groups which did not pass the bounds comparison
(line 15). The assignment a(i) is obtained in line 16 with the help of the local
filtering. The details of the local filtering [3,5] are omitted in this paper due
to space limitation. However, it should be noted that our modifications of the
algorithm do not influence the local filtering.
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The pseudocode in Algorithm 1 is focused on the assignment step. Following
[5,7] our implementation uses one important optimization of the update step.
It retains vector sums and counts of objects assigned to each cluster. Using this
approach the iteration over the whole dataset to compute the means (line 7) is
not necessary. Instead it is sufficient to update the vector sums and the counts
for feature vectors which changed the cluster membership. By doing so we incur
the cost of one addition and one subtraction for each feature vector that changed
the membership. Thus, this optimization is beneficial if less than half of feature
vectors change cluster membership in an iteration.

3 Modifications of the Algorithm

3.1 Regrouping of Centroids

The aim of the first modification is to prevent a possible reduction of efficiency
of the group filtering with the progress of Yinyang K-means. For maximal effi-
ciency of the group filtering it may be beneficial to have similar centroids in
each group. The centroid grouping (line 1 of Algorithm 1) step achieves this at
initial iterations of the algorithm. However at later stages, because the centroids
move, centroids in a group tend to be very distinct. Regrouping of centroids may
alleviate this problem.

Because the cost of regrouping can be substantial, it is performed at iterations
Is, 2∗ Is, 4∗ Is, 8∗ Is, . . ., where Is is an user-supplied parameter. It is performed
before line 6 of Algorithm 1 and consists in running the standard K-means
algorithm on cluster centroids c(1), . . . , c(K) (similarly to line 1).

After the regrouping, because some centroids have changed group member-
ship, the lower bounds have to be updated. Denote by G′ = G′

1, . . . , G
′
t the old

(before regrouping) partition of centroids, and by l′(i, j) (where i = 1, . . . , N
and j = 1, . . . , t) the old lower bounds. New lower bound is calculated as
l(i, j) = mink∈Δ(j) l′(i, k), where Δ(j) ⊂ G′ denotes the indexes of source cen-
troid groups (i.e., the old groups from which at least one centroid migrated to
group j). More formally: Δ(j) = {k : ∃l∈{1,...,K}l ∈ G′

k}.

3.2 Initial Grouping and Regrouping Using Same-Size K-means

The second modification replaces the clustering method used in the initial group-
ing of centroids (and in regrouping) by a variant of K-means algorithm, which,
while performing local optimization of the SSE (1), generates clusters of equal
sizes (same-size K-means). This change is motivated by a possible improvement
of the efficiency of the group filter, when using groups with balanced cardinali-
ties. The pseudocode of the same-size K-means is shown in Algorithm 2.

The same size K-means algorithm uses c(1), . . . , c(K) as the input data. The
partition of the data into groups is represented by a variable b where b(i) ∈
{1, . . . , t} is the group index for c(i). The algorithm requires such an initial
partition of the data that cardinalities of groups differ by at most one. For an
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Algorithm 2. Same-size K-means algorithm for centroid grouping
Data: Cluster centroids c(1), . . . , c(K) and group assignment b(1), . . . , b(K)

1 for i ← 1 to t do e(i) ← mean{c(k) : b(k) = i}
2 repeat
3 for i ← 1 to K do
4 for k ← 1 to t do D(i, k) ← d2(c(i), e(k))
5 if mink∈{1,...,t}D(i, k) then B(i) ← true
6 else B(i) ← false

7 for i ← 1 to K do
8 if B(i) then continue
9 for j ← i + 1 to K do

10 if D(i, b(i)) + D(j, b(j)) < D(j, b(i)) + D(i, b(j)) then
11 swap b(i) with b(j)

12 for i ← 1 to t do e(i) ← mean{c(k) : b(k) = i}
13 until group assignment b(1), . . . , b(K) stabilizes

Result: Final group assignment b(1), . . . , b(K)

application of the algorithm to initial grouping the initial partition fulfilling
this condition is obtained by greedy adding data items to the groups trying to
minimize the SSE. For an application to regrouping the previous partition is
used to initialize the algorithm.

The algorithm starts with the computation of centroids of groups in variable
e (line 1). In a single iteration (lines 3–12) it first pre-computes in variable D
(the loop in lines 3–6) the squared distance between each data item and each
centroid. For each data item c(i) it also sets the boolean flag B(i) if the currently
assigned centroid e(b(i)) is the closest to the data item c(i). The flag B(i) is later
used to filter out such data items as the candidates for swap (line 8).

In the next loop (lines 7–11) the algorithm tries to lower the SSE as much
as possible while preserving cardinalities of groups. It considers all pairs of data
items, excluding the data items filtered out by the variable B. The two items
exchange their groups (line 11) if and only if this operation lowers the SSE (line
10). The iteration is finished by recalculation of centroids (line 12).

Because both the group exchange operation and the recalculation of centroids
lower the SSE of the solution, the convergence of Algorithm 2 is assured. The
computational complexity of the algorithm is O(K2).

4 Experimental Results

The aim of the experimental study reported in this section was to evaluate
whether our modifications of Yinyang K-means reduce its runtime. We per-
formed clustering experiments using seven large datasets. The characteristics of
the datasets are shown in Table 1.

Caltech101, notredame, tiny, and ukbench came from an content-based image
retrieval application [16]. Uscensus is a well known large dataset from UCI
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Table 1. The description of the datasets used in the experiments.

caltech101 mix300 notredame tiny ukbench urand300 uscensus

Dimension M 128 300 128 384 128 300 68

#vectors N 1000K 1000K 410K 1000K 1000K 1000K 2458K

Source [16] synthetic [16] [16] [16] synthetic [10]

machine learning repository [10]. The last two datasets are artificially generated.
Urand300 was obtained by random sampling from the uniform distribution on
the interval [0, 1]. Mix300 was sampled, using a generator described in [12], from
a Gaussian mixture consisting of 40 very well separated clusters.

All the experiments were performed on a system consisting of two 14-core
Intel Xeon E5-2697 v3 processors with 64GB of RAM. The algorithms were
implemented in C++ and compiled by Intel C++ compiler version 15.0.4 using
the optimization options recommended for the processor. The algorithms were
parallelized using the OpenMP shared memory programming standard [4] and
employed all 28 cores in the system.

In the experiments we have tested four variants of Yinyang K-means obtained
by using two initial clustering methods and by using/not using regrouping. These
four variants are denoted by Y and Y1–Y3 and described in Table 2. While variant
Y is the original Yinyang algorithm, the remaining three include at least one of
two modifications proposed in this paper.

Table 2. The four variants of Yinyang K-means algorithm used in the paper.

Variant Initial grouping Regrouping

Y K-means No

Y1 K-means Yes

Y2 same-size K-means No

Y3 same-size K-means Yes

In the experiments we used K ∈ {64, 256, 1024, 4096}. In all the experiments
we set IS = 5. For each dataset and each value of K we generated ten random
initial clustering solutions. Next, each of four variants of Yinyang K-means was
run ten times using these initializations. The result of a single experiment was
the average (over ten initializations) wall clock runtime of each algorithm and
the average number of iterations. The results are reported in Table 3.

The results indicate that, although all four variants should give the same
solution (and thus the number of iterations) given the same initialization, this is
not always the case. For five real life datasets the average number of iterations for
two methods (Y and Y1) using the K-means centroid grouping is different from
the average number of iterations for two methods (Y2 and Y3) using same-size
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Table 3. Execution times in seconds (before ‘/’ sign) and numbers of iterations (after
‘/’ sign) of four variants (Y , Y1, Y2, Y3) of Yinyang K-means. Each result is the average
over 10 different random initializations. The fastest algorithm is indicated in bold.

Dataset K Y Y1 Y2 Y3

caltech101 64 2.9/355.3 2.85/355.3 2.81/367.1 2.82/367.1

256 7.46/468.3 7.95/468.3 7.73/466.8 8.17/466.8

1024 21.9/380.9 23.2/380.9 20.9/397.4 22.7/397.4

4096 49.3/197.9 55.8/197.9 50.4/216.6 56.9/216.6

mix300 64 6.16/254.6 6.28/254.6 4.58/254.6 4.57/254.6

256 36.9/405.9 29.2/405.9 13.7/405.9 12.9/405.9

1024 94/352.9 63.4/352.9 43.9/352.9 39.8/352.9

4096 204/277.1 172/277.1 138/277.1 134/277.1

notredame 64 1.44/282.3 1.35/282.3 1.38/317.0 1.36/317.0

256 3.98/317.0 4.11/317.0 3.69/303.5 3.75/303.5

1024 9.68/183.7 9.45/183.7 8.09/176.7 8.96/176.7

4096 19.4/76.0 21.6/76.0 19.2/76.8 21.1/76.8

tiny 64 16.2/735.1 14.7/735.1 14.1/742.9 13.9/742.9

256 33/654.2 28.4/654.2 28.2/730.6 28.4/730.6

1024 76.1/458.0 69.1/458.0 63.9/464.3 64.4/464.3

4096 174/232.4 171/232.4 150/207.8 157/207.8

ukbench 64 2.93/348.7 2.88/348.7 2.91/374.8 2.91/374.8

256 7.39/434.0 7.8/434.0 8.07/497.1 8.51/497.1

1024 21.1/340.4 22.4/340.4 20.2/357.2 22.3/357.2

4096 55.6/257.4 62.5/257.4 54.9/254.9 61.1/254.9

urand300 64 43.2/1761.7 43.3/1761.7 40.2/1761.7 40.1/1761.7

256 68.9/725.7 69.7/725.7 61.3/725.7 61.5/725.7

1024 128/243.7 130/243.7 112/243.7 113/243.7

4096 293/80.1 316/80.1 251/80.1 253/80.1

uscensus 64 1.28/82.4 1.29/82.4 1.22/81.0 1.27/81.0

256 3.99/155.6 4.44/155.6 3.98/144.9 4.42/144.9

1024 14.8/196.7 16.4/196.7 14.7/207.0 16.4/207.0

4096 42.3/156.3 50.9/156.3 47.1/177.3 54/177.3

K-means centroid grouping. In this case we have also observed the differences in
cluster assignments. The most likely cause of this behavior is different order of
iteration over cluster centers. In case of equal distance between a feature vector
and two centroids this order may influence the outcome of the algorithm. This
behavior has not manifested itself for artificially generated datasets because the
real life datasets were stored using limited precision (e.g., original features in
image processing datasets have a single byte representation).
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In order to make a correction for the above behavior of the algorithms, we also
present results based on the average time of a single iteration. For each method
A ∈ {Y, Y1, Y2, Y3} the average time of a single iteration is given by ti(A) =
t(A)/I(A) where t(A) and I(A) denote the average execution time and average
number of iterations over 10 runs, respectively. The speedup of the variant A
over the unmodified Yinyang K-means, is then defined as S(A) = ti(Y )/ti(A),
where ti(Y ) is the average iteration time of the unmodified method Y . These
speedups are presented in Table 4.

Table 4. Speedups of three variants (Y1, Y2, Y3) of Yinyang K-means over the unmod-
ified method Y . The speedups are computed on the basis of the average iteration time.
The results are average over 10 different random initialization. The fastest algorithm,
if faster then unmodified Yinyang K-means variant, is indicated in bold.

Dataset K Y1 Y2 Y3

caltech101 64 1.02 1.06 1.06

256 0.938 0.962 0.91

1024 0.945 1.09 1.01

4096 0.884 1.07 0.948

mix300 64 0.981 1.35 1.35

256 1.27 2.7 2.87

1024 1.48 2.14 2.36

4096 1.19 1.48 1.52

notredame 64 1.06 1.17 1.18

256 0.968 1.03 1.02

1024 1.02 1.15 1.04

4096 0.899 1.02 0.927

tiny 64 1.1 1.16 1.17

256 1.16 1.31 1.3

1024 1.1 1.21 1.2

4096 1.02 1.04 0.989

ukbench 64 1.02 1.08 1.08

256 0.948 1.05 0.995

1024 0.939 1.09 0.991

4096 0.889 1 0.901

urand300 64 0.998 1.08 1.08

256 0.989 1.13 1.12

1024 0.982 1.14 1.14

4096 0.926 1.17 1.16

uscensus 64 0.993 1.03 0.991

256 0.898 0.935 0.841

1024 0.902 1.06 0.95

4096 0.831 1.02 0.889
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The examination of the results from Table 4 reveals that:

• Addition of regrouping alone does not significantly reduce runtime of the
algorithm. In most cases the runtime is actually increased. The only exception
to this rule is mix300 dataset, for K > 64.

• Replacement of initial grouping method by same size K-means results in
mostly fastest variant of the algorithm (column Y2 in Table 4).

• Combination of two modifications proposed in the paper (Y3), degrades the
performance in comparison to Y2. The only exception is again mix300 dataset.

• For the Y2 variant speedup for all the datasets, except one, decreases when
K is increased from 1024 to 4096. We conjecture that O(K2) computational
complexity of our same size K-means implementation is limiting the speedup
in this case.

5 Conclusions

In this paper we proposed two modifications of Yinyang K-means. We exper-
imentally evaluated the impact of these modifications on the efficiency of the
algorithm using five real life and two synthetic datasets. Although the results
indicated that no method always dominated the others, they also pointed out,
that the efficiency of Yinyang K-means can be further improved. In particular,
for high dimensional datasets, replacing a K-means grouping method with its
same-size counterpart significantly improved the efficiency.

An apparent direction of future work is the improvement of the same size
K-means procedure. Its O(K2) computational complexity seems to degrade the
efficiency for large number of clusters K. We are also going to develop a version
of the algorithm for clusters consisting of dozens of multi-core compute nodes
and evaluate its performance.
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Abstract. The aim of this study was to describe a found method for
detection of logotypes that indicate innovativeness of companies, where
the images originate from their Internet domains. For this purpose, we
elaborated a system that covers a supervised and heuristic approach to
construct a reference dataset for each logotype category that is utilized
by the logistic regression classifiers to recognize a logotype category. We
proposed the approach that uses one-versus-the-rest learning strategy to
learn the logistic regression classification models to recognize the classes
of the innovative logotypes. Thanks to this we can detect whether a given
company’s Internet domain contains a innovative logotype or not. More-
over, we find a way to construct a simple and small dimension of feature
space that is utilized by the image recognition process. The proposed
feature space of logotype classification models is based on the weights of
images similarity and the textual data of the images that are received
from HTMLs ALT tags.

Keywords: Logotypes classification · Logotypes recognition · Images
classification · Images matching · Images feature construction · Feature
construction

1 Introduction

Challenges. It is believed that the innovative businesses play a crucial role in
the development of modern economies. One may want to locate them in order
to establish a fruitful cooperation. It is a non-trivial task because such creative
companies may exist in various fields of human activity. Fortunately, most of
them have public web pages on the Internet. As it is impossible to search the
whole Internet manually, we can recognize such companies by using the combi-
nation of web crawling techniques and machine learning methods. In our previ-
ous work [13], we developed a domain classification system that categorizes the
Internet domains of companies into innovative and non-innovative classes.

Many features may indicate innovativeness of a company. Most impor-
tantly, it should launch/develop a product or service that is new or significantly
c© Springer International Publishing AG 2017
L. Rutkowski et al. (Eds.): ICAISC 2017, Part II, LNAI 10246, pp. 104–115, 2017.
DOI: 10.1007/978-3-319-59060-8 11
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improved - it may be a product, process, marketing campaign, or organizational
innovation [1,11]. Such innovations may receive local, national, or international
awards. They can also result from participation in research projects sponsored
by various funds. To better promote these achievements, innovations and com-
panies are usually advertised by different graphical signs. Thus, we can assume
that the Internet domains of companies may include images, i.e. logotypes like
trademarks or institution logotypes, which could contain valuable hints about
these businesses’ innovativeness.

Objectives. We assume that logotypes might improve the classification quality
of the domain categorization system [13], which establishes whether a company
is innovative or not based on the analysis of its web page. They may provide
new, important features to the classification system closely related to the pure
textual data. Therefore, we decided to work on the detection and recognition
issue of logotypes on the Internet domains and propose an innovative logo detec-
tion system as a part and extension of the domain classification system. More
specifically, the objectives of the study are as follows: (1) to design an innovative
logo detection system that utilizes the supervised classification method to detect
whether a given image indicates innovativeness or not, and (2) to check if we can
use a new type of classification features, which values are created by the image
similarity functions, to create the classification models that can recognize of the
appropriate pre-selected logotypes indicating innovativeness.

We have to note that, in this study, we use short terms ‘an innovative image’
or ‘an innovative logotype’ for graphical signs that may are somehow connected
with an innovative company, i.e. indicate its innovativeness.

Proposed approach. To detect if a given image is innovative or not, we recognize if
this image matches at least one of the preselected groups (sets) of the innovative
logotypes. For each group of preselected logotypes, we have built a classification
model in a supervised manner. This model utilizes the similarity functions to
create the values of the classification features. We compute the appropriate sim-
ilarities between the given image and the preselected logotypes and texts from
the reference datasets. After that, we use these values as the features of the
classification model. Thanks to classification model, we can recognize whether
the given image matches to the appropriate set of innovative logotypes. If the
image is classified to at least one of the innovative logotype sets, then we assume
that this image is innovative. Otherwise, the image is not innovative.

It has to be highlighted that we consider the logotypes as a particular subset
of images, and we do not consider the images containing embedded logotypes,
for example, photos from photo-cameras that may contain a logotype somewhere
in the background. In this paper, we do not resolve the task of the logo detection
or logo recognition (the logo spotting) in the mixed images (the natural images)
mentioned above, where logotypes are somewhere in given images [3,8,20]. The
above limitations imply that, in this study, we try to build a classification system
that can recognize whether an image under examination contains or is similar
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to any logotype from a preselected set of logotypes and then classify the picture
into one of two following groups: the innovative logotype and other logotypes.

The paper is structured as follows. Section 2 presents the selected previous
works related to the image processing field. Sections 3 and 4 show an overview of
the proposed innovative logotypes classification system and its implementation
respectively. The next Sect. 5 describes the evaluation process of the proposed
approach and results obtained during the experiments. Finally, Sect. 6 concludes
the findings.

2 Related Works vs. Proposed Approach

There are many works concerning the issues of logo detection and recognition [2–
4,6–8,14–16,19–21]. Article [10] presents a great review of these methods. It
contains the comparative summary of (i) methods for logo recognition in docu-
ment images, and (ii) image and video logo detection and retrieval methods. As
we can notice, the problem of image recognition has been widely discussed in
the literature. Conceptually, our approach to the logotypes recognition is nearly
related to Rusinol et al. [17], Li et al. [12], and Baratis’s [2,14,19] works.

Like the Rusinol et al. and Li et al., we use the reference images dataset for
each logotype class to build classification model(s) that recognize(s) the logotype
class of each unknown image. To determine an image class, Rusinol et al. used the
SIFT local descriptors and a bag-of-visual-words model that based on the nearest
neighbour ranking. They did not use the additional text data as a new feature
and the machine learning classification techniques. Their work focused on the
recognition of logotypes from the document images. Li et al., in the first research,
used multiple types of image features to build a classification images model in a
discriminative way. Their solution used multi-layer perceptrons. Unfortunately,
their work focused on the development of the classification methodology for the
automatic annotation of outdoor scene images. They did not resolve the logotype
recognition problem. The last work (Baratis et al.) used the images from the
Internet. In this work, the features were received from the different histograms,
and the machine learning techniques were utilized to learn a classification model.
Nonetheless, their work focused only on the logotype and trademark images
detection. They did not propose the logotype recognition. In contrast to the
works mentioned above, our approach is dedicated to innovative logotype images
detection on the web pages by the utilization of the logotype recognition (an
image is matched to the appropriate class of logotypes). We realize this matching
by the proposed classification system. In this system, we use the features that
are based on the values of similarity functions. Moreover, our approach uses
one-versus-the-rest learning strategy to learn the logistic regression classification
models to recognize the classes of innovative logotypes.

3 Problem Description

Suppose that we have an image im from the set of images I, i.e. im ∈ I and
the im = (iRel, iAlt, idDom). The iRel is the value of bytes of the image stream,
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i.e. the image representation such as a RGB matrix, a HSV matrix, a grayscale
matrix, etc. The iAlt is an image label that was extracted from an HTMLs’ ALT
tag, and idDom is an identifier of an Internet domain, where we found the given
image. We split the I set into two disjoint subsets, i.e. the logotype IL and the
other one IO (I = IL ∪ IO). Additionally, we divided the IL set into two disjoint
subsets, i.e. the innovative logotype IIL and the non-innovative logotype I¬IL

(IL = IIL ∪ I¬IL, IIL � I¬IL, |IIL| � |I¬IL|, and IIL � IO but I¬IL ⊆ IO). In
our case, the IIL set consists of the pre-selected sets of logotypes. We determined
the fourteen classes of such logotypes, i.e. the set of innovative class labels CIL =
{forbes′ diamond, business gazelle, business cheetah, innovative technology,
innovative economy, laurels′consumer,ministry of science and higher
education, polish agency for enterprise development, the national centre for
research and development, poland now, european union, patent office, gold
medal, integrated regional operational program} shortly CIL = {FD,BG,BC,
IT, IE,LC,MOSAHE,PAFED, TNCFRAD,PN,EU, PO,GM, IROP}, and
IIL = IBG ∪ IFD ∪ · · · Ic∈CIL

=
⋃

c∈CIL
Ic. Figures 1 and 2 show the examples

set of the innovative logotypes and other images respectively.

IFD IBG IEU

IGM
IBCIPO

Fig. 1. The set of innovative logo-
types IIL with the example subsets
of the innovative logotypes, such as
IFD, IBG, IEU , IPO, IBC , and IGM .

Fig. 2. The set of the another image
examples from Internet that may also
includes the non-innovative logotypes,
i.e. IO = I \ IIL.

As we can see (Fig. 1), the innovative logotypes from each subset have several
variations. For example, the business gazelle logotype has different colours, text,
etc. For this reason, in the learning phase of the proposed algorithm, we try to
find and establish a small subset of reference logotypes set for each logotype class
(IRef,c∈CIL

⊂ Ic∈CIL
and |IRef,c∈CIL

| � |Ic∈CIL
|) that well generalize a given

class of logotypes (see Sect. 4 for more details). Figure 2 shows the set of the
remaining images from Internet that also may include the other logotypes (IO).

In our approach, we assume that we can create a process/method that
recognizes if a given image im belongs to the appropriate subset of IIL which
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implies that the image im is innovative. The innovative logotypes detection
system obtains the image im in input and produces a decision dFinal =
{innovative, non − innovative} as output. The system labels the image im by
the innovative label if image im matches the appropriate subset of the IIL set.
Otherwise, it assigns the non-innovative label to the image im.

4 System for Detection of Innovative Logotypes

4.1 System Overview

This subsection describes the proposed classification system of innovative logo-
types. Figure 3 depicts a flow chart outlining the system structure. We use the
function interfaces to describe how the system works. These interfaces are con-
sidered in the terms of computer science.

Start

imagesCrawler : D I

processing : I I

∀im ∈ I

· · ·

· · ·

featuresV ecotrCreator :
(im, IRef,FD ,ARef,FD) vFD

γFD : vFD dFD

featuresV ectorCreator :
(im, IRef,c∈CIL

,ARef,c∈CIL
)

vc∈CIL

γc∈CIL
: vc∈CIL

dc∈CIL

dFinal = γV oting : (dFD, · · · , dc∈CIL
) =

innovative if c∈CIL
dc > 0

no − innovative if c∈CIL
dc = 0

end

Fig. 3. The system for detection of innovative logotypes.

In the first step of the proposed process (Fig. 3), we use the imagesCrawler
function to crawl a set of images I from the Internet. This function as an input
receives the set of the hosts D and returns the set I that was described in
Sect. 3. After that, the processing function processes the set of images I and
returns the extended set of pre-processed images I

′
. This function is important

because the authors recognized (based on empirical observations) that domains
may contain images that include some sub-logotypes (one image/logotype can
include many another appropriate logotypes, i.e. sub-logotypes). For this reason,
we must recognize and decompose this main logotype to several logotypes.
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For example, we may have the image (the main logotype) that includes the three
sub-logotypes (The Innovative Economy, Polish Agency for Enterprise Develop-
ment, and European Development Fund). We use the detection method based
on boundary extension of feature rectangles [21] to recognize and extract these
sub-logotypes.

After the realization of the processing function, we use the featuresVector-
Creator function to construct the vector of features and their values vc∈CIL

for
each innovative logotypes class c ∈ CIL (Sect. 4.2 describes in detail this vec-
tor). This vector is constructed based on the functions’ input parameters, i.e.
the image im, the reference set of images IRef,c∈CIL

, and the reference set of
alts’ text ARef,c∈CIL

for the given class c ∈ CIL. After features construction,
the classification function γc∈CIL

utilizes this vector to compute the decision
dc∈CIL

= {0, 1}. The decision is binary, i.e. the classifier sets 1 if the given image
im is matched (classified) to the given class c ∈ CIL. Otherwise, the classifier
sets 0. In our case, we use the logistic regression classification method to create
a logistic regression classification function [18] (Subsect. 4.2 describes in details
this research aspect).

In the last step, when we have decisions of all classifiers, we use the γV oting

classification function that is based on the simple voting process. For each clas-
sifier, we take the decision dc∈CIL

and based on these decisions we create the
final decision dFinall = {innovative, non − innovative}. If the sum of decisions
is greater than 0, then the image im is innovative. Otherwise, the image im is
not innovative.

4.2 Learning Phase

The main contribution of our proposition is the way in which we construct the
vector of features for the image classification system. For each logotype class
c ∈ CIL (shortly c) we conduct the following steps:

1. The set of logotypes Ic is constructed. We utilized an image retrieval sys-
tem [9] to finish this step, i.e. we sent the queries qc to the retrieval system,
and thanks to this, we collected the appropriate subset of logotypes, for exam-
ple, we created the qBG = {business gazelle, award gazelle} to receive the
IBG logotypes.

2. The reference set of logotypes IRef,c (the initial set of logotypes that is
updated in the next steps of the algorithm) and the reference set of alts’
texts ARef,c are created. The IRef,c set consists of two subsets IRefHist,c

and IRefPhash,c (IRef,c = IRefHist,c ∪ IRefPhash,c and |IRef,c| � |Ic|). In the
initial phase (the first phase of the algorithm), we manually selected logo-
types that have good properties for the (i) similarity function (the images
histogram correlation), and (ii) distance function that is based on pHash (the
perceptual hash [5], for each image we compute its hash and after that we
use the Hamming distance function to calculate the distance between images).
The pre-selected logotypes are put to appropriate subsets that are mentioned
above. Also, the ARef,c set is created manually, i.e. we add to this set the n
most frequent alts’ texts for the given c.
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3. The training dataset Dc is created. The Dc is utilized by the learning
method Γ to create the classification function γc (Γ : Dc �→ γc) (the
logistic regression method is used to create the classification function [18]).
The Dc contains vectors d = ((fsimHist,wsimHist), (fsimPhash,wsimPhash),
(fisAlt,wisAlt), (classLabel, {0, 1})) (where f is a feature name, w ∈ R is a
computed weight of the appropriate feature, and classLabel is the label of a
class), and it is created in the way explained below:

3.1. The set of positive training logotype examples IPL,c for the given class c
is constructed (IPL,c = Ic).

3.2. The set of negative training logotype examples INL,c for the given class
c is created (INL,c = IIL \ Ic).

3.3. Since sometimes the |IPL,c| � |INL,c|, we replicate and add random noise
to the images from IPL,c to balance the above set, i.e. to obtain |IPL,c| ≈
|INL,c|.

3.4. The positive training dataset of positive training vectors is created. In
our case, DP = {((fsimHist, arg maxrp∈IRefHist,c

simHist(π0 : im �→
iRel, rp)), (fsimPhash, arg maxrp∈IRefPhash,c

simPhash(π0 : im �→ iRel,
rp)), (fisAlt, isRefAlt(π1 : im �→ iAlt, ARef,c)), (classLabel, 1)) : im ∈
IPL,c}. The simHist is a similarity function, i.e. histogram correlation
of two images. The images are converted from the RGB color model to
the HSV color model. Two channels H and S of the HSV are used to
compute the histogram correlation function. The simPhash is a function
that computes the distance between two images based on their perceptual
hashes. The isRefAlt function returns the 1 if the ARef,c contains the
alt text of the given image im. Otherwise, it returns 0.

3.5. The negative training dataset of negative training vectors is created. In
our case, DN = {((fsimHist, arg maxrp∈IRefHist,c

simHist(π0 : im �→
iRel, rp)), (fsimPhash, arg maxrp∈IRefPhash,c

simPhash(π0 : im �→ iRel,
rp)), (fisAlt,isRefAlt(π1 : im �→ iAlt, ARef,c)), (classLabel, 0)) : im ∈
INL,c}. The simHist, simPhash, and isRefAlt function were mentioned
above.

3.6. The Dc = DP ∪DN set is created, and this set is split on the 10 folds, i.e.
we split Dc set into 10 separate datasets (Dc = Dc,1∪Dc,2∪· · ·∪Dc,10 and
Dc,1∩Dc,2∩· · ·∩Dc,10 = ∅ ). In each dataset, we learn single logistic regres-
sion classification function Γ1 : DN,1 �→ γ1, · · · , Γ10 : DN,10 �→ γ10. When
the classification functions are determined, we create a final weighted

classification function, i.e. γc =

10∑

i=1

γi

10 . The parameters of the logistic
regression classification function are averaged. The averaged parameters
create the new parameters of the logistic regression function γc.

3.7. When we have the classification function γc, the classification process
γc : Dc �→ R is realized. The R is a set of classification results, i.e. the
labelled set of images. Based on the R the confusion matrix is created.
Thanks to this matrix, we compute the appropriate indicators such as
precision, recall, F-measure, accuracy [18].
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3.8. We analyse the indicators and the logotypes from the false positive and
false negative groups. If the classification results are satisfied (the cho-
sen indicator F-measure has achieved the required value), and we do not
create all classifiers, then we return to the first step (the point 1). Oth-
erwise, based on our observation of the false positive and false negative
groups, we manually type the new logotypes that would better general-
ize the groups, i.e. the logotypes that have better properties for function
similarities. Next, we put the new chosen logotypes into the reference set
IRef,c. The algorithm returns to the 3.4 point and realizes the steps again
for the given c.

4. The learned process is ended when all the classification functions are created.

At the end of this description, two things are worth mentioning. We require
only 2–3 iteration of learning algorithm for each class (the steps from 3.4 to
3.8 we realize 2–3 times) to achieve well diversified and generalized reference
logotypes sets. The applied phase, i.e. the function featuresV ecotrCreator :
(im, IRef,c, ARef,c) �→ vc (Fig. 3) uses the final reference sets of logotypes IRef,c

that were constructed in the learning phase described above. Furthermore, the
feature vector to classify of an image im ∈ I

′
is computed in the same manner

as the positive or the negative training vector that was mentioned above (see
point 3.4 or 3.5 of the learning procedure described above).

5 Evaluation

5.1 Experiments and Their Results

The evaluation process of the system is composed of three phases, namely (i)
dataset construction and assessment, (ii) classification of images originating from
the Internet, and (iii) classification of images coming from the domains of inno-
vative companies. For the evaluation of the proposed algorithm the following
indicators are used [18]: precision (positive predictive value, PPV), recall (true
positive rate, TPR), accuracy (ACC) and F-measure.

In the learning phase, we had the input of a set of logotypes that contained
648 logotypes (|IIL| = 648, on average 46 of logotype examples per class). From
the learning phase, we received the final reference dataset of logotypes that
contained 108 logotypes (|⋃c∈CIL

IRefPhash,c| = 55 logotypes for the pHash,
|⋃c∈CIL

IRefHist,c| = 53 logotypes for the Histogram, and both reference sets
for each logotype class include an average of 4 logotypes). After multiplication
in the learning phase, each category contained on average 10,000 examples of
logotypes; however, the number of these examples may vary among categories
from about 9,856 to 33,660 except the TNCFRAD logotype, which contains only
31 examples.

Table 1 contains the results of dataset assessment carried out for each cate-
gory respectively with the use of the system. The assessment depends on proper
recognition of images as belonging to a specified category or not. We achieved
almost perfect values of precision, recall, accuracy and F1-measure. They are
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mostly higher than 0.9, and only in two categories the indicators are a little
lower, but they are still greater than 0.7. The results achieved on the training
set indicate that the logotypes are properly selected and labelled. Thus, it was
possible to use these logotype categories, logotype reference sets and the created
classification models in the real classification process.

Table 1. The statistics of datasets containing reference logotypes and the indicators of
the logotypes classification from the learning phase for each logotypes class (c ∈ CIL).

Set name Indicators

- TP TN FP FN SUM PPV TPR ACC F-measure

FD 8,658 6,770 525 481 16,434 0.9428 0.9474 0.9388 0.9451

BG 14,850 11,867 2 0 26,719 0.9999 1 0.9999 0.9999

BC 14,028 10,290 4,666 4,676 33,660 0.7504 0.75 0.7225 0.7502

IT 10,808 8,644 1 0 19,453 0.9999 1 0.9999 0.9999

IE 16,950 13,477 67 0 30,494 0.9961 1 0.9978 0.998

LC 11,514 8,550 654 0 20,718 0.9462 1 0.9684 0.9724

MOSAHE 6,872 5,459 35 0 12,366 0.9949 1 0.9972 0.9975

PAFED 11,008 8,751 34 0 19,793 0.9969 1 0.9983 0.9985

TNCFRAD 20 8 3 0 31 0.8696 1 0.9032 0.9302

PN 11,220 9,079 65 255 20,619 0.9942 0.9778 0.9845 0.9859

EU 10,176 7,947 514 424 19,061 0.9519 0.96 0.9508 0.9559

PO 5,278 4,208 167 203 9,856 0.9693 0.963 0.9624 0.9661

GM 8,170 6,442 89 0 14,701 0.9892 1 0.994 0.9946

IROP 9,516 7,606 6 0 17,128 0.9994 1 0.9996 0.9997

The second phase of experiments involved classification of 24,165 images
originating from the Internet into two classes, i.e. an innovative or non-innovative
logotype class. We have to mention that there are only 0.8% of images that
were labelled as the innovative class. The results are presented in Table 2. There
are two separate experiments regarding the use of a processing function in the
system, which simply splits an image under examination into sub-logotypes. The
value true in the column sub-logotypes recognition indicates that the function
is used, whereas false means classification without this function. We can assume
that the classification quality is satisfactory in case of using the processing
function because recall and F1-score are higher than 0.7. They are almost equal;
thus, we conclude that the classification model is neither under-fitted nor over-
fitted. When the processing function is switched off, recall and F1-measure are
low, which indicates that many innovative logotypes in the dataset were not
properly classified. The conclusions are that the process of splitting an image to
sub-logos sufficiently improves the system performance, and the system may be
used for recognition of images that indicate innovativeness.
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Table 2. The statistics of datasets containing classified images and the indicators of the
classification from the apply phase, i.e. classification of images into the final logotypes
class (cFinal) with and without processing function.

A B C Indicators

- - - TP TN FP FN SUM PPV TPR ACC F-measure

True 201 23,964 148 23,924 40 53 24,165 0.7872 0.7363 0.9961 0.7609

False 201 23,964 9 23,958 6 192 24,165 0.6 0.04478 0.9918 0.0833

Abbreviations: A - Is sub logotypes recognition; B - the number of the innovative logo-
types; C - the number of other images, i.e. not innovative logotypes

The last phase of the experiments tackles classification of images coming from
the domains of companies selected on the Internet. According to conclusions from
the previous experiment, we use the system with the processing function turned
on. The results are depicted in Table 3. There are 1,385 domains in the dataset,
and 14% of them belong to the categories of innovative domains, i.e. the domains
that include at least one innovative logotype. The images are extracted from 1,385
domains of companies, considering documents up to the third level of each domain.
Precision, recall and F1-score are equal to about 0.85, which indicates that 85%
of the system decisions that the domains include innovative logotypes are cor-
rect, and simultaneously 85% of all innovative domains are selected as innova-
tive because they include correctly detected innovative logotype. Yet we have to
explain the differences in performance between the second and the third experi-
ment. F1-score in the second test (Table 2) is lower by about 0.1 than in the third
test (Table 3). Although in both cases the images are acquired from the Internet,
in the second experiment there are images from various types of websites, whereas
in the third experiment there were only images acquired and aggregated from the
domains of the companies. Thus, the use of different datasets and way to aggregate
results and their evaluation are the reasons for these differences.

Table 3. The statistics of the classified domains based on logotypes classification to
the final logotypes class (cFinal) with the processing function.

A B Indicators

- - TP TN FP FN SUM PPV TPR ACC F-measure

195 1,190 166 1,160 30 29 1,385 0.8469 0.8513 0.9574 0.8491

Abbreviations: A - the number of the domains containing innovative logotypes;
B - the number of the domains without innovative logotypes.

6 Conclusion

We elaborated the system for detection of innovative logotypes on the web pages.
It covers the supervised and heuristic method of constructing a reference dataset
for each logotype category and the logistic regression classifiers that use values
of similarity functions as the classifier features.
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The experimental results proved that system could detect logotypes indi-
cating innovativeness under varying conditions that occur on the Internet. Its
performance is well balanced as it ensures sufficient level of correct decisions that
the logotypes are innovative, and at the same time a similar level of selection of
innovative images from their whole set.

Moreover, several interesting solutions are worth mentioning. Despite using a
relatively small feature space, the system gives satisfactory results. The increase
in the number of features would lead to higher computational complexity of the
algorithm and consequently may decrease the overall performance. However, it
is possible to add more features, as the system is flexible and can utilize new
properties that may be distinguished in the future. The regression models are
trained by a greedy algorithm, which compares a training example with examples
from reference dataset, where the reference collection contains selected logotypes
representative for each considered category. Thus, it is possible to calculate the
features being inputs of the regression model easily.

On the contrary, the proposed approach has some weaknesses that have to be
discussed. It requires some human commitment to select examples in reference
sets for each logotype category separately. Some calculation errors may be caused
by the low quality of images like small and blurry pictures, huge frames around
a logotype, a small number of colors on a white background, appearance of the
same logotype category with different colors in their background or with the
various shades of a color.

We can use some automatic methods to resolve the problem related to human
commitment. We can try to boost the logotypes sets randomly and check the
results, or stop iteration if a classifications error is low. Presumably, it is pos-
sible to circumvent other problems by improving the system with an additional
algorithm recognizing contours of images. Additionally, the classification quality
may be enhanced by the application of a focused crawling to locate the areas
of a domain, which usually contains logos, for instance, sub-pages containing
awards, projects, partners, products, etc. It can be concluded that the proposed
system is well suited for the recognition of images of a particular type originating
from the Internet domains. The evaluation of this approach indicated well the
balanced performance.
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Abstract. Recently, the Czech Insolvency Register covers about 200000
insolvency proceedings. In order to better assess the real impact of
indebtedness across the Czech society, the data about creditors or rea-
sons for debt might be of great value. Unfortunately, the vast majority of
such information is contained only in scanned document copies attached
to the insolvency proceedings. Therefore, this study aims at finding effi-
cient pre-processing, clustering and classification techniques capable of
extracting the wanted information from these cca 1200000 pdf-files.
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Clustering · Knowledge extraction · Semantics assignment

1 Introduction

On 1 January 2008, the Czech government launched a new information system
called Insolvency Register of the Czech Republic (IR) that is publicly accessible
at http://isir.justice.cz/. Recently, IR covers a detailed up-to-date information
about 200000 insolvency proceedings (IPs). The data stored in IR comprises the
information about the debtor such as his/her name, domicile, birth certificate
number, etc. If the debtor is a legal entity, the company name, registered office
and identification number are added. Further information includes the number
of judicial senate handling the IP and a list of its administrators. The creditors
involved in the IP are available only since October 2011, which means that
creditors’ names are missing for most IPs commenced between 2008 and 2011.

Our previous research [9] has been focused mainly on processing structured
entries of the IPs that are easier to handle and comprehend. The vast major-
ity of the data remains, however, available only in the form of several scanned
document copies attached to each respective IP (i.e., approximately 1200000 of
such documents in all). In particular this unstructured data represents often an
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invaluable source of important information [3]. The specific information we are
looking for in this study are the names of the creditors involved in the insol-
vencies and even more importantly the reasons for the debt at hand. In this
respect, efficient clustering and classification techniques could help us identify
the circumstances influencing both the indebtedness and its possible solutions.

Our goal is thus first to extract accurately textual data from scanned pdf-
files containing the so-called applications of receivables (AR). Afterwards, we
will train a classifier that is able to assign actual creditors to pre-processed ARs
commenced after October 2011. The trained classifier shall then be applied to
find the missing creditors’ names also for IPs commenced before October 2011.

With regard to huge amounts of data to be processed quickly, we will pre-
fer computationally more efficient classifiers like, e.g., Naive Bayesian classifier,
logistic regression or support vector machines. In order to better understand
the overall indebtedness structure of the Czech society, we will finally aim at
identifying the main reasons for debt by grouping ARs with similar debt origins
together. In this case, the main problems refer to an appropriate assessment of
the right number of data clusters necessary (cluster validity) and an adequate
representation of the found characteristics (semantics assignment).

2 Related Works

In order to extract textual information from the scanned ARs, the documents
shall be first properly pre-processed. Failure to, e.g., correct the document skew,
can namely impact a serious performance degradation. For skew detection, vari-
ous methods based on the Hough transform [4] have been developed. Their basic
idea consists in finding reference lines in the image and using them to calculate
the skew angle of the document. Afterwards, the image is rotated and aligned
in the horizontal manner.

When detecting lines in images, the original Hough algorithm assumes that
each of their points can lie on an infinite number of lines. A computationally
more efficient variant with negligible performance degradation represents the so-
called Probabilistic Hough transform [6] that involves only a small subset of the
points selected at random. After pre-processing, optical character recognition
(OCR) can be applied as usual.

In computational linguistics, the so-called n-grams are used to model natural
language based on statistical properties of the text. An n-gram is a consecutive
sequence of n items that might occur in a given type of text. The items can be
letters, words but also white space and punctuation according to the application.
Each of the n-grams corresponds to an attribute weighted according to the TF-
IDF scheme in the so-called vector space model [8]. TF stands for the term
frequency and IDF for the inverse document frequency.

2.1 Document Classification

Given an example vector v = (v1, ..., v|V |) with |V | being the vocabulary
size of the document collection, Naive Bayesian classifier (NBC, [8]) calculates
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conditional probabilities for all possible classes m0 and then chooses that class c∗

yielding maximum posterior probability P (Cc∗ |v). Assuming conditional inde-
pendence of attribute values vi given the class Cc, the formula for NBC sounds:

P (Cc|v) =
P (Cc)
P (v)

a∏

i=0

P (vi|Cc) . (1)

The task of the NBC learning algorithm is thus to estimate prior class proba-
bilities P (Cc), c = 1, ...,m0, and conditional class probabilities P (vi|Cc) for the
values vi of the a attributes Ai, i = 1, ..., a.

Standard logistic regression (LR, [16]) is a classification method used for
two-class problems. The classifier defined by the weight vector w predicts the
likelihood of the classes based on the presented vector v . To maximize the sample
likelihood, gradient descent method can be utilized. For the sigmoid function y =
P (C = 1|v) = 1/(1+exp(−wTv)), the weight vector update Δw corresponds to
η(d− y)v , where d stands for the correct class label and η for the learning rates.
After the weights w are found, LR is used for classification so that the class
label Cc, c ∈ {0, 1} with the highest likelihood P (Cc)/(1 − P (Cc)) is predicted.

Support vector machines (SVM, [14]) aim at finding an optimal class separat-
ing hyperplane in the attribute space. An optimal hyperplane is equally distant
from the nearest examples out of both classes called support vectors. Classes that
cannot be linearly separated in the original space, may, however, become linearly
separable in a higher-dimensional attribute space. Yet for the so-called linear
kernel SVMs, even the original attribute space remains preserved. In the case of
multiclass classification, the one-against-rest approach can be taken, where m0

different binary classifiers are formed, each one of them for one particular task.

2.2 Clustering of Text Documents

To reveal the intrinsic structure of high-dimensional data, various clustering
techniques can be applied [1]. In principle, the clusters are formed such that
objects from the same cluster are very similar one to each other, and objects
from different clusters are very distinct. The k-means clustering, for example,
groups the data into k mutually exclusive clusters. Each of the k clusters in the
partition is defined by its centroid, i.e., the point to which the sum of Euclidean
distances from all objects in that cluster is minimized.

The so-called Self-organizing feature map (SOFM, [7]) is a neural network
that learns to capture both the distribution and topology of the input data.
Its output neurons are arranged on a topological grid (usually a rectangular
one). Initial weights of a trained SOFM are spread across the input space. After
presenting the network with the actual input pattern vector x (t) at time t, the
SOFM identifies the winning neuron i∗ that has the shortest distance to x (t).
Next, the weights w i of all the neurons i within a certain neighborhood N(i∗)
of the winning neuron are adjusted according to:

w i(t) = w i(t − 1) + α(t) ( x (t) − w i(t − 1) ). (2)
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Both the learning rates α(t) and the size of N(i∗) decrease during training.
Hierarchical clustering groups the data by creating a multilevel hierarchy,

where clusters at one level are merged together at the next level [15]. Agglomer-
ative clustering first assesses the similarity between every pair of objects in the
data set as their mutual distance. Afterwards, it groups together similar objects
into a binary, hierarchical cluster tree called dendrogram. Finally, it is necessary
to determine where to cut the formed tree into clusters and assign all the objects
below each respective cut to a single cluster.

2.3 Cluster Validity and Semantics Assignment

The optimum number of clusters to partition the considered data can be deter-
mined by increasing step by step the number of clusters and evaluating cluster
validity for each respective clustering. Most of the known validity measures are
based on the ratio between the so-called separation of the clusters and their
compactness. The Dunn index [5] can be, for example, calculated as:

D =
min1≤i<j≤n d(i, j)
max1≤k≤n d′(k)

(3)

for each respective cluster partition, where d(i, j) represents the distance between
the clusters i and j, and d′(k) measures the intra-cluster distance of cluster k.
d(i, j) can be determined, e.g., as the distance between the centroids of the
clusters, and d′(k) as the maximum distance between any pair of the elements
from the cluster k. Higher values of the Dunn index indicate a better clustering.

The so-called Silhouette measure [12] also relates separation to compactness,
but unlike Dunn by subtraction rather than division. Silhouette is based on the
mean score 1/N

∑N
i=0 sxi

over all N patterns xi from the data set. Each pattern’s
individual score sxi

evaluates the difference between the minimum bq,i = min dq,i
average distance dq,i between the vector xi ∈ p and patterns from another cluster
q and the average distance ap,i between vector xi and every other pattern from
cluster p. This difference is then divided by a normalizing term, which is the
bigger one of the two averages ap,i and bp,i: sxi

= (bq,i − ap,i) / max{ap,i, bp,i}.
As clustering improves, the score will approach 1.

Semantics can be assigned to the found high-dimensional cluster representa-
tion of the data by identifying its most discriminative features. For categorical
variables, e.g., the χ2-statistics, can be used for this purpose [1]. Let v1, ...vr
be the r possible values of a particular attribute, and let aij be the number of
data points containing the attribute value vi that belong to cluster j ∈ {1, .., k}.
Further, let ni be the number of data points that take on the value vi for the
attribute. Then, for a data set containing n data points, the χ2-statistics for the
considered attribute is defined with:

r∑

i=1

ni = n and Pi =
ni

n
as χ2 =

r∑

i=1

k∑

j=1

(aij − Pi

∑r
i=1 aij)2

Pi

∑r
i=1 aij

(4)

Higher values of the χ2-statistics indicate stronger cluster characteristics. Other
applicable measures include, e.g., the Gini index or information gain.
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3 Document Pre-processing

As of today, IR comprises about 1.2 million of scanned ARs attached to the stored
IPs as pdf-documents. Due to a varying quality of the scanned documents, a lot
of important information might get lost during the actual text mining. To retain
as much information as possible, our aim will be to enhance the reliability of text
extraction in particular. The process of automatic text extraction called optical
character recognition (OCR) consists of three main steps: image preprocessing,
image segmentation and character recognition.

The free Tesseract OCR software [10] we use in our study provides, unfortu-
nately, only limited segmentation capabilities, especially when it concerns docu-
ments with lines, forms or tables. Therefore, we have used ImageMagick [13] to
remove the background and deskew the image. Afterwards, OpenCV [2] was used
to automatically detect and remove the lines by means of the so-called Proba-
bilistic Hough Transform. The original document and its cleaned preprocessed
version can be seen in Fig. 1(a) and (b) below. Finally, the Tesseract OCR can
be used to extract the text from the preprocessed documents. Figure 1(c) clearly
illustrates the extent to which preprocessing rises the quality of OCR.

Fig. 1. OCR process: (a) original (slightly skewed) document, (b) pre-processed docu-
ment, (c) text extracted from the pre-processed document (b), (d) text extracted from
the original document (a).

To compare the quality, price and speed of the chosen free OCR software with
commercial solutions, we resorted to Abby Fine Reader1 for the tests. Abby Fine
Reader belongs to the best on the market and does not require any advanced
pre-processing. Its trial limit comprises 50 documents. For 50 randomly selected
documents we thus checked if the involved software correctly extracted the names
of the creditors and the value of ARs. Our approach built on free software was

1 http://www.abbyy.com/finereader/.

http://www.abbyy.com/finereader/
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Table 1. 10-fold CV results along with 95% confidence interval: Recall is a relative
frequency of correctly classified positive examples. Precision estimates the proportion of
correctly classified examples that were classified as positive. The F-measure is defined
as F = 2×Recall×Precision/(Recall+Precision). For the tested creditor classifiers,
the shown values correspond to the average over 20 classes and 10 folds.

Classifier Recall Precision F-measure Training(s)

NBC 0.974± 0.006 0.958± 0.002 0.955± 0.002 0.862

LR 0.994±0.001 0.994±0.001 0.994±0.001 189.392

SVM (lin. kernel) 0.994±0.001 0.994±0.001 0.994±0.001 13.446

able to yield both information correctly for 42 (84%) documents. Similarly, Abby
Fine Reader managed to extract this data in 41 (82%) cases.

Altogether, more than 1200000 documents had to be processed in reasonable
time, ideally in parallel. With the multi-core support, the Abby Fine Reader
license costs more than $10000 (and about $2500 without it). When using our
approach that involves free software tools, it takes on average 28 s to process a
single document whereas 10 seconds are required by Abby Fine Reader. As a
single document contains on average 6.5 pages, the overall processor run time
necessary to process all documents is approximately 1200000 × 6.5 × 10 s =
903 days, i.e., almost 2.5 years with Abby Fine Reader. With our solution, this
time would be approximately 1200000 × 6.5 × 28 s = 2528 days.

To further speed up the processing, we re-implemented our solution so that
it could process the documents in parallel. As our solution is based on free
software only, it is possible to distribute it on multiple machines without any
restrictions (this is, however, not possible with commercial tools). In this way,
we were able to gain an even more significant time reduction. To benefit from
these advantages, we harvested the cheapest computational power provided by
Amazon Web Services, called Spot Instances. The biggest instances can be rented
for cca $0.2 per hour and provide 32 cores for parallel execution. At the peak of
our processing we were running our software on 4 such instances, i.e., processing
documents on 4 × 32 = 128 cores. This kind of massive parallelization allowed
us to reduce the time required for processing of all 1200000 documents from
2528 days to only 20 days (and $384).

4 Supporting Experiments

Within the framework of the further IP data analysis, we will be interested in
information contained in the attached pdf-documents. In our opinion, especially
this unstructured data could help us answer the following two questions:

1. Is it possible to deduce from the processed data even information not explicitly
available, e.g., on creditors’ names, and how reliable is such an inference?

2. What circumstances cause indebtedness and how much does its overall struc-
ture vary across the Czech society?



122 I. Mrázová and P. Zvirinský

Fig. 2. An example of stated debt origin (line 06 Reason of origin: based on verbal
orders, car repairs were done and a replacement vehicle was provided; line 07 Further
circumstances: the invoice has been partially paid by the amount of 26.450,- Kč).

4.1 The First Set of Experiments - Inference of Creditors’ Names

The information about the creditors is explicitly stated only in the ARs sub-
mitted after October 2011. For IPs commenced before (∼ 270000 documents),
we wanted to infer the names of the creditors by means of a classifier trained
on later documents where the creditors are explicitly known and the documents
were pre-processed in a similar way.

Further, we will consider only 19 most frequent creditors as class labels. For
each of them, the training set contains 1000 randomly sampled AR-documents.
The class of all other unknown creditors will be represented by additional 2000
randomly selected AR-documents. Altogether, the training set consists of 21000
sample documents out of 20 classes. All the letters were converted to lower case
and all (Czech) stop-words and diacritical marks were removed. Afterwards, we
transformed the text documents to a bag-of-words n-gram model (2 ≤ n ≤ 3)
with each of the 41 937 resulting n-grams weighted by their TF-IDF score.

The above data set was used to train an NBC, an LR model and a linear
kernel SVM. When first approaching this task with a significantly worse pre-
processing [9], we obtained an overall accuracy of about 96.5% for LR. With
improved pre-processing, the achieved precision was almost 3% higher, i.e., 99.4%
for both the SVM and LR. SVM was, however, 14 times quicker than LR, see
Table 1. For training, we used the scikit-learn and scipy python libraries [11] on
Intel Core i7 920 (8 M Cache, 2.66 GHz) with 6x RAM 4096 MB DDR3.

4.2 The Second Set of Experiments - Debt Structure and Origin

For this experiment, we randomly selected 100 000 (∼ 8.3% of all) ARs. Each
scanned AR comprises a unique field that loosely describes the reason for the

Fig. 3. Evaluation of the (normalized) Dunn and Silhouette indicators: an appropriate
number of clusters has been set to 15, where both indicators reach local maximum.
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Fig. 4. An overview of the clustering results including the cluster identifiers and their
brief (prototype) description by a set of keywords. The maps in Fig. (a) illustrate the
distribution of cluster members over the country. Further, the percentage of debtors
with the corresponding number of ARs who have at least one of their ARs in the
considered cluster as well as the main creditors involved are shown in Fig. (b).
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claimed receivables. Typical causes include mortgages, consumer loans and out-
standing insurance payments. In the documents, this information is preceded by
the text “Duvod vzniku” (∼ reason of origin) and followed by “Daľśı okolnosti”
(∼ further circumstances) – see Fig. 2. In between lies the text on debt origin we
will extract. Afterwards, the texts will be cleaned, i.e., redundant white spaces,
newline characters and diacritics are removed. Further, all digits are removed
from the text as well as any explicit identification of the creditors.

The extracted strings of characters were transformed to TF-IDF vectors of
the size 5000. These vectors were used to train a SOFM with 900 neurons orga-
nized into a 30 × 30 grid. The found weight vectors were then grouped together
based on their similarities in possible reasons for debt. The appropriate number
of such higher-level groups was estimated as the (local) maximum found by both
the Dunn method and the Silhouette coefficient, see Fig. 3. As the (global) max-
imum equal to 2 tends to group distinct reasons for debt into larger clusters, the
next viable option equal to 15 has been chosen. The weights of SOFM neurons
were thus grouped into 15 clusters by means of Agglomerative Clustering.

To interpret the revealed indebtedness structure, a small set of representative
keywords selected by means of the χ2-statistics over all of the considered n-grams
has been assigned to each cluster. Each cluster can be also labeled by a typical
debt origin. For 7 selected clusters, Fig. 4 shows their absolute and relative size,
assigned semantics and the first few representative creditors involved with both
the keywords and a brief description of the cluster (prototype).

The biggest Cluster 3 is characterized by credit card debts and loans. It
comprises around 50% of ARs filed by various creditors, mainly financial insti-
tutions. The remaining 14 clusters are smaller and correspond to rather specific
reasons of debt. Cluster 4 contains, e.g., outstanding phone bills for T-Mobile
ČR. Although T-Mobile ČR is the biggest operator and serves about 60% of
Czech population, these ARs come rather from Eastern regions of the country.

Cluster 5 includes both outstanding electricity bills and seizures from west-
ern regions of the country. Typical creditors for these ARs are the companies
Bohemia Faktoring and ČEZ Prodej. The debtors tend to suffer under a heavier
load of ARs more than is common for other clusters. ARs grouped in Clus-
ter 8 are quite specific for outstanding health insurance bills mainly from two
northwestern regions with high unemployment rates.

5 Conclusions

Our long-term goal in the analysis of Czech IP data consists in understanding
the structure and role of mutual relationships formed among subjects involved
in IPs. Our past studies have already revealed several interesting relationships
among the debtors, creditors, judicial senates and insolvency administrators.
Unfortunately, a lot of information is attached to the IPs in an unstructured
form as scanned AR-documents only. For this reason, both advanced OCR and
reliable image processing techniques are beneficial. An improvement of 3% yields,
namely, 8 thousand new creditor names in the context of 270 thousand ARs
commenced before 2011. The main contribution of this paper thus consists in:
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– proposing and implementing an OCR solution that matches commercial
tools in terms of time and quality. A convenient combination of appropri-
ate tools available for free and cheap computational means thus allowed for
an extremely efficient pre-processing and analysis of millions of documents;

– extracting important information from the obtained (unstructured) texts such
as missing creditor names with supervised machine learning techniques and
segmentation of debts based on their origin with unsupervised training;

– semantics assignment based on the found (prototype) ARs. The found results
confirmed that indebtedness structure varies across the country and may
include region-specific reasons for debt.

Quite naturally, also the information on the amount of the claimed debt would
add a lot to the analysis of the underlying social structure. Of a similar value
might be data from various other publicly accessible resources like the value of
the owned real estates, company shares, etc., too. We plan to deal with these
issues within the framework of our further research.
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Abstract. Group Technology (GT) is a useful tool in manufacturing systems.
Cell formation (CF) is a part of a cellular manufacturing system that is the
implementation of GT. It is used in designing cellular manufacturing systems
using the similarities between parts in relation to machines so that it can identify
part families and machine groups. Spectral clustering had been applied in CF,
but, there are still several drawbacks to these spectral clustering approaches. One
of them is how to get an optimal number of clusters/cells. To address this
concern, we propose a spectral clustering algorithm for machine-part CF using
minimum dissimilarities distance. Some experimental examples are used to
illustrate its efficiency. In summary, the proposed algorithm has better efficiency
to be used in CF with a wide variety of machine/part matrices.

Keywords: Spectral clustering � Group technology � Cell formation �
Minimum dissimilarity � Number of cells � Grouping efficacy

1 Introduction

Clustering is a method for finding the cluster structure of a data set such that objects
within the same cluster demonstrate maximum similarity and objects within different
clusters demonstrate maximum dissimilarity [5, 6]. There are many clustering methods
proposed in the literature, especially for partitional methods that suppose the data set
represented by finite cluster prototypes with their own objective functions [7, 13, 19,
21]. Recently, spectral clustering becomes more popular [17]. The spectral clustering
method uses graph construction to represent data points with their similarities, where
data points are represented by nodes, while similarities between points are represented
as weights of edge between nodes. Spectral clustering had been widely applied in
various areas (see [9, 10, 15, 17]).

Most manufacturing industries face more competition for them in the pursuit of
profit. High manufacturing profit comes from lower cost and higher product quality
where various kinds of machines with complicated work procedures are needed for
finishing the manufacturing. Group technology (GT) has been a useful tool for creating a
more flexible manufacturing process. The GT can generally divide the manufacturing
facilities into small groups, called cells, such that the similar things can be done similarly.
By dividing into cells, it can exploit similarities between components with lower cost and
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achieve more productivity with high quality. Cell formation (CF) is a key step in GT. It is
used to design a good cellular manufacturing system by grouping parts and machines to
have manufacturing units (cells). There are many CF methods proposed in the literature
(see [2, 14, 16, 20]). Oliveira et al. [12] applied spectral clustering to solve CF problem
based on the min-max cut for partitioning the parts and machines into groups to obtain
manufacturing cells. In their algorithm, the partition is done recursively until a given
number of cells obtained. The common problem in clustering is how to determine an
optimal number of clusters, as well as in CF.

There are two ways to get an optimal number of cells. First, by comparing perfor-
mance measurement (e.g., grouping efficiency, grouping efficacy, global efficiency,
bond efficiency, etc.) for some number of cells and then choose the largest value to
decide an optimal number of cells. The other one is to use a predefined (maximum)
number of cells, then repeat a process with different number of cells (less than the
predefined number), until the optimal solution is found. In this paper, we will focus on
how to get an optimal number of cells by proposing an algorithm to solve the CF
problem using minimum dissimilarity distance. Using part-machine matrix, we first get
an optimal number of cells and part families (machine groups). We then apply spectral
clustering using the cell number obtained from the first step to get the machine groups
(part families). The remainder of this paper is organized as follows. In Sect. 2, we
provide the background on spectral clustering, CF, and p-median problem. Section 3
describes our proposed spectral clustering for CF with minimum dissimilarity distance
algorithm. Some experimental examples and the comparison of the proposed algorithm
result to the original result are presented in Sect. 4. Finally, Sect. 5 concludes this paper.

2 Spectral Clustering and Cell Formation

2.1 Spectral Clustering

Let X ¼ fx1; x2; � � � ; xng be a set of n data points in a d-dimensional space. Clustering
of X is to partition the data set X into k subsets that can well represent the data structure
of X. Intuitively, points and similarities between points can be represented as graph.
The n data points are represented as n nodes and an edge that connects two nodes is
weighted by sij, where sij = s(xi, xj) is the similarity measure between nodes xi and xj.
Note that similarity matrix S ¼ ðsijÞn�n is symmetric and non-negative. Thus, we can
say that a clustering problem has the same meaning with partitioning graph, i.e.,
grouping nodes such that edges in the same cluster have high weights, but edges
between different clusters have low weights. This clustering is known as spectral
clustering (see [9, 11, 15, 17]). In this paper, we follow spectral clustering algorithm
proposed by Ng et al. [11].

2.2 Cell Formation

Cellular manufacturing (CM) is an application of group technology (GT) that identifies
the similarity of parts by grouping them into one cell [16]. The design of a CM system
is called CF. In CF, part/machine matrix is represented by binary matrix [parts �
machine]. The rows indicate p parts and the columns indicate m machines. Each
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element in the matrix represents a relationship between parts and machines, where ‘1’
(‘0’) indicates part pi is (not) carried out by machine mj. The objective is to group parts
and machines in cells based on their similarities. Figure 1(a) shows an example of
[parts � machines] where the results obtained by CF are shown in Fig. 1(b).

A ‘1’ outside the diagonal block is called an exceptional element. A part which has
an exceptional element is called an exceptional part, because it works on two or more
machine groups. A machine is called a bottleneck machine if it process two or more
part families. A ‘0’ inside the diagonal block is called void. From Fig. 1(b), the part 3 is
called an exceptional part, because it works on the machine 2 and machine group of {1,
3, 5}. The machine 2 is called a bottleneck machine because it process part 3 and part
family of {2, 4}. In general, an optimal result for a machine/part matrix by a CF
clustering method is desired to satisfy the following two conditions:

(1) To minimize the number of 0 s inside the diagonal blocks (i.e., voids);
(2) To minimize the number of 1 s outside the diagonal blocks (i.e., exceptional

elements). Oliveira et al. [12] proposed a spectral clustering algorithm for CF.
They used bipartite graph cut on two disjoint components, i.e. parts and machines,
and recursively bipartition the graph until the given number of cell is reached.

2.3 A p-Median Problem

A p-median problem (PMP) is generally used for finding the location of p facilities
(warehouses) on a network, such that the total distance of serving all demands can be
minimized [3]. This problem can be applied to cell formation. Goldengorin and
Krushinsky [1] proposed mixed Boolean pseudo-Boolean formulation (MBpBM) to
apply PMP in cell formation. The goal is to locate machines that process the same parts
to be closed to each other, such that the time spent by parts on moving from one
machine to another will be reduced. They use commonality score proposed by Wei and
Kern [18] to construct the distance of part and machine (dissimilarity measure) with

dði; jÞ ¼ rðr � 1Þ
Xr

k¼1

ðaik; ajkÞ where Cðaik; ajkÞ ¼
r � 1; if aik ¼ ajk ¼ 1
1; if aik ¼ ajk ¼ 0
0; if aik 6¼ ajk
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3 The Proposed Algorithm

Based on the p-median problem and commonality score, we propose a new algorithm
using dissimilarity measures to get the number of cells directly, and then solve the CF
problem. The proposed algorithm can be described as follows:
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4 Experimental Results

In this section, we present some examples to validate the proposed algorithm, where all
matrices presented in the numerical examples are [parts � machines]. We only present
‘1’ for simplicity (i.e. the empty cells have value ‘0’). Here, we have two cases,
(1) apply the minimum dissimilarity for parts, then spectral clustering for machines;
(2) apply the minimum dissimilarity for machines, then spectral clustering for parts. If
different numbers of cells are obtained from the two cases, then in order to choose the
optimal result, we use grouping efficacy l, proposed by Kumar and Chandrasekaran
[8], as follows: l ¼ o�e

oþ v here o is number of 1 s in the part/machine matrix; e is number
of 1 s outside the diagonal block (i.e., exceptional elements); v is number of 0 s in the
diagonal block (i.e., void).

Example 1. We consider a real application from Yang et al. [22] to the production of
cast aluminum alloys and forging steels based on eight machines process. There are
seven parts, i.e., ZL207, 50SiMn, 35SiMn, ZL205A, ZL402, 42SiMn, and ZL202, and
eight machines, i.e., fusion, air impermeability, tensile test, casting, impact test,
crack-arresting feature, heat treatment, and cooling. Figure 2(a) shows the
part-machine matrix for that production where N: non-responsive; S: sand-casting; J:
alloy-casting; T: tempering; OC: oil-cooled. We set the value 1 if the part is processed
by the machine and 0 otherwise, as shown in Fig. 2(b).

After implementing the proposed algorithm as shown in Table 1, the part-machine
outputs are shown in Fig. 3. By comparing the two cases, the grouping efficacy of the
clustering result from Result 1 (three cells) is 83.33%, while from Result 2 (two cells)
is 73.33%, and so we use three cells for the solution. Thus, the three group parts are
{ZL402, ZL202}, {ZL207, ZL205}, {50SiMn, 35SiMn, 42SiMn} and the three group
machines are {2, 6}, {1, 4}, {3, 5, 7, 8}. As shown in Fig. 4, these three cells are:

Cell 1: part {ZL402, ZL202} with machine {2, 6}; Cell 2: part {ZL207, ZL205}
with machine {1, 4}; Cell 3: part {50SiMn, 35SiMn, 42SiMn} with machine {3, 5,
7, 8}.

Fig. 2. (a) Part-machine matrix input; (b) Binary part-machine matrix corresponding to (a)
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Example 2. This example is taken from Harhalakis et al. [4]. There are 20 machines
and 20 parts. The part-machine matrix is shown in Fig. 5 where elements of the matrix
indicate operation numbers. We compare the two cases in Table 2, where the grouping
efficacies of these two clustering results are 69.89% and 63.33% for Result 1 and
Result 2, respectively. Thus, Result 1 is the solution, as shown in Fig. 6.

Table 1. Clustering results for Fig. 2

Result 1 (step 1: part, step 2: machine) Result 2 (step 1: machine, step 2: part)

Step 1: Minimum dissimilarity distance by
part, obtains 3 part families:
• Part family 1: 1, 4
• Part family 2: 2, 3, 6
• Part family 3: 5, 7

Step 1: Minimum dissimilarity distance by
machine, obtains 2 machine groups:
• Machine group 1: 1, 2, 4, 6
• Machine group 2: 3, 5, 7, 8

Step 2: Spectral clustering to get machine
with 3 cells
• Machine group 1: 2, 6
• Machine group 2: 1, 4
• Machine group 3: 3, 5, 7, 8

Step 2: Spectral clustering to get machine with
2 cells
• Part family 1: 1, 4, 5, 7
• Part family 2: 2, 3, 6
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Fig. 3. Part-machine matrix output as described in Table 1 for (a) Result 1; (b) Result 2
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Example 3. We use larger data with 35 parts and 28 machines, taken from Yang and
Yang [23]. The original data of part-machine matrix is shown in Fig. 7. Table 3 shows
the comparisons of two cases, which has the same results. Figure 8 shows these cell
formation results.

Finally, we analyze its computational complexity. To get the cell number and part
families (machine groups) using minimum dissimilarity distance where p is the number
of parts and m is the number of machines, it takes O(max(p2, m2)). For the spectral
clustering algorithm, it takes O(max(p, m) k2 I) where k is number of clusters and I is
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Fig. 5. Part-machine matrix input

Table 2. Clustering results for Fig. 5

Result 1 (step 1: part, step 2: machine) Result 2 (step 1: machine, step 2: part)

Step 1: Minimum dissimilarity distance by
part, obtains 5 part families:
• Part family 1: 1, 9, 12, 17, 20
• Part family 2: 2, 4, 11, 19
• Part family 3: 3, 10, 14, 18
• Part family 4: 5, 8, 13, 16
• Part family 5: 6, 7, 15

Step 1: Minimum dissimilarity distance by
machine, obtains 6 machine groups:
• Machine group 1: 1, 9, 12, 18
• Machine group 2: 2, 3, 10, 11
• Machine group 3: 4, 13
• Machine group 5: 5, 14, 16, 17
• Machine group 6: 6, 7, 15
• Machine group 7: 8, 19, 20

Step 2: Spectral clustering to get machine
with 5 cells
• Machine group 1: 1, 9, 12, 18
• Machine group 2: 2, 3, 11
• Machine group 3: 8, 10, 19, 20
• Machine group 4: 4, 6, 7, 15
• Machine group 5: 5, 13, 14, 16, 17

Step 2: Spectral clustering to get machine with
6 cells
• Part family 1: 2, 4, 11, 19
• Part family 2: 14, 20
• Part family 3: 1, 9, 12, 17
• Part family 4: 6, 7, 15
• Part family 5: 5, 8, 13, 16
• Part family 6: 3, 10, 18
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Table 3. Clustering results for Fig. 7

Result 1 (step 1: parts, step 2: machines) Result 2 (step 1: machines, step 2: parts)

Step 1: Minimum dissimilarity distance by
part, obtains 6 part families:
• Part family 1: 1, 2, 7, 13, 21, 22, 25, 31
• Part family 2: 3, 9, 10, 17, 18, 24
• Part family 3: 4, 11, 19, 27, 33
• Part family 4: 5, 12, 20, 23, 29, 32, 35
• Part family 5: 6, 8, 14, 15, 30, 34
• Part family 6: 16, 26, 28

Step 1: Minimum dissimilarity distance by
machine, obtains 6 machine groups:
• Machine group 1: 1, 7, 14, 15, 21
• Machine group 2: 2, 6, 8, 13, 20
• Machine group 3: 3, 16, 24, 26
• Machine group 4: 4, 10, 17, 18, 22, 28
• Machine group 5: 5, 9, 12, 25
• Machine group 6: 11, 19, 23, 27

Step 2: Spectral clustering to get machine
with 6 cells
• Machine group 1: 3, 16, 24, 26
• Machine group 2: 5, 9, 12, 25
• Machine group 3: 11, 19, 23, 27
• Machine group 4: 4, 10, 17, 18, 22, 28
• Machine group 5: 1, 7, 14, 15, 21
• Machine group 6: 2, 6, 8, 13, 20

Step 2: Spectral clustering to get machine with
6 cells
• Part family 1: 1, 2, 7, 13, 21, 22, 25, 31
• Part family 2: 3, 9, 10, 17, 18, 24
• Part family 3: 4, 11, 19, 27, 33
• Part family 4: 5, 12, 20, 23, 29, 32, 35
• Part family 5: 6, 8, 14, 15, 30, 34
• Part family 6: 16, 26, 28
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number of iterations, but for matching each group of parts and machines, it needs O(k2).
Thus, the computational complexity of the proposed algorithm is O(max(p2, m2) k2 I).

5 Conclusions

From this research, we can conclude that minimum dissimilarity distance can be
implemented to get an optimal number of cells for machine-part cell formation. Using
spectral clustering with the obtained number of cells from the minimum dissimilarity
computation, we can find good machine-part cells. Several experiment results actually
show that the output can give good results. For a future work, we will consider to
improve the proposed algorithm, especially on the construction of dissimilarity matrix.
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Abstract. This paper presents a novel learning algorithm for Hidden
Markov Models (HMMs) based on multiple learning sequences. For each
activity a few left-to-right HMMs are created and then averaged into
singular model. Averaged models’ structure is defined by a proposed
Sequences Concatenation Algorithm which has been included in this
paper. Also the modification of action recognition algorithm for such
averaged models has been described.

The experiments have been conducted for the problem of modeling
and recognition of chosen 13 warm-up exercises. The input data have
been collected using the depth sensor Microsoft Kinect 2.0. The experi-
ments results confirm that an averaged model combines the features of
all component models and thus recognizes more sequences. The obtained
models do not confuse modeled activities with others.

Keywords: Action recognition · Left-to-right Hidden Markov Models ·
Kinect · Averaged models

1 Introduction

Action recognition became a very important issue in many fields of life. The prob-
lem concerns, inter alia, gesture control, rehabilitation and monitoring systems.
Controlling systems by gestures is useful for remote control applications, such as
Kinect games, where remote control devices are unnecessary. Action recognition
is also inappreciable in rehabilitation systems which often use exercise tracking
for precision evaluation of movements [1]. In the case of monitoring systems the
information about recognized action is needed for the purpose of e.g. life logging
systems [2] or diagnosing serial diseases [3]. More detailed literature review on
action recognition can be found in [4].

In recent years the technology of Microsoft Kinect depth sensor has been sig-
nificantly improved and therefore increasingly used for problems associated with
human movements tracking [2,3,5]. Moreover, using depth sensors with skeletal
tracking feature takes an advantage of respecting observed persons privacy [3]. As
this data acquisition method is quite precise it has been also applied in this work.

The Hidden Markov Models (HMMs) have been widely used for action recog-
nition. In particular, HMMs have been successfully applied for recognition of:
c© Springer International Publishing AG 2017
L. Rutkowski et al. (Eds.): ICAISC 2017, Part II, LNAI 10246, pp. 137–147, 2017.
DOI: 10.1007/978-3-319-59060-8 14



138 A. Postawka

gestures in driving [6], tennis strokes [7], dance gestures [8], exercises [9] etc.
Based on the results this approach seems to be very promising in the task of
action recognition.

The left-to-right HMM model structure is usually applied for the activ-
ity modeling problem [7–10]. The states correspond to the activity stages and
therefore such a model structure reflects the activity complexity. This procedure
lessens the number of false-positives, however a low number of learning sequences
may lead to overfitting.

Many different learning methods are used for HMMs. Sometimes it is the
basic Baum-Welch algorithm with a single learning sequence [1] or Baum-Welch
with Gaussian distribution for observation symbols distribution [9,11,12]. In
other applications the Baum-Welch algorithm has been adopted for multiple
learning sequences [5,13]. The different approach is based on averaging multiple
models based on different learning sequences [14]. In [15] the profile HMMs are
created from multiple learning sequences. The latter preserve the symbol order
despite of different learning sequences.

In this paper the averaged HMM left-to-right models are investigated. In
order to describe the activity in the best possible way one of the averaged models
is used to define the structure of the rest of component models. The process of
the component models creation based on one chosen model has been described
in this paper as a Sequences Concatenation Algorithm. With this approach the
association of the model state and activity stage is still preserved as in profile
HMMs. The experiments have been conducted for the problem of modeling and
recognition for chosen 13 warm-up exercises.

In Sect. 2 the general idea of averaging models with similar structure is pre-
sented. Section 3 presents the algorithm of component models creation based
on one base observation sequence. Section 4 concerns the models averaging. The
action recognition issue is described in Sect. 5. In Sect. 6 the conducted experi-
ments and obtained results have been presented. Section 7 contains the overall
conclusions and future work.

2 HMM - Based Activity Models

The following notation will be used for the Hidden Markov Models:

λ = {A,B, π} - the complete parameter set for HMM,
N - the number of states,
M - the number of observation symbols,
T - the length of observation sequence,
A = {aij : i, j ∈ {1 . . . N}} - the state transition matrix,
B = {bij : i ∈ {1 . . . N}, j ∈ {1 . . . M}} - the probability distribution matrix
for observed symbols,
π = {πi, i ∈ {1 . . . N}} - initial state distribution vector,
O = O1, O2, · · · , OT - observation sequence.
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The activities are usually modeled by left-to-right HMMs where subsequent
states correspond to the activity’s stages in time. In this model structure it is
not possible to step back to previous states. An example of left-to-right HMM
is presented in Fig. 1.

The examined here final averaged model for a given activity is created based
on a few similar left-to-right HMM models, including a base model, which defines
the model structure, and child models. The base model reflects its learning obser-
vation sequence - the number of states is equal to the number of unique symbols
(repeating symbols are concatenated into a single one, i.e. 13514 is unique) in
the observation sequence. The observation symbols probability distribution for
each state si contains value bij = 1.0 for the respective symbol j and 0.0 for
others. The other models for given activity (child models) are created based
on the base model and a new learning observation symbol sequence (Sect. 3).
In effect, the symbol probability distribution matrix is changed and some addi-
tional transitions are added in order to describe the new sequence in the best
possible way.

A single model is very unlikely to be capable of generating a sequence of
observation symbols for a new realization of a given activity (i.e. to recognize
this activity). Therefore for each base model (each activity) many similar child
models are created and merged into one resultant model (see Sect. 4).

In Fig. 1 an example of such process is presented. First the base model for
the pattern observation sequence is created (Fig. 1(a)). The states are assigned
to symbols (as can be seen in attached probability distributions of observed

(a) Base model for 5..52..23..31..1 observation
sequence

(b) Child model for 5..56..61..14..4 observation
sequenceandbasemodel(a)

(c) An averaged HMM created from a base
model(a)anditsonechildmodel(b)

Fig. 1. An example of averaged HMM generation process
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symbols) thus the base model is also a Markov model. Next, the child models are
created based on the base model and a new observation sequence like in Fig. 1(b).
If a symbol from pattern sequence does not occur in the new sequence then
additional transitions are added. If new symbols appear in the new sequence they
are added to the observation symbols probability distribution for the given state.
Finally, an averaged HMM is generated (Fig. 1(c)) based on the base model and
all child models - in this case there is only one child model. The averaged model
recognizes both pattern and new sequences. The further details are presented in
next sections of this paper.

3 Child Models

Child models are created in four stages. The first task is to retrieve the sequence
of leading HMM symbols in subsequent states from the base model. Each state
is searched for the most probable observation symbol which is added to the
pattern vector. In the second stage the resultant model structure for the base
model and a new observation sequence is created (Sect. 3.1). Thirdly, based on
the information obtained from the previous stage the child model is created
by adding some noises or additional transitions to the base model (Sect. 3.2).
Finally, such obtained matrices are used as the initial condition in the Baum-
Welch learning algorithm [16] so that the probability value that the symbol
sequence has been generated by this model is possibly highest (for given model
structure).

3.1 Sequences Concatenation Algorithm

States corresponding to the same activity stages should coincide with each other
in the base model and in the child model. However, usually the new sequence
significantly differs from the pattern sequence. It can be noticed that the pattern
sequence can always be obtained from the new sequence by a few operations of
insertion or deletion of singular symbols. The information about the positions
where symbols are inserted or deleted corresponds to adding some noises to the
symbol distribution or adding some transitions in the base model, respectively.
A child model obtained with minimized number of operations is most similar to
the base model (the same stages of activity are represented by the same states in
the base and child models) Therefore minimizing the number of insert- or delete-
operations is equivalent to maximizing the number of overlapping activity stages.

The Sequences Concatenation Algorithm (SCA) proposed in this paper is a
heuristic tree-based algorithm designed for the presented problem. The algorithm
obtains one of the best solutions (if there are more than one). The input data are
two unique symbol sequences (see Sect. 2) for pattern and new sequences. Each
node contains an information about the gain, indices of current elements in the
pattern and new sequences, pointer to the parent node (bidirectional tree) and
pointers to the child nodes. The pseudocode for the SCA algorithm is presented
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in Table 1. After the algorithm is finished the best path (leading to the node
with highest gain) has to be retrieved (Sect. 3.2).

In the situation when overlapping symbols are divided by many not over-
lapping symbols in both pattern and new sequences (Fig. 2, top image) it is

Fig. 2. Case 1: an example of SCA algorithm. Case 2: Contrast unwanted situation.

Table 1. Sequences concatenation algorithm for left-to-right HMMs
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preferred to choose the symbols alternately (Fig. 2 Case 1). Otherwise pattern
adjacent symbols would mean skipping many states (Fig. 2 Case 2, symbols 2–7)
and new sequence’s adjacent symbols would stand for adding many noises to
the singular state (Fig. 2 Case 2, symbols 4–6). The information about symbols
order would be lost and therefore the gain is decreased by 1. It is also preferred
to increase both indices simultaneously and therefore in such a situation the gain
is higher.

3.2 Model Creation

The node path obtained in the SCA algorithm has to be translated into the
child model’s structure. This process involves the definition of initial conditions
for Baum-Welch algorithm. Firstly the transition matrix A is defined as upper
triangular in order to describe each left-to-right model. Secondly the symbol
probability distribution matrix B is generated based on SCA winning path.
There are 3 cases for each iteration (state si):

1. only new sequence index has been increased
The symbol new[new index] do not coincide with such a symbol in the pat-
tern sequence. As no new states are added to the base model structure thus
the symbol is not assigned to any state - it will be added to the next state as
noise.

2. only pattern sequence index has been increased
The symbol pattern[pattern index] do not coincide with such a symbol in
the new sequence, so the value 1.0 is assigned to B[si][pattern index]. If there
are some pending noises from previous iterations then some small values are
assigned for B[si][noises[j]] and the value of B[si][pattern index] is decreased
so as to sum with noises probabilities to 1.0. If no noises are added then this
state will be omitted - the skip transition will be added in the Baum-Welch
algorithm.

3. both pattern and new sequences indices have been increased
The symbol coincides in both sequences (new[new index] = pattern
[pattern index]) so the value 1.0 is assigned to B[si][pattern index]. If there
are some pending noises then the same procedure as in previous case is used.

Such an initial model is forwarded to the Baum-Welch algorithm which
adjusts the parameters for the new sequence. The point is that this algorithm
changes only the non-zero values. The non-zero values might be changed to zero,
yet zero remains unchanged.

4 Averaged HMM Activity Models

An averaged activity model is created based on many similar HMM models
of the same activity (including base model). Such a resultant model combines
features of all investigated models. Therefore it recognizes all sequences that
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could be recognized by each model separately and even a few sequences that
would not be recognized by singular models. Moreover, if the component models
are properly created then the false positive rate should be smaller than in the
case of activity model with Gaussian distribution often used in the literature,
e.g. [11,12] - as in the averaged model only real cases have been included and in
the Gaussian distribution all adjacent symbols are considered.

The lemma presented below is quite obvious, however it is very important
for this research. The point is that non-negative weights that sum to 1, that is,
the convex combination of weights, preserve the model’s probability structure
while averaging.

Lemma. If the D component models are HMMs and the vector of weights fulfills
the condition (1) the resultant model given by the Eqs. (2) and (3) is a HMM too.

w = {wd : d ∈ {1, . . . , D} ∧ wd ≥ 0 ∧ ∑D
d=1 wd = 1} (1)

āij =
∑D

d=1 wd · a
(d)
ij (2)

b̄ij =
∑D

d=1 wd · b
(d)
ij (3)

Proof. Based on the HMM definition the logical sentences
∑N

j=1 a
(d)
ij = 1 and

∑M
j=1 b

(d)
ij = 1 are true for each component model d. Then:

∑N
j=1 āij =

∑N
j=1

∑D
d=1 wd · a

(d)
ij =

∑D
d=1 wd

∑N
j=1 a

(d)
ij =

∑D
d=1 wd = 1

∑M
j=1 b̄ij =

∑M
j=1

∑D
d=1 wd · b

(d)
ij =

∑D
d=1 wd

∑M
j=1 b

(d)
ij =

∑D
d=1 wd = 1

��
The weights wd may be adjusted depending on some model evaluation algorithm,
but they can be equal as well. In the second case all models are of the same
importance.

5 Action Recognition

The action recognition is based on forward algorithm [16] usually used for model
evaluation in HMMs. In theory the posterior probability Pr(O|λ) is calculated -
the probability that the observation sequence O has been generated by model λ.
In practice the logarithmic value PO = log[Pr(O|λ)] is calculated instead because
the value of forward variable, used for the posterior probability calculation, tends
to 0 exponentially along with the number of observations.

As the value of forward variable, used for the posterior probability calcula-
tion, tends to 0 exponentially along with the number of observations the loga-
rithmic value PO = log[P (O|λ)] is calculated.

However, such an algorithm is insufficient in the real-time recognition, i.e. the
situation where the test set contains also some unmodeled activities. Therefore
the action recognition algorithm has been modified and the Nreal variable has
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been added to each model. The variable describes the real number of states
used in the model. Some observation sequences for the given activity are longer
and some are shorter than the pattern sequence. It is important to skip the
recognition of sequences which are only a part of an activity despite the fact
that the posterior probability is greater than zero. While averaging models the
Nreal variable takes the lowest value from Nreal in all component models.

If the PO value is different than −∞ then the most probable state sequence
is decoded using the Viterbi algorithm [16]. The last decoded state number is
compared with the Nreal value and if it is equal or greater then the sequence is
marked as recognized.

6 Experiments and Results

The data have been collected by Microsoft Kinect 2.0 depth sensor using the
skeleton tracking feature. 60 repetitions for each of the 13 investigated warm-
up exercises have been recorded. The exercises have been performed by three
persons, 20 repetitions of each exercise per person. The actions have been listed
and numbered in Table 2. According to the previous work [1] for each frame
(singular file record) the HMM symbol for hands has been calculated. The exer-
cise sequences have been manually cut out from the recording. The observation
sequences for given activity are not of the same length.

The data set has been divided into the training set and the test set in pro-
portion 3:2 within the series performed by different actors. In effect, the training
set contains 36 sequences for each activity where each 12 sequences have been
performed by a different person. The test set contains 24 sequences for each
activity.

For each exercise one of the sequences has been chosen as a base sequence
and a base model has been created. The other 35 training sequences have been
used for child models creation. Finally, for each exercise the 36 component models
have been averaged and the resultant model has been obtained. In both provided
experiments wd = 1

36 for each d.

Experiment 1. In this experiment the efficiency of averaged HMMs for the
learning set has been investigated. Each averaged model has been tested for
each of the 468 learning sequences. The results have been shown in Table 3.

The Table 3 presents the number of training sequences that have been recog-
nized using the given averaged HMM. All the diagonal elements of the matrix
should be equal to 36 as it is the number of learning sequences used for each
model. Any other sequence should not be recognized excluding one-hand activ-
ities which have their counterparts in both-hands activities. For the presented
results such a situation occurs for raising and lowering the hand and for arm
twisting forward or backward (which has the common part also with crawl).

The experiment confirms that the averaged left-to-right HMM combines
the features of all component models because all component model’s learning
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Table 2. The list of modeled exercises

Number Exercise

0 Right arm twisting forward
1 Right arm twisting backward
2 Raising and lowering right hand
3 Left arm twisting forward
4 Left arm twisting backward
5 Raising and lowering left hand
6 Both hands twisting forward
7 Both hands twisting backward
8 Raising and lowering both hands
9 Clapping hands
10 Clapping hands over the head
11 Crawl forward
12 Crawl backward

Table 3. Confusion matrix for the
learning set

Action 0 1 2 3 4 5 6 7 8 9 10 11 12

Model 0 36 0 0 0 0 0 27 0 0 0 0 4 0

Model 1 0 36 0 0 0 0 0 19 0 0 0 0 4

Model 2 0 0 36 0 0 0 0 0 24 0 0 0 0

Model 3 0 0 0 36 0 0 31 0 0 0 0 0 0

Model 4 0 0 0 0 36 0 0 24 0 0 0 0 0

Model 5 0 0 0 0 0 36 0 0 27 0 0 0 0

Model 6 0 0 0 0 0 0 36 0 0 0 0 0 0

Model 7 0 0 0 0 0 0 0 36 0 0 0 0 0

Model 8 0 0 0 0 0 0 0 0 36 0 0 0 0

Model 9 0 0 0 0 0 0 0 0 0 36 0 0 0

Model 10 0 0 0 0 0 0 0 0 0 0 36 0 0

Model 11 0 0 0 0 0 0 0 0 0 0 0 36 0

Model 12 0 0 0 0 0 0 0 0 0 0 0 0 36

Table 4. Confusion matrix for the test set

Action 0 1 2 3 4 5 6 7 8 9 10 11 12

Model 0 21 0 0 0 0 0 18 0 0 0 0 3 0

Model 1 0 20 0 0 0 0 0 14 0 0 0 0 3

Model 2 0 0 21 0 0 0 0 0 19 0 0 0 0

Model 3 0 0 0 24 0 0 21 0 0 0 0 0 0

Model 4 0 0 0 0 24 0 0 20 0 0 0 0 0

Model 5 0 0 0 0 0 23 0 0 21 0 0 0 0

Model 6 0 0 0 0 0 0 20 0 0 0 0 0 0

Model 7 0 0 0 0 0 0 0 21 0 0 0 0 0

Model 8 0 0 0 0 0 0 0 0 15 0 0 0 0

Model 9 0 0 0 0 0 0 0 0 0 24 0 0 0

Model 10 0 0 0 0 0 0 0 0 0 0 15 0 0

Model 11 0 0 0 0 0 0 0 0 0 0 0 15 0

Model 12 0 0 0 0 0 0 0 0 0 0 0 0 6

sequences were recognized. Moreover, the noises included by multiple learning
sequences did not increase the false positive recognition rate.

In the case of models 0–2 and 3–5 also the corresponding both-hand move-
ments (6–8) were recognized with the average recognition rate of 64.8% and
75.9%, respectively. In the case of crawl only few sequences (not included in the
learning set) were recognized. The probable reason for this is the fact that in
both-hand activities the motion is a bit different than in one-hand activities.
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Experiment 2. The second experiment was designed to check the averaged
left-to-right HMMs efficiency for new sequences (test set). The results have been
shown in Table 4.

In the case of one-hand movements the average recognition rate is higher
than 92% (matrix diagonal). Similarly to Experiment 1 also a few both-hand
sequences were recognized by one-hand models (78.5% without crawl). The crawl
movement seems to be much different from twisting one’s arm because only 6
motions were recognized.

The average recognition rate for both-hand activities is 69%. The most fre-
quently recognized both-hand exercise is clapping hands with 100% recogni-
tion rate, while the least likely recognized is crawl backward with the result of
25%. In the case of crawl the Kinect recordings were very inaccurate and many
points were inferred or temporarily untracked. This inconvenience results from
the restrictions of Microsoft skeletal tracking.

Summarily, both-hand exercises are less recognizable than one-hand move-
ments. The reason is that both-hand movements are more difficult to perform
in repetitive way. Slight differences in right and left hands motions order cause
numerous HMM symbol changes. In order to obtain recognition accuracy similar
to one-hand movements, the learning set for both-hand movements needs to be
much greater.

7 Conclusions and Future Work

In this paper the averaged Hidden Markov Models with left-to-right model struc-
ture have been investigated. The structure of component models used for aver-
aging is defined by one of the models so as to describe the activity in the best
possible way. The algorithm for component models generation has been presented
in this paper.

In the real world it is very unlikely that the action is performed in the exact
way so that the observation symbol sequence has the same pattern as in the
left-to-right model obtained from a single learning sequence. Tests reveal that
by disposing a sufficient number of different learning sequences it is possible
to create a model that is much more resistant to noises and thus better than
each model based on a singular sequence. The obtained models do not confuse
modeled activities with others as only the real cases are taken into account.
The average recognition rate is 92% and 69% for one-hand and both-hands
movements, respectively.

In the near future the developed algorithms will be used to generate models
for modeling observed persons behavior and further for emotions recognition.
The methods will be also used for rehabilitation purposes - based on the most
probable symbols in subsequent states next activity stage may be displayed. The
movements precision can be evaluated using the posterior probability.
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Abstract. In this paper a study of several cluster validity indices for
real-life data sets is presented. Moreover, a new version of validity index
is also proposed. All these indices can be considered as a measure of data
partitioning accuracy and the performance of them is demonstrated for
real-life data sets, where three popular algorithms have been applied as
underlying clustering techniques, namely the Complete–linkage, Expec-
tation Maximization and K-means algorithms. The indices have been
compared taking into account the number of clusters in a data set. The
results are useful to choose the best validity index for a given data set.

Keywords: Cluster validity index · Complete-linkage clustering ·
K-means clustering · Expectation maximization algorithm

1 Introduction

Clustering algorithms are very popular and found use in various fields such
as, e.g., bioinformatics, exploration data, data mining etc. Among clustering
algorithms many different approaches can be distinguished, e.g., partitioning,
grid-based, density-based, hierarchical or fuzzy clustering. Partitioning algo-
rithm K-means [6,31] is widely used algorithm and can be implemented to dif-
ferent practical problems. Other partitioning methods are also very popular, for
example, K-Medoids [20], PAM [23] or BIRCH [45]. The next sort of algorithms,
grid-based methods, includes such ones as, e.g. STING [42] or WaveCluster [38].
Among density-based clustering algorithms we can mention, e.g. DBScan [12] or
DenClue [21]. It should be noted that the expectation maximization algorithm
(EM) is a general-purpose maximum likelihood algorithm for missing-data prob-
lems [26]. The researchers often use hierarchical clustering, here are such methods
as Single, Average, and Complete linkage [22,27,32], CURE [16] or ROCK [17].
In fuzzy clustering each data instance is associated with every cluster using some
type of membership function. Thus, the membership of the instance in a cluster
is partial. The representative examples of the fuzzy clustering methods include,
c© Springer International Publishing AG 2017
L. Rutkowski et al. (Eds.): ICAISC 2017, Part II, LNAI 10246, pp. 148–158, 2017.
DOI: 10.1007/978-3-319-59060-8 15
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among others, Fuzzy C-Means [2] or Gustafson-Kessel FCM algorithm [18]. It
should be noted that nowadays a large number of new clustering algorithms
appears, e.g. [14,15].

Unfortunately, for the same data the results of a clustering algorithm can
vary dramatically when the input parameters of the algorithm are different.
A significant input parameter of many clustering algorithms is the number of
clusters, which is often selected in advance. Thus, additional techniques should
be used to properly evaluate results of data clustering. For this purpose cluster
validity indices are often used. In many validity indices two properties of clusters
are taken into account, i.e., compactness and separability [19]. There is a large
number of various validity indices and some of them are often used by researchers
for determining the right partition of data sets. Among them are well-known
cluster validity indices such as, e.g., Dunn [11], Davies-Bouldin (DB) [9], PBM
[28] or Silhouette (SIL) indices [33]. It needs to be noted that unlike most of
the indices, the Silhouette (SIL) index is used for clusters of arbitrary shapes.
Nowadays, in the literature new interesting solutions have been proposed for
cluster evaluation [13,24,30,37,39–41,44]. However, the existing validity indices
have limitations and lack generalization in evaluation of clustering results [1].
It should be noted that clustering methods in conjunction with cluster validity
indices can be used to designing various neural networks [3–5] and neuro-fuzzy
systems [7,8,10,34–36].

In this paper, a cluster validity index called the STRv1 is proposed. This new
index contains a product of two components, which determine changes of clus-
ter compactness during a partitioning process (see Eq. (1)). In order to present
effectiveness of the new validity index several experiments were performed for
various data sets. This paper is organized as follows: Sect. 2 presents a detailed
description of the new STRv1 index. Section 3 illustrates experimental results
of a study of cluster validity indices for real-life data. Finally, Sect. 4 presents
conclusions.

2 A New Cluster Validity Index

Below the detailed description of the new index called STRv1 is presented. It is
based on the approach described in paper [40], where the original STR index has
been proposed. Let us look at the STRv1 index, which consists of the product of
two components. As mentioned above, the index determines changes of cluster
compactness in a partitioning scheme and is defined as follows:

STRv1 = |(E1(K) − E1(K + 1)) · (E2(K + 1) − E2(K))| (1)

where E1(K) is the ratio of the total scatter of all patterns to the total scatter
of the within clusters and it is expressed as:

E1(K) =
E0

EK
(2)
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where
E0 =

∑

x∈X

‖x − v‖ (3)

EK =
K∑

k=1

∑

x∈Ck

‖x − vk‖ (4)

The next factor E2(K) is defined as the square of the product of the max-
imum distance between cluster centers and the ratio of the total scatter of the
within clusters to the total scatter of all patterns. It can be written as:

E2 (K) =
(

DK max · Ek

E0

)2

(5)

and
DKmax =

K
max
i,k=1

‖vi − vk‖ (6)

where K is a number of clusters, Ck is the kth cluster, v is the center of the data
set X, vi and vk are the centers of the ith and kth clusters. Furthermore, E1(K+
1) and E2(K + 1) are calculated for the K + 1 partition scheme. The maximum
value of the STRv1 index is found to determine the right data partitioning. Note
that we need to increase K by 1 to calculate the correct number of clusters. This
is due to the use of the measure of cluster compactness (see Eqs. (2) and (5)).

3 Experiments

In this section experiments were conducted to show how effectively the several
cluster validity indices work. All experiments have been carried out on real-life
data using different clustering algorithms. It should be noted that a number of
clusters of data sets is very important parameter for most of clustering methods.
For these experiments three well-known algorithms were selected for the clus-
tering of data sets, namely, the Complete-linkage, K-means and EM methods.
For example, the Complete-linkage method combines the two clusters with the
smallest maximum pairwise distance, whereas the K-means clustering approach
consist in that elements of a data set are associated with a cluster by finding the
nearest centre of this cluster. On the other hand, the EM algorithm creates clus-
ters by using statistical distributions, such as multivariate normal distributions.
In the performed tests, the number of clusters K was varied from Kmax =

√
n

to Kmin = 2. It is the best range of the number of clusters for data clustering
analysis [29]. Note that for the hierarchical clustering the number varies from
Kmax = n to Kmin = 2. Moreover, it is assumed that the values of the validity
indices are equal to 0 for K = 1. Furthermore, in all the experiments the Euclid-
ean distance and the min-max data normalization have been used. This approach
is often applied in different clustering tools, e.g., in the Weka machine learning
toolkit [43], which was also used in these experiments. Below the several cluster
validity indices are described. They are used in the conducted experiments.
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Dunn index: It can be expressed as follows:

D = min
1≤i≤K

⎛

⎝ min
1≤j≤K, i �=j

⎛

⎝ d (ci, cj)
max

1≤k≤K
(δ (ck))

⎞

⎠

⎞

⎠ (7)

where K is a number of clusters in a data set, d(ci, cj) is the distance between
two clusters ci and cj , δ(ck) is the diameter of cluster ck. For well-separable
clusters, distances between clusters are large and their diameter is small and the
maximum value of the index indicates the right partitioning of data.

Davies–Bouldin (DB) index: It is defined as the ratio of the sum of the
within-cluster scatter to the inter-cluster separation and can be expressed as
follows:

DB =
1
K

K∑

i=1

Ri (8)

where the factor Ri is written as:

Ri = max
j �=i

Si + Sj

dij
(9)

Si and Sj denote the within-cluster scatter for ith and jth clusters, respectively,
and the dij is the distance between the cluster centers, i.e., dij = ‖vi − vj‖. The
minimum of the DB index indicates the appropriate partitioning of a data set.

PBM index: It can be defined as follows:

PBM =
(

1
K

× Eo

E
× D

)2

(10)

where E0 represents total scatter of all patterns belonging to one cluster in the
data set, E identifies the total within-cluster scatter and can be expressed:

E =
K∑

k=1

n∑

j=1

μkj ‖xj − vk‖ (11)

n is a number of elements in the data set, [μkj ] is a partition matrix of the data,
vk is the center of the kth cluster. The last factor D is a measure of cluster
separation and is defined as a maximum distance between cluster centers. The
maximum value of the index corresponds to the best partitioning of a given
data set.

Silhouette (SIL) index: It can be defined as:

SIL =
1
K

K∑

k=1

SIL(Ck) (12)

where SIL(Ck) is the Silhouette width for the given cluster Ck and can be
expressed as follows:

SIL(Ck) =
1
nk

∑

x∈Ck

b(x) − a(x)
max (a(x), b(x))

(13)
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where nk is a number of patterns in Ck, a(x) is the within-cluster mean distance
and it is defined as the average distance between x and the rest of the patterns
belonging to the same cluster, b(x) is the smallest of the mean distances of x to
the patterns belonging to the other clusters. The values of the index are from the
range –1 to 1 and a maximum value (close to 1) provides the best partitioning
of the data set.

SILA index [41]: It is the modification of the Silhouette and it involves using
an additional component, which improves a performance of the new index. It can
be defined as follows:

SILA =
1
n

(
∑

x∈X

(
b(x) − a(x)

max (a(x), b(x))
· 1
(1 + a(x))

))
(14)

A maximum value of the index indicates the right partition scheme.

3.1 Real-Life Data Sets

These data sets were downloaded from the UCI machine learning repository [25].
In Table 1, a brief overview of these 11 sets is given. It should be noted that they
have a different number of clusters, attributes and elements. For example, the
first set called Breast cancer is the Wisconsin Breast Cancer data. It consists
of 683 patterns belonging to two classes: Benign (444 instances) and Malignant
(239 instances). Each pattern is characterised by nine features. The next set
called Car includes features extracted from vehicle silhouettes. This set includes
946 elements, which are located in 4 classes, and each sample is described by 18
features. The Diabetes data set includes results of studies relating to the signs
of diabetes in patients. This set includes 768 instances belonging to 2 classes
and each item is described by 8 features. The third set is Ecoli data set con-
sisting of 336 instances, and the number of attributes equals 7. It has 8 classes,
which represent the protein localization sites. Next comes the Glass data set,
which contains information about 6 types of glass defined in terms of their oxide
content. In more detail, the set has 214 instances and each of them is described
by 9 attributes. The well-known Iris data are extensively used in many compar-
isons of classifiers. This set has three classes Setosa, Virginica and Versicolor,
which contain 50 instances per class. Moreover, each pattern is represented by
four features, and two classes Virginia and Versicolor overlap each other. On the
other hand, the third class Setosa is well separated from the others. The next set
is the Parkinsons data set and it consists of 195 cases, which are described by
22 attributes. These data are composed of biomedical voice measurements from
a group of people and are used to discriminate healthy people from those with
Parkinson’s disease (2 classes). The Spectf data set describes diagnosing of car-
diac Single Proton Emission Computed Tomography images. This set includes
267 instances, which are characterized by 44 features and the patients are clas-
sified into 2 classes. The next set is Transfusion data and it consists of 748
elements, which are described by 4 attributes. These data sets are taken from
the Blood Transfusion Service Center and contain blood donors’ data. They are
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Table 1. Description of real-life data sets

Data set No. of elements Features Classes

Brestcancer 683 9 2

Car 946 18 4

Diabetes 768 8 2

Ecoli 336 7 8

Glass 214 9 6

Iris 150 4 3

Parkinsons 195 22 2

Spectf 267 44 2

Transfusion 748 4 2

V ertebralcolumn 310 6 3

Wine 178 13 3

classified into 2 classes. The following set, Vertebral column, contains values of
six biomechanical features, which are used to classify orthopaedic patients into 3
classes. In this set, the total number of cases equals 310. Finally, the Wine data
set shows the results of a chemical analysis of wines. It comprises three classes of
wines, which consist of 59, 71 and 48 samples per class, respectively. Altogether,
the data set contains 178 patterns represented by 13 features.

3.2 Comparison of Validity Indices

A comparison of the Dunn, Davies-Bouldin (DB), PBM, Silhouette (SIL), SILA
and STRv1 indices has been presented. As mentioned above, some of these
indices are frequently used to compare results of different clustering algorithms.
The Dunn index is the ratio of the minimum distance between clusters to the
maximum diameter of clusters, and the maximum value of the index provides
the appropriate partitioning of data. The Davies-Bouldin (DB) index is the
ratio of the sum of the within-cluster scatter to the inter-cluster separation,
while the minimum of the DB index provides the right partitioning of data.
On the other hand, the PBM index is a composition of three factors, namely,
the number of clusters, the measure of cluster compactness and the measure of
cluster separation. The index is proposed to be used to form a small number
of compact clusters, whereas the maximum value of the index corresponds to
the right partitioning of data. The Silhouette (SIL) and SILA use so-called
the silhouette width to compute the right partitioning of data. Whereas, the
new index STRv1 consists of the product of two components, which determine
changes of cluster compactness. Additionally, the Accuracy rate was defined to
determine the accuracy of a validity index in detecting the number of clusters.
In detail, this rate is expressed as follows:
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1
M

M∑

m=1

|pm − om|
pm

(15)

where M is the number of the tested data sets, the factor pm denotes the actual
number of clusters present in a given data set, and the other factor om is the
number of clusters provided by the validity index. Notice that when the index
ensures perfect results the proposed rate is close to 0.

Table 2 presents a comparison of the six indices while taking into account
the number of clusters. Note that the Complete-linkage method creates compact
clusters with diameters roughly equal and it is sensitive to outliers. As it can be
seen from the table, the SILA index provides the right number of clusters for
most data sets, and the Accuracy rate is equal to 0.14. For the other indices, i.e.
the Dunn, DB, PBM , SIL and STRv1 it equals 2.42, 1.01, 0.20, 0.21 and 0.24,
respectively. Thus, the results confirm very good effectiveness of the SILA, but
the STRv1 index also has good results when compared to the results provided
by the other indices.

Table 3 provides a comparison of these indices for the EM method, which
looks for Gaussian-shape clusters. Here, the STRv1 index provides the best
results for these data and the Accuracy rate value is equal to 0.17. So, the
STRv1 index was an excellent result and it means that this index determines
the number of clusters very precisely. For the other indices, i.e. the Dunn, DB,
PBM , SIL and SILA, the Accuracy rate equals 2.15, 0.24, 0.34, 0.30 and 0.30,
respectively.

Table 2. Comparison of the number of clusters obtained when using the Complete-
linkage algorithm in conjunction with the Dunn, DB, PBM, SIL, SILA and STRv1
indices. N denotes the actual number of clusters in the data sets. The Accuracy rate
determines the accuracy of the validity index in detecting the proper number of clusters.

Data set N Number of clusters obtained

Dunn DB PBM SIL SILA STRv1

Cancer 2 15 2 2 2 2 2

Car 4 29 3 2 3 3 2

Diabetes 2 2 3 2 2 2 3

Ecoli 8 2 5 2 2 2 4

Glass 6 4 10 2 2 5 5

Iris 3 12 3 3 3 3 3

Parkinsons 2 2 2 2 2 2 2

Spectf 2 14 13 2 2 2 2

Transfusion 2 3 3 2 2 2 4

V ertebralcolumn 3 2 2 2 2 2 3

Wine 3 12 12 3 2 3 3

Accuracy rate 2.42 1.01 0.20 0.21 0.14 0.24
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Table 3. Comparison of the number of clusters obtained when using the EM algorithm
in conjunction with the Dunn, DB, PBM, SIL, SILA and STRv1 indices. N denotes the
actual number of clusters in the data sets. The Accuracy rate determines the accuracy
of the validity index in detecting the proper number of clusters.

Data set N Number of clusters obtained

Dunn DB PBM SIL SILA STRv1

Cancer 2 2 2 2 2 2 2

Car 4 12 2 2 2 2 2

Diabetes 2 18 4 4 4 4 2

Ecoli 8 4 4 10 4 4 10

Glass 6 7 6 2 2 2 6

Iris 3 2 2 3 2 2 2

Parkinsons 2 7 2 3 2 2 3

Spectf 2 2 2 2 2 2 2

Transfusion 2 13 2 3 2 2 2

V ertebralcolumn 3 14 2 4 2 2 2

Wine 3 6 3 3 3 3 3

Accuracy rate 2.15 0.24 0.34 0.30 0.30 0.17

Table 4. Comparison of the number of clusters obtained when using the k-means
algorithm in conjunction with the Dunn, DB, PBM, SIL, SILA and STRv1 indices. N
denotes the actual number of clusters in the data sets. The Accuracy rate determines
the accuracy of the validity index in detecting the proper number of clusters.

Data set N Number of clusters obtained

Dunn DB PBM SIL SILA STRv1

Cancer 2 2 2 2 2 2 2

Car 4 15 2 2 2 2 2

Diabetes 2 2 4 2 2 2 2

Ecoli 8 3 3 5 3 5 3

Glass 6 4 3 3 5 5 3

Iris 3 2 2 3 2 2 2

Parkinsons 2 4 2 3 2 2 3

Spectf 2 2 2 2 2 2 2

Transfusion 2 15 2 6 2 2 2

V ertebralcolumn 3 2 2 3 2 2 2

Wine 3 4 3 3 3 3 3

Accuracy rate 1.11 0.30 0.35 0.18 0.16 0.25
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In Table 4 the results for K-means method are shown. It is known that this
algorithm often gets stuck at suboptimal configurations. In order to overcome
this problem, several re-initializations are used for different initial cluster centers.
This algorithm looks for compact clusters around a mean. From this Table it
can be seen that the SILA, SIL and STRv1 indices provide the good results and
the Accuracy rate equals 0.16, 0.18 and 0.25, respectively. For the other indices
the rate equals 1.11, 0.30 and 0.35, respectively.

To summarize, regardless which one of the three underlying clustering algo-
rithms was used, the SIL, SILA and STRv1 provide the right of clusters for
most data sets in terms of the correct indication of the number of clusters.

4 Conclusions

Many cluster validity indices are used to assess data partitioning, but providing
the right number of clusters is the most important issue in cluster analysis.
However, due to a great variety of data sets many different clustering methods
with various properties are applied. Moreover, there is no single validity index
which works well in all cases. Hence, development of efficient validity indices
is a constant need. To investigate the behaviour of the validity indices, three
well-known methods characterizing different approaches to the partitioning of
data sets were selected as the underlying clustering algorithms. They are the
Complete-linkage, K-means and EM methods. In these experiments, several real-
life data sets were used, where the real-life data was from three to forty four
dimensional. Moreover, the number of clusters varied within a wide range. The
conducted tests on real data sets have proven the efficiency of the SIL, SILA
and STRv1 indices compared to the other indices.
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Abstract. In this paper a detail analysis of an improvement of the
Silhouette validity index is presented. This proposed approach is based on
using an additional component which improves clusters validity assess-
ment and provides better results during a clustering process, especially
when the naturally existing groups in a data set are located in very differ-
ent distances. The performance of the modified index is demonstrated for
several data sets, where the Complete–linkage method has been applied
as the underlying clustering technique. The results prove superiority of
the new approach as compared to other methods.

Keywords: Clustering · Cluster validity index · Complete–linkage
clustering technique

1 Introduction

Clustering aims at grouping data into homogeneous subsets (called clusters),
inside which elements are similar to each other and dissimilar to elements of
other clusters. The purpose of clustering is to discover natural existing struc-
tures in a data set. These techniques are widely used in various fields such as
pattern recognition, image processing, data exploration, etc. It should be noted
that due to a large variety of data sets different clustering algorithms and their
configurations are formed. Generally, among clustering methods two major cat-
egories are distinguished: partitioning and hierarchical clustering. Partitioning
clustering relocates elements of a data set between clusters iteratively until a
given clustering criterium is obtained. For example, the well-known algorithms of
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this type include K-means and its variations [5,24] or Expectation Maximization
(EM) [19]. On the other hand, hierarchical clustering is based on the agglomer-
ative or divisive approach. The method known as the agglomerative hierarchical
clustering starts from many clusters, which are then merged into larger ones until
only one cluster has been formed. However, the divisive clustering methods start
from a single cluster, which includes all elements of a data set, and then it is split
into smaller clusters. For instance, well-known agglomerative hierarchical clus-
tering methods include the Single-linkage, Complete-linkage or Average-linkage
[16,20,25]. Nowadays, a large number of new clustering algorithms appears, e.g.,
[13,14]. But, for a wide variety of data sets a single clustering algorithm pro-
ducing optimal data partitions does not exist. Moreover, the same clustering
algorithm can also create different partition schemes of data depending on the
choice of input parameters. Thus, the question asking how to find the best fit of
a partition scheme to a data set is still very relevant.

The process of evaluation of partitioned data is a very difficult task and it
is known as cluster validation. In this evaluation process, an estimation of the
occurrence of the right clusters is very frequently realized by validity indices. In
the literature on the subject, cluster validation techniques are often classified
into three groups–external, internal and relative validation [16,31]. The external
validation techniques are based on previous knowledge about data. On the other
hand, the internal methods use only the intrinsic properties of the data set. The
relative techniques compare partition schemes of a data set, which are created by
changing values of input parameters of a clustering algorithm. The key parameter
for many clustering methods is the number of clusters and this is most frequently
changed. Next, the partitions are compared, i.e. depending on the approach used,
the maximum or the minimum value of a validity index is used to determine
the best fit of a partition scheme to the data set. So far, a number of authors
have proposed different validity indices or modifications of existing indices, e.g.,
[1,11,12,15,17,18,32,36]. In the literature new interesting solutions for cluster
evaluation are constantly suggested. For example, a stability index based on
variation on some information measures over partitions generated by a clustering
model is in [23], a new measure of distances between clusters is proposed in [30].
Papers [33,37] present indices which use the knee-point detection. It should be
noted that cluster validity indices such as, e.g., the Dunn [10], Davies-Bouldin
(DB) [8], PBM [21] or Silhouette (SIL) [26] indices are very frequently used
to evaluate the efficacy of the new proposed validity approaches in detecting
the right data partitioning. It is important to note that clustering algorithms in
conjunction with cluster validity indices can be used during a process of designing
various neural networks [2–4] and neuro-fuzzy structures [6,7,9,27–29].

In this paper, an improvement of the Silhouette index is described. For
this purpose the new versions of this cluster validity index called the SILA
and SILAv1 have been presented. The first version of the index, i.e. SILA is
described in paper [34]. The next version is called SILAv1 and it uses an expo-
nent defined by (9). A detailed explanation of the modifications involving the
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use of the component is presented in Sect. 2. In order to present effectiveness of
the validity indices several experiments were performed for various data sets.

This paper is organized as follows: Sect. 2 presents a detailed description
of the Silhouette index and an explanation of the proposed modifications of
this index. Section 3 illustrates experimental results on data sets. Finally, Sect. 4
presents conclusions.

2 Improvement of the Silhouette Index

First, in this section the Silhouette index is described in more detail. Next, a
modification of the index and an explanation of this change are presented.

2.1 The Detail Description of the Silhouette Index

Let us denote K-partition scheme of a data set X by C = {C1, C, ..., CK}, where
Ck indicates kth cluster, k = 1, ..,K. Cluster compactness is measured based on
a mean of within-cluster distances. The average distance a(x) between element
x and the other elements xk belonging to the same cluster is defined as:

a(x) =
1

nk − 1

∑

xk∈Ck

d (x,xk) (1)

where nk is the number of elements in Ck and d (x,xk) is a function of the
distance between x and xk.

Furthermore, the mean of distances of x to the other elements xl belonging
to cluster Cl, where l = 1, ...,K and l �= k, can be written as:

δ(x,xl) =
1
nl

∑

xl∈Cl

d (x,xl) (2)

where nl is the number of elements in Cl. Thus, the smallest distance δ(x,xl)
can be defined as:

b(x) =
K

min
l,k=1
l �=k

δ(x,xl) (3)

The so-called silhouette width of element x can be expressed as follows:

S(x) =
b(x) − a(x)

max (a(x), b(x))
(4)

Finally, the Silhouette (SIL) index is defined as:

SIL =
1
n

∑

x∈X

b(x) − a(x)
max(a(x), b(x))

(5)

where n is the number of elements in the data set X.
The value of the index is from the range −1 to 1 and a maximum value (close

to 1) indicates the right partition scheme. Unfortunately, the index can detect
incorrect data partition if differences between cluster distances are large [34].
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2.2 Modification of the Silhouette Index

As mentioned above the modification of the Silhouette index was proposed in
paper [34] and it involves using an additional component A(x), which corrects
values of the index. Thus, the new index, called the SILA index, in that paper
was defined as follows:

SILA =
1
n

(
∑

x∈X

(S(x) · A(x))

)
(6)

where the S(x) is the silhouette width (Eq. (4)), whereas the additional com-
ponent A(x) was expressed as:

A(x) =
1

(1 + a(x))
(7)

or it can be written as follows:

A(x) =
1

(1 + a(x))q
(8)

where the exponent q = 1.
Note that the value of exponent q = 1 can be insufficient for large difference

of distances between clusters. Hence, the new modification of the index includes
the component A(x) in which the q exponent is defined as below:

q = 2 +
K2

n
(9)

where n is the number of elements in a data set. Thus, the new version of the
index so-called SILAv1 can be presented in the following way:

SILAv1 =
1
n

(
∑

x∈X

(
b(x) − a(x)

max (a(x), b(x))
· 1
(1 + a(x))q

))
(10)

where the q is expressed by (9).
This approach can ensure a better performance of this index than that pre-

vious version called the SILA and its efficiency was proved based on the experi-
ments carried out on different data sets. In the next section a detailed explanation
of the modifications involving the use of the additional component is presented.

2.3 Remarks

As mentioned above, the Silhouette index takes values between −1 and 1. Appro-
priate data partitioning is identified by a maximum value of the index, which
can be close to 1. Notice that the definition of the silhouette width can be also
expressed as follows [26]:

S(x) =

⎧
⎪⎨

⎪⎩

1 − a(x)
b(x) if b(x) > a(x)

0 if b(x) == a(x)
b(x)
a(x) − 1 if b(x) < a(x)

(11)
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Here, it is clear that when b(x) is much greater than a(x), the ratio of a(x) to b(x)
is very small, and S(x) is close to 1. But in the modified version of the index, the
SILAv1 (or SILA), the additional component A(x) makes it possible to correct
the value of the silhouette width. In A(x) a measure of cluster compactness
a(x) is used and plays a very important role. For instance, when a clustering
algorithm greatly increases sizes of clusters, the factor a(x) also increases and
the ratio of 1/(1 + a(x))q decreases significantly. It decreases the value of the
index and thus, the large differences of distances between clusters do not affect
the final result so much. This modified silhouette width can be expressed as
follows:

Sm(x) =

⎧
⎪⎪⎨

⎪⎪⎩

(
1 − a(x)

b(x)

)
· 1
(1+a(x))q if b(x) > a(x)

0 if b(x) == a(x)(
b(x)
a(x) − 1

)
· 1
(1+a(x))q if b(x) < a(x)

(12)

Let us look at the first situation. When b(x) is greater than a(x), the ratio of
a(x) to b(x) is less than 1 and the value of Sm(x) is positive (see Eq. (12)).
Notice that when the number of clusters K decreases from Kmax to a correct
number of clusters c∗, then the clusters newly created by a clustering algorithm
become larger and the value of a(x) increases. However, the value of a(x) is not
very great and the factor A(x) does not decrease so much. Thus, the value of
Sm(x) increases and it is only slightly reduced by A(x). Generally, for compact
clusters subdivided into smaller ones, when they are merged in larger clusters,
the changes of their compactness and separability are not very significant. On
the other hand, when the number of clusters K is equal to the right number c∗,
the separability of clusters increases abruptly due to relatively large distances
between clusters and now b(x) is much larger than a(x). Hence, when K = c∗,
the component Sm(x) increases considerably. Notice that A(x) does not change
significantly, since the changes of clusters compactness are still small and so a(x)
does not increase so much. Thus, the value of Sm(x) is not considerably reduced
by A(x). In turn, when the number of clusters K < c∗, then cluster sizes can
be really large and now the factor a(x) strongly increases. Consequently, A(x)
decreases significantly and reduces the value of the index. It overcomes problems
with too great differences of distances between clusters, and allows for indication
of the appropriate data partitioning by the validity index.

The other situation takes place when a(x) and b(x) are equal. This means
that it is not clear to which clusters the element should belong. In this case,
the SILAv1 index (or SILA and Silhouette indices) equals 0 (see Eqs. (11)
and (12)). The last situation occurs when the factor a(x) is larger than b(x).
In this case, the values of Sm(x) (or S(x)) are negative. Thus, x should be
assigned to another cluster. Notice that when b(x) is equal to 0, then Sm(x) =
−1/(1 + a(x))q.

As mentioned above, the SILA index uses q = 1. However, such value q can
cause that the A(x) is too small to appropriately correct the silhouette width.
However, when q is too large, the influence of A(x) can be very strong and then
the value of the index greatly decreases. Hence, the issue of the choice of the
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exponent q for A(x) is a very significant problem. The new version of the index
called SILAv1 contains a formula of the change of the exponent q depending on
the number of clusters and it is expressed by (9). It should be noted that in this
definition the important role is played by the ratio K2/n, which makes that for
large K the value of q is greater than 2 (close to 3) and for small K it is close to
2. This approach causes that the index does not obtain too large values for high
K (q is close 3). It is very important because this index is strongly decreased
by the component A(x) with q close to 2 for small K, when values of a(x) are
large. Thus, component A(x) has now a suitable influence on the index and it
makes it possible to overcome the drawback of the Silhouette index, where large
differences of distances between clusters can provide incorrect results. It should
be observed that the new index can take values between 1 and −1/(1 + a(x))q.

In the next section the results of the experimental studies are presented to
confirm effectiveness of this approach.

3 Experimental Results

In this section several experiments were carried out to verify effectiveness of the
new index in detecting correct clusters. The experiments have been conducted on
different data sets using hierarchical clustering. It should be noted that proper
clustering of data is not possible without the knowledge of the right number of
clusters occurring in the given data set. Thus, this parameter is a very important
for most of the clustering algorithms but it is not usually known in advance.
Cluster validity indices are often used to determine this parameter.

The experiments relate to determining the number of clusters in data sets
when the Complete-linkage hierarchical clustering is applied as the underlying
clustering method. In each step this algorithm combines the two clusters with
the smallest maximum pairwise distance. Furthermore, three validity indices, i.e.
the Silhouette (SIL), SILA and SILAv1 are used to indicate the right number of
clusters. Note that the best range of the number of clusters for data clustering
analysis should be varied from Kmax =

√
n to Kmin = 2 [22]. However, for

the hierarchical clustering the number varies from Kmax = n to Kmin = 2. To
show the efficacy of the proposed approaches the values of validity indices are
also presented on the plots, where the number of clusters was from the range
Kmax =

√
n to Kmin = 2. Moreover, it is assumed that the values of the validity

indices are equal to 0 for K = 1.
In all the experiments the Weka machine learning toolkit [35] has been used,

where the Euclidean distance and the min-max data normalization have been
also applied.

3.1 Data Sets

Eight generated artificial data sets are used in the experiments. These data con-
sist of various cluster structure, densities and dimensions. For instance, the first
four of them called Data 1, Data 2, Data 3 and Data 4 are 2- dimensional with
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3, 5, 8 and 15 clusters, respectively. The scatter plot of these data is presented in
Figs. 1 and 2. Additionally, Table 1 shows a detailed description of all these arti-
ficial data. As it can be observed on the plots the distances between clusters are
very different and some clusters are quite close. Generally, clusters are located
in groups and some of clusters are very close and others quite far. Moreover, the
sizes of the clusters are different and they contain various number of elements.
Hence, many clusters validity indices can provide incorrect partitioning schemes.

Table 1. Detailed description of the artificial data sets

Data sets No. of elements Features Classes No. of elements per class

Data 1 300 2 3 50,100,150

Data 2 170 2 5 10,20,30,50,60

Data 3 495 2 8 25,30,50,50,60,80,100,100

Data 4 429 2 15 31,39,38,18,29,30,32,27,10,39,22,27,39,20,28

Data 5 550 3 4 100,100,150,200

Data 6 820 3 6 100,100,100,150, 170,200

Data 7 800 3 7 70,80,100,100,100, 150,200

Data 8 460 3 9 30,30,40,40,50,50, 50,70,100

Experiments. The hierarchical Complete-linkage method as the underlying
clustering method was used for partitioning of these data. In Figs. 3 and 4 a
comparison of the variations of the Silhouette, SILA and SILAv1 indices with
respect to the number of clusters are presented. As mentioned above, on the plots
the maximal value of the number of clusters Kmax is equal to

√
n and values

of the validity indices are equal 0 for K = 1. It can be seen that the SILAv1
index provides the correct number of clusters for all the data sets. However,
the previous index SILA indicates incorrect partition schemes for two sets, i.e.,
Data 3 and Data 6. On the contrary, the Silhouette index incorrectly selects all
partitioning schemes and this index mainly provides high distinct peaks when
the number of clusters K = 2. This means that when the clustering method
combines clusters into larger ones and differences of distances between them are
large, influence of the separability measure is significant and consequently, this
index provides incorrect results. On the other hand, despite the fact that the
differences of distances between clusters are large, the SILAv1 index provides
the correct partitioning for all these data. Notice that the component A(x) (in the
SILAv1 or SILA indices) poorly reduces values of this index when the number
of clusters K > c∗, because then they are not so large and have a compact
structure.

4 Conclusions

As mentioned above, the Silhouette index can indicate an incorrect partition-
ing scheme when there are large differences of distances between clusters in a



166 A. Starczewski and A. Krzyżak
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Fig. 1. 2-dimensional artificial data sets: (a) Data 1, (b) Data 2, (c) Data 3, and (d)
Data 4
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Fig. 2. 3-dimensional artificial data sets: (a) Data 5, (b) Data 6, (c) Data 7, and (d)
Data 8
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Fig. 3. Variations of the Silhouette, SILA and SILAv1 indices with respect to the
number of clusters for 2-dimensional data sets: (a) Data 1, (b) Data 2, (c) Data 3, and
(d) Data 4 partitioned by the Complete-linkage method.
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Fig. 4. Variations of the Silhouette, SILA and SILAv1 indices with respect to the
number of clusters for 3-dimensional data sets: (a) Data 5, (b) Data 6, (c) Data 7, and
(d) Data 8 partitioned by the Complete-linkage method.
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data set. Consequently, to improve the index performance and to overcome the
drawback, a change of the index has been proposed. It is based on the use of
the additional component, which contains a measure of cluster compactness.
The value of this measure increases when a cluster size increases considerably.
Hence, the additional component decreases and it reduces the high values of the
index caused by large differences between clusters. As the underlying clustering
algorithms the Complete-linkage was selected to investigate the behaviour of the
proposed validity indices. The conducted tests have proven the advantages of
the proposed SILA and SILAv1 indices compared to the Silhouette index. In
these experiments, several data sets were used and the number of clusters var-
ied within a wide range. All the presented results confirm high efficiency of the
SILAv1 index.
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Abstract. Authorship attribution aims at distinguishing texts written
by different authors using text features representing their styles. In this
paper we investigate stylometric features for the Polish language based
on Part of Speech (POS) tagging (including POS bigrams) and func-
tion words. Due to high inflection level of Polish language the feature
space tends to be very large. This in particular concerns POS n-grams.
Focusing on POS bigrams, we propose their simplified representation
allowing to keep the feature space compact. We report experiments,
in which authorship attribution was conducted for varying in lengths
documents, with use of classifiers from the Weka library. We evalu-
ate classification results for combinations of the following features: POS
tags, POS bigrams, function words and simple document statistics.
Experiments indicate that the developed features provide good classifi-
cation performance.

Keywords: Authorship attribution · Polish texts · Part of speech
tagging

1 Introduction

The goal of authorship attribution is to identify the author of an unseen text
document having text samples from different authors. In contrast to text cate-
gorization, which aims at assigning a topic or a list of topics to a text based on
its content, authorship attribution uses domain independent text properties that
may be characteristic for a particular author. The problem, apart from literary
studies, has many practical application in various fields: intelligence, criminal
law, computer forensic, plagiarism detection or author profiling [12].

A common approach to authorship attribution consists in extracting stylo-
metric features from documents. Then documents represented as vectors in a
feature space can be assessed according to their similarity or the original prob-
lem can be transformed into a typical classification task suitable for the machine
learning techniques.

Various stylometric features has been proposed and applied in authorship
attribution. They can be considered either language independent, e.g. word and
punctuation statistics, character n-grams or bound to a particular language as:
function words, n-grams of Part of Speech (POS) tags and syntactic rewrite
rules [12].
c© Springer International Publishing AG 2017
L. Rutkowski et al. (Eds.): ICAISC 2017, Part II, LNAI 10246, pp. 171–182, 2017.
DOI: 10.1007/978-3-319-59060-8 17
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Although authorship attribution for text in various languages has been exten-
sively researched, the number of studies addressing specifically Polish language
is limited. Our goal is to find stylometric features that would provide good per-
formance for Polish texts. We start with cases with controlled complexity, before
turning to harder tasks, as analyzing streams of short messages written by mul-
tiple authors.

In our previous work [16] we investigated features based on POS tags and a
limited set of their patterns. In this paper we extend them with POS bigrams and
function words. Such features were successfully used in authorship attribution
of English texts producing compact feature spaces (e.g. up to 1000 bigrams
and 50 function words) [3,7]. In contrast to English, Polish is a highly inflected
language and the number of POS tags that are used to describe words ranges at
1000. This potentially results in a high-dimensional feature space representing
POS n-grams, which would be computationally inefficient in classification tasks.
Focusing on POS bigrams, we propose their simplified representation allowing
to keep the feature space compact. The level of inflection also influences the size
of the dictionary of function words.

We investigate the proposed stylometric features in experiments performed
on a documents extracted from Polish novels by four authors. Applying typical
machine learning technique, we use selected classifiers from the Weka library
and compare their performance. We also report experiments aiming at feature
selection.

The paper is organized as follows: next Sect. 2 provides a short review of
authorship attribution problems. It is followed by Sect. 3, which describes the
datasets used. Section 4 presents sets of features used in classification. It is fol-
lowed by Sect. 5 reporting results of conducted experiments. Section 6 provides
concluding remarks.

2 Related Works

An important problem in authorship attribution is the choice of stylometric fea-
tures that are “linguistic expressions” of particular authors [3]. Sets of proposed
features may vary, depending on available data, the intended generality of their
extraction method and applicability to specific languages.

The simplest features describe statistical properties of documents: word
length, sentence length and vocabulary richness. Function words are features
based on word frequencies. In contrast to text categorization problems, where
the most frequent words are regarded useless or even harmful for classification,
in authorship attribution problems they are often used as personal style markers.
However, not all the most frequent words are good candidates to be included to
that set of features: an important characteristic is instability [6], i.e. the possi-
bility to be replaced by another word from the dictionary.

Another word-based features are word sequences (n-grams). An example of
this approach can be found in [1], where classification using word sequences was
tested on 350 poems in Spanish by 5 authors giving about 83% accuracy.



Stylometric Features for Authorship Attribution of Polish Texts 173

Features, which usually give very high accuracy measures are character
n-grams, i.e. sequences of n characters extracted from words appearing in doc-
uments. They are considered language independent, i.e. they can be extracted
from texts in various languages regardless of character sets used. See for example
[5] for reports on authorship attribution of English, Greek and Chinese texts. In
our opinion very good results of their application should be treated with caution:
there is an obvious functional dependence between document content and char-
acter n-grams, so they may constitute and alternative representation of function
words (what is probably good) or they may just render document content (what
seems to be worse).

Feature that apparently abstract away from topic related vocabulary are part
of speech tags and their n-grams. They were used in experiments, where POS
n-grams were used in authorship attribution of English documents [3,7]. Another
type of syntactic features are rewrite rules and chunks [12].

An issue related to authorship attribution is the difficulty of the particular
case [7]. Generally, the problems, where the number of authors is small and large
amounts of data samples are available are considered easy and high accuracy is
expected. This regards artificially generated data, e.g. extracts from full novels
[3,13]. On the other side, the difficulty increases with growing number of authors
and smaller data size [9], what results in inferior accuracy measures.

Research related to stylometry in various languages, including Polish, was
conducted by members of Computational Stylistcs Groups1. In their works they
used frequent words [11], and character n-grams [2].

Typical Machine Learning approach for authorship attribution of Polish
newspaper articles was repoted in [8]. Authors compared classifier performance
for various feature sets including character n-grams, word n-grams, lemmas, POS
tags and function words. This publication is is particularly interesting in the con-
text of this work, as it is probably the single source of information on usage of
POS tags and function words in classification of Polish texts. The experiments
showed that the best accuracy was achieved with use of character n-grams and
lemmas.

3 Datasets

Datasets used in the experiments were extracted from five classic Polish novels
written at the turn of twentieth century: Ziemia obiecana (Eng. Promised Land)
by W�ladys�law Reymont, W pustyni i w puszczy (Eng. In Desert and Wilderness)
and Rodzina Po�lanieckich (Eng. Po�laniecki family) both by Henryk Sienkiewicz,
Syzyfowe prace (Eng. Sisyphus works) by Stefan Żeromski and Na srebrnym
globie (Eng. On the Silver Globe) by Jerzy Żu�lawski.

The texts were split into sentences and each sentence was marked as either
narrative (N) or dialog (D). Then input documents were created by merging
n consecutive sentences, where n = 5, 10, 20, ..., 100. The group of datasets

1 https://sites.google.com/site/computationalstylistics/.

https://sites.google.com/site/computationalstylistics/
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marked as A* (A5, A10,..., A100) comprise documents formed from all sen-
tences. Datasests belonging to the group N* (N5, N10,..., N100) contain only
documents build from narrative sentences, whereas D* only dialogs.

Such division was made to verify a hypothesis that author’s style manifests
itself primarily in narrative sentences, whereas dialogs rather mimic the way
of speaking of portrayed persons, often they employ expressions observed in the
real life and used in less formal communication. It was expected, that authorship
attribution should give the best results for narrative documents, and the worse
for dialog.

The statistics for the source data is given in Table 1. The number of instances
in a particular dataset An can be derived by dividing total number of sentences
by n.

Table 1. Source data summary: #s - number of sentences, #w - number of words, #w
#s

- average sentence length.

Author A* (all) N* (narrative) D* (dialog)

#s #w #w
#s

#s #w #w
#s

#s #w #w
#s

Reymont 13 649 179 515 13.2 8 244 127 385 15.5 5 405 52 130 9.6

Sienkiewicz 22 522 320 515 14.2 17 085 268 737 15.7 5 437 51 778 9.5

Żeromski 4 323 63 359 14.7 3 600 56 901 15.8 723 6 458 8.9

Żu�lawski 3 932 57 100 14.5 3 558 53 967 15.2 374 3 133 8.4

Total 44 426 620 489 14.0 32 487 506 990 15.6 11 939 113 499 9.5

4 Features

Based on the documents’ content four sets of features were computed: POS –
part of speech tags, 2POS – POS bigrams, FW - function words and Stat – 10
features capturing such document properties, as numbers of words and punctu-
ation marks (including mean values, variance and standard deviation).

4.1 Part of Speech Tags

As POS tagger we used Morfologik [10], which is both a a comprehensive dic-
tionary of Polish inflected forms based on PoliMorf [17], and a software library
written in Java offering stemming and tagging functions. The dictionary distin-
guishes 25 basic part of speech elements, however each of them can be assigned
with supplementary attributes indicating case, conjugation form, gender, etc.
Hence, the total number of various tags appearing in the dictionary is equal to
1170. It should be noted, that Morfologik frequently returns multiple lemmas
and sets of POS tags for a given inflected word form. An example is given in
Table 2. The first tag component denotes the basic POS element (adj and subst
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Table 2. Sample entry from the Morfologik dictionary.

Inflected form Stem (lemma) POS tags

Czarnym Czarna subst:pl:dat:f

Czarny adj:pl:dat:m1.m2.m3.f.n1.n2.p1.p2.p3:pos

adj:sg:inst:m1.m2.m3.n1.n2:pos

adj:sg:loc:m1.m2.m3.n1.n2:pos

subst:pl:dat:m1

subst:sg:inst:m1

subst:sg:loc:m1

stands for adjective and noun), whereas other components represent attributes
(pl – plural, sg – singular, dat, inst, loc - declination case, m1, m2, m3, f, n1, n2
- gender, etc.) Attributes are specific with respect to elements, e.g. declination
case can be attributed to nouns and adjectives, whereas reflexity to verbs.

During extraction of POS features from a document, a large string of all pos-
sible POS tags attributed to words. Then the string was converted to numeric
attributes representing tag frequencies with Weka filter StringToWordVector
configured to apply IDF transform. As the number of POS tags used in the
documents was over 800, hence the corresponding number of POS features was
extracted.

4.2 POS Bigrams

The specificity of Polish language makes the problem of finding adequate repre-
sentation of POS n-grams hard. Firstly, the POS tagging is ambiguous, i.e. each
word can be attributed with a set of POS tags and observed transitions occur
rather between sets and not just individual tags. Secondly, the number of possi-
ble POS tags (ranging at 1000) may potentially result in very high dimensional
feature space, which would be computationally inefficient.

While extracting n-gram features, we decided to consider bigrams only and
introduced a simplification that resulted in a relatively compact representation
counting about 1000 attributes.

Let us denote by by P a set of POS tags. For analysis purposes we assume a
unified structure of tags as tuples of basic POS elements and all attributes:

P = E × A1 × · · · ,×Ak,

where E is the basic set of 25 POS tags (see nodes in Fig. 1a) and Ai are sets
of attributes. Each set Ai contains an additional element εi (equivalent to a
missing attribute) that should be used, if an attribute is not applicable to a
given element.

Let POS : W → P be a function that returns a set of tags for a given word
w ∈ W . We define also two functions elm : P → E and atti : P → Ai. They
allow to extract POS elements or i-th attributes from tags.
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For two consecutive words (w1, w2) the transitions in E and Ai, i = 1, k are
processed separately using the following procedure:

1. Calculate POS(w1) and POS(w2)
2. Compute the set of transitions in E as:

TE(w1, w2) =
⋃

p∈POS(w1)
elm(p) × ⋃

p∈POS(w2)
elm(p)

3. For i = 1, k: compute transitions in Ai as:
Ti(w1, w2) =

⋃
p∈POS(w1)

atti(p) × ⋃
p∈POS(w2)

atti(p)
4. Assign the frequency 1

|TE(w1,w2)| for each transition tej ∈ TE(w1, w2)
5. Analogously, assign frequencies 1

|Ti(w1,w2)| for transitions tij ∈ Ti(w1, w2)

The transition frequencies are summed for all pairs of consecutive words appear-
ing in the document.

Figure 1 shows an example of POS bigrams representation for the whole
novel by Reymont. Figure 1a presents frequencies for transitions in E (POS ele-
ments) and Fig. 1b for declination cases. A line (wedge) width corresponds to
the observed frequency. It can be seen that certain transitions are more fre-
quent, eg. between verbs, nouns, adjectives and prepositions. The term UDecl
in Fig. 1b stands for missing declination attribute. The diagram shows that that
after a word, for which a declination case does not apply, occurrences of nouns
or adjective in nominative, accusative or genitive case are more likely.

The described representation yields about 1000 attributes, hence, it is much
more compact than full POS bigrams model that would potentially comprise
8002 = 640000 features. Apparently, it is a simplification, as it does not capture
dependencies between POS elements and applicable attributes. This also applies
to grammar rules, which would potentially constrain their values, eg. a noun
case governs the case of an adjective used as a complement. This approach can
be compared to the Näıve Bayes model, where correlations between variables are
ignored for the sake of computational efficiency.

4.3 Function Words

We performed a few experiments with authorship attribution based on docu-
ments’ content using decision trees. Analysis of the obtained trees revealed that
most relevant features selected by the classifier are proper names and words with
no particular reference to the topic like prepositions or pronouns. Whereas the
first group of words is apparently domain specific, the second seems to constitute
authors’ personal style markers.

A set of function words was built based on three criteria: part of speech
element type, frequency and domain independence.

The basic dictionary of function words included: prepositions (do, w,
dooko�la), pronouns (ja, ty, on,my), conjunctions linking relative clauses (że,
aby), numerals (pierwszy, drugi), predicates (trzeba) and interjections (words
of phrases used as exclamations: och, ach).

We extracted the most frequent words from the input documents and cross-
checked it with the set of function words. This allowed us to collect about 90
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(a)

(b)

Fig. 1. Illustration of Part of speech bigrams extracted from documents by Reymont;
the edge width corresponds to the observed frequency: (a) basic POS tags (b) declina-
tion case bigrams (UDecl stands for missing declination attribute)

additional words (lemmas) that can be considered domain independent. Accord-
ing to the Morfologik dictionary they are classified (sometimes surprisingly) as
nouns or adjectives. Examples of such words are: to, ten, tamto, tamten, t ↪edy,
tamt ↪edy, pan, pani, jako, pewny, etc.

The dictionary of function words is not stored explicitly, it is rather rep-
resented as a procedure. When the procedure was applied to the whole Mor-
fologik dictionary it yielded 3321 words. The number of terms appearing in the
processed documents classified as function words was equal to 1007. This number
is large, if compared with typical settings for English texts classification, where
about 50 most frequent words were used [4]. An examination of the determined
set revealed that many of the words are inflected forms of a common lemmas,
abbreviations, numerals and interjections.



178 P. Szwed

5 Experiments

In this section we report results of experiments performed using classifiers imple-
mented in Weka library for datasets from A*, N* and D* document groups. To
assess classifiers performance we used weighted precision (Pr), recall (Rc) and
F1 = 2·Pr·Rc

Pr+Rc measures returned by Weka. In all cases 10-fold cross-validation
was preformed.

5.1 Comparison of Classifier Performance

Table 3 presents results of authorship attribution tests, in which the following
classifiers were used: Näıve Bayes (NB), decision tree (J48), random forest (RF),
support vector machines (SMO) and k nearest neighbors for k = 5 (IBk). Calcu-
lations were made using all sets of features: Stat (word statistics), POS (tags),
FW (function words) and 2POS. All (full bigram representation including POS
elements and attributes).

As it can be observed, in the majority of cases classifier performance grows
with n (the number of sentences in the documents), in spite of the fact that the
number of documents (observations) m decreases (m it is inversely proportional
to n, i.e. m = #sentences

n ).
In most cases SMO classifier with default parameters (polynomial kernel of

degree 1) turned out to be the most efficient. As expected, for D* datasets
the performace measures were visibly lower and in this case the J48 classifier
turned out to be competitive to the SMO. The differences between classification
results for documents in A* datasets (being mixtures of dialog and narrative
sentences) and N* (narrative only) were not significant. It should be noted that
the imbalance in the datasets (c.f. Table 1) was reflected in classification results
for particular authors (they were generally worse in the case of documents by
Żeromski and Żu�lawski). Another observation is related to the time complexity.
Typically, SMO and J48 were by order of magnitude slower than Näıve Bayes,
especially for large datastes (e.g. A5, which comprises 8887 documents).

5.2 Feature Selection: Sets of Attributes

We compared performance of two classifiers Näıve Bayes Multinomial (NBM)
and Support Vector Machines (SMO) for various combinations of sets of fea-
tures. The first was selected due to its learning speed, the second due to its
proven accuracy. The analyzed sets of features included POS tags, 2POSA (full
bigram representation), 2POSB (representation of bigrams covering only transi-
tions between POS elements) and FW (function words). In all cases statistical
features (sentence length, punctuation marks) were used.

Figure 2 shows F1 measure evaluated in 10-fold cross validation for various
document lengths and combinations of features. It can be observed that in all
cases the best results were obtained in experiments, where function words (FW)
were used. The performance can be augmented if POS and POS bigrams are
used. Basically, SMO outperforms NBM for shorter documents, however, for
longer texts the performance of both classifiers is comparable.
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Table 3. Comparison of classifier performance. NB - Näıve Bayes, J48-decision tree,
RF - random forest, SMO - support vector machines, IBk - k nearest neighbors (k = 5)

Data NB J48 RF SMO IBk

Pr Rc F1 Pr Rc F1 Pr Rc F1 Pr Rc F1 Pr Rc F1

A5 0.595 0.529 0.545 0.684 0.690 0.686 0.735 0.661 0.596 0.825 0.825 0.824 0.517 0.501 0.484

A10 0.661 0.616 0.629 0.736 0.740 0.738 0.773 0.711 0.656 0.880 0.880 0.879 0.643 0.572 0.559

A20 0.720 0.693 0.702 0.787 0.788 0.787 0.809 0.768 0.722 0.946 0.946 0.946 0.764 0.673 0.668

A30 0.757 0.743 0.749 0.811 0.814 0.812 0.819 0.788 0.744 0.975 0.974 0.974 0.813 0.743 0.732

A50 0.802 0.796 0.798 0.826 0.829 0.827 0.858 0.834 0.805 0.988 0.988 0.988 0.885 0.843 0.833

A80 0.828 0.832 0.828 0.853 0.855 0.854 0.877 0.859 0.835 0.989 0.989 0.989 0.910 0.880 0.870

A100 0.878 0.877 0.874 0.871 0.873 0.871 0.880 0.862 0.838 0.993 0.993 0.993 0.935 0.920 0.913

N5 0.645 0.582 0.600 0.684 0.688 0.686 0.718 0.630 0.556 0.826 0.825 0.825 0.549 0.520 0.509

N10 0.708 0.677 0.687 0.726 0.728 0.727 0.765 0.682 0.625 0.892 0.892 0.891 0.671 0.600 0.590

N20 0.748 0.732 0.737 0.787 0.792 0.789 0.809 0.754 0.718 0.957 0.956 0.956 0.803 0.711 0.717

N30 0.796 0.793 0.793 0.795 0.798 0.796 0.832 0.794 0.765 0.977 0.977 0.977 0.844 0.789 0.792

N50 0.833 0.832 0.830 0.868 0.871 0.869 0.857 0.829 0.807 0.990 0.989 0.989 0.909 0.882 0.880

N80 0.890 0.890 0.887 0.859 0.850 0.853 0.888 0.873 0.859 0.998 0.998 0.998 0.947 0.934 0.932

N100 0.892 0.893 0.890 0.895 0.896 0.895 0.910 0.899 0.891 1.000 1.000 1.000 0.956 0.948 0.948

D5 0.587 0.396 0.454 0.795 0.808 0.801 0.680 0.749 0.713 0.731 0.738 0.733 0.495 0.523 0.503

D10 0.591 0.512 0.543 0.825 0.835 0.830 0.700 0.771 0.734 0.751 0.762 0.751 0.549 0.575 0.557

D20 0.643 0.643 0.643 0.840 0.845 0.842 0.707 0.778 0.741 0.867 0.868 0.856 0.651 0.655 0.645

D30 0.693 0.708 0.696 0.862 0.863 0.862 0.770 0.850 0.808 0.899 0.895 0.882 0.663 0.673 0.647

D50 0.698 0.731 0.707 0.868 0.864 0.865 0.782 0.864 0.821 0.899 0.901 0.879 0.719 0.748 0.718

D80 0.732 0.757 0.732 0.878 0.888 0.883 0.794 0.875 0.832 0.838 0.888 0.853 0.818 0.809 0.795

D100 0.672 0.730 0.694 0.850 0.885 0.864 0.799 0.877 0.836 0.853 0.902 0.868 0.872 0.885 0.866

Table 4. Feature selection: BF-CFS: BestFirst-CfsSubsetEval, Rank-Corr: Ranker-
CorrelationAttributeEval, Rank-IG: Ranker-InfoGainAttributeEval

Data Rank-Corr Rank-IG BF-CFS

Pr Rc F1 Pr Rc F1 Pr Rc F1

A5 0.820 0.820 0.819 0.820 0.820 0.820 0.779 0.784 0.773

A10 0.883 0.883 0.883 0.883 0.883 0.883 0.874 0.876 0.873

A20 0.952 0.952 0.951 0.952 0.952 0.951 0.934 0.934 0.933

A30 0.975 0.975 0.975 0.975 0.975 0.975 0.961 0.961 0.961

A50 0.988 0.988 0.988 0.988 0.988 0.988 0.979 0.979 0.979

A80 0.989 0.989 0.989 0.989 0.989 0.989 0.986 0.986 0.986

A100 0.993 0.993 0.993 0.993 0.993 0.993 0.996 0.996 0.995

N5 0.828 0.827 0.827 0.828 0.828 0.828 0.776 0.779 0.773

N10 0.900 0.899 0.899 0.900 0.899 0.899 0.884 0.886 0.885

N20 0.961 0.961 0.960 0.961 0.961 0.960 0.937 0.937 0.937

N30 0.979 0.979 0.979 0.979 0.979 0.979 0.956 0.957 0.956

N50 0.988 0.988 0.988 0.988 0.988 0.988 0.991 0.991 0.991

N80 0.998 0.998 0.998 0.998 0.998 0.998 0.998 0.998 0.998

N100 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

D5 0.730 0.740 0.734 0.730 0.740 0.734 0.841 0.843 0.813

D10 0.765 0.775 0.767 0.765 0.775 0.767 0.876 0.883 0.868

D20 0.860 0.862 0.850 0.860 0.862 0.850 0.870 0.877 0.868

D30 0.923 0.918 0.904 0.923 0.918 0.904 0.945 0.945 0.942

D50 0.893 0.897 0.872 0.893 0.897 0.872 0.952 0.950 0.949

D80 0.838 0.888 0.853 0.838 0.888 0.853 0.935 0.934 0.933

D100 0.852 0.902 0.868 0.852 0.902 0.868 0.948 0.943 0.942
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Fig. 2. F1 measure values for various various document lengths (n-number of sentences)
and subsets of features. Classifiers: NB (Näıve Bayes Multinomial) and SMO (Support
Vector Machines). Document gropus: A* (all sentences) N* (narrative sentences), D*
(dialogs)

5.3 Feature Selection: Individual Attributes

We performed feature selection for individual attributes applying three combi-
nations of search and evaluation methods available in Weka: BF-CFS (BestFirst,
CfsSubsetEval), Rank-Corr (Ranker, CorrelationAttributeEval) and Rank-IG
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(Ranker, InfoGainAttributeEval). The dataset with reduced set of features was
further submitted to SMO (support vector machines) classifier. The results are
gathered in Table 4. It can be observed that for datasets from A* and N* fea-
ture selection occurred ineffective (c.f. Table 3). However, for datasets from D*
group, which are supposed to be noisy, application of BF-CFS improved the
performance by almost 10%.

6 Conclusions

In this paper we report experiments of authorship attribution for Polish texts
using features based on POS tags, their bigrams and function words. These
features are language specific. In the case of the Polish language, which is char-
acterized by high variability of inflected forms, the feature space is potentially
very large. This in particular concerns POS bigrams, as more than 1000 POS
tags are present in Polish dictionaries, whereas commonly used Brill tagger for
English returns about 40 tags. Therefore, focusing on POS bigrams, we propose
their simplified representation allowing to keep the feature space compact.

We performed evaluation of classifier performance and analyzed various com-
binations of sets of features. We also performed feature selection using three
combinations of search and evaluation methods. Results for other experiments
are not reported, because either they were partial due to unacceptable processing
time or had inferior performance, as is the case of PCA.

SMO outperforms other classifiers, however, its training is very time consum-
ing, especially if a great number of documents is to be processed. We also tried
to use Multilayer Perceprton, which was reported to give promising results in
authorship attribution of English texts [13]. Unfortunately, due to dimensional-
ity of the feature space (about 2000 attributes) the method occurred too slow
to be used.

Experiments with various sets of features showed that the presence of func-
tion words has the greatest impact on the performance. This is consistent with
the results from our previous work [16], where we investigated features for the
Polish language based on POS tags and their specific patterns used to extract
concepts from documents [14,15]. Although the authorship attribution tasks
reported in this paper were harder than in [16], the overall performance of clas-
sification was about 10% higher in all the cases, when function words were used.
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Abstract. This paper is focused on intelligent character recognition of
handwritten texts. We apply elements of the handwriting movement
analysis in order to calculate possibilities of primitive character frag-
ments called strokes. The key feature rely on the processing of uncer-
tainty in the form of fuzzy quality values starting from the identification
of strokes, through the construction of words and phrases, up to future
application of language filters and possible contextual recognition.

Keywords: Handwriting recognition · Intelligent character recogni-
tion · Letter fragments · Strokes

1 Introduction

Although intelligent hand written character recognition (as a part of Optical
Character Recognition OCR) has been under development for a quarter of a
century, using i.a. convolutional or recurrent neural networks and deep learn-
ing techniques [5,6,12], there are still multiple challenges with respect to the
quality of intelligent recognition algorithms, as for example announced by the
International Conference on Document Analysis and Recognition.

Concerning off-line conversion of text from an image into letter charac-
ters, handwriting recognition is different than printed character recognition. In
printed text, we can extract each letter, since spaces between letters, words and
lines are regular. Handwriting is less precise as many times we are not able to
separate a word into letters, especially if there is no language model in opposite
to present trends in this area [15].

Our proposal is focused on recognition of handwritten casual cursive of the
Latin derived alphabets, i.e. a combination of strokes joined with ligatures end
separated with pen lifts. The method must be deprived of any lexicon, as it is
primarily intended to discover new words or phrases as well as proper nouns in
structured text like eg. archival birth records.

c© Springer International Publishing AG 2017
L. Rutkowski et al. (Eds.): ICAISC 2017, Part II, LNAI 10246, pp. 183–192, 2017.
DOI: 10.1007/978-3-319-59060-8 18
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The main idea of the method presented in this paper is to apply elements of
the handwriting movement analysis, similarly to the on–line OCR techniques,
in order to calculate possibilities of primitive character fragments. First of all, a
handwritten text is separated into a set of such small fragments. It is intended
that each fragment should be perceived as a single “move of a hand”, for example
an oval or a vertical line. We refer to this fragment of a letter as a “stroke”. Then,
we are able to search for possible letters strings fitting to a set of extracted
strokes. If we find a vertical line next to an oval, it may be a small letter “a”,
but it may be for example “oi” or “d” as well. The key feature of this approach is
the processing of uncertainty in the form of fuzzy quality values starting from the
identification of strokes, through the construction of words and phrases, up to
language filters and contextual recognition.

The possible secondary use of the proposed method is to improve recogni-
tion in standard intelligent character recognition systems based on lexicons or
text corpora. Having a set of possible letters together with fuzzy quality and
correctness values, we may try to guess a word. In this paper we consider all
ambiguities with regard to possible letter strings, namely, our method has been
developed as base stage of any dictionary recognition. Our primary simulations
have indicated that the proposed method will increase recognition abilities of
standard dictionary methods or even add an extra possibility of recognizing, in
structured texts, proper nouns or words not found in the lexicon.

2 Preprocessing

In our approach, preprocessing of input image include two steps: binarization
and skeletonization (see [16]). We are prohibited to reduce noise, since it may
destroy important information desired in subsequent recognition steps. What is
pivotal, single pixels will be removed in next steps only if they are out of the
context.

3 Strokes Extraction

After binarization and skeletonization, we obtain a binary image, where each
letter curve is of one-pixel width. Therefore, we can connect pixels into a lines. To
connect each pixel with their nearest neighbour we may use algorithms building
minimum spanning tree, for example Kruskall’s algorithm. We must modify this
algorithm by defining a maximal distance between pixels. So, we built a spanning
forest, not a tree. Next, we should delete very small trees (including one or two
pixels), since they considered to be a noise.

Afterwards, we can cut trees at pixels having more than two neighbors. Then
we have achieve a set of strokes. At this moment, two problems are appeared:
strokes which should be merged and strokes with “corners” which should be
separated into two strokes.

To describe a merging procedure, we introduce a notion of an end vector
defined as a vector connecting endpoint of a stroke with a point on the stroke
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located at local neighborhood (15 of length away the endpoint), what is presented
in Fig. 1. Two strokes can be merged if two conditions are fulfilled. Firstly, the
distance between endpoints of these strokes must be small, not greater then max-
imal distance used in generating spanning forest. Secondly, the angle between
“end vectors” also must be small.

Fig. 1. Merging strokes. Fig. 2. Splitting a stroke.

We have to verify whether the stroke should be split. We assume the stroke
is a one “move of a hand”, hence it should not include sharp fragments. There-
fore, we must detect splitting points. To detect these points we generate list of
vectors connecting next points in the stroke (first and second, second and third
etc.). Next, the stroke should be smoothed. Each vector is smoothed by calculat-
ing weighted average of this vector (with weight 1

2 ) and adjacent vectors (with
weights 1

4 ).

v′
i =

⎧
⎨

⎩

3
4vi + 1

4vi+1 for i = 1
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4vi−1 + 1
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(1)

The sum of all vectors in the stroke will not change. The simple proof is as
follows:
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After smoothing we can check the angle between vectors, which are located
close, but not adjacent (for example with three vectors between them). Checking
angles between adjacent vectors brings possibility of detecting very local curva-
ture. If the angle is large (greater than right angle), the stroke should be cut. It
is presented in the Fig. 2.

4 Strokes Classification

Our purpose is to describe each stroke by the following characteristic values:

– length (l),
– distance between endpoints de,
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Fig. 3. Values used in stroke description.

– angle of line connecting endpoints (α),
– vertical and horizontal size (xc, yc),
– center of mass (average coordinates of all points, xi, yi for i = 1, 2, . . .),
– point between endpoints (xm, ym).

These values are presented in Fig. 3. With the use of these values we are able
to determine some additional values in range [0, 1] describing the shape of the
stroke, which are easy to interpret.

d – relative distance, i.e. distance between endpoints divided by the length
(d ≈ 1 for straight stroke, d ≈ 0 for a circle),

p – ratio of vertical and horizontal size (p ≈ 1
2 for a square),

s – shape characteristic value 1
2sin(2α) + 1

2 ,
c – shape characteristic value 1

2cos(2α) + 1
2 ,

h – 1
2 tanh((xm − xc) ∗ 2

l ) + 1
2 ,

v – 1
2 tanh((ym − yc) ∗ 2

l ) + 1
2 ,

The way to calculate value p is following:

p =
{ x

2y for x ≤ y

1 − y
2x for x > y

(3)

The slope is expressed by sine and cosine 2α, since:

– it’s important to get similar values for α ≈ 0◦ and α ≈ 360◦,
– for angles different by 180◦ values c and s should be the same.

A geometric relation between angle and values s and c is presented in Fig. 4.
Values d, p, s, c, h, v do not depend neither on a size nor a location of the

stoke, but only depend on its shape. We may compute two strokes using these
values. The result of computing r is fuzzy. If the value d is large (stroke is quite
straight), the more important is a slope (shape values s and c). If the value d is
small, more important is value p. Values h and v are more important if value d
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Fig. 4. Slope characteristic values c (bright) and s (dark)

is close to 1
2 . Now we can define a shape similarity as a value r calculated as a

weighted arithmetic mean

r = 1 − dd + da(sd + cd) + (1 − da)pd + dw
hd+vd

2

2 + dw
(4)

where distances are specified as:

dd = |d1 − d2|,
pd = |p1 − p2|,
sd = |s1 − s2|,
cd = |c1 − c2|,

hd = |h1 − h2|,
vd = |v1 − v2|,
da =

d1 + d2
2

,

dw = 1 − 2|1
2

− dw|.

Note that values d1, p1, s1, c1, h1, v1 describe first stroke while values
d2, p2, s2, c2, h2, v2 describes the second stroke.

5 Pattern Search

Since each written letter is made up of a few pen strokes, a letter pattern consists
of one or more stroke patterns. We may assume one of the strokes for a letter
to be the most important, hence called a dominant stroke, which is usually the
largest one. A dominant stroke pattern can be characterized only by four values
d, p, k, s, c, while other stroke patterns are supposed to keep the size and location
information:
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rl, length ratio,
rx, horizontal coordinate ratio,
ry, vertical coordinate ratio,

All these features should be determined in relation to the size of a dominant
stroke. As we find the dominant stroke pattern in a text, we may calculate, how
large and where should be placed other stroke patterns.

lp = ld ∗ rlp (5)

xp = xd + ld ∗ rxp (6)

yp = yd + ld ∗ rxp (7)

Value ld is the length of the given dominant stroke, values rxp, ryp are included
in each non-dominant stroke pattern.

The shape similarity of a stroke to a non-dominant stroke pattern is defined
by Formula 4, thus we can calculate the length and location similarities as fol-
lowing:

rlength = e
−π(

ls−lp
ld

)2 (8)

rlocalization = e
−π(

√
(xs−xp)2+(ys−yp)2

ld
)2 (9)

A similarity between non-dominant strokes is the minimum value of the
shape, length and localization similarities. Consequently, a letter similarity is
the minimum of all stroke similarities.

At this point, a new problem appears. There is much more easier to find
simple letter patterns, including only one stroke (as “l” or “o”), than more
complex patterns (like “w”). To normalize this situation, we are able to increase
similarity of complex patterns with the use of the following formula:

s′ = s ∗ in−1 (10)

where n is a number of strokes in the letter pattern, i is defined as an multiplicity
factor, i.e. a constant slightly bigger than 1.

Summarizing, an algorithm for searching a letter pattern in a text is following:

– For each stroke in the text:
• calculate a dominant stroke similarity,
• for each non-dominant stroke pattern:

* find the most similar stroke in the text,
• calculate the minimum all stroke similarities and set it as a letter simi-

larity,
• if the letter similarity is greater than a given value (called a “minimal

similarity”), store the found letter.
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In all experiments presented in this paper, the multiplicity factor equal to 1.15
and the minimal similarity equal to 0.8 were selected by trial and error.

After searching for letters, we should erase extraordinary big and relatively
small found patterns, since they likely do not represent correct letters and are
formed by distortion and noise. To perform this, we may sort all found patterns
by their size, e.g. a length of the diagonal, calculate the median and remove
found letters, which diagonal is smaller than m

3 or greater than 3m, where m is
the length of the median of diagonals.

6 Construction of Text Variants

To avoid cases such that a single stroke belongs to more than one found char-
acters, we explore sets of identified characters, which have no common strokes.
Each explored set represent a possible variant of a text string. All these variants
are constructed using a decision tree with a modified traversal of depth first
search.

The root of the tree does not contain any letter L and has got all explored
letters in a set denoted by S. Each node containing set S has got letters from
an equivalent set of its parent excluding letter L and all letters having common
strokes with L.

The tree is built deep-first. While we are in node N , we add letters from set
S as children. To avoid generating identical variants, we should leave a letters
from S, which have been already added to o sub-tree with root in the node N .

When the tree is complete, we may explore all variants. Hence, a number
of variants equals to a number of leaves (nodes without children). Each variant
contains all letters L along the path from the root to the considered leaf. An
example of such tree is presented in Fig. 5.

After that, we have to sort letters in each variant by their horizontal coordi-
nates to obtain a text string. If the space between adjacent letters is bigger than
2m (m is the length of the median of diagonals), we introduce the space char-
acter at this place. Each string has got its fuzzy quality value, which averages
quality values of all found letters belonging to the text variant, i.e.,

q =
1
n

n∑

i=1

s′
i

1
maxs′

(11)

where n is the number of found letters belonging to the text variant, maxs′ is
the biggest possible value s′, which depends on maximal number of strokes in
the pattern and value i (see Eq. 10). We use this value to normalize q.

7 Experimental Results

Figure 6 presents initial glyphs of Latin letter patterns loaded to a program
before experiments. The experiment was aimed at recognizing all possible vari-
ants of text strings collected in Fig. 7. Each variant was measured by the Lev-
enshtein distance between the variant and the correct text string. Subsequently,
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Fig. 5. Example of searching all phrase variants

the distance has been normalized by dividing it by a length of the longest string
of a variant and the correct text and subtracting it from 1. As a result we have
achieved percent values of correctness, i.e.,

c = 1 − L

max {l1, l2} (12)

where L is the Levenhstein distance and l1, l2 are lengths of text strings.

Fig. 6. Letter patterns used in experiments

Our results have been compared with the results obtained by FreeOCR soft-
ware, see Table 1.
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Fig. 7. Phrases, which have been recognizing during experiments

Table 1. Comparison of the proposed searching method with FreeOCR

8 Conclusion

The first results of the proposed method indicate that it has no limitations in
searching of non-dictionary expressions, like proper nouns in a structured text.
Average correctness of the most likely variants is greater than the one of standard
FreeOCR recognitions. Nevertheless, some additional effort should be made to
develop and aggregate type-2 fuzzy quality measures to identify the best lexical
variants. Although some inconveniences has been noted in recognizing letters
p and l, the method has still a great potential with the use of an extensive
glyph base. Our future work will be focused on a development of new methods
for automatic learning of new letter glyphs (using computational intelligence
methods as [1–4,7,8,11,13]) as well as on equipping the handwriting recognition
system with a lexicon using for example bag-of-words models [9,10,14].
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Abstract. In the paper, the analysis of audio signal and spectral analy-
sis based on sounds recorded by the authors are proposed. To perform the
spectral analysis, the authors apply independent Principal Component
Analysis. In this paper, we propose a novel approach to Distributed Clas-
sification Grid to improve performance and accelerate execution time.

Keywords: Principal Component Analysis · Spectral analysis · Distrib-
uted classification grid

1 Introduction

In this paper, the authors show an approach to audio signal classification process
using image data representation. In this paper, we present a novel approach to
classification problem using Distributed Classification Grid and algorithms to
export from sound to image. From the resulting image, we extract the features
that provide us with new interesting features.

We also describe Grid Computing Classification based on segmented signal of
sounds recorded by the authors. Figure 1 shows a general form of algorithm that
is presented and performed in the paper. Classification is one of computation
tasks, nonetheless, the information about what kind of a signal we observe,
possess or analyze is very important.

The paper is organized into six sections. In Sect. 2 a general description of the
algorithm is presented. In Sect. 3 spectral analysis and estimation method are
described. In Sect. 4 spectral analysis is given. In the next Section the research
methodology and the results for the example engine sounds are shown and dis-
cussed. Conclusions are drawn in Sect. 6.

c© Springer International Publishing AG 2017
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2 Description of the Algorithm

Figure 2 shows a general form of algorithm that we perform. The algorithm used
in the paper may be described shortly as follows.

In the first step, audio probes are divided into 1 second parts. Then, we
perform frequency domain analysis performing FFT transformation on the seg-
mented signals. Next, a spectrogram image of the sound and spectrogram images
for each one second audio segment are built.

Fig. 1. General form of distributed classification grid.

On every spectrogram the authors use Principal Component Analysis to
reduce covariance matrix but they are aware that this may produce some errors
in classification afterwards. After that, histograms of each spectrogram are made.
Then the heterogeneous distributed classification grids are compared using his-
togram similarity and correlation metrics. When classification grid using k-NN
classification is finished, the weighted voting comes up to classify the signal
probe.

Fast Fourier transform (FFT). Fast Fourier transform (FFT) is an algo-
rithm to compute the discrete Fourier transform (DFT) and its inverse. Fourier
analysis converts time (or space) to frequency (or wave number) and vice versa.
FFT rapidly computes such transformations by factorizing the DFT matrix into
a product of sparse (mostly zero) factors. Equation 1 shows how to calculate
Discrete Fourier Transform:

x̂k =
1
N

N−1∑

j=0

xke
−2πi jk

N , k = 0, ..., N − 1 (1)
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Fig. 2. Algorithm of calculation

and
x̂ = (x̂0, ..., x̂N−1) (2)

A spectrogram is a visual representation of the spectrum of frequencies in a
sound or other signal as they vary in time or some other variable. Spectrograms
are sometimes called spectral waterfalls, voiceprints, or voicegrams. Spectro-
grams can be used to identify spoken words phonetically, and to analyze the
various calls of animals. They are used extensively in the development of the
fields of music, sonar, radar, and speech processing, seismology.

There are many methods for comparing histograms. We have selected corre-
lation as a method of comparing histograms and it can be defined as in (3):

d(H1,H2) =
∑

I(H1(I) − H̄1)(H2(I) − H̄2)√∑
I(H1(I) − H̄1)2

∑
I(H2(I) − H̄2)2

, (3)

where I means intensity and

H̄k =
1
N

∑

J

Hk(J), (4)

where N is the total number of histogram bins.

Principal component analysis (PCA). Principal component analysis (PCA)
is a mathematical procedure that uses an orthogonal transformation to convert
a set of observations of possibly correlated variables into a set of values of linear
variables called principal components. The number of principal components is
less than or equal to the number of original variables. The transformation is
defined as one in which the first principal component has the largest possible
variance and each succeeding component in turn has the highest variance pos-
sible under the constraint that it be orthogonal to the preceding components.
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Principal components are guaranteed to be independent only if the data set
is jointly normally distributed. PCA is sensitive to the relative scaling of the
original variables [11].

Principal component analysis is one of the statistical methods of factor analy-
sis. Data set consisting of N observations, each of which includes the K variables
can be interpreted as a cloud of N points in K-dimensional space. The purpose
of PCA is the rotation of the coordinate system to maximize the variance in the
first place the first coordinate, then the variance of the second coordinate, etc.
[11]. The transformed coordinate values are called the charges generated factors
(principal components). In this way a new space is constructed of observation,
which explains the most variation of the initial factors.

PCA algorithm consists of the following steps:

– Determination of the average.
This is the first step required to form a covariance matrix of the input matrix.
Mathematically, this step can be define as in (5):

u[m] =
1
N

N∑

n=1

X[m,n] (5)

The calculated mean values are the characteristics for all observations.
– Calculation of the deviation matrix.

Since each element of the matrix we subtract the average for the line on which
it is located [10]

a[i, j] = a[i, j] − u[i] (6)

The matrix obtained in this way will be further denoted as X’
– Determination of the covariance matrix.

In general, the covariance matrix is calculated from the formula (7):

C = E[B ⊗ B] = [B · B∗] =
1
N

B · B∗, (7)

where E is the expected value and B is the matrix of deviations. If the values
are real, the matrix B used in the model Hermitian conjugation is identical
with the normal transposition.

– The calculation of eigenvectors of the matrix V, which satisfies [10] the fol-
lowing condition (8):

V −1CV = D, (8)

where D is the diagonal matrix of eigen values of C [10].

The use of PCA in our case will be described in Sect. 5.

3 Spectral Analysis and Estimation Method

In statistical signal processing, the goal of spectral density estimation (SDE) is
introduced to estimate the spectral density of a random signal from a sequence of
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time samples of the signal. The spectral density is also known as the power spec-
tral density (PSD). Intuitively speaking, the spectral density characterizes the
frequency content of the signal. One purpose of estimating the spectral density
is to detect any periodicities in the data, by observing peaks at the frequencies
corresponding to these periodicities.

The various methods of spectrum estimation are categorized as follows:

– Nonparametric methods
– Parametric methods
– Subspace methods

Nonparametric methods are those in which the PSD is estimated directly from
the signal itself. The simplest of a such method is a periodogram. Other nonpara-
metric techniques such as Welch’s method and the multitaper method (MTM)
reduce the variance of the periodogram.

Parametric methods are those in which the PSD is estimated from a sig-
nal that is assumed to be output of a linear system driven by white noise
[3,4,16,18]. Examples are the Yule-Walker autoregressive (AR) method and the
Burg method. These methods estimate the PSD by estimating the parameters
(coefficients) of the linear system that hypothetically generates the signal. They
tend to produce better results than classical nonparametric methods when the
data length of the available signal is relatively short. Parametric methods also
provide smoother estimates of the PSD than nonparametric methods, but are
also subject to error from model misspecification.

Subspace methods, also known as high-resolution methods or super-
resolution methods, generate frequency component estimates for a signal based
on an eigenanalysis or eigendecomposition of the autocorrelation matrix. Exam-
ples are the multiple signal classification (MUSIC) method or the eigenvector
(EV) method [2,9,16].

These methods are best suited for line spectra that is, spectra of sinusoidal
signals. They are effective in the detection of sinusoids buried in noise, especially
when the signal to noise ratios are low. The subspace methods do not yield
true PSD estimates: they do not preserve process power between the time and
frequency domains, and the autocorrelation sequence cannot be recovered by
taking the inverse Fourier transform of the frequency estimate.

Figures 3, 4a, b show a general form of performed FFT analysis [2,9,17].

4 Time-Frequency Analysis

In signal processing, time-frequency analysis comprises those techniques that
study a signal in both the time and frequency domains simultaneously, using var-
ious time-frequency representations. Rather than viewing a 1-dimensional signal
(a function, real or complex-valued, whose domain is the real line) and some
transform (another function whose domain is the real line, obtained from the
original via some transform), time-frequency analysis studies a two-dimensional
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Fig. 3. The diagrams describe method mentioned in Sect. 3

Fig. 4. Full FFT analysis of the signal

signal function whose domain is the two-dimensional real plane, obtained from
the signal via a time-frequency transform [1,2,9,15].

The mathematical motivation for this study is that functions and their trans-
form representation are often tightly connected, and they can be understood
better by studying them jointly, as a two-dimensional object, rather than sepa-
rately. A simple example is that the 4-fold periodicity of the Fourier transform
and the fact that two-fold Fourier transform reverses direction can be interpreted
by considering the Fourier transform as a 90◦ rotation in the associated time-
frequency plane. For such rotations yield the identity, and two such rotations
simply reverse direction (reflection through the origin) [6,12,14].

The practical motivation for time-frequency analysis is that classical Fourier
analysis assumes that signals are infinite in time or periodic, while many signals
in practice are of short duration, and change substantially over their duration.
For example, traditional musical instruments do not produce infinite duration
sinusoids, but instead they begin with a rapid sound that gradually vanishes.
This is poorly represented by traditional methods, which motivates the use of
time-frequency analysis [8,13,14].
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One of the most basic forms of time frequency analysis is the short-time
Fourier transform (STFT), but more sophisticated techniques have been devel-
oped, notably wavelets. In signal processing, time-frequency analysis is a body of
techniques and methods used for characterizing and manipulating signals whose
statistics vary in time, such as transient signals [6,7,14].

5 Results

5.1 Procedure Description

Described in previous sections general procedure was conducted on the sounds
with the following steps.

1. First, the authors perform a parametric method in which the PSD is estimated
from a signal that is assumed to be output of a linear system driven by white
noise. In our case we have chosen as an input car engine sound. We perform
time-frequency analysis; we choose the classical Fourier analysis. Then, we
build spectrogram out of a sound.

2. We divide the spectrogram image into 1-second segments. We used only 5
seconds of the record from each sound, to have equal-dimension eigenvectors.
Then for each segment, we create three normalized histograms in RGB color
space, one for each color.

3. From each histogram we derive color values for two biggest local maxima. We
obtain a vector of six features for each segment.

4. Then, the authors use the PCA method. We use the largest possible principal
component in order to obtain the best classification results set which holds
the best data analysis factors [3,10,18].

5. The final step, it is parameterizing the Nodes for weighted voting in Distrib-
uted Classification Grid.

5.2 Classification Results

The sounds recorded with two different engines were taken to the research. We
labelled that classes as engine 1 and engine 2, correspondingly. We had 146
sound samples. The set of examples was insufficient to divide it to training and
testing set, so the authors decided to use a cross-validation as a testing method.
Cross-validation method was using 5 sets of 29–30 objects each.

Table 1 shows the results of classification based on Distributed Classification
Grid using the signal analysis upon gathered and recorded audio signals of engine
sounds. Classification grid was using 3-NN classifier. The classifiers in a grid were
making decisions on the basis of different 1-second segments of a signal. Each
grid classifier component had the same weight in the weighted voting. The error
value of classification rate is due to inaccurate feature extraction and detection
in audio signal processing and deficiencies of classification grid.
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Table 1. Classification rate based on distributed classification grid

Number Percentage of

Correctly classified objects 107 73,19%

Incorrectly classified object 39 26,81%

Mean absolute error 0,237

5.3 Testable Classification Grid - Network Efficiency

The authors’ testable classification grid was built using different architecture
machines. The decision not to use for example only x86 architecture was taken
because in real world we can face with clients that operates on different types of
machines. Testable Classification Grid includes three Intel Core family processors
two I7 and two I5, two Raspberry Pi’s, and two VPS platforms on OVH hosting.
Core i7 computers and one i5 computer and Raspberry Pi were locally connected
via 1 Gigabit network. However, Raspberry Pi’s onboard Fast Ethernet speed is
100 Mbits.

Grid Elements operate also on Linux Platforms such as Ubuntu 14.04 LTS
distribution for x86 machines and derivative of Debian Linux system for ARM
machine (Raspberry PI) Raspbian distribution. Authors perform also standard
web performance checks for how nodes act in communications with main machine
of our structure which is a standard computer with core i7 processor. We con-
ducted ping mean test for 100 times and mean values of measurements are pre-
sented in Table 2 as a baseline.

5.4 Graphs of Results

In this part we show the results of computation for the signals. All the results
obtained are shown in the figures below for the left channel of the sounds record-
ings because the figures for the right channel are similar to the left ones.

Graphs of spectrograms. The diagrams presented in Figs. 5, 6, 7, 8, 9, 10, 11
and 12 summarize the approach that is described in the paper that is a part of

Table 2. Mean values of measurements

Machine Mean ping

Laptop Core i5 0.8 ms

Laptop Core i7 0.7 ms

Raspberry Pi 256MB RAM 0.9 ms

Raspberry Pi 512MB RAM 0.9 ms

Core i7 Machine (Internet) 63.2 ms

VPS 1 (Internet) 46.8 ms

VPS 2 (Internet) 49.6 ms
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Fig. 5. Spectrogram of a sound of the engine 1 (Color figure online)

Fig. 6. Spectrogram of a sound of the engine 2 (Color figure online)

a general approach to the frequency analysis combined with parallel computing
including factor analysis (PCA) [2,9,10].

The diagrams in Figs. 5 and 6 present the spectral analysis of different engine
sounds.

Figures 7 and 8 show their corresponding histograms in the red channel for
the time period between 0 a 1st second.

The distribution of red color describes the amount of specific frequencies in
a period of time specific in a second time interval for periodicity analysis. The
meaning of that is as follows. When we find red color we can establish a larger
number of distribution per unit of time, where the distribution of green color
stands for the amount of specific frequencies. Hence, when we find green color we
can establish a smaller number of distribution per unit time in frequency time
analysis [2,9].

Graphs of time-domain analysis. The diagrams in Figs. 9, 10, 11 and
12 describe the time domain and frequency analyses of two different
engine sounds. The higher value peaks on the diagrams stand for a better
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Fig. 7. Histogram of a sound of the engine 1 in the red channel for the time period
between 0 a 1st second (Color figure online)

Fig. 8. Histogram of a sound of the engine 2 in the red channel for the time period
between 0 a 1st second (Color figure online)

Fig. 9. Time-domain analysis of the sound of the engine 1

frequency distribution per unit of time. Specific loudness shown on the diagrams
is a compressive nonlinearity that depends on a level and also on a frequency.
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Fig. 10. Time-domain analysis of the sound of the engine2

Fig. 11. Frequency analysis of the sound of the engine 1

Fig. 12. Time-domain analysis of the sound of the engine 2
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The time-corrected instantaneous frequency spectrogram can reasonably be
viewed as an excellent solution to the problem of tracking the instantaneous
frequencies of the components in a multicomponent signal [2,5,17].

6 Conclusions

The authors have combined two different fields of studies mainly parallel comput-
ing and signal analysis. We have shown the process of audio signal classification
using image data representation. We performed frequency domain analysis using
FFT transformation on the segmented signals. Then, we built the spectrogram
images for audio signal and their initial histograms in R, G and B channels sepa-
rately. We have used Principal Component Analysis to reduce covariance matrix
in the spectrograms by analyzing their histograms. We are aware that this may
produce some errors in classification afterwards. In the next step, the result-
ing after PCA enhanced histograms of each spectrogram have been made. Then
the heterogeneous distributed classification grids are compared using histogram
similarity and correlation metrics.
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Abstract. In this paper a new hybrid method to determine parame-
ters of time-variant non-linear models of dynamic objects is proposed.
This method first uses the State Transition Algorithm to create many
local models and then applies genetic programming in order to join and
simplify those models. This allows to obtain simply model which is not
computationally demanding and has high accuracy.

Keywords: Nonlinear modelling · State transition algorithm · Genetic
programming · Cooperative coevolution

1 Introduction

In this paper we describe a new method of nonlinear modelling of dynamic
objects. Its purpose is to create a description of e.g. objects or physical phe-
nomena in the form of a model with characteristic developed on the basis of
observation of their responses to the input values.

If we assume that the structure of a model is known and can be presented
in the form e.g. state-space representation [13,21], the identification process is
restricted to finding parameters of selected structure. In literature we can find
many different methods to solve various identification problems. Some of them
are based on analytical methods (see e.g. [1,6,22]) and the others are based on
computational methods like neural-networks (see e.g. [5]), fuzzy-systems (see
e.g. [7–9,11,12,14,15,18,19,24–35]) or population based algorithms (see e.g.
[4,10,20]). In our previous articles [2,3] we have proposed two approaches to
determining the parameters of nonlinear models of dynamic systems. The first
one [3] uses the neuro-fuzzy system to compute values of the state matrix for cur-
rent operation point and allows to obtain models that have good accuracy, but
for some systems can be computationally demanding. The second one [2] uses
mathematical formulas discovered through genetic programming. This method
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L. Rutkowski et al. (Eds.): ICAISC 2017, Part II, LNAI 10246, pp. 209–220, 2017.
DOI: 10.1007/978-3-319-59060-8 20



210 �L. Bartczuk et al.

allows to create models that have lower computational demanding and therefore
is more suitable for real-time control systems, but it has also lower accuracy.
The approach proposed in this paper is the two step method which allows to
create a model in which values of parameters are also determined by mathemat-
ical formulas, however its accuracy is better than a model constructed using the
method proposed in [2].

This paper is organized as follows. Section 2 describes the State Transition
Algorithm [39], a simple but powerful method of non-constrained optimization.
Section 3 presents how the State Transition Algorithm can be used to identifica-
tion of time variant nonlinear systems and how we used genetic programming to
simplify the created model. The simulation results are shown in Sect. 4. Finally,
Sect. 5 presents our conclusions.

2 State Transition Algorithm

The State Transition Algorithm [36,37,39] is a simple but powerful method to
solve unconstrained optimization problems in the form:

min
x∈Rn

ff(x) (1)

where ff is an optimized objective function and x is a solution of the problem. In
this algorithm a solution x is described as state which is transformed by several
operators in order to find global optimum, which in general form can be given
by the following equation: {

xk+1 = Akxk

yk+1 = f(xk+1)
(2)

where xk is a current state of the solution, Ak and Bk are state transformation
operators.

In paper [39] the following operators have been proposed to solve continuous
function optimization problems:

1. Expansion

xk+1 = xk + γRexk (3)

where γ ∈ Z
+ is an expansion factor, Re ∈ R

n×n is a random diagonal matrix
in which elements are randomized according to the Gaussian distribution

2. Rotation

xk+1 = xk + α
1

n ‖xk‖2
Rrxk (4)

where α ∈ Z
+ is a rotation factor, Rr ∈ R

n×n is a random matrix in which
elements belong to [−1, 1] range, and ‖·‖2 is the Euclidean norm of a vector
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3. Axesion

xk+1 = xk + δRaxk (5)

where δ ∈ Z
+ is an axesion factor Ra ∈ R

n×n is a random diagonal matrix
in which one element is randomized according to the Gaussian distribution
and others are equal to zero.

4. Translation

xk+1 = xk + βRt

∥∥∥∥xk − xk+1

xk − xk+1

∥∥∥∥
2

(6)

where β ∈ Z
+ is a translation factor, Rt ∈ R is a random value from [0,1]

range.

During the application of the above operators SE new solutions are created from
which only the best (in sense of optimization problem) is selected to further
processing. The whole algorithm is presented in Fig. 1.

Fig. 1. Flowchart of the state transition algorithm
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3 Nonlinear Modelling with State Transition Algorithm
and Genetic Programming

The State Transition Algorithm presented in previous section was successfully
used to solve many optimization problems [37,39] and to identification of time-
invariant nonlinear systems [36] in the form:

x(k + 1) = Ax(k) + Bu(k) (7)
y(k) = Cx(k) + Du(k) (8)

where x(k) is the vector of state variables, u(k) is the vector of input values,
y(k) is an output of model, A,B,C,D are the state, input, output and feed
forward matrices respectively and k = 1, 2, . . . . In paper [36] State Transition
Algorithm was used to determine the matrices A and C with the assumption
that these matrices are constant. Such assumption can be too strong for some
systems where values of elements of the state matrix can vary in each different
operating point. In this paper we propose a simple extension of this method
that allows to apply the State Transition Algorithm to such system and also
we show how to reduce complexity of obtained models with the use of genetic
programming.

3.1 Nonlinear Modelling with the State Transition Algorithm

Let us consider nonlinear systems that can be described by the following equation:

x(k + 1) = Ax(k) (9)

and in particular by the formula:

x(k + 1) = (A + PA(k))x(k) (10)

where A is a known state matrix of approximated linear system, and PA(k)
is a correction matrix which should be estimated in such a way that error of
linear approximation is as small as possible. Because we assume that values of
PA(k) may vary in each step k the method proposed in paper [36] is not suitable.
However we can treat a nonlinear system (11) as a composition of multiple local
approximated linear models:

x(k + 1) = (A + PAs(k))x(k) (11)

where PAs(k) is a correction matrix determined for the s-th local approximated
linear model s = 1, . . . , S.

In order to create local models we split the reference data set Y into S subsets
of size M (Y = Y1 ∪ ...∪YS) and apply the State Transition Algorithm to each
of these subsets. In order to preserve continuity between those models, only for
the first one the initial solution best11 of the STA algorithm is created in random
way. For other models the STA algorithm is initialized with the best solution
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Fig. 2. The block diagram of extended State Transition Algorithm, allowing the mod-
elling time-variant nonlinear model

found in the previous subset (bests = bests−1). The schema of this method is
presented in Fig. 2.

As a results of this algorithm we obtain the triple 〈Y,X,PA〉 where Y =
Y1 ∪ ... ∪ YS is the output of created model (Ys = [ys,1, . . . ,ys,M ]), X =
X1∪...∪ XS is the ordered set of vectors of state variables (Xs = [xs,1, . . . ,xs,M ])
and PA = [PA1, . . . ,PAS ] is a set of correction matrices.

3.2 Simplifying Model with the Genetic Programming Paradigm

The approach presented in previous section allows to obtain very good modelling
results, however large number of models can be hard to understand and analyze
as well as to implement the controller. However we can use this model to create
its functional description. In this case the elements of matrix PA have to be
functions that take into account the current state x of the modeled system, so
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Eq. (11) can be rewritten in the form:

x(k + 1) = (A + PA(x(k)))x(k) (12)

In order to find elements of matrix PA(x(k)) we use genetic programming
(see e.g. [16,17,38]) treating sets X and PA as inputs data. However, because the
values of correction matrices are the same for all elements of X

s
, we can reduce

each set X
s

to one point which can be computed by the following equation:

x̃s = [ avg
m=1,...,M

(x1
sm), . . . , avg

m=1,...,M
(xn

sm)] (13)

This operation allows to reduce the number of calculations that must be exe-
cuted in order to compute fitness value of each individual. The use of sets X̃ =
[x̃1, . . . , x̃s] and PA allows to search for each element of the matrix PA(x(k))
independently. Unfortunately, despite the satisfactory results of approximation
of individual functions, their independent determination not yielded good results
of modelling.

From this reason we decided to use method similar to the cooperative coevo-
lutionary approach presented in paper [23]. This method uses several different
subpopulations (called species) that cooperate together to solve an optimization
problem. In our case each species is responsible to find the functional dependency
which approximate the appropriate elements from matrices PA in the best way
(we call this the local optimization). Moreover, all species must cooperate to
obtain high modelling accuracy (we call this the global optimization). To ensure
cooperation between species we used the following function to evaluate each
individual in population:

ff(chi) = w · ffAccI(chi) + (1 − w) · ffAccG(chi) (14)

where: ffAccI(chi) is the accuracy of the approximation of the points PA,
ffAccG(chi) is the accuracy of nonlinear modelling and w is a weight that deter-
mines the influence of particular components. Such form of fitness function allows
to obtain a good compromise between local and global accuracy.

4 Simulation Results

To examine the effectiveness of the proposed method, we considered the problem
of harmonic oscillator. Such oscillator can be defined using the following formula:

d2x

dt2
+ 2ζ

dx

dt
+ ω2x = 0, (15)

where ζ and ω are oscillator parameters and x(t) is a reference value of the
modelled process as function of time. We used the following state variables:
x1(t) = dx(t)/dt and x2(t) = x(t). In such a case the system matrix A and the
matrix of corrections coefficients PA are described as follows:

A =
[

0 ω
−ω 0

]
PA =

[
0 p12(x)

p21(x) 0

]
.
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In our experiments the parameter ω was modified according to the formula:

ω(x1) = 2π − π

(1 + |2 · x1|6) . (16)

The parameters of the extended version of the State Transition Algorithm
are presented in Table 1.

Table 1. Parameters of the extended version of the State Transition Algorithm used
in simulations

Name Value

S 50

M 40

SE 30

Amin 0.0001

Amax, α, β, γ, δ 1

Fc 2

According with parameters of the STA, the algorithm generating model that
is composed of 50 local submodels. Its accuracy was RMSE = 0,0008. Signals and
errors obtained from this model are presented in Fig. 3. On the basis of this model
the data sets describing dependencies between the values of state variables and
the parameters of the model were generated. Graphical representation of these
data sets are shown in Fig. 4.

As explained in Sect. 3 these data sets were used to determine, by using
the genetic programming, the equations that describe functional dependency
between current state and parameters of correction matrix. The parameters of
genetic programming algorithm are presented in Table 2.

Table 2. Parameters of genetic programming used in simulations

Functions set F {+,−, ·, /a, neg, pow, inva

The number of species 2

Number of constants 61

Constants range [1, 7]

Number of epochs 1000

Population size μ 20

Probability of crossover pc 0.5

Probability of mutation pm 0.5

Weight w 0.5
aIn case of division and multiplicative inverse operator
we used their safe versions
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Fig. 3. Graphical illustration of modelling the harmonic oscillator by the extended ver-
sion of State Transition Algorithm (a) the values of signals and (b) the errors obtained
for signals x1 and x2, respectively.

Fig. 4. The graphical representation of the dependency between state variables and
values of elements of state matrices for reference data and data obtained by the State
Transition Algorithm.

The best model discovered by genetic programming can be written as follows:⎧⎪⎨
⎪⎩

p12(x) =
−6.6

4.75.7 · x4
1 · 2.1

p21(x) =
1

(1.4 − x2
2 · (1.4−x2

2)) · (0.7142
/
x4
2)

(17)

It should be noted that in the second equation of system (17) is placed a dif-
ferent variable than in Eq. (16). This is because the variables x1 and x2 are
strongly correlated and the algorithm automatically chose the shorter version of
this formula. The accuracy of this model is RMSE = 0.004. Signals and errors
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Fig. 5. Graphical illustration of modelling the harmonic oscillator by the method pro-
posed in this paper (a) the values of signals and (b) the errors obtained for signals x1

and x2, respectively.

obtained from this model are presented in Fig. 5 and the graphical representa-
tion of dependencies between state variables and values of elements of the state
matrix in Fig. 6.

The summary of simulations and its comparison with results obtained by
methods described in [2,3] are presented in Table 3.

This table shows that proposed method allows to obtain much better results
than the method based on semantic version of gene expression programming
algorithm [2]. The results obtained by the method that used fuzzy systems [3]

Fig. 6. The graphical representation of dependency between state variables and values
of elements of state matrices for reference data and data obtained by the method
proposed in this paper.
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Table 3. A summary of simulations

Best Average Worst Best [3] Best [2]

RMSE 0.0045 0.01695 0.04686 0.0026 0.017

are slightly better, but under the assumption that they are intended to achieve
high accuracy at the expense of interpretability.

5 Conclusions

In this paper a new method of nonlinear modelling of dynamic objects was pre-
sented. This method first applied the State Transition Algorithm to generate the
initial model composed from multiple approximated linear local models. Then
it used data obtained from that model and implement the genetic programming
algorithm to simplify and transform this model. As shown in Sect. 3, the pro-
posed method gives very good results for selected problems. This proves the
efficiency of our approach.

Acknowledgment. The project was financed by the National Science Center on the
basis of the decision number DEC-2012/05/B/ST7/02138.
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33. Zalasiński, M., Cpa�lka, K.: New algorithm for on-line signature verification using
characteristic hybrid partitions. Adv. Intell. Syst. Comput. 432, 147–157 (2016)
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Czȩstochowa University of Technology, Czȩstochowa, Poland
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Abstract. The most nonlinear dynamic objects have their Approxi-
mate Nonlinear Model (ANM). Their parameters are known or can be
determined by one of the typical identification procedures. The model
obtained in this way describes well the main features of the identified
dynamic object only in some Operating Point (OP). In this approach
we use hybrid model increasing accuracy of the modeling. The hybrid
model is composed of two parts: base ANM and Takagi-Sugeno (TS)
fuzzy system. A Particle Swarm Optimization with Genetic Algorithm
(PSO-GA) was used for identification of the parameters of the ANM
and TS fuzzy system. An important advantage of the proposed app-
roach is the obtained characteristics of the unknown parameters of the
ANM described by the Fuzzy Rules (FR) of the TS fuzzy system. They
provide the valuable knowledge for the experts about the nature of the
unknown phenomena.

Keywords: Nonlinear modeling · Non-invasive identification · Signifi-
cant operating point · Particle swarm optimization · Genetic algorithm ·
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1 Introduction

The most nonlinear dynamic objects have their ANM. Their parameters are
known or can be determined by one of the typical identification procedure. The
model obtained in this way describes well the main features of the identified
dynamic object only in some OP [14]. Between them there are many secondary
phenomena that are not described precisely enough by the mathematical model.
The observed phenomena must be reproduced in order to obtain the model
precise enough for the practical application.

A large number of mathematical models which can describe the linear or
nonlinear systems in universal way were proposed in the literature, among oth-
ers, neural networks [23,36] treated as black box models, fuzzy systems [9,20],
flexible fuzzy systems [24,27], neuro-fuzzy systems [28,29,43], flexible neuro-
fuzzy systems [6,7,10,26,39–42], interval type 2 neuro-fuzzy systems [33,34],
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Takagi-Sugeno systems [12], flexible Takagi-Sugeno systems [11]. The methods
mentioned earlier enable modeling in an universal way but do not provide enough
precision of the reproduction of the reference values.

Much better result can be obtained by using a hybrid approach [3,15]. The
approximate linear or nonlinear model can be used in the hybrid approach. It
enables reproduction of the reference values with a sufficient precision only in
the OP, whereas the universal model can determine the values of the parameters
of the approximate model in different OP and between them. This approach
ensures to obtain a sufficient precision of the identification in all states of the
nonlinear dynamic object. In this paper we propose a new representation of
the approximate state and input matrices by including the sparse corrections
Δĝ(x(t)) and Δq̂(x(t)) of the known or estimated parameters g and q. It allows
to obtain characteristics of the unknown parameters of the ANM described by
the FR of the TS fuzzy system. This approach provides the valuable knowledge
for experts in order to identify better mathematical model of the ANM.

The remainder of this paper is organized as follows. Section 2 describes
approximate modeling of nonlinear dynamic objects by the algebraic equations
and on the basis of the state variable technique using sparse corrections of the
known or estimated parameters in the operating points. Section 3 deals with
fuzzy modeling of the corrections of the parameters in the operating points
using the TS fuzzy system. Section 4 presents the algorithm for online identifica-
tion of the OP described by FR of the TS fuzzy system. Section 5 describes the
Permanent Magnet Synchronous Motor (PMSM) working in the two operating
points. Finally, Sect. 6 shows simulation results which proves the effectiveness of
the proposed method.

2 Approximate Modeling of the Nonlinear Dynamic
Object

Let us consider the nonlinear dynamic stationary object described by the alge-
braic equations and based on the state variable technique [24]

dx
dt

= A(x(t))x(t) + B(x(t))u(t), (1)

y(t) = Cx(t), (2)

where A(x(t)), B(x(t)) are the system and input matrices respectively, u(t),
y(t) are the input and output signals respectively, x(t) is the vector of the
state variables. The algebraic equations based on the state variable technique,
delivered by the experts, describe the dynamic nonlinear object with a sufficient
precision only in some characteristic work state called operating point. Beyond
the OP there are phenomena that are not included in the mathematical model.
Overall accuracy of such a model may be too low for many practical applications.

In this work we propose the hybrid method which increases effectiveness of
the modeling of the nonlinear dynamic object. It is done by the modeling of the
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system and input matrices parameters which are not described precisely enough
by the mathematical model. The entire approximate model can be described
by algebraic equations and on the basis of the state variable technique, where
unknown linear or nonlinear part can be modeled by the Â(x(t),g+Δĝ(x(t)) and
B̂(x(t),q + Δq̂(x(t))) approximate matrices. The unknown parameters change
and can be described by the correction values Δĝ(x(t)) and Δq̂(x(t)). For exam-
ple, consider the specific nonlinear dynamic deterministic system with the ele-
ment of the system matrix a23 = −id − λm/L with the unknown or estimated
value of the λm. The element a23 can be written as a23 ≈ −id − (λm +Δλ̂m)/L.
The parameter λm has constant value in the OP but changes in unknown way
between them and can be modeled by the Δλ̂m correction values. So by using
the approximate matrices, we obtain the following form of the Eq. (1)

f(x(t),u(t)) = Â (x(t),g + Δĝ(x(t)))x(t) (3)

+ B̂ (x(t),q + Δq̂(x(t)))u(t),

where Â, B̂ are approximate state and input matrices respectively, g, q are
known parameters, Δĝ(x(t)), Δq̂(x(t)) are the sparse corrections of parameters
g and q, respectively.

3 Fuzzy Modeling of the Identified Parameters

The changes of the correction of the parameter values Δĝ(x(t)) and Δq̂(x(t))
take place between OP does not occur rapidly usually, but in a smooth unknown
manner which is difficult to describe by using the mathematical model. The val-
ues of the parameters in the operating points pass fluently among themselves
and overlap. Fuzzy systems are frequently used by many researches to fuzzy
modeling and classification [9,18–20,35]. So, for modeling of the sparse correc-
tions Δĝ(x(t)), Δq̂(x(t)) of the parameters g and q, respectively, the TS fuzzy
system is perfectly suitable as the universal approximator.

The construction of the most neuro-fuzzy structures [11] is based on the
Mamdani reasoning type described by using t-norm, for example product or
minimum. They require defuzzification of the output values, thus they cannot
be applied easily for modeling of the corrections of the parameters opposed to
TS fuzzy system [17]. This system includes dependence between a premise IF
and a consequent THEN of the rule in the form

R(l) : IF x̄ is Dl THEN yl = f(l)(x), (4)

where: x̄ = [x̄1, x̄2, . . . , x̄N ] ∈ X̄, yl ∈ Yl, Dl = Dl
1 × Dl

2 × . . . × Dl
N ,

Dl
1,D

l
2, . . . , D

l
N , are the fuzzy sets described by the membership functions

μDl
i
(x̄i), i = 1, . . . , N , l = 1, . . . , n, L is the number of the rules and N is

the number of the inputs of the TS fuzzy system, f(l) are the functions describ-
ing values of the system matrix or input matrix for the l-th fuzzy rule. In case of
the a23 element of the state matrix, the f (l) function from the consequent takes
the form: f (l)(t) = −id(t) − (λ̂m + Δλ̂m(t))/L.
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Assuming the aggregation method as weighted average, using the Eq. (3) and
Euler integration method with time step Ts, we obtain the discrete approximate
hybrid model described by Eq. (5)

f(x(k), x̄(k),u(k + 1)) =⎛
⎜⎜⎜⎝I +

⎛
⎜⎜⎜⎝Â

⎛
⎜⎜⎜⎝x(k),g +

L∑
l=1

ĝl · μD
l(x̄(k))

L∑
l=1

μD
l(x̄(k))

⎞
⎟⎟⎟⎠

⎞
⎟⎟⎟⎠ Ts

⎞
⎟⎟⎟⎠x(k)

+

⎛
⎜⎜⎜⎝B̂

⎛
⎜⎜⎜⎝x(k),q +

L+M∑
m=L+1

q̂m · μD
m(x̄(k))

L+M∑
m=L+1

μD
m(x̄(k))

⎞
⎟⎟⎟⎠

⎞
⎟⎟⎟⎠u(k + 1), (5)

where x̄(k) is the vector of the fuzzy values obtained from the vector x(k) using
singleton fuzzification, gl, qm are the sparse vectors containing the correction
values for the changing parameters in the l and m OP, l = 1, . . . , L, m =
L + 1, . . . , L + M , L, M - number of the rules describing the OP for the state
and input matrices respectively, μD

m(x̄(k)) and μD
l(x̄(k)) are the membership

functions describing activation levels of the operating point and I is the identity
matrix.

The Eq. (5) represents the discrete hybrid model describing the dynamic
nonlinear deterministic system. The Euler integration method was selected for
simplicity but there should be chosen better one in the practical application.

So, the local linear or nonlinear model in the operating point l and m is
defined through the set of the parameters θl = {Â(x(k)),g, ĝl,Dl} and θm =
{B̂(x(k)),q, q̂m,Dm}. The parameters are determined by hybrid operating point
identification method using PSO and GA algorithms.

4 Online Identification of the Operating Point

The automatic detection of the OP in nonlinear modeling is a very hard and
time-consuming task. In the most researches, authors focus on solutions using
grouping and classification algorithms to discover potential areas that can be
good candidates for operating points. The mentioned methods require a complete
data set for estimating good candidate areas for OP.

In many researches there were used hybrid and evolutionary approach for find
solution of the very hard and time-consuming tasks. Among others, Eftekhari
[16] has used subtractive clustering algorithm [5,13] to discover potential areas of
applying local linear models which were identified subsequently by Ant Colony
Algorithm (ACO). Brasileiro [4] applied ACO to the problem of choosing the
best combination path in transparent optical networks. Aghdam [1] used PSO
for feature selection in text categorization. Szczypta [32] has used evolutionary
approach for design optimal controllers.
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(t) x(t) y(t) Tmax Ts Emin emax ΔE

u(t) (t) (t) t = 0, Ts, ..., t
(e)
max Ts tmax

Emin
emax ΔE

z
θl = {Â,g, ĝl, l} θl ∈ Θ l = 1, . . . , L L

Θ = ∅ L = 0 e = 0 e

L ← L + 1 Θ ← Θ ∪ θL

t
(e)
max ← t

(e)
max + Ts

(x(0), x(t(e)max)) < dstart

e ← e + 1
S(e) = (Θ)
E(e) = (S(e),u(t),x(t), t(e)max)
Θ(e)

best = (S(e),E(e))
E

(e−1)
best > E

(e)
best

t
(e)
max

(Θ(e)
best, t

(e)
max) min

t
(e)
max ← t

(e)
max + Ts

t
(e)
max > t

(e−1)
max

Du

u = arg max
i=1,...,L

μ i(¯(t(e)max))

(Du,x(t), t(e)max)

Θ(e)
best

E
(e)
best = (Θ(e)

best,x(t),u(t), t(e)max)

t
(e)
max > t

(e−z)
max | E

(e)
best − E

(e−z)
best < ΔE

t
(e)
max < Tmax & E

(e)
best > Emin & (e < emax)

Lapa [22] and Szczypta [31] selected structure and parameters of the con-
trol system using Multi-Population Algorithms. Stanovov and Semenkin [30]
proposed self-configuring hybrid evolutionary algorithm for fuzzy Imbalance
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classification. Bartczuk [3] proposed a new method for nonlinear fuzzy correc-
tion modeling of dynamic objects. He applied gene expression programming [2].
Przybyl [25] has used genetic algorithm for observer parameter tuning. Yang
[37] used genetic algorithm combined with local search method for identifying
susceptibility Genes.

In a new proposed hybrid evolutionary method based on [15] we identify the
unknown parameters of the dynamic nonlinear stationary system and parameters
of the FR step by step on the basis of incoming data samples. It is done by
extending the measurement area as long as identified local linear or nonlinear
model can reproduce of a reference values with sufficient precision. This a is
similar approach as in the case Evolving Fuzzy Systems (EFS).

A new algorithm contains four main stages: the initialization of the OP
(stage 1), the parameter identification by the PSO-GA (stage 2), the acqui-
sition of the new data samples (stage 3), the update of fuzzy sets (stage 4) and
key decision stage for adding the new OP (stage 5).

A new OP is added in the first initialization stage. The initial time
t
(e)
max for used data samples is determined according to distance criterion

d(x(0),x(t(e)max)) < dstart, where dstart is the maximum distance between mea-
surements determined by the expert or from the experiments. Then, the initial
parameters for the fuzzy set D1 are estimated. For the trapezoidal membership
function described by the Eq. (6), the initial parameters are determined using
Eq. (7):

μD(x; a, b, c, d) =

⎧⎪⎪⎨
⎪⎪⎩

1 if (b ≤ x ≤ c)
x−a
b−a if (a ≤ x < b)
d−x
d−c if (c < x ≤ d)
0 otherwise

, (6)

where a, b, c, d are parameters of the trapezoidal membership function,

b1i = min
t<t

(e)
max

xi(t), c1i = max
t<t

(e)
max

xi(t),

a1
i = bi − (ci − bi)ρinit, d1i = ci + (ci − bi)ρinit, (7)

where ρinit is the initial fuzzy factor for the fuzzy set.
The one epoch of the hybrid swarm algorithm (PSO-GA) is performed in

the parameters identification stage (2). The PSO-GA algorithm determines the
unknown parameters of the nonlinear deterministic system and parameters of
the fuzzy sets. If algorithm gives better results E

(e)
best > E

(e+1)
best then the algorithm

goes to the acquisition of the new data samples (stage 3) used for the parameters
identification. The new data samples are included, if they meet the error criterion
presented in Eq. (8)

ε(Θ(e)
best, t

(e)
max) = (y′(Θ(e)

best, t
(e)
max) − y(t(e)max))2, (8)

where: y′(Θ(e)
best, t

(e)
max) is the output obtained for the best created model so far

Θ(e)
best in the time t

(e)
max of the simulation, y(t(e)max) is the measured reference value.
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In the result of added the new data samples, there are small changes of the
domain for the fuzzy sets. So in the stage (4), the update of the most activated
fuzzy set u = arg max

i=1,...,L
μDi(x̄(t(e)max)) is needed and is performed by equations:

bui = xi(t
(e)
max)

au
i = bui − (cui − bui )ρup

}
if (bui > xi(t(e)max)),

cui = xi(t
(e)
max)

dui = cui + (cui − bui )ρup

}
if (cui < xu

i (t(e)max)). (9)

The reassessment of the obtained solutions is needed and is performed in the
stage (5) in the consequence of updating of the fuzzy set and using the new data
samples. In the stage (5), we check if there getting a new measurement data
t
(e)
max > t

(e−z)
max for predefined number of epochs or the obtained error E

(e)
best for

the best solution Θ(e)
best decreases (E(e)

best − E
(e−z)
best ) ≤ ΔE. If not, the algorithm

proceeds to add a new OP.
The algorithm finishes the work, when all measurement data t

(e)
max = Tmax

were used and the error criterion Ee
best ≤ Emin has been meet. As a criterion of

the error we use Root Mean Square Error measure (RMSE).

5 The Permanent Magnet Synchronous Motor

The simulations were performed for the nonlinear model of the Permanent Mag-
net Synchronous Motor (PMSM). The PMSM can be described by algebraic
equations based on the state variable technique using Eqs. (10) and (11)

⎡
⎢⎢⎣

id(k + 1)
iq(k + 1)
ωr(k + 1)
θr(k + 1)

⎤
⎥⎥⎦ =

⎡
⎢⎢⎣

a11 0 a13 0
0 a22 a23 0
0 a32 a33 0
0 0 a43 0

⎤
⎥⎥⎦

⎡
⎢⎢⎣

id(k)
iq(k)
ωr(k)
θr(k)

⎤
⎥⎥⎦ +

⎡
⎢⎢⎣

b11 0 0
0 b22 0
0 0 b33
0 0 0

⎤
⎥⎥⎦

⎡
⎣

V d(k)
V q(k)
TL(k)

⎤
⎦ , (10)

[
id(k)
iq(k)

]
=

[
1 0 0 0
0 1 0 0

]
⎡
⎢⎢⎣

id(k)
iq(k)
ωr(k)
θr(k)

⎤
⎥⎥⎦ , (11)

where: id(k), iq(k) - d-axis and q-axis current component, ωr(k) - rotor speed,
Θr - rotor position, Vd(k), Vq(k) - d-axis and q-axis voltage, TL(k) - load torque,
k - integration step.

The parameters of the system matrix A and input matrix B are described
by Eqs. (12–14)

a11 = a22 = 1 − Ts
R

L
, a13 = iq(k)Ts, a23 = −Ts(id(k) +

λm

L
), (12)

where: R - stator resistance (1.456 Ω), L - stator inductance (0.008 H),

a32 = 1.5TsP
2λm

J
, a33 = 1 − Ts

F

J
, (13)
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where: λm - rotor flux linkage (0.175V s), F - friction coefficient,

a43 = Ts, b11 = b22 =
Ts

L
, b33 = −Ts

P

J
, (14)

where: P - number of pole pairs (3), J - moment of inertia (0.06 JKgm2).

6 Experimental Results

The experiments are performed for the PMSM with unknown values of the fric-
tion coefficient F and moment of inertia J . The approximate initial values of the

Fig. 1. The control input voltages and the experimental results.
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Fig. 2. The progress of the new method for non-linear modeling.

parameters obtained from the expert are: F ≈ 0.0015 and J ≈ 0.0015. Other
parameters are known and are not identified in the experiments. The learning
data set was prepared using mathematical model of the PMSM with known val-
ues of the Jref (const) and Fref . The values of the parameter Fref change in the
three operating points according to the Fig. 1d. The control voltages Vq and Vd

are presented in the Fig. 1a. The goal of the experiment is reproduction of the
reference values ωref , Irefd and Irefq with the smallest error measure (RMSE). It
is done by discovering the moment of inertia J (constant) and friction coefficient
F values in the entire work area by the identification of the nonlinear stationary
object in all operating points.

Figure 1d presents the discovered characteristic of the parameter F described
by the membership functions μD1(ω), μD2(ω), μD3(ω) of the TS fuzzy system.
Each membership function μDi

(ω) describes the identified operating point Θi.
We select the important inputs from the measured values on the basis of expert’s
knowledge. Figure 1e and f contain the obtained d-axis current Id and q-axis
current Iq. Figure 1b and g, prove the effectiveness of the proposed method. The
identified value of the moment of inertia J = 0.001 does not change in the entire
work area as we expected.

Finally Fig. 2a and b present the progress of the method in the function of the
epochs number. The observed local growth of the error in Fig. 2a is consequence
of the acquisition of the new measurements presented in the Fig. 2b.

7 Conclusions

The proposed method for non-linear modeling using PSO and GA algorithms
obtains very good results. Moreover, modeling of the OP in the form of the fuzzy
rules of TS fuzzy system, provides valuable knowledge for the experts about the
nature of the omitted phenomena. In future works the techniques developed in
this paper will be extended to cope with interpretability aspects [8,21].
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4. Brasileiro, Í., Santos, A., Rablo, R., Mazullo, F.: Ant colony optimization applied to
the problem of choosing the best combination among m combinations of shortest
paths in transparent optical networks. J. Artif. Intell. Soft Comput. Res. 6(4),
231–242 (2016)

5. Chiu, S.: Fuzzy model identification based on cluster estimation. J. Intell. Fuzzy
Syst. 2(3), 267–278 (1994)

6. Cpa�lka, K.: A method for designing flexible neuro-fuzzy systems. In: Rutkowski, L.,
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Abstract. This paper introduces a novel associative way of stor-
ing, compressing, and processing sentences. The Linguistic Habit
Graphs (LHG) are introduced as graph models that could be used for
spell checking, text correction, proof–reading, and compression of sen-
tences. All the above mentioned functionalities are always available in
the constant computational complexity as a result of the associative way
of text processing, special kinds of connections and graph nodes that
enable to activate various important relations between letters and words
simultaneously for any given contexts. Furthermore, using the proposed
graph structure, new algorithms have been developed to provide effective
text analyzes and contextual text correction. These new algorithms can
properly locate and often automatically correct typical mistakes in texts
written in a given language for which the graph was build.

Keywords: NLP · Text correction · Proof–reading · Linguistic Habit
Graph

1 Introduction

The understanding of a natural language is a very difficult task from the com-
puter science perspective. The algorithms need to understand the language
structure, the words, and how these two things influence each other in order
to proof–read texts. On the other hand when user uses Google for search-
ing phrase “imeges”, it is prompting “Did you mean: images”. It shows that
there are algorithms, which help us with spell checking and text correction [22].
This kind of algorithms can be classified into a few groups. Spelling correc-
tion algorithms in search engines are similar to those of spell checkers in word
processors. The first one checks every query term in a dictionary. If a term
is not found in the dictionary, then those words from the dictionary, which
are most similar to the query term in a question are shown as spelling sug-
gestions. The next group of algorithms uses similarity computed as an edit
distance. The similarity measure between two words is usually represented by
the Damerau–Levenshtein distance [6]. Another type of this group is a “weighted
edit distance”. Using it, we can give a higher priority to the pairs which sound
c© Springer International Publishing AG 2017
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similar or which are close to each other on the keyboard layout. Soundex is an
example of an algorithm, which uses phonetics for indexing names by sound [21].

There are different approaches for calculating the edit distance between dic-
tionary terms and query terms:

1. Naive Approach – calculating the edit distance between a query term and
every dictionary term. This method is very expensive and slow.

2. Peter Norvig’s Approach – deriving all possible terms with an edit distance
≤ 2 from the query term and looking them up in the dictionary. This is an
improvement to the first one, although the algorithm remains still expensive.
For 9 characters word with edit distance equals 2 it returns 114 324 terms [12].

3. Faroo’s Approach – deriving deletion only with an edit distance ≤ 2 both
from a query term and each dictionary term. It is three orders of magnitudes
faster comparing to previous one [1].

These kinds of algorithms may use a few other aspects as:

– Sorting – suggestions are sorted first by the (weighted) edit distance then by
static word frequency or a number of results which suggested query would
return for the index.

– Language detection – the selected or detected language of the query might be
taken into account, e.g. by using a language specific spell checking dictionary.

– Dictionary – the spell checking dictionary might be static or dynamic. The
second one might be generated or supplemented from the search engine index
or the queries entered by the users. In this case, if the word frequency for a
specific term is above a given threshold then that word is added to the spell
checking dictionary. It is also possible to use the search index itself as a spell
checking dictionary.

– Markov Model – An alternative to the dictionary based on spelling are sta-
tistical methods, e.g. the Hidden Markov Model [3].

This paper is focused on the specialized graph constructions that are able
to reflect, memorize and weigh natural relations between letters and words in
many human languages. The natural letter and word order are used to con-
struct a Linguistic Habit Graph that is able to associate and store the natural
human linguistic behaviors. A few spell checking and text correction methods
are presented based on the proposed graph model, which resembles functioning
of a brain. Each vertex in this graph could be active as well as neurons are
in a human brain. The active graph vertices are called neurons, and edges, are
called connections. They are used to represent and then to recall the order and
contextual dependencies between words in corrected texts.

2 Linguistic Habit Graphs

The main goal of this paper is to demonstrate the use of the LHG graphs for
text correction. The intelligent semi–automatic text correction is one of the
common, important and practical computational tasks that can be solved by the
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mentioned graph. The graph structure is able to gather linguistic habits of many
individuals and use them to define language components, interconnect them in
a way people usually do, trigger off and propose the most probable following
words in common contexts, and help to correct mistakes in texts. The presented
neural graph represents many active connections between letters and words, that
can be automatically triggered off as a result of activation of any combination of
other neurons representing a given phrase of the internal context. There is also a
possibility to build up a graph for an individual person and use it to recognize if
a given text has been written by that person [11]. The LHG graphs can suggest
various correction options in the context of other words in the sentences which
were previously read. Moreover, various suggested options are weighted by the
frequency of their usage by other people in the past and by a given context of the
other words in the analyzed sentences. As a result of the associative connections
in this graph, the checking process and determination of the subgraph of the
most probable corrections are always available in constant time.

The LHG is a graph. It consists of vertices that represent letters, apostrophes
and some special characters like the beginning of each word. To build such a
structure the algorithm needs to look through a text corpora only a few times.
Each word is represented by an interconnected sequence of letter neurons (Fig. 1).
The letter neuron representing the last letter of each word is also called the word
neuron. In the next step, the word neurons are interconnected in many ways to
reflect word orders and previous word contexts in processed sentences. Each
word is represented exactly by a single word neuron in this graph.

Fig. 1. The small piece of the LHG graph structure with ASEQ and ACON 2nd inter-
connections between the following words in the presented sentence.

The word neurons are interconnected by ASEQ and ACON connections,
where ASEQ means an associative sequence and ACON stands for an associa-
tive context. First of all, the word neurons are naturally ASEQ connected after
the sequences words from read sentences of the text corpora. All connections
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(edges of the graph) are directed and weighted by the frequency of these word
sequences. To unambiguously read sentences using this graph, it is necessary
to add some extra context connections (ACON) interconnecting more previous
words with the next word to explicitly and contextually point to the next word
in the sequence and the given word order. The associative context connections
are added only if the context of the previous word neuron is ambiguous, in order
to determine which neuron should be activated next (in the context of the pre-
viously activated word neurons after the already read text corpora). The LHG
graph uses ACON edges from 2nd to 5th level, where ACON 2nd level edge means
that connection is between (n − 2)–word and (n)–word in the sentence.

Figure 2 shows the ASEQ and ACON connections in the LHG after reading
sentences: “Alice has a cat.”, “Bob has a dog.”, “Mary’s dog is called Star.”.

Fig. 2. The part of the LHG graph with ASEQ and ACON 2nd connections.

3 Associative Text Correction Methods

There are four main types of mistakes in written language: spelling, punctua-
tion, grammar, and usage. The Linguistic Habit Graph could be widely used
for developing spell checking and text correction methods for all of these main
types of common mistakes. Each word neuron contains information about a word
and its properties. Each word neuron property contains its own counter which
is updated while constructing this graph. As an example after reading sentence
“Alice has a dog called Star!” The LHG’s word neurons will contain information
described in Table 1.

3.1 Checking Punctuation in Sentences

Based on the properties described in the previous section a new algorithm was
constructed for checking punctuation in sentences. The main task for this algo-
rithm is to check if a word should start with a small or a capital letter, if the
comma is mandatory and also if the sentence starts with a capital letter and
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Table 1. Word neuron’s properties after reading sentence “Alice has a dog called Star!”

Word neuron Word neuron’s properties

alice startASentence, startWithSmallLetter

has startWithSmallLetter

dog followedByA, startWithSmallLetter

called startWithSmallLetter

star startWithBigLetter, endWithExclamationMark

ends with a full-stop, an exclamation mark or a question mark. It relies on the
frequency of occurrence properties of the word. For example the “alice” word is
represented by following counter properties:

– wordC = 131 – how many times the word was analyzed,
– startSentenceC = 19 – how many times the word starts a sentence,
– smallLetterC = 19 – how many times the word starts with small letter (when

the word is at the beginning of a sentence it is always marked as startWith-
SmallLetter),

– bigLetterC = 112 – how many times the word starts with a capital letter.

Based on these properties the punctuation correction algorithm can assume
that the “alice” word always starts with a capital letter. It is done by
checking inequality (1). After series of experiments, the bigLetterFactor
was set to 0.87 the endWithExclamationMark was set to 0.84 and the
endWithQuestionMark was set to 0.79 the to give the best correction results.
Moreover, there are many similar inequalities that check other possible punctu-
ation errors.

startWithBigLetterCOUNTER

(wordCOUNTER − startSentenceCOUNTER)
≥ bigLetterFactor (1)

3.2 Semi–automatic Text Correction Methods

The text correction methods could be split into two groups. The first group
contains methods that could check the text while entering it. If the context
of a sentence is incorrect the correction algorithms should immediately mark
all incorrect words and propose the correct replacements. The second group of
methods looks for errors after entering the whole text. After entering sentences
the algorithms should check if all words are correctly placed. If the words are in
an incorrect order, the semi–automatic text correction methods should find and
mark them. Then they try to automatically correct a sentence by replacing the
incorrect words to the correct ones. If the automatic text correction is impossible
or many the same way similar changes are available then propose a few possible
replacements.

These two groups of methods are strictly connected not only with the spell
correction of words but even more with the context of words. The biggest problem
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in correction tools is that they do not address the problem with word contexts.
The main purpose of constructing the LHG graph is to store the ASEQ and
ACON connections and rebuild a correct sentence context from them. The algo-
rithms of semi–automatic correction using the LHG graph work well under the
assumption that this graph has been constructed after a possibly huge training
text corpora. Generally, the context of the previously activated word neurons
displays the next word neurons that usually appear in a given context.

There are two commonly used groups of methods for the text correction task.
The first one measures the edit distances [15]. The second one uses the language
modeling by n–gram models [2]. These two kinds of methods were developed
based on the LHG graph.

The naive approach to the “edit distance” metric is done by calculating the
distance between a query term and every dictionary term. These methods are
very expensive and very slow. Thanks to the ASEQ connections checking the
edit distance is much faster. First, the ASEQ connections are analyzed for each
word. If the ASEQ connection is not found between two neighboring word neu-
rons then the algorithm checks the Damerau–Levenshtein distance only between
a potentially wrong word and all successive words from the previous word neu-
ron connected with the ASEQ connection (Fig. 3). This approach returns only
candidates, which could exist in a given context.

Fig. 3. The next possible words for context “she was ...”.

The second group of methods uses the n–gram models. The goal of these
methods is to assign a probability of correctness to a given sentence. This prob-
ability might be used in machine translation, spell correction and speech recog-
nition. An example of the sentence probability is shown in a inequality (2) [17].

P(I saw a van) > P (eyes awe of an) (2)

The simplest case uses the unigram model for measuring whole sentence
correctness. In that model of the sentence, probability is counted as shown in
formula (3) where wi means a word on the i position.

P (w1w2...wn) ≈
∏

i

P (wi) (3)

The more advanced model uses the bigram model instead of the unigram
model. The probability of a sentence using the bigram model is defined as it is
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shown in formulas from (4) to (6) where wi means a word on the i position and
c(wi−1, wi) is a counter how many times the “wi−1, wi” sequence occurred in all
analyzed texts.

P (wi|w1w2...wi−1) ≈ P (wi|wi−1) (4)

P (wi|wi−1) =
c(wi−1, wi)
c(wi−1)

(5)

P (s) =
l+1∏

i=1

P (wi|wi−1) (6)

The LHG could easily check the existence of bigrams by checking frequency of
ASEQ connections between word neurons. On the other hand, the n–gram mod-
els (unigrams, bigrams etc.) are many times insufficient to model a language
because of long–distance dependencies. For example in sentence “The computer,
which I had just put into the machine room on the fifth floor, crashed” the verb
“crashed” is strictly connected with the subject “computer” [13]. The next prob-
lem with using n–gram models is a case when c(wi−1, wi) = 0 or c(wi−1) = 0.

The conducted research showed, that using the n–gram, the models some-
times need the whole sentence context to perform corrections. It is very difficult
to store sentences with a whole unambiguous context in the LHG graph. Based
on that, new methods that give a better result of text correction than using the
n–gram models methods have been developed.

First method uses all possible ASEQ paths between words. The first step is
to measure the path distance between words in a few other words surroundings.
By the default, the algorithm is checking the path distance between two nearest
neighbors for each node. Paths with the maximum length of 3 are only taken
into consideration.

The next step is to count the occurrence of path’s length for each word. The
algorithm needs to check:

– the cardinality of direct connections between words (a number of direct paths
node1 → node2)

– the cardinality of connections passing through the neighboring vertices (paths
node1 → neighbor1 → node2 and node1 → neighbor1 → neighbor2 → node2)

After determining the cardinality for each word the next algorithm calculates
for them the “priority”, by which they can occur in a given context. This algo-
rithm allows determining, which words are in an order and which ones are in an
incorrect order and need to be corrected by another algorithm. The word priority
in a given position is calculated as a sum of its number of occurrences (onb) in
that position multiplied by the difference in the distance between neurons that
stimulated each occurrence (7).

wp(i) =
i+2∑

n=i−2

onb(i) ∗ (
1
2
)|(i−n)| (7)
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Fig. 4. The correction of the typical errors by the developed algorithms.

The second method tries to set a correct order of words in a given sentence.
The conducted research has shown that this algorithm performs very well espe-
cially for a few kinds of errors:

– when a word has been omitted in a sentence,
– when a word has been excessively introduced in a sentence,
– when two words were combined into one.

3.3 Comparison of the Text Correction Methods

After constructing the LHG graph model and semi–automatic text correction
methods several experiments were conducted in order to check how the new

Fig. 5. The comparison of the correction results obtained from different applications.
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algorithms will be able to process and correct the sentences with mistakes. For
the purpose of the experiments the LHG graph was constructed, which contained
3 millions of word neurons, and more than 16,5 millions of ASEQ and ACON
connections.

Figure 4 shows the typical kind of errors and how developed spell checking
algorithms have corrected them.

These experiments have shown that the presented idea is valuable. The next
step was to compare the correction results with other contemporary applications.
The result of the working sentence recreation algorithm are presented in Fig. 5.

The conducted research and experiments have shown that the proposed LHG
graphs combine the abilities to automatically check and correct various texts
with high efficiency and new algorithms can properly locate and often automat-
ically correct typical mistakes in texts.

4 Summary and Conclusion

In this paper the novel associative way of storing, compressing and processing
sentences by the Linguistic Habit Graphs and their use for semi–automatic cor-
rection have been described. Thanks to the use of the associative mechanisms
implemented in the presented graph structure the new correction methods based
on a word context have been achieved. This research has shown, that a context
of a sentence is crucial for the text correction methods and tools. The introduced
LHG graph is a new model that stores words in the contexts of other words. The
experiments have shown that the correction can be more accurate if the context
of the previous words is used. The obtained results are usually more adequate
than corrections provided by commonly used applications.
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Abstract. H.P. van Ditmarsch, W. van der Hoek and B.P. Kooi pro-
posed in 2003 some complete formalism for representation of actions
for Multi-Agent Systems. This paper is aimed at proposing a new pref-
erential extension of this formalism in terms of dynamic-epistemic logic
supported by a unique multi-valued logic. This new system is interpreted
in the interval fibred semantics on a base of earlier ideas of D. Gabbay.

1 Introduction

A notion of action constitutes a key concept of classical and temporal planning
and reasoning. It has already been discussed in many contexts and works – such
as: [5,18,19]. Different types of logic – suitable to render actions – is currently
known. Some of them are very expressive such as: temporal logic of action of
L. Lamport from [16] or description logic of Baader from [2]. Finally, action
dynamism may be represented in terms of a variant of dynamic-epistemic logic
such as in [1] – in particular – in the so-called concurrent logic of actions for
Multi-Agent Systems of Ditmarsch from [3]. Some possibility to deal with actions
– as associated to time intervals – might also rendered in terms of Halpern-
Shoham logic from [10] and its preferential extensions – discussed in [11,12].
Finally, a capability of expressing actions consitutes a one of criterions considered
in some evaluation attempts of temporal and fuzzy logic systems in [13,14].

1.1 Paper Motivation

Unfortunately, both actions and preferences – due to [20,21] – are represented
and semantically interpreted in apoint-wise manner in the framework of these
approaches. Meanwhile – as earlier mentioned – both entities require rather to
be referred to time periods than time points. Unfortunately, no attempt to deal
with them in this way is known. The Halpern-Shoham logic only partially respect
this expectation. In fact, it allows us to consider actions, but only implicitly –
by intervals associated to them. Even the so-called fibred semantics – invented
by D. Gabbay in [6] as a comfortable and flexible tool to interpret mixed formal
systems – is a type of a point-wise semantics.

All these shortcomings and lacks form the main motivation factor of this
work.
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1.2 The Paper Objectives and Paper Organization

According to these facts, this paper is aimed at:

– construction of a hybrid multi-modal logic system for actions a preferences
in- terpreted in an interval-based semantics.

– proposing an outline a fibred semantics for such a mixed system,
– explanation how this system might be exploited in modeling of some temporal

version of Traveling Salesman Problem.

On the one hand, this approach make use of results based on modal logic –
such as: [1,3], but it is also supported by ideas of fuzzy logic systems from [7–9].
This solution is dictated by an intermediate nature of the proposed multi-valued
logic system for actions and preferences. This approach – from Sects. 3 and 5 in
particular – develops ideas from [11,15].

The rest of the paper is organized as follows. In Sect. 2 a terminological
background of analyses is given. Section 3 presents the formalism of Multi-Valued
Preferential Logic. Dynamic Epistemic Preferential Logic of Action (DEPLA) –
interpreted in fibred semantics is introduced in Sect. 4. Section 5 shows how this
semantics type works in a practice. Section 6 contains concluding remarks.

2 Preliminaries

We preface the proper paper analysis by an introducing a terminological and
technical background concerning a point-wise fibring semantics.

Fibring (pointwise) Semantics. The fibring semantics method – invented
in [6] – allows us to form a new uniform semantics for combined systems –
interpreted in separate semantics. To illustrate this methods consider a mixed
formula φ = ♦1�2χ and assume also that φ is considered as some language, say
L1 -formula. From the point of view of L1 has a form ♦1p, where p = �χ is
atomic formula in L1 since it does not recognize �2-modality.

We define now a model M1 for ♦1p as M1 = 〈S1, R1, a, h1〉, where S1 is a set
of possible worlds, a ∈ S is an actual world such that a |= ♦p; R1 ⊆ S × S is an
accessibility relation and h is such a binary assignment function that h(t, p) ∈
{0, 1} for any t ∈ S and atomic p. The satisfaction condition in M is as follows:

a |= ♦p ⇐⇒ ∃ ∈ S1(aR1t and t |= p, i.e.t |= �2q). (1)

Since �2q does not belong to L1 and, therefore, it (generally) cannot be evaluated
in M1 – one needs a new model M2 of a new language, say L2, to evaluate �2q.
Therefore, we associate with a state t a new model Mt

2 = 〈St
2, R

t
2, a

t
2, h

t
2〉 – in

such a way that
t |=1 �2q ⇐⇒ at

2 |=2 �q. (2)

We can also establish that some mapping F associates a model Mt
2

with t and than the fibred semantics for the language L1,2 has a model
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M = 〈S1, R1, a, h1,F〉. This reasoning introduces the main conceptual body
of Gabbay’s fibring(fibred) semantics.

We also adopt the following definitions of the interval-based interpreted sys-
tem and an interval.

Definition 1. An interval-based interpreted system IBIS is a tuple (S, s0, t, L)
such that: S is a finite set of (ordered) global states (that can be points or inter-
vals) accessible from an initial state s0; t is a standard transition relation between
states and L : S2 	→ 2V ar. An interval is a finite path in IBIS, or as a sequence
I = s1s2s . . . sk such that sitsi+1 for 1 ≤ i ≤ k and a transition t. In other
words, IBIS forms an unravelled Kripke frame. Each discrete (finite) path of
(global) states of IBIS will be called an interval. Anyhow, outside of IBIS-system
we also admit continuous intervals.

2.1 Traveling Salesman Problem as a Motivating Problem

At the end of this section, we introduce some useful version of Traveling Salesman
Problem in a role of a motivation problem for this paper. This problem will be
modeled in terms of fibred semantics, later introduced.

Thus, let us consider a salesman K, which intends to deliver a pocket A from
a city C1 to C2 (his strong preference). Because of a temporal distance between
C1 and C2 his preference could be satisfied not earlier than 3 h and in some
interval in the city C2. It has been mentioned that the fact that ist strongly
preferable (by i) to (possibly) deliver the pocket A in C1 can be rendered by a
modal formula of (4):

[K (strongly) prefers]〈Deliver〉AC2 . (3)

(read: “K strongly prefers, (possibly deliver) the pocket A in a city C2”). Recall
that the outer operator [K(strongly)prefers]φ plays a role of a box-type operator
for representation of preference of K and φ = 〈Deliver〉ψ plays a role of (an
additionally specified) L(DEPLA). Finally, ψ = AC2 is a unique atomic formula.

3 Multi-Valued Preferential Logic (MVPL)

We intend to adopt a common convention to interpret preferences as transi-
tive relations, hence we will semantically interpret them by partial orders. Thus,
S4-system (containing axioms K, 4 and T) is suitable for their syntactic represen-
tation. In addition, we intend to interpret them in the interval-based semantics
and in a fuzzy manner.

These postulates will be reflected in two types of operators: of a �-type
[Pref]αi φ read: “an agent i (strongly) prefers φ with a degree α belonging to a
finite set G ⊂ [0, 1], and 〈Pref〉α

i φ “an agent i weakly prefers φ with a degree α”
as a ♦-operator.

Language of MVPL. The language of MVPL, L(MV PL), is given by a
grammar:

φ := p | ¬φ |φ ∧ ψ | [Pref]αi φ | 〈Pref〉α
i φ ,
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where i ∈ A, α ∈ G and G is a finite subset of [0, 1]. The following definitions
and axioms are adopted in the MVPL-syntax.

Def.: [Pref]αi φ ⇐⇒ ¬〈Pref〉α
i ¬φ for each α ∈ G.

Axioms: The axioms of MVPL are:

1. axioms of Boolean propositional calculus
2. [Pref]αi (φ → χ) → ([Pref]αi φ → [Pref]αi χ) (axiom K)
3. [Pref]αi φ → [Pref]αi [Pref]αi φ (axiom 4)
4. [Pref]αi φ → φ (axiom T)

As inference rules we adopt Modus Ponens, substitution and a necessitation rule
for the [Pref]αi -operator: φ→ψ

[Pref]αi φ→[Pref]αi ψ for each α ∈ G ⊂ [0, 1], G is finite.
For a use of further analysis we will consider α as restricted to a finite G ⊂

[0, 1] (even if it is not mentioned) – due to [7,8] and to our arrangements – in
order to ensure a context of a multi-valued logic. All these arrangements leads
to the following definition of MVPL.

Definition 2. MVPL is defined as the smallest theory in L(MVPL), which con-
tains axioms 1–4 and closed on the above inference rules.

3.1 Interval-Based Semantics for MVPL

The introduced MVPL with preferential operators will be interpreted now in an
interval-based semantics. A “core” of this semantics construction is to introduce
the appropriate accessibility relation between intervals, denoted later by �i and
to specify it by α in the next construction stage.

Accessibility relation �i. For this reason, assume that intervals I = s1s2 . . . sk

and I
′

= s
′
1s

′
2 . . . s

′
l are given for some k, l and establish also an agent i ∈ A.

Let us define a new accessibility relation �i⊆ P(S × S) between I and I
′

as
follows: I �i I

′ ⇐⇒ k ≤ l and li(sj) = li(s
′
j) for all j < k, i.e. an agent i

cannot distinguish between the corresponding states of I and I
′
up to j, between

j-prefixes of both intervals. In other words, I �i I
′ ⇐⇒ I|j ∼i I

′ |j , or if and
only if the behavioral equivalence condition holds for j-prefixes of both intervals.

Accessibility relation �α
i . In order to grasp the similarity degree between I

and I
′

introduce a new relation between these intervals, denoted later by �α
i .

Thus, establish a finite G ⊂ [0, 1] and introduce some new function ‖ • ‖ :
P(S × S) × A 	→ G defined as: ‖I �i I

′‖ = α, for α ∈ G. Intuitively, this new
function associates the earlier relation I �i I

′
to some α from G. The appropriate

methods of achieving of α will be discussed later. Independently of this, one can
define a desired relation �α

i in the product P(S × S) × G × A in the following
way: I �α

i I
′ ⇐⇒ ‖I �i I

′‖ = α. It remains to describe how α can be found.
A possible method is presented in the example below (Figs. 1 and 2).

Example 1. Consider a pair of discrete intervals (I1, I2) : I1 �i I2 having j = 10
common points and define α = ‖I1 �i I2‖ = j(I1,I2)

K for some K = 200 ¿ length
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Fig. 1. Two discrete intervals I1 and I2 having 10 common points with an example of
computing a value ‖I1 �K I2‖ for some K.

of each of intervals and each i ∈ A. Thus, their similarity α = ‖I1 �i I2)‖ =
10
200 = 1

20 . Moreover, ‖sI1 �i I2‖ = 1
20 = ‖I1 �k I2‖ for another agent k ∈ A,

since the common j-prefix of both intervals is equally recognized by both agents
because of the behavioral equivalence assumption for all agents in A.

Definition 3 (Satisfaction). Given a formula φ ∈ L(MVPL) with a set of
propositions Prop, an IBIS, an interval I, a labeling function Lab, and a finite
set G ⊂ [0, 1] we define inductively the fact that φ is satisfied in IBIS and in an
interval I (symb.I |= φ) as follows:

– for all p ∈ Prop, we have IBIS, I |= p iff p ∈ Lab(I).
– IBIS, I |= ¬φ iff it is not such that IBIS, I |= φ.
– IBIS, I |= φ ∧ ψ iff IBIS, I |= φ and IBIS, I |= ψ.
– IBIS, I |= [Pref]αi φ, where i ∈ A, iff for all I �α

i I ′ we have IBIS, I ′ |= φ for
each α ∈ G.

– IBIS, I |= 〈Pref〉α
i φ, where i ∈ A, iff there is I’ such that I �α

i I ′ and IBIS,
I ′ |= φ for each α ∈ G.

The key clause in the above definition is this one referring to the modal operators
[Pref]αi φ and 〈Pref〉α

i φ. These conditions assert that such modal formulas are
satisfied in an interval I and model IBIS iff the same formula φ holds in all
intervals accessible from this I via �α

i -relation.

Relation �α
i for representation of preferences. Nevertheless, not all rela-

tions �α
i are suitable to represent preferences – intentionally represented by

partial orders (MVPL forms a unique S4-system). It is not difficult to observe
that belonging to the appropriate relation class depends on a method of
α-achieving. For example, α = j

K ensures reflexivity and transitivity of �α
i ,

but unfortunately – symmetry. In order to ensure a desired anti-symmetry for
�α

i one need distinguish the relation I1 �α
i I2 from its inverse relation by means

of α-degree like in this example.

Example 2. α =

{
1

jK if length(I1) ≤ length(I2), 2 ≤ j
j
K if length(I1) > length(I2), 2 ≤ j
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Corollary 1. The accessibility relation I1 �α
i I2 defined as above forms a partial

order.

Proof: Reflexivity is obvious. Anti-symmetry follows from the fact that if I �α
i I

′

holds, then does not hold I
′ �α

i I as α = 1
jK holds in mutually disjoint cases.

In order to show transitivity assume that I1 �α
i I2 and I2 �β

i I3 and α = 1
jK

and β = 1
JK for some established K and j – denoting a number of common

points of I1 and I2 and J – denoting a number of common points of I2 and I3
(resp.). Thus, obviously, I1 �A

i I3, where A = 1
jK as I1(⊆ I2 ⊆ I3) has just j

common points with I3. Hence, I1 �α
i I3. The same reasoning may be repeated

for α defined alternatively. �

Remark 1. Note that the assumption 2 ≤ j is essential in the above example.
To illustrate this fact let us consider I1 = s1 and I2 = s1s2, so j = 1 and – in
result – 1

jK = 1
2 and j

K = 1
2 , what implies that �α

i is symmetric.

In this way we have just obtained a semantic interpretation of the sentence
“an agent i (weakly) prefers φ with a degree α”. It exactly means that there
exists (at least one) such a pair of α-similar intervals having identical prefixes,
which are observational recognized by an agent i as such ones.

4 Dynamic Epistemic Logic for Actions

In this section we introduce the dynamic-epistemic logic for actions, shortly
denoted DELA in order to interpret it in the interval-based semantics. The
proposed system forms a syntactic restriction of Ditmarsch’s system from [3].
This restriction consists in a fact that we omit an assumption of a common
knowledge of agents (with the appropriate modal operator and its axiomatic
properties) and we restrict some conditions imposed on actions. Finally, we omit
a detailed presentation of the proof system for DELA.

4.1 Syntax and Semantics of DELA
Assume that a set A of agents is given. We define a language L(DELA)
inductively – as a fusion of two sub-languages: L(DELA)Actions and
L(DELA)Epistemic. The first sub-language contains action symbols, the second
one – the epistemic symbols. Both sub-languages are based on the same set of
propositions Prop.

Actions. Let us begin with a definition of L(DELA)Actions.

Definition 4. Language L(DELA)Actions is given by the grammar:

φ : = ?φ|RBφ| (a ! a)|(a; b) |(a ∪ a) |(a ∩ a) , (4)

where φ ∈Prop and B ⊆ A (Sense of all expressions will be explained below).
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Definition 5. The language of L(DELA)Epistemic is given by the grammar:

φ : = p | ¬φ | (φ ∧ φ) |Knφ, K̄nφ , (5)

where K̄nis a ‘diamond’-type dual operator for Knφ, n ∈ A.

Definition 6. The language of L(DELA) is defined by the grammar:

φ := p | ¬φ | (φ ∧ φ) |Knφ |[a]φ , (6)

where n ∈ A and [a]φ ∈ L(DELA)Actions and may be one of the action symbols
listed in Definition 4.

The program operator RBφ is called a realization and can be read as: ‘A group B
of agents performs φ.1 Action ?φ is a test-action; (a; a

′
) is classically understood

as a sequential execution, (α ∩ α
′
) – as a concurrent execution and (α ∪ α

′
) is a

syntactic representation of anondeterministic choice. Finally, (a !a) is a so-called
local choice that can be pronounced: ‘from a to a

′
, choose the first one’. See: [3].

Example 3. The fact that a sequential choice (performing) of actions a and b by
agents 1,2 should always lead to φ may be rendered in L(DELA) by [a; b]1,2φ.
By contrast, the fact that a non-deterministic choice of actions a and b by agents
1,2,3 may sometimes lead to φ may be rendered in L(DELA) by 〈a sup b〉1,2,3φ.

Proof system: Since actions classically are defined by their preconditions
(denoted: pre), the proof system for DELA should contains them and some
general conditions of action execution.

• Preconditions. pre(?φ) := φ; pre(a ; b) = pre(a)pre(b); pre(a∪b) = pre(a)∪
pre(b); pre(a ∩ b) = pre(a) ∩ pre(b); pre(a ! b) = pre(a).

• Conditions for actions:

– all propositional tautologies
– Kn(φ → χ) → (Knφ → Knχ),
– Knφ → φ,Knφ → KnφKnφ,¬Knφ → KnKnφ (S5 for Kn),
– [?φ]φ ⇐⇒ (φ → χ).

As inference rules we adopt:

– if φ and φ → χ, then χ,
– if φ, then Knφ,
– if φ → χ, then [α]φ → [α]φ.

Semantics. We intend to interpret DELA in the interval-based semantics.
Assume, thus, that some interval-based Kripke model M is given with a domain
W and Nor ⊆ W �= ∅ is a set of normal worlds and let R be an accessibility
relation on W × W .
1 Set of agents associated with actions is defined as follows set(φ) = ∅, set(RB) = B

and for above admitted combinations of actions α and α
′
by set(a) ∩ set(a

′
).
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Definition 7 (Satisfaction of formulas). Let M = 〈W,Nor,⊆, R, V al〉 be a
modal with Nor and R defined as above. We define a satisfaction relation induc-
tively as follows:

M, I |= p ⇐⇒ V (p, I) = 1
M, I |= ¬φ for every I ′ such that I

′ ⊆ I it holds not M, I ′ |= φ
M, I |= φ ∧ χ ⇐⇒ M, I |= φ and M, I |= χ
M, I |= φ ∨ χ ⇐⇒ M, I |= φ or M, I |= φ
M, I |= φ → χ ⇐⇒ for every I

′
such that I

′ ⊆ I if M, I |= φ then
M, I ′ |= φ
M, I |= �φ ⇐⇒ I

′ ∈ Nor and for every I
′

such that I
′ ⊆ I and I

′′
such

that I
′
RI

′′
, it holds M, I ′′ |= φ for a box-type operator �φ ∈ {Knφ, [α]φ}.

The key clause is the last one that admits a satisfaction relation for modal
operators only in normal interval-worlds of the set Nor. Indeed, it has been said
that no formula of a box-type is satisfied in queer worlds set W − Nor.

The interpretation of actions is classical and may be easily found in [3].
The only difference is that we exchange arbitrary point-states for interval-states
in this interpretation. Because this interpretation will not be used in further
analysis, we omit its presentation.

5 DEPLA for Actions and Preferences

In last sections DELA for actions was introduced and it completeness with
respect to the interval-based semantics has been proved. In this section a required
dynamic-epistemic logic for actions and preferences – denoted later as DEPLA
– will be defined and interpreted in the interval version of the fibred semantics.

Syntax of DEPLA. The language L(DEPLA) includes the following compo-
nents:

Prop |φ → χ | ¬φ | 〈Pref〉α
i (φ) | [Pref]αi φ | [a]φ | [Kn]φ ,

where Prop is a countable set of propositional variables of L(DEPLA), α ∈
G ⊂ [0, 1], where G is finite, and 〈Pref〉α

i (φ) ∈ L(MV PL) and [α]φ ∈
L(DELA)Actions, [Kn]φ ∈ L(DELA) and their duals are specified as earlier
in Definition 4.

The interval-based semantics for each component of DEPLA has already
proposed in Sects. 2 and 3. The main focus of this section is to proposed a fibred
interval-based semantics for mixed components.

5.1 Fibring Interval-Based Semantics for DEPLA
In this section we demonstrate how the mechanism of fibred semantics works
with respect to combined modalities that cannot be modeled by models M1 and
M2, which – in general case – cannot recognize modal operators interpreted in
the second model. Consider therefore:
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– a formula ψ = 〈Pref〉α
i 〈a〉φ and

– a model M1, I
1 |= 〈Pref〉α

i p, where p atomic.

It can arise a natural question what about satisfiability of an atomic formula p
in M1, I

1, if p = 〈L〉φ. More precisely:

– what about M1, I
1 |= p, if p = 〈a〉φ?

As it has been mentioned – in a general case it may hold the following case:

– M1, I
1 can not to ‘recognize’ p = 〈a〉φ!

Fibring mapping. This difficulty generates a natural question how to deal with
this fact? In order to evaluate [L]ψ at M1 one need some mapping between M1

and M2 in order to transfer the validity checking from this first model to the
validity checking within the second one. Thus, we introduce such a new function
– called a fibring mapping F – that F(M1, I1) = (MI1

2 , I2) and the following
equality holds:

M1, I1 |= [a]ψ ⇐⇒ MI1
2 , I2 |= [a]ψ

for some interval I2 of M2.
Since a model M2 is characterized by the interval I2, we can identify F(I1)

with this new interval I2 of the associated model MI1
2 . It allows us to formulate

a new satisfaction condition in the form:

M1, I1 |= [a]ψ ⇐⇒ MI1
2 ,F(I1) |= [a]ψ

As in a point-wise fibring semantics, one can impose on the fibred mapping F
a condition of “switching semantics”, i.e. for each I ∈ M1, it holds F(I) ∈ M2

and for each I ∈ M2: F(I) ∈ M1. We also assume that if I1 �= I2, than also
F(I1) �= F(I2). (F-images of two different intervals are different, too). The same
reasoning may be carried out for [Kn]φ-formulas of L(DEPLA).

Fibred models. Assume now that the following interval-based Kripke models
are given:

• M1 = 〈S1, R1, h1,F〉, where: S1 = {J1, J2 . . . , J2k} for some fixed 2k,
JjRiJl ⇐⇒ Jj �α

1 Jl in IBIS (for j, l ∈ {1, . . . , 2k}, i ≤ m), h1 is an
assignment function and F is the fibring mapping defined as above;

Fig. 2. A fibring mapping which should not necessary be a function
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• M2 = 〈S2, a, h2,F〉, where: S2 = {I1 . . . I2k} for some fixed 2k, a is an action
admissible in DEPLA-formalism. h2 and F are defined as earlier. Then a
fibred models M will be defined as a tuple:

M = 〈S1 ⊗ S2, RL ⊗ Ri, h1 ⊗ h2,F〉, (7)

where: F is the same fibring mapping and ⊗ denotes a simple sum or a
fusion of the appropriate components. It means that elements of M cannot be
‘mixed’ – as in a usual set-theoretic sum of components – without considering
the fibring mapping F.

6 Fibring Semantics in Use

The fibred interval semantics will be exploited now in modeling of the initial
Traveling Salesman Problem. Thus, return now to the TSP with our salesman K,
which intends to deliver a pocket A from a city C1 to C2 (his strong preference).
Because of a temporal distance between C1 and C2 his preference could be
satisfied not earlier than 3 h and in some interval in the city C2. It has been
mentioned that the fact that ist strongly preferable (by i) to (possibly) deliver
the pocket A in C1 can be rendered by a modal formula of (4):

[K (strongly) prefers]〈Deliver〉AC2 . (8)

(read: “K strongly prefers, (possibly deliver) the pocket A in a city C2”). Recall
that the outer operator [K(strongly)prefers]φ plays a role of a box-type operator
for representation of preference of K and φ = 〈Deliver〉ψ plays a role of (an
additionally specified) L(DEPLA). Finally, ψ = AC2 is already a unique atomic
formula.

Model for the preferential component. In order to find the appropriate
model for a preferential component of the formula (4) assume that P and
PDeliver are some discrete intervals interpreting the Salesman’s preference such
that:

– P is an interval where the preference is “expressed” and
– PDeliver is the interval, which the subject of the salesman’s preference is

materialized in. Formally: PDeliver |= 〈Deliver〉AC2 , or a fact of (possible)
delivering of a packet A to C2 holds in this interval.

Assume also that �strongly
K is an accessibility (preference) relation between them,

i.e. it holds P �strongly
K PDeliver . Thus, a model for the preferential component

is given as follows:

M1 = 〈{P, PDeliver},�strongly
K , h1〉 (9)

for some valuation h1.
Model for the temporal component. Similarly, we find a model for a tempo-
ral component. For that reason consider two temporal discrete intervals: I1 for a
representation of “now” and I2 for a representation of “sometimes in a future”.
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Thus, the appropriate model in this case can be given as follows:

M2 = 〈{now, sometimes in a future},Deliver, h2〉 (10)

for some valuation h2. The fibred model for the whole formula (2) is determined
by the tuple:

M =
〈
S,R∗, h,F

〉
, (11)

where:

– S = {P, PDeliver} ⊗ {I1 = now, I2 = sometimes in a future},
– R∗ = {�strongly

K } ⊗ {Deliver},
– h = h1 ⊗ h2, F(PDeliver ) = I1(= now).2

7 Concluding Remarks and Possible Research Areas

It has just been shown how Ditmarsch’s dynamic epistemic logic system may
be combined with some multi-valued system for preferences. This combinations
was proposed in terms of the new interval-based fibred semantics. This new and
flexible semantics was applied to modeling of The Traveling Salesman Problem.
Probably, an area of further extensions of this semantics type cannot be restricted
to this problem. In fact, some utility of Ditmarsch’s system to describing a
dynamism of multi-agent systems (Muddy’s children problem representation,
playing cards etc.) seems to be a promising bridgehead for research on application
area for fibred semantics.

Anyhow, fibred semantics required some further specification, even for the
purely theoretic point of view. For example, it is still unclear – at least for
the authors of this paper – what about such meta-logical properties of DEPLA-
system as completeness w. r. t the proposed semantics. It seems to be an excellent
subject of further research.

References

1. Aucher, G., Schwarzentruber, F.: On the complexity of dynamic epistemic logic.
In: TARK 2013, pp. 19–28 (2013)

2. Baader, F., Horrock, J., Sattler, U.: Description logics. In: Handbook of Knowledge
Representation. Elsevier (2007)

3. Ditmarsch, H.P., wan der Hoek, D., Kooi, B.P.: Concurrent dynamic epistemic
logic for MAS. In: AAMAS, pp. 289–304 (2003)

4. Fagin, R., Halpern, J., Moses, Y., Vardi, M.: Reasoning about Knowledge. The
MIT Press, Cambridge (1995)

5. Fikes, P., Nilsson, N.: Strips: a new appraoch to the application of theorem proving
to problem solving. Artif. Intell. 2(3–4), 189–208 (1971)

2 (F joins these two intervals such that the last preferential interval is connected with
the first temporal one).



254 K. Jobczyk and A. Ligeza

6. Gabbay, D., Shehtman, V.: Product of modal logic, part 1. Logic J. IGPL 6(1),
73–146 (1998)

7. Godo, L., Esteva, H., Rodriquez, R.: A modal account of similarity-based reasoning.
Int. J. Approxim. Reason. 4 (1997)

8. Hajek, P.: Metamathematics of Fuzzy Logic. Kluwer Academic Publishers,
Dordrecht (1998)

9. Hajek, P., Hramancova, D.: A qualitative fuzzy possibilistic logic. Int. J. Approxim.
Reason. 12, 1–19 (1995)

10. Halpern, J., Shoham, Y.: A propositional modal logic of time intervals. J. ACM
38, 935–962 (1991)

11. Jobczyk, K., Ligeza, A.: Fuzzy-temporal approach to the handling of temporal
interval relations and preferences. In: Proceeding of INISTA, pp. 1–8 (2015)

12. Jobczyk, K., Ligeza, A.: Multi-valued halpern-shoham logic for temporal allen’s
relations and preferences. In: Proceedings of the Annual International Conference
of Fuzzy Systems (FuzzIEEE) (2016). Page to appear

13. Jobczyk, K., Ligeza, A.: Systems of temporal logic for a use of engineering. Toward
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Abstract. Outdoor smart lighting is more and more popular since it is
regarded as a significant example of an ideal and friendly environment.
Systems controlling outdoor lighting, considered as context-aware soft-
ware, are challenging. A multi-agent system for outdoor street lighting,
dealing with intelligent software applications in pervasive computing,
has been proposed. Smart scenarios, typical for such an intelligent envi-
ronment, are presented. An agent-based architecture for a multi-agent
system, dealing with the well-known framework JADE, is proposed. It
allows further testing of these smart scenarios. This is the first proposal
and the beginning of a greater work for implementation and testing of
smart lighting scenarios carried out in the agent systems. This work
describes the rationale of efforts for achieving ecosystems also working
in the IoT paradigm by focusing on a rural environment, featuring data
collection, as well as event detections and coordinated reactions.

Keywords: Smart outdoor lighting · Smart scenario · Multi-agent sys-
tem · JADE · IoT · Pervasive computing

1 Introduction

The outdoor lighting systems have changed greatly over the past time. To the
smart outdoor lighting we include guidelines, solutions and lighting techniques
which create the most energy efficient and inhabitants friendly lighting solution.
Smart outdoor lighting solutions allow cities, rural environments or facility own-
ers to reduce their power consumption, as well as to add intelligence to their
newly installed lighting systems in a very economical way. Smart lighting con-
trol has never been easier. The smart outdoor lighting system uses information
technology to monitor the environment, control the electric appliance and to
communicate with the outer world.

Soft computing agents are applied in many areas including process control,
engineering, data mining, web-computing and others. Multi-agent systems are
also one of the most quickly developing branches of the artificial intelligence
research. At the same time, they are applied in the particular industrial and
business fields such as [8]:

c© Springer International Publishing AG 2017
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– solving problems of the dispersed nature, the agent approach enables mod-
elling the systems working in the dispersed environment and deal with prob-
lems which complexity goes far beyond the capacity of an individual entity;

– simulation of reality, especially it applies to the groups composed of the
autonomous entities, it is used in the social and biological sciences

– management of knowledge, finding, collecting and analyzing the information
stored in the Internet network;

– mobile agents, moving through the network and doing the tasks for users, the
agent can be an interface between the user and the device;

– a subject of control in robotics, the reactive agents can influence the sur-
rounding on the basis of signals which they receive from it;

– the agent technologies influence software modeling concepts providing the
high-level abstraction such as agent.

The main purpose of this work is to propose the complex architecture of
the multi-agent system designed to implement the intelligent street lightning
system as well as to build the agent society and carry its initial tests, working
simulation for a few real situations and scenarios. It is also necessary to create
tools for rules of interaction making it possible to control the outdoor lighting
system. Its implementation will be possible thanks to the use of a well-known
framework JADE. Among the designed functions of the system there are:

– controlling the particular street lights;
– turning on and off as well as controlling the power of the particular lights;
– the automatic light intensity modification dependent from the time of a day

or the current driving conditions;
– possibility of creating the independent rules for each street light located in

the places where the special caution is advisable, for example near pedes-
trian crossings, schools or other institutions where paying special attention is
necessary;

– keeping the statistics about work of the particular elements of the system.

The advantages of such system are not only related to the higher level of comfort
of everyday life but also to the safety of the system for its users, saving the
energy and many others. Creation and implementation of the JADE environment
enables continuing the research over much more advanced scenarios.

This work follows paper [6] where context-aware and pro-active, as well as
agent-ready approach for smart lighting was postulated but not yet introduced.
In other words, this work extends the previous one introducing an agent archi-
tecture and a prototype and conceptual software system. The term context-
awareness in ubiquitous computing was introduced by Schilit [9]. Context aware
devices may also provide user’s current situation. Dey and Abowd [1] define
context as “any information that can be used to characterize the situation of an
entity”. A great deal of research on intelligent home environment and context-
aware architectures has been done. In [10] they have proposed a design for auto-
matic room light detection and control, the light controls the light using a fixed
threshold value resulting in inefficiency through this system controls. In [7] the
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problem of information exchange among agents maintaining graph-based sys-
tems is discussed. This paper also deals with works [4,5] which concern observ-
ing behaviors of users/inhabitants, as well as modeling agent architecture for an
appopriate systems.

2 Smart Lighting Scenarios

The proposed system combines heterogeneous appliances which can adjust them-
selves correspondingly to the various scenarios, see Fig. 1. The examples of the
situations are presented on Fig. 2, and scenarios are verbalized in Tables 1, 2
and 3. They include: road intersections, dangerous turn, a social event, or the
place of a higher risk (for example school).

Fig. 1. Smart outdoor lighting environment

Fig. 2. Sample lighting situations: top left: flows T1 and T2 aggregate to T3; top
right: a sharp curve; bottom left: a social event; bottom right: a school

In Table 1, there is presented the illustration of a scenario related to operation
on the sharp turn. The vehicle enters the area covered by the system and moves
in the direction of a dangerous part of the road. If only a pedestrian appears on
the turn, it does not matter if he/she moves or not, the current sensor values are
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Table 1. The use case scenario for a guest recognition

UC name: “Handling a sharp turn”

Precondition: Evening hours, lightning is switched on

Scenario:
1. A pedestrian appears near a sharp wooded turn;
2. Checking the current sensor values related to the presence of the vehicles in the

area
3. Checking the fixed bus timetable for expected vehicles
4. Checking the private vehicles and their routes for the possibility of getting closer

to the analyzed turn
5. Increasing the amount of light near the sharp turn, if a pedestrian is there

Postcondition: Possibility of increasing the light intensity

checked for the presence of vehicles, as well as the historical data, which enables
detection of the public transport vehicles expected in the nearest future.

Table 2 shows the case of the important object which requires stronger light
intensity in the moment when it is passed by vehicles. Table 3 presents the case
of detecting the social event, understood as the amount of people bigger than
normal, which was detected near the road. In such case, the light intensity is
increased regardless of the presence of the vehicles. The higher light intensity is
kept at the same level until all people leave the place.

Table 2. The use case scenario for an important place (school)

UC name: “Handling an important place”

Precondition: Evening hours, lightning is switched on

Scenario:
1. Constant monitoring of the current movement and prediction of the moment

when vehicles will get closer to the important and monitored object
2. Constant checking of the fixed bus timetable for the predicted vehicles together

with the moment when the place is passed by them
3. Increasing the amount of light near the monitored area

Postcondition: Possibility of increasing the light intensity

Table 3. The use case scenario for a social event

UC name: “Handling an important place”

Precondition: Evening hours, lightning is switched on

Scenario:
1. Detecting the bigger group of people on the roadside, probably a social event
2. Increasing the amount of light in the surrounding area as well as near the main

road and side streets in the neighboring area

Postcondition: Possibility of increasing the light intensity
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3 Multi-agent System for Outdoor Lighting

Informally, an agent is a piece of software located in some environment and able
to act in order to meet its design objectives. A Multi-agent system MAS is a sys-
tem which consists of many agents communicating and cooperating together. Its
main base is the single agent which is understood as an autonomous identity, set
in a particular surrounding which the agent is able to detect and influence, and
which has an ability to communicate with all other agents. The multi-agent sys-
tem consists of many agents which communicate together staying autonomous,
both in working and in decision taking by the particular agents, at the same
time. Such an understanding of MAS system enables better and more natural
intelligent system modelling taking into consideration the complex context con-
ditions.

In the system considered, there exist two types of objects/actors which oper-
ate in the environment; objects for which some actions, related to light control-
ling, are planned:

Pedestrian – a person who interacts, usually involuntarily, with the system by
entering within its reach. The object is identified and the actions undertaken
by the system are dependent from the present and past behavior of the pedes-
trian within the reach of the system. The data related to the pedestrian will
be stored after every interaction with the system.

Vehicle – a mean of transport possessing the markings which enable the unam-
biguous identification, for example car or motorbike. The actions taken by
the system are based on the present and past vehicle behavior within the
range of the system. The data related to the vehicle will be stored after every
interaction with the system.

The proposed multi-agent system for an intelligent street lightning creates a
hierarchical system with the specific roles, and is shown on Fig. 3. Three levels
constitute the hierarchy. The physical layer, or low level agents, consists of agents

KER         SK

IA   MA   EA      DE   EE

LS  AC  MS  VS  CC         SL  CT

Kernel level

Event & decision 
level

Physical level

Fig. 3. Agent hierarchy
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located in the particular devices, responsible for recording the elementary events
which later are interpreter on the higher level of the system:

– Light sensor (LS) – natural light sensor, a photocell located at the top of the
electric lightning fitting – it provides the information about the current level
of the natural light.

– Astronomical clock (AC) – the agent which, on the basis of the information
about the current date and geographical coordinates, is able to determine
the daily on-and-off scheme for the clock in accordance with the sunrise and
sunset.

– Movement sensor (MS) – radar or passive infrared sensors which detect the
emergence of the user on the lit area and recognize his/her individual features.
The sensor detects only the important objects, ignoring the remaining ones.

– Velocity sensor (VS) – the sensor of velocity and movement direction, provides
the information about presence of the objects as well as about the velocity
and direction of movement of all objects within its range. It enables creating
different lightning scenarios related to the objects behavior prediction.

– Camera (CC) – Closed-circuit television camera, or shortly CCTV camera,
provides the visual data useful for events and actors identification in the
system. The collected data are sent to the higher level agents.

Two other agents belong to the low layer, that is the executive agents, or
light managers:

– Street lamp (SL) – a physical implementation which covers transfer control-
ling from the driver, responsible for switching on and off, brightening and
darkening of the physical lamp produced by a particular manufacturer.

– Controller (CT) – the agent responsible for a direct control over the “street
light” agent. The controlling signals are transmitted to the controlling module
in a group of agents which identify the particular events in the system. The
received signals are verified together with the historical data stored in the
database.

Agents from event and decision level are grouped into two sub-groups. The
first one, called event level, identify events:

– Image analyzer (IA) – reacts on the current observation on the basis of the
environment condition (condition reactive agent). The agent processes the
data in order to achieve the information necessary to identify the actors within
a range of the system. The actors are identified as follows:
• a vehicle: the analysis and identification of vehicle registration plate;
• a pedestrian: identification of the biometric features (face) of the actor

(shape, pupils spacing etc.).
The data which enable this type of identification are collected from the “Com-
munication Camera” agent.

– Movement analyzer (MA) – analyses the movement within the area of the
system, reacts on the current situation on the basis of the environment con-
dition (condition reactive agent). Moreover, it processes the data in order to
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achieve the information which helps to identify the movement in the system.
It determines the movement parameters such as: direction, velocity or accel-
eration. The module is supported by “Image analyzer” helping to identify
the event dependent from the actor which has already been registered in the
system. The observation is taken from “Movement sensor”, “Velocity sensor”
and “Communication camera” agents.

– Environment analyzer (EA) – the analyzer of the physical parameters, reacts
on the current observation on the basis of the environment condition (con-
dition reactive agent). The agent processes observations in order to gain the
data which identifies the event of activating or deactivating the street light
within the range of the system. The observation is collected form “Light sen-
sor” and “Astronomical clock” agents.

The second sub-group, called decision level, consists of

– Decision Engine (DE) – develops decisions based on the simple facts collected
in the system as well as the compared events, handling rules.

– Execution Engine (EE) – carries out events of the decision agent.

The kernel level, or top level aggregates the entire system. Agents are not
isolated but related to a central resource, or database.

– Storekeeper (SK) – a data storekeeper and database integration module. The
agent is an intermediary between agents which identify the events and the
database. It is also responsible for identification of data migration to the
database as well as for storage of the data gained form the system

– Kernel (KER) – the core of the system, it allocates resources, supervises its
efficiency and controls everything which happens in the system.

Figure 4 shows the system architecture. Basic sensors are mapped to indi-
vidual componnets: LS, AC, MS, VS, CC. Some basic lifecycle operations are
encapsulated into other components. “Events” component controls all differ-
ent physical layer agents gathering data (IA, MA, EA). “Events” components
build complex events based on facts. “Decisions” component manages physical
devices from physical layer (DD, EE). “Decisions” component handles rules and
facts in the system (DE, EE). Components generate an object/event list which
are transmitted to the system. “Light managers” executes (SL CT) the agent
actions.

4 Simulation Environment

The following three multi-agent environments were considered:

– JADE (Java Agent Development Framework) – is a framework fully created
in Java. The other systems based on it can work on different systems (dis-
persion) at the same time and share their configuration thanks to the remote
GUI. Moreover, the configuration can be changed during the whole working
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Fig. 4. Agent architecture

time of the system. It provides the simple methods of running the tasks as
well as the communication between them. It has a big, active society which
informs about mistakes on an ongoing basis and helps to solve problems for
beginners. The exchange of information between agents is compatible with
ACL standard (Agent Communication Language). Messages are synchronized
and arranged for each agent separately. Sending the interface implementing
objects is automatic. They are serialized at the sender and deserialized in the
target object by framework.

– Cougaar (Cognitive Agent Architecture) – is the open source framework based
on Java and designed for the big scalable agent-oriented applications. Its
architecture uses the newest agent-oriented components and possesses numer-
ous functionalities.

– MASON (Multi-Agent Simulator Of Neighborhoods) – fast multi-agent
library designed for simulation. It has many devices which simplify the event
simulation including the visualization libraries both 2D and 3D. The library is
written in Java. Its models are independent from the components responsible
for visualization. The models can be dynamically added, deleted or changed.
Simulation results are independent from the platform on which they are run.
Additionally, the simulation results can be saved as the print screens, short
films or diagrams. On the ground that the device is so advanced and has a
support of the users society, JADE has been chosen.
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Every physical street lamp in the system has the following set of sensors
providing basic information to the system:

– Velocity sensor – a sensor directed towards the road, detects the movable
objects;

– Infrared sensor – a sensor which detects pedestrians, differently form velocity
sensor it can also detect the person who does not move;

– Light sensor – a sensor which measures the light intensity in a surrounding
of the particular street lamp.

The data flow structure consists of modules. Their task is to transform the
data provided by agents collecting data. Among them are:

– movement analysis module: collects and analyses data received from sensors
which detect the objects important from the simulation point of view (vehi-
cles, pedestrians);

– parameter analysis module: collects and analyses data related to the simula-
tion surrounding;

– controlling module: receives the pre-processed data from the rest of modules
and, on their basis, determines the lightning power of the particular lamps.

All agents are created in a hierarchical order, starting from the lowest level
agents including “simulation clock” agent which is created at the beginning. The
next agents are created via the already existing agents. It can be achieved thanks
to this code:

AgentContainer kontener = getContainerController();
AgentController kontroler = kontener.createNewAgent

(NAZWA_AGENTA,PELNA_NAZWA_KLASY_AGENTA,null);
kontroler.start();

The function getContainerController() is used to download the controller to
the container where the current agent exists. Creating all agents in one container
simplify work because it does not require the configuration of network interface
from all agents in order to make the communication between them possible and
efficient. The next step is creating the new agent, within the container, using
the createNewAgent() method.

The agents look for another agents to which they send the already processed
data. Sending data to the agent is based on the automatic object serialization.
Additionally, every message has a special field which informs about the type of
message and its important parameters. Receiving data is based on picking up
those messages from the queue which fit to the certain pattern. If such message
does not exist, there can be evoked the blocking method which results in agent
sleep until receiving the next message.

The graphic interface of the agent system enables tracing the simulation
progress and the possible change of parameters. The simulation graph shows the
analyzed system where the extremities match to the particular street lights and
the edges symbolize the ways of moving of the physical environment objects.
Every street light has two parameters:
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1. First one, marked by “N” letter, provides the information about the light
intensity in the surrounding of the particular street light.

2. Second one, marked by “M” letter shows the current light intensity of the
street lamp.

The given below two graphs present the movement of the vehicle in the environ-
ment as well as the presence of the pedestrian near the road within the range of
sensors/detectors.

Fig. 5. Movement of a car in the simulation environment

The changes in the presence of the objects (cars, pedestrians), see Figs. 5
and 6, in the environment are detected and, in accordance to them, the street
lamp parameters are modified – lamps are brightened or darkened. It results in
increasing the safety level, users comfort and saving the energy. Not all lamps
need to lit all the time with a maximum power.

The changes in the presence of the objects (cars, pedestrians) in the envi-
ronment are detected and, in accordance to them, the street lamp parameters
are modified – lamps are brightened or darkened. It results in increasing the
safety level, users comfort and saving the energy. Not all lamps need to lit all
the time with a maximum power. The total image of the street lamps work is
presented on Fig. 7. Different consumption rate of the particular lamps results
in huge savings and is the cause of lamp configurations on the vehicle routes or
the pedestrian crossings. The graph presents data from all lamps which enable
to visualize the relative change of light intensity for each of them. Every lamp
works in a much more effective way than when it would lit with the same inten-
sity power equal 50% of its utmost value when there is a lack of events on the
street or the roadside. In spite of that, the driver who is passing the street lamp
can notice much better lightening of the street as well as the roadside.
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Fig. 6. The pedestrian near the road in the simulation environment

Fig. 7. The work chart overlapping for street lamps in an intelligent environment

5 Conclusions

In this paper we propose a multi-agent system for smart outdoor lighting, and
implemented using JADE environment. The hierarchy of agents as well its archi-
tecture is presented. This work opens a research area which is of crucial impor-
tance for the idea of smart lighting.

This is the first attempt to provide an agent system for modern outdoor light-
ing. Future works may include more complex smart scenarios including work-
flows [2,3], as well as and simulations.
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Abstract. Intelligent environments provide people-centered computing
to support people in their daily lifes. Understanding human behavior and
context information is crucial to provide context-aware and pro-active
services for all actors of smart spaces. On the other hand, mobile phone
network data, collected by suppliers, provide valuable information about
human locations and behaviors. This paper presents a unified approach
comprising both informal (use cases) and more formal (algorithms) ele-
ments which enable obtaining a common framework that use information
encoded into pervasive datasets to generate, through context-based rea-
soning, decisions which support actors operating in a smart space. The
system is designed to support mountain rescuers. It provides pro-active
decision taking or warning about dangerous situations on the mountain
trails. In this way, the system supports rescuers and makes tourist staying
in the mountains more safe.

Keywords: Intelligent environment · Mobile phone network · Base
transiver station · Pro-activity · Context reasoning · Mountain rescuer

1 Introduction

Smart spaces around us play more and more important role. Not only they make
our environment more friendly for its inhabitants and users, but also much safer
and often more energetically effective. The context system is the one which takes
decision on the basis of the context in which it appears. The system possesses the
descriptions of different situations (contexts) which can appear and the possible
operation scenarios for every specific context. It is essential that the decisions
are taken autonomously and pro-actively and the whole system is transparent
for the residents making their life safer and more comfortable.

The aim of this paper is to show how to use information about moun-
tain tourist activity for context-aware smart decisions in an intelligent environ-
ment. This paper contributes to obtaining the unified approach consisting of use
cases and algorithms for software agents which are an evidence and an argument
validating the proposed system. Another contribution is an innovative method
c© Springer International Publishing AG 2017
L. Rutkowski et al. (Eds.): ICAISC 2017, Part II, LNAI 10246, pp. 267–279, 2017.
DOI: 10.1007/978-3-319-59060-8 25
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of mapping and filtering the pervasive streams of datasets into a collection of
individual and anonymized tourist activities located in a particular tourist des-
tination. To the best of our knowledge, this research paper presents the first
study for the mentioned area as well as for the tourist movement case. This
study opens some new directions especially related to system implementation
and experiments in particular.

There are many works considering behavior analysis in intelligent environ-
ments. A survey for human activity is provided in [1], which is comprehensive
and discusses many important aspects for the domain. In [3] a hierarchical frame-
work for human activity recognition is presented, the framework focuses on video
based activity recognition. Sensing and monitoring activities basing on mobile
phone datasets seems hot and relatively new [2,11]. Calabresse et al. [2] describe
a real time monitoring system, where vehicles and pedestrians movements, are
positioned providing urban mobility. In work by Gonzalez et al. [7] trajectories
of anonymized mobile phone owners are discussed, which are characterized by
a high degree of both temporal and spatial regularity. The context issues are
crucial for contex-aware and pro-active systems, and work [5] proposes patterns
for a property specification. Zimmermann et al. [14] identified the context cate-
gories, user and role, process and task, location, time and others to cover a broad
variety of scenarios. This paper follows works [10,12] which concern observing
behaviors of users/inhabitants and modeling logical specifications understood as
user preferences.

2 Preliminaries

2.1 Babia Góra

Babia Góra1 is a mountain peak, or rather a mountain range, located on the
Polish-Slovak border which is a perfect illustration for the foregoing consider-
ations and, honestly speaking, was also an inspiration to plan and design the
information system.

Babia Góra is a very popular destination of numerous mountain expeditions
as well as family and school trips. On the one hand, the mountain seems to
be quite easy to climb what, apart from its numerous attractions and stunning
landscape, would justify its popularity. On the other hand, every year there
is noted a huge number of emergency interventions. Getting lost and suffering
from serious injuries caused by accidents are not rarity. Apart from getting lost
or having frostbite there are also a few fatal accidents which cannot be avoided
because of the ineffective help, too late report of the problem or even because of
the unawareness that something tragic is happening.

Babia Góra is situated in the National Park. It is one of the highest summits,
except of the alpine type mountains, in Poland. At its top there is located the
spacious and popular mountain shelter. Most of the incidents take place during
climbing or going down the mountain. The weather conditions are changeable,

1 See http://en.wikipedia.org/wiki/Babia Gora.

http://en.wikipedia.org/wiki/Babia_Gora
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whimsical and dependent on the current situation, time of a day, season of a year
and many other factors. Winters are marked by the snow hurricanes, summers
are characterized by dangerous and violent storms. There is also a danger of
avalanches as well as strong winds, especially in the uncovered parts of the
mountains.

Enormous variability of the weather conditions, from the point of view of
the planned information system, is the main part of the carefully observed and
analyzed context. The present-day technological progress provides the opportu-
nity of saturation the natural environment with non-invasive equipment which
allows us to trace behaviors of the people on the mountain trails. An already
existing technological infrastructure such as the mobile telecommunication net-
work together with the widespread possession of mobile phones helps us to trace
tourists’ behaviors, their location, individual and collective behaviors etc. Sum-
ming up, this special variabilty of environment conditions is a justification for
the creation a rescuer supporting system.

2.2 Basic Nomenclature

Here we present the basic nomenclature and devices used in the system as well as
the assumptions necessary to create the proactive context-aware software which
enables the context assumptions as a consequence.

Base transiver station (BTS) – base transmitter receiver station enables the
bilateral communication with the mobile device in the GSM frequency. Reading
the position report of the mobile devices by the system allows counting the
distance between the device and the station on the basis of the response time
and the signal strength parameters. As a result, the fairly accurate positioning
of mobile phones and their users becomes possible.

Call detail record (CDR) contains data recorded by telecommunications
equipment. It contains data that is specific in any single case of a phone call
or other communication transaction. The structure of CDR is relatively com-
plex. CDRs, as collections of information, have a special format [6]. Below there
is a sample fragment of a CDR text decoded from the binary format. The first
row must contain a header row which includes the field names:

‘‘Call Type’’,‘‘Call Cause’’,‘‘Customer Identifier’’,‘‘Telephone Number Dialled’’,

‘‘Call Date’’,‘‘Call Time’’,‘‘Duration’’,‘‘Bytes Transmitted’’,‘‘Bytes Received’’,

‘‘Country of Origin’’,‘‘Network’’, ‘‘Retail tariff code’’,‘‘Remote Network’’,

‘‘APN’’,‘‘Diverted Number’’,‘‘Ring time’’,‘‘RecordID’’,‘‘Currency’’

The meaning of the columns is not analyzed here since they are intuitive and
the detailed discussion is too broad for the scope of this paper.

Mountain trails are the designated routes where tourists are liable to move
in the area considered. Trails have different levels of difficulty: from the easy to
very challenging ones meant only for experienced climbers. The difficulty level
of a trail in the context of different weather factors has a significant influence
on the rescue operations or their lack. In the area covered by the system there
were designed eleven trail types classified according to their difficulty level, see
Table 5.
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Types of risks are the conditions defined by the mountain rescuers as those
which influence the safety of wandering through the mountain trails and require
specific behaviors, tracing or monitoring. Among them are

– weather conditions, see Table 2, dependent from: wind, rain, fog, temperature,
– risk of avalanches, see Table 1, as well as
– presence of wild animals.

The detailed description of the risks enumerated above, as well as the factors
which are their key drivers is described and explained below.

Table 1. Avalanche risk table

Risk level Avalanche risk

5 Even on gentle slopes, many large spontaneous avalanches are likely to
occur

4 Avalanches are likely to be triggered on many slopes even if only light
loads are applied. In some places, many medium or sometimes large
spontaneous avalanches are likely

3 Avalanches may be triggered on many slopes even if only light loads
are applied. On some slopes, medium or even fairly large spontaneous
avalanches may occur

2 Avalanches may be triggered when heavy loads are applied, especially
on a few generally identified steep slopes. Large spontaneous
avalanches are not expected

1 Avalanches are unlikely except when heavy loads are applied on a very
few extreme steep slopes. Any spontaneous avalanches will be minor
sloughs. In general, safe conditions

Wind. It is very difficult to maintain the standing position if average wind speed
increases to 80–100 km/h. In such conditions wandering through very high parts
of the mountains becomes impossible and increases the risk of accidents involving
falls in the mountain gap. When traversing the wooden areas tourists are also
exposed on crushing due to broken branches, uprooted trees or falling rocks.

Fog. Its presence not only prevents from admiring the view but first of all, it
may significantly hamper our orientation in the field. The most dangerous is the
winter fog when the snow whiteness blends with the fog whiteness. The reference
points are invisible and we cannot define our location, direction of the march or
even evaluate the steepness of the slope.

Temperature. At peaks temperature is usually lower than at the bottom of the
mountains. With every 100 m the temperature falls down about 1◦. Feeling of
cold is additionally exacerbated by wind. A weak wind, when the thermometer
shows 0◦, causes the feeling of cold equal to −3◦, airflow to 5 m/s almost −9◦,
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wind up to 15 m/s even −18◦. During the moderate frost (−10◦) the same wind
can cause the feeling of 33◦ below zero.

Rain, storm. In the mountains the storm is especially dangerous because of its
frequency, the height and the lack of shelter. The additional danger is caused
by railings, chains and ladders and the lack of conductive layers. The storm is
dangerous when the time between lightning and thunder is shorter than 515 s.
It means that lightning hit closer than 25 km from us. Additionally, the heavy
rainfall increases the difficulty of walking along the trails.

Avalanche. The natural phenomenon which causes the loss of stability and
the rapid movement of ice and snow masses. The avalanche risk is presented in
Table 1.

2.3 Towards Context Reasoning

Context is understood as a set of circumstances or facts surrounding a particular
event, situation, etc. in which something happens. In other words, it is impossible
to understand what happened without looking at the context. It is also the type
of place, time, manner, etc., that accompany or influence an event or condition.

Fig. 1. Categories of information [14] for context reasoning.

The description of the context information fall into some categories [4]. The
fundamental categories for context information are shown in Fig. 1. Those basic
categories can be referred to the current system:

1. Identity – everyone possesses an unique identifier, in case of this system it is
the private phone number.

2. Time – recent event time, duration of the episode, in case of the system, also
season of year and time of day.

3. Location – position or spatial relations calculated on the basis of GSM net-
work data, possibly also from the additional measurements undertaken by
drones which serve as the mobile BTS stations, that is normal data are not
available.

4. Activity – what exactly takes place in a particular situation: following the
prescribed route, having rest for a longer time in the mountain shelter etc.
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5. Relations – relations to other members of the group like moving away, coming
closer (also to the potentially dangerous objects such as wild animals).

The weather conditions which have been mentioned above will be projected
on the scale of the values from Table 2. Analyzing the context of the particular
situation will allow us to take into consideration the specific values. In other
words: the real life conditions, such as wind, will be projected on the scale
values.

Table 2. Weather conditions

Scale Description

Wind 1–3 1: up to 30 km/h; 2: 30–80 km/h; 3: above 80 km/h

Fog 1–3 1: observable fog without an influence; 2: weak visibility; 3:
poor visibility, significant difficulties in field orientation

Temperature 1–3 1: above 15 or below 5; 2: above 24 or below −3; 3: above
30 or below −15

Rain, strom 1–3 1: rain – from 15 to 40 mm, wind – from 0 to 30 km/h; 2:
rain – from 41 to 70 mm, wind – from 31 to 80 km/h; 3:
rain – above 70 mm, wind – above 80 km/h

Every tourist is understood as a user of the unique mobile phone which was
identified and is being tracked by the BTS station. The application operates in
many emergency situations, as for example:

– a tourist remains in one place for a long time – possibility of losing the
consciousness.

– a tourist appeared in a place where is no admission because of the weather
conditions such as the avalanche risk.

– a tourist moved away from the group – possibility of losing. The group can
be registered before going on a mountain trip, additionally the phone number
of the group leader is identified.

3 System Description

The model of the system presented below shows both the diagram of the use cases
as well as the activity diagrams which illustrate the basic algorithms connected
to data processing inside the system.

3.1 Uses Cases for the System

The main use case diagram for the supporting system is shown in Fig. 2. The
following use cases are considered:
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Weather sta on

Mountain rescuer

Tourist BTS

Drone-BTS

CDR gathering

Mobile CDR gathering

Drone dispatching

Tourist posi oning

Meteorological measurements

Determining the avalanche risk

Entry and exit in the monitoring area

Group registra on

Threat register edi on

Detec on of threats

Drone-camera

Direct watching

Fig. 2. The main use case diagram for the system

– Meteorological measurements – the set of all measurements which repre-
sent weather conditions related to wind, rain, fog etc.

– Determining the avalanche risk – it enables to predict the risk level as
well as its area. This type of analysis takes into consideration not only the
meteorological measurements but also the rescuers’ tips and their on-site
verification.

– Entry and exit in the monitoring area – the exact place where tourists
go in and go out from the National Park which remains under monitoring of
the system. Group registration – keeping the exact record of the groups
is a form of additional and optional registration. It includes both the group
leader and all its members and helps to prevent the unexpected scenarios
such as moving away of one member of the group.

– CDR gathering – collecting CDR data about the mobile devices or phones
which are within the BTS station range.

– Mobile CDR gathering – gathering the CDR data by the BTS station
installed on a drone.

– Drone dispatching – decision about sending a drone in order to gather more
accurate data – made by the rescue teams.

– Tourist positioning – precise positioning of the tourists based on the BTS
station data, all positions are applied on the map.

– Direct watching – enables direct observation of the event and preparing a
photographic record of the place which is an issue of a special surveillance,
for example a place where is a tourist who is far away from the group and
does not move.

– Threat register edition – edition of the database which includes the infor-
mation about the type of activities undertaken in certain categories of danger.
This type of record can be edited only by the mountain rescuer and once set,
does not have to be modified.
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– Detection of threats – the automatic detection of the particular types of
threats on the monitored area, information about threats is immediately sent
to rescuers and plotted on the map. The proactive service is provided as
a result of the existence of the intelligent environment and the calculations
based on the pervasive computing paradigm.

3.2 Algorithms and Activities for the System

In this subsection we present the main algorithms of the system. The way in
which they work will be illustrated by the activity diagram. In the monitored
area there work a few BTS stations. These is the set of BTS stations which is
analyzed as a whole and which entirely covers the monitored area.

Phone 
log out?

Get phone
from MobList

Analysis CDRs

Remove 
from MobList

Analysis
logins  in CDRs

New log in
in MobList?

Add phone 
to MobList

Get phone 
from MobList

Analysis data
from CDRs

Calculate
phone position

Update
TourPos

+

-

+

-

Fig. 3. Activity diagrams for use cases “Entry and exit in the monitoring area” (left,
middle) and “Tourist positioning” (right)

Activity diagrams for use cases “Entry and exit in the monitoring area” and
“Tourist positioning” are shown in Fig. 3. MobList stores data about all mobile
phones existing on the monitored area. The analysis of information accumulated
in CDR, particularly noticing that there was logging out from BTS without
logging in to another station belonging to BTS set, means leaving the area and
as a consequence, removing the phone from MobList. The analysis of records in
CDR data belonging to BTS set enables to discover the totally new logins to the
monitored area and as a result, adding the phone to MobList.

Activity diagrams for use case “Detection of threats” are shown in Fig. 4. The
use case is crucial for the whole system and is carried out by many processes, each
of them detects different threats. If any threats are detected, they are registered
and displayed on the list of the potential dangers:

– lack of movement of a tourist for a period of time (it takes into account such
possibilities as staying in a shelter, the time of day and other aspects);
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No changes
for 20 min

Get tourist
from TourPos

Position analysis

Add to
ThreatList

Get tourist
from TourPos

Distance from
Leader > 300m

Add to
ThreatList

+

-

+

-

Analysis group
information

Get tourist
from TourPos

Close to risk area

Add to
ThreatList

+

Analysis 
avalanche areas

-

Display threat Send drone or
mountain rescuers

Fig. 4. Activity diagram for use case “Detection of threats” (from left to right): the no-
movement process; the too-big-gap process; the risk-area process; and threat continuous
handling

– too long distance between a tourist and a group leader which can signify
his/her loss (it applies only to the groups which registered their presence
such as school trips or any other registered groups);

– moving too close to the dangerous areas, especially to the avalanche areas
and all other types of areas previously included in the system by the rescuers.

Taking all further measures depends on the rescuers’ decision. They can send
the drone in order to examine the situation profoundly or decide about starting
the rescue operation.

3.3 Reasoning

Decision about the type of rescue operation is based on the current context in
which the tourist is the actor of the system. In this case the context includes
both the place and the external factors (weather). Drawing conclusions about
the threats on the monitored areas is based on three main factors: (1) weather
conditions, (2) avalanche risk, (3) difficulty level of the route. While the diffi-
culty level of the route is centrally-defined, the information about the weather
conditions and their components is collected from the sensors located in differ-
ent parts of the monitored area. Among them are: wind, rain, fog, temperature.
Each of them has its own scale. For the weather conditions we use 1 to 3 scale,
for avalanche risk 1 to 5 scale and for the difficulty level of the route there is 1
to 4 scale, see Tables 2, 1, and 5, respectively.

The result is an indicator of the threat level which is presented on the scale
from 1 to 5 in Table 3. The system suggests the particular solution on the basis
of the gained result. As presented in Table 4, there are separate types of actions
according to the threat level. The content of the table is fixed/unchangeable
and has been created by the mountain rescuers. The data obtained from the
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Table 3. States of emergency for routes

Level Description Recommendations

1 Low Nothing alarming happens, normal monitoring

2 Medium Partially disadvantageous conditions, requires the assessment
of the local or temporary threat

3 Increased Existence of risky situations, possibility of sending a drone in
order to obtain more precise data

4 High Dangerous situations, can cause serious threat and need to be
constantly monitored, climbing only for experienced hikers,
possibility of sending a drone in order to obtain more precise
data, possibility of emergency operation

5 Very high Walking is impossible, emergency action is necessary, entering
the routes by other tourists is strictly forbidden

monitored area are analyzed according to the conditions described in the table
which are based on the certain factors. The separate factors, which are mentioned
here in order to avoid the overcomplicated model, are analyzed for example for
the wild animals. The examples of the system reactions are presented below:

– on the route there is the 5th level of threat — tourists from the whole route
should be evacuated, the presence of rescuers is almost always necessary;

– a tourist entered the restricted zone (avalanche or other threats), we send an
SMS message asking him/her to exit the zone. In case of lack of reaction we
can send the rescue team;

– a tourist goes in the direction of a wild animal (the animals such as bears
have the positioning transmitters), we send SMS information to the tourist
asking him to come back or follow another route. The rescuers also get the
information about the incident.

It is planned to make decisions expressed in Table 4 basing on SAT solvers.

Table 4. Defined reaction levels

Level Logical functions

5 diffLevel = 4 ∧ ((wind ≥ 2) ∨ (rain ≥ 2) ∨ (fog ≥ 1) ∨ (avalanche ≥ 2))

diffLevel = 3 ∧ ((wind ≥ 3) ∨ (rain ≥ 3) ∨ (fog ≥ 2) ∨ (avalanche ≥ 3))

diffLevel = 2 ∧ ((wind ≥ 3) ∨ (rain ≥ 3) ∨ (fog ≥ 2) ∨ (avalanche ≥ 2))

................

4 ................
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Table 5. Mountain hiking trails (for Babia Góra)

Num Color Hiking trail Transition time Trail length Difficulty level

1 Yellow Markowe Szczawiny
– Sucha Kotlinka –
Diablak

1 h 30min 3 km 1

2 Yellow Zawoja Czatoża –
Fickowe Rozstaje –
Górny P�laj –
Markowe Szczawiny

3 h 20min 5 km 1

3 Blue Zawoja Czatoża –
Markowe Rowienki –
Zawoja Markowa –
Ryzowana – Zawoja
Policzne

3 h 30min 7, 50 km 2

4 Blue Zawoja Policzne –
Polana Krowiarki –
Markowe Szczawiny

3 h 11 km 2

5 Green Zawoja Markowa –
Pośredni Bór –
Markowe Szczawiny

1 h 20min 3, 6 km 3

6 Green Górny P�laj –
Sokolica

45min 1, 5 km 3

7 Green Prze�l ↪ecz Ja�lowiecka
– Ma�la Babia Góra
– Prze�l ↪ecz Brona

2 h 4 km 3

8 Green Przywarówka –
G�lodna Woda –
Diablak

2 h 30min 2, 3 km 3

9 Green Polana Krowiarki –
Hala Śmietanowa –
Zubrzyca Górna

2 h 3 km 3

10 Red Polana Krowiarki –
Sokolica – K ↪epa –
Gówniak – Diablak
– Prze�l ↪ecz Brona –
Markowe Szczawiny
– Fickowe Rozstaje
– Prze�l ↪ecz
Ja�lowiecka

6 h 14, 5 km 4

11 Black Podryzowana –
Ryzowana –
Markowe Szczawiny

2 h 30min 3, 5 km 4
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4 Conclusion

In this paper, the problem of sensing tourist activities on mountain trails are con-
sidered. Behaviors are mined from BTS networks. A system supporting moun-
tain rescuers is proposed. This work opens a research area which is of crucial
importance for the idea of intelligence environments.

Future works may include more detailed algorithms and software architec-
ture, formally verified due to business and activity diagram workflows, architec-
tural aspects [8,9,13], as well as implementation basing on information brokers to
gather necessary data and logical solvers to provide decisions supporting rescuer
teams.
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References

1. Aggarwal, J., Ryoo, M.: Human activity analysis: a review. ACM Comput. Surv.
43(3), 16:1–16:43 (2011)

2. Calabrese, F., Colonna, M., Lovisolo, P., Parata, D., Ratti, C.: Real-time urban
monitoring using cell phones: A case study in rome. IEEE Trans. Intell. Transp.
Syst. 12(1), 141–151 (2011)

3. Chen, S., Liu, J., Wang, H., Augusto, J.C.: A hierarchical human activity recogni-
tion framework based on automated reasoning. In: IEEE International Conference
on Systems, Man, and Cybernetics, Manchester, SMC 2013, United Kingdom,
13–16 October 2013, pp. 3495–3499 (2013)

4. Dey, A.K., Abowd, G.D.: Towards a better understanding of context and context-
awareness. In: Workshop on The What, Who, Where, When, and How of Context-
Awareness (CHI 2000). http://www.cc.gatech.edu/fce/contexttoolkit/

5. Dwyer, M.B., Avrunin, G.S., Corbett, J.C.: Patterns in property specifications for
finite-state verification. In: Proceedings of the 21st International Conference on
Software Engineering (ICSE 1999), Los Angeles, CA, USA, 16–22 May 1999, pp.
411–420 (1999)

6. Federation of Communication Services: UK Standard for CDRs. Standard CDR
Format, January 2014

7. Gonzalez, M.C., Hidalgo, C.A., Barabasi, A.L.: Understanding individual human
mobility patterns. Nature 453(7196), 779–782 (2008)

8. Grobelna, I., Grobelny, M., Adamski, M.: Model checking of UML activity dia-
grams in logic controllers design. In: Zamojski, W., Mazurkiewicz, J., Sugier, J.,
Walkowiak, T., Kacprzyk, J. (eds.) Proceedings of the Ninth International Confer-
ence DepCoS-RELCOMEX. AISC, vol. 286, pp. 233–242. Springer, Cham (2014).
doi:10.1007/978-3-319-07013-1 22

9. Klimek, R.: Towards formal and deduction-based analysis of business models for
SOA processes. In: Filipe, J., Fred, A. (eds.) Proceedings of 4th International Con-
ference on Agents and Artificial Intelligence (ICAART 2012), Vilamoura, Algarve,
Portugal, 6–8 February 2012, vol. 2, pp. 325–330. SciTePress (2012)

http://www.cc.gatech.edu/fce/contexttoolkit/
http://dx.doi.org/10.1007/978-3-319-07013-1_22


Understanding Human Behavior in Intelligent Environments 279

10. Klimek, R.: Behaviour recognition and analysis in smart environments for context-
aware applications. In: Proceedings of the IEEE International Conference on Sys-
tems, Man, and Cybernetics (SMC 2015), City University of Hong Kong, Hong
Kong, 9–12 October 2015, pp. 1949–1955. IEEE Computer Society (2015)

11. Klimek, R.: Mapping population and mobile pervasive datasets into individual
behaviours for urban ecosystems. In: Rutkowski, L., Korytkowski, M., Scherer, R.,
Tadeusiewicz, R., Zadeh, L.A., Zurada, J.M. (eds.) ICAISC 2016. LNCS, vol. 9692,
pp. 683–694. Springer, Cham (2016). doi:10.1007/978-3-319-39378-0 58

12. Klimek, R., Kotulski, L.: Proposal of a multiagent-based smart environment for
the IoT. In: Augusto, J.C., Zhang, T. (eds.) Workshop Proceedings of the 10th
International Conference on Intelligent Environments, Shanghai, China, 30 June–1
July 2014. Ambient Intelligence and Smart Environments, vol. 18, pp. 37–44. IOS
Press (2014)

13. Klimek, R., Szwed, P.: Verification of archimate process specifications based on
deductive temporal reasoning. In: Proceedings of Federated Conference on Com-
puter Science and Information Systems (FedCSIS 2013), Kraków, Poland, 8–11
September 2013, pp. 1131–1138. IEEE Xplore Digital Library (2013)

14. Zimmermann, A., Lorenz, A., Oppermann, R.: An operational definition of context.
In: Kokinov, B., Richardson, D.C., Roth-Berghofer, T.R., Vieu, L. (eds.) CON-
TEXT 2007. LNCS, vol. 4635, pp. 558–571. Springer, Heidelberg (2007). doi:10.
1007/978-3-540-74255-5 42

http://dx.doi.org/10.1007/978-3-319-39378-0_58
http://dx.doi.org/10.1007/978-3-540-74255-5_42
http://dx.doi.org/10.1007/978-3-540-74255-5_42


TLGProb: Two-Layer Gaussian Process
Regression Model for Winning Probability

Calculation in Two-Team Sports

Max W.Y. Lam(B)

Department of Computer Science and Engineering,
The Chinese University of Hong Kong, Shatin, Hong Kong

maxwylam@cuhk.edu.hk

Abstract. Sports analytics is gaining much attention in the research
community nowadays. This paper deals with a prominent problem in
sports analytics, namely, winning probability calculation. In particular,
we focus on the two-team sports. A novel model called TLGProb is
proposed by stacking a non-linear regression model – Gaussian process
regression (GPR) to address complex association between match out-
comes and players’ performances. For evaluation, we selected a popular
sports event around the world – National Basketball Association (NBA)
as the domain for experiments. Finally, using TLGProb, we correctly
predicted 85.28% of outcomes among 1,230 matches in NBA 2014/2015
season.

Keywords: Gaussian process · Sports analytics · Winning probability
calculation

1 Introduction

Sports analytics has received much attention in recent years. Its success greatly
contributes to the business of professional sports, which nowadays is a multi-
billion dollar industry. Well-developed analytical techniques can, to a large
extent, benefit many parties including the athletes, the sports team owners,
the coaches and even the fans. For instance, it is advantageous for a sports team
to have well-explicated coaching or tailor-made player acquisition [6].

In this work, we particularly focus on the analytics of two-team sports, which
is a kind of sports that practices between opposing teams, and covers most pop-
ular sports nowadays, including football, basketball, volleyball, and handball.
Specifically, we tackle a prominent problem in sports analytics – winning prob-
ability calculation. Without a doubt, careful calculation of winning probability
is vital in the business of sports wagering, which is another multi-billion dollar
industry on its own. In fact, to determine the winning odds, most of the wagering
market nowadays adopt parimutuel schemes [5], in which the winning odds are
mainly driven by public preferences to the sports teams, and will occasionally
fluctuate on real-time matches. Although it appears that public preferences are
c© Springer International Publishing AG 2017
L. Rutkowski et al. (Eds.): ICAISC 2017, Part II, LNAI 10246, pp. 280–291, 2017.
DOI: 10.1007/978-3-319-59060-8 26
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efficient estimates, the general public is likely to have heavy favorites, which
resort to over-estimation of winning probabilities [12].

An accurate predictive model for winning probability calculation is demand-
ing. This is particularly conspicuous for some popular sports such as football
and basketball, where many sports lotteries and all kinds of analytic reports
spread around the world trying to provide the best possible prediction of the
winners of sports events. To facilitate human in making rational forecasts, we
naturally make use of historical data and carry out machine learning. There are
some researches dealing with sports results forecasting, where techniques ranging
from traditional statistical models to machine learning models are used. One can
see [4] for a review of applying data mining techniques on sports prediction. It is
also exciting that we can build a real-time decision-making system [2] based on
these predictive models to facilitate coaches in making tactical decisions before
the match or during the match.

In this paper, a novel model called TLGProb is proposed. To address poten-
tially high dimensionality and non-linearity in our problem, we propose to
employ a powerful probabilistic regression method – Gaussian process regres-
sion (GPR) [13]. It is worthwhile to note that TLGProb is designed as a generic
model so that it can be applied to any type of two-team sports.

National Basketball Association (NBA), being one of the most popular sports
events around the world, has comprehensive matches data that is open to public
for analysis. To evaluate our system for real matches, we select a regular season of
NBA as the testing dataset for TLGProb. Finally, using TLGProb, we correctly
predicted 85.28% of outcomes among 1,230 matches in NBA 2014/2015 season.

The remainder of this paper is organized as follows. In Sect. 2, we define the
problem that is concerned in this paper. In Sect. 3, we present the design of
TLGProb with reasoning. In Sect. 4, we show an experimental evaluation of our
system. in Sect. 5, we conclude our work and identify some potential research
directions.

2 Problem Definition

In this paper, our goal is to analytically derive the winning probability of two
teams competing in the coming match while only the historical data before the
match are used. For the ease of reference, we denote the two competing teams
by Home Team and Visiting Team. In other words, we wish to answer how likely
is the Home Team or the Visiting Team to win the next game. We coin this
problem as one-match-ahead forecasting. In our perspective, past performances
of the two teams are sufficient to infer the result of next match, since the ability
of each team player should not differed a lot.

Formally, match result is regarded as an ordered pair,
(
GH

k , GV
k

)
, which

denotes the game points attained by the Home Team and the Visiting Team
respectively on the kth match. For the coming match where the match result is
unknown, it is natural four us to use random variables, yielding

(
gH

k+1,g
V
k+1

)
.

To calculate the winning probabilities of the coming match, we only need
to concern the signed deviation of the game points attained by two teams, i.e.,
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gk+1 = gH
k+1 − gV

k+1, since the winning probabilities of the Home Team and the
Visiting Team can be directly determined by Pr (gk+1 > 0) and Pr (gk+1 < 0).

If we know the result and players’ performances of the first k matches, then
essentially the random variable gk+1 can be estimated. We insist that the distri-
bution of this random variable is very much dependent on the past performances
of both the Home Team and the Visiting Team. In fact, from the empirical evi-
dence, we show that this dependency is strong enough for us to construct an
accurate predictive model.

With the dependency assumption, we formally define an abstract regression
problem:

gk+1 = f(p1:k) + εk+1, εk+1 ∼ N (0, γk+1), (1)

where p1:k is the performances of team’s players in first k matches. Now, our goal
is to find a “model” f so that it best explain the dependency between winning
probabilities of the coming match and past performances of the two competing
teams.

3 Model Description

For the ease of explanation, we use NBA as an example of two-team sports
throughout this section. In NBA, historical data is divided into multiple seasons.
Here, we define a season as a sequence of matches:

My = (My
1,M

y
2 , ...,M

y
k, ...) ,

where My denotes the season that starts in y and My
k denotes the kth scheduled

match of the season My. In each match, we have two teams, labelled as the
Home Team and the Visiting Team, competing each other. To refer to a specific
team on My

k, we define TH
k and TV

k for the Home Team and the Visiting Team
respectively. The set of all teams in the season My is defined as Ty. For simplicity,
in the remainder of this section we use Tk for the derivation that can be applied
to both TH

k and TV
k .

In our notion, a team Tk on the kth match is modeled as a set of n players
{P1,P2, ...,Pn}, in which the order of players does not matter. Usually, for team
sports, players are assigned to different positions. For example, in basketball,
there are 3 main positions – Center, Forward and Guard, and each position
can be interpreted a set of players. It is notable that some players may take 2
positions at the same time, so these sets are not necessarily disjoint. To encode
the information of player positions, we define G(p)

k , the set of players on the kth
match that are assigned to the pth position, such that

Tk =
P⋃

p=1

G(p)
k (2)

where P is the number of positions in the team according to the type of sports.
To enable a mapping from a player to his position, we define a function that
returns the position index:

p = Ik(Pi). (3)
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Table 1. The set of attributes that describes a player’s performance

Attribute Description

FG Field goals per minute

FGA Field goals attempts per minute

FG% Percentage of successful field goals

3P 3-point field goals per minute

3PA 3-point field goals attempts per minute

3P% Percentage of successful 3-point field goals

FT Free throws per minute

FTA Free throw attempts per minute

FT% Percentage of successful free throws

ORB Offensive rebounds per minute

DRB Defensive rebounds per minute

TRB Total rebounds per minute

AST Assists per minute

STL Steals per minute

BLK Blocks per minute

TOV Turnovers per minute

PF Personal fouls per minute

Suppose we know the performances of the players participated on the kth match,
then for any player Pi ∈ Tk, we describe his performance by a D-dimensional
vector pi

k. We call this the player’s performance. For example, in NBA, we use
17 attributes, as shown in Table 1, to describe players’ performances. In general,
we define a time-dependent function ρ:

pi
k = ρ(Pi,Tk), (4)

which gives the performance vector of the player Pi in the team Tk.
Now, we can express all players’ past performances in vector form. This

seems fascinating because we may apply techniques in time series forecasting
to predict players’ performances on the coming match. It is essential that the
values of players’ performances usually fluctuate a lot from matches to matches.
One example is illustrated on Fig. 1, where LeBron James’ performances on
3-point field goals and field goals are investigated. It is suspected that directly
using players’ performance for prediction is not likely to meaningful. Therefore,
we introduce a concept of player’s ability. We argue that a player’s performance
should not equated to his ability since players sometimes make good use of
their talents but sometimes not. Essentially, player’s performance is not only
affected by players’ abilities but also affected by other factors, such as opponents’
abilities and team strategies. For practical concern, it is claimed that a player’s
performance is an estimate of his ability, while the other factors are treated as
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Fig. 1. Time series plot of 3-point field goals (3P) and field goals (FG) of LeBron James
in NBA 2014/2015 season. (Color figure online)

noise on estimation. In fact, it is reasonable because player’s performance on a
match is expected to be consistent with his ability at that time.

Again, player’s ability ai
k is represented by a D-dimensional vector to preserve

the consistency with player’s performance. Since players are trained from time
to time and gaining experiences across the season of matches, obviously players’
abilities should be changing with time. In this regard, we define another time-
dependent function α:

ai
k = α(Pi,Tk), (5)

which returns the ability of the player Pi in the team Tk after the kth match
is finished. While a player’s performance is treated as an estimate of his ability,
we get

ai
k = E

[
pi

k

]
. (6)

Under this assumption, it is now possible to infer player’s ability by applying
time-series techniques like smoothing [15]. In TLGProb, we employ a simple but
effective method – exponential smoothing [3]. We made a small change to the
standard exponential smoothing procedure to enhance the adaptiveness of the
model for different kinds of sports. To formulate our smoothing method, we
define a count-up index set of participated matches before the kth match for
player Pi:

Qi
k = {q ∈ Z+ : Pi ∈ (Tk ∩ Tk−q)} . (7)
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Then, for any player Pi, the inferred ability is determined by

α(Pi,Tk) =
{

α0(Pi,Tk) if Qi
k = ∅;

(1 − cλ)ρ(Pi,Tk) + cλα(Pi,Tk−r) else, (8)

where c ∈ [0, 1) is a constant that control the time dependency on the past
performances, r = min Qi

k is the number of matches that have been passed since
last match participated by Pi, is the initialization function of player’s ability
while no past performances is recorded in our data: α0(Pi,Tk)

α0(Pi,Tk) =
1∣

∣
∣G(p)

k

∣
∣
∣

∑

Pj∈G(p)
k

ρ (Pj ,Tk) , p = Ik (Pi) , (9)

and λ is a scaling factor that is proportional to the time difference between the
(k − r)th match and the kth match. Note that, the only difference between our
method and the standard exponential smoothing is the presence of λ. When λ is
large, α(Pi,Tk) will have less dependence on previous ability α(Pi,Tk−r), but
having more dependence on current performance ρ(Pi,Tk). This is reasonable
because more recent performances are more relevant estimators of current ability.

For NBA games, the time difference of the same player joining any two con-
secutive matches is usually within 1–6 days. Therefore we simply set λ = d/3,
where d is the time difference in days. After setting λ, we can obtain c by opti-
mization:

c∗ = argminc∈[0,1)‖α(Pi,Tk−r) − ρ(Pi,Tk)‖22. (10)

Two examples of inferring player’s ability from player’s performance are shown
on Fig. 1. In these two plots, it is observed that the red solid line has signifi-
cant clearer trend than the blue dotted line. For instance, we can witness an
improvement of 3-point field goals from early 2014-12 to late 2015-01 from the
red solid line, whereas, it is difficult to be witnessed from the dotted blue line
due to several sudden drops in that period.

Having above qualities defined for players, we now come up with an esti-
mation of teams’ abilities so that we can compare the competing teams quan-
titatively. To avoid the abuse of terminology, we refer team’s strength to the
actual ability of the team. For any team Tk, the team’s strength is denoted by
s(Tk). Recall that, in our model a team modeled as a set of players. A sensi-
ble approach to measure team’s strength is to look at its players’ abilities. A
strictforward practice is to concatenate the ability vectors of team players:

s(Tk) = ⊕
Pi∈Tk

α(Pi,Tk), (11)

where ⊕ is the operator of vector concatenation. Though, in most cases, vectors’
concatenation is problematic for the later training of regression model.

As shown on Table 1, in NBA games, player’s ability and performance are
represented by 17-dimensional vectors. If we carry out vectors’ concatenation,
the number of attributes to represent team’s strength will be huge. In NBA
games, we have 13 players participating in each match including the reserves,
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so a simple concatenation makes s(Tk) a 221-dimensional vector. In this case, our
regression model will be likely to suffer from the curse of dimensionality. A pos-
sible solution is to employ some well-known dimensionality reduction methods,
such as principal component analysis (PCA) and linear discriminant analysis
(LDA). Nonetheless, these methods do not encode the domain knowledge from
the sport itself.

Alternatively, we designed a dimensionality reduction method that is domain-
specific for sports games. The main idea is to train an embedding function for
each player position that maps player’s ability to a general point estimator of
player’s contribution to his team. In fact, there are a number of such estimators
proposed in the research community of sports analytics [11]. Examples include
the plus-minus score, the player efficiency rating, and the individual offensive
and defensive ratings. The estimator we used in TLGProb is called adjusted
plus-minus (APM) score [16]. One main advantage of using APM score is that
each player’s APM score is independent of the abilities of that player’s opponents
and teammates, by contrast, the traditional plus-minus score is highly opponent-
dependent. In this sense, APM score is a good measure of a player’s individual
contribution. Formally, we denote the APM score of player Pi by z(Pi,Tk).
Using this point estimate, we can define the embedding function gp for the pth
position:

z(Pi,Tk) = gp(α(Pi,Tk)). (12)

Here, it is vital that we have different embedding functions for different player
positions because players in different positions usually have distinctly distributed
ability vectors. For example, in basketball, Guard is likely to get higher values
on 3P, while Forward is likely to get higher values on FG.

To find a suitable embedding function, we treat it as a regression problem:
for all Tk ∈ Ty, Pi ∈ G(p)

k , our inferred function ĝp(·) is defined by

z(Pi,Tk) = ĝp(α(Pi,Tk)) + εp, εp ∼ N (0, σ2
p). (13)

Here, we apply Gaussian process regression (GPR),

ĝp(ai
k) ∼ GP

(
m(ai

k), k(ai
k, aj

k)
)

s.t. Ik(Pi) = Ik(Pj), (14)

where the mean function m(·) and the covariance kernel function k(·, ·) can be
flexibly determined with respect the error measure. The use of GPR in this part
is regarded as the first layer of TLGProb.

Using the convention of z(Pi,Tk), we now determine team’s strength by

s(Tk) = ⊕
Pi∈Tk

z(Pi,Tk), (15)

which yields an n-dimensional vector, while n is the number of players in the
team. This is acceptable since n is usually small in team sports, and the curse of
dimensionality can be prevented. In addition, similar to the definition of player’s
performance, we define a variable addressing the actual performance of the team.
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Fig. 2. Block diagram of TLGProb

Naturally, it would be the game points scored by the team. Similar to the assump-
tions that are made for the players, it is claimed that game point attained by
the team is dependent on team’s strength. Yet, as mentioned in Sect. 3, we only
want to predict the game points differential gk. In this case, we solve a regression
problem with the computed team’s strength:

gk+1 = f̂ (sk) + εk+1, εk+1 ∼ N
(
0, σ2

)
, (16)

where
sk = s(TH

k ) ⊕ s(TV
k ). (17)

Again, we adopt GPR to infer f̂ , i.e.,

f̂(sk) ∼ GP (m(sk), k(sk, sk′)) , (18)

while m(·) and k(·, ·) can be determined by empirical analysis. This regression
task is viewed as the second layer of TLGProb. It is trained subsequently after
the GPRs in the first layer are well-trained and selected with mean squared error
measure. A block diagram of TLGProb is shown on Fig. 2.

4 Experiments

In this section, we analyze the results of applying TLGProb on NBA 2014/2015
season, and compare our model with other similar works. The implementation
that we present in this section is available on Github.1

1 https://github.com/MaxInGaussian/TLGProb.

https://github.com/MaxInGaussian/TLGProb


288 M.W.Y. Lam

4.1 NBA Dataset

NBA historical data was retrieved from Basketball-Reference,2 which is a site
that stores records of NBA matches starting from 1948. It provides box score
statistics, which can be converted to the player performance statistics that we
use in this paper as shown in Table 1. For the ease of data collection, we used a
Python library called Selenium,3 which enables automation of the browser and
captures HTML tables.

4.2 Training of Our Model

Before applying TLGProb on NBA 2014/2015 season, it is trained first with
matches data in NBA 2013/2014 regular season. To avoid the computational
burden of training GPR, we used a variant of GPR model – sparse spectrum
Gaussian process regression (SSGPR) [8] to speed up the training and also to
enhance the regression performance. Hyperparameters were repeatedly tuned
with 5-fold cross validation. After the training of 50 randomly initialised SSGPR
using Adam [7], the one that gives the least mean squared error was selected for
our evaluation.

4.3 Evaluation Metrics

Our model TLGProb was evaluated over 1,230 matches in NBA 2014/2015 sea-
son. Since we only have two teams competing on each match, winning team
prediction is nothing more than a binary classification problem. Therefore, to
measure the performance of TLGProb, we use accuracy measure, which is cal-
culated given the acceptance threshold of winning probability τ :

accuracy =
∑|M2014|

k=1 1
({(

GH
k > GV

k

)
∧

(
Pr

(
gH

k > gV
k

)
> τ

)})

|M2014|
, (19)

where 1(A) is an indicator function that gives 1 only if A 	= ∅ otherwise it gives 0.

4.4 Comparing to Other Predictive Models

Without considering much detail of the game, randomly guessing naturally would
achieve a baseline of 50% accuracy in the long run. Though, we conceived that
rational people normally would not guess randomly. Therefore, a new set of
baseline models was examined. To simulate how people predict the game winner,
we can simply look back previous win-or-lose records and predict that the team
with more winning records is the winner. Predictors based on the number of
victories apparently worked better than random guessing, while the best achieved
a modest accuracy up to 67%.

2 http://www.basketball-reference.com.
3 http://www.seleniumhq.org.

http://www.basketball-reference.com
http://www.seleniumhq.org
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Table 2. Accuracies attained by various predictive models

NBA results prediction model Accuracy

Baseline model based on random guessing 50%

Baseline model based on win-or-lose records of last 5 games 64.64%

Baseline model based on win-or-lose records of last 10 games 65.67%

Baseline model based on win-or-lose records of last 20 games 64.21%

Baseline model based on win-or-lose records of last 50 games 67.09%

One-layer model based on naive bayes [10] 67%

One-layer model based on support vector machine 67.91%

One-layer model based on multilayer perceptron 65.36%

Human experts [9] 71%

NBA oracle [9] 73%

TLGProb 85.28%

Several works applying machine learning models on NBA results prediction
were also investigated. It is notable that [10] uses naive Bayes to captures teams’
performances for the prediction of coming match’s result, whereas individual
performances of team players are neglected. We refer it as a one-layer model,
as opposed to two-layer structure in TLGProb. In addition to naive Bayes, We
also tried support vector machine and artificial neural network for the one-layer
model.

As shown on Table 2, TLGProb surpassed the others in terms of accuracy.
When acceptance threshold on the winning probability τ is naturally set to be
0.5, TLGProb correctly predicted the winning teams in 1,049 games out of 1,230
games, giving 85.28% accuracy. Noted that it is hard to improve the accuracy
even just a small amount since the result of each game is controlled by many
sources of non-deterministic factors, including player injuries, player attitudes,
team rivalries and subjective officiating. We claim that the success of our model
is very much due to the flexibility of GPR as well as the modeling of two layers
– associating players’ performances with team’s strength and associating two
teams’ performances with the match outcome.

4.5 Benefits of Getting Winning Probability

It is vital that we obtain winning probability from TLGProb instead of a binary
prediction. In the realistic scenario, this is a highly appealing feature, espe-
cially for determination of winning odds [5]. Simply concerning the task of one-
match-ahead prediction, we can see that the winning probability returned from
TLGProb is beneficial, as it provides us an option to reject the prediction. Here,
the acceptance threshold τ acts as our confidence on the prediction result so
that matches with winning probability smaller than τ are rejected.
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Fig. 3. Plot of accuracies and rejection percentages when different acceptance thresh-
olds of winning probability are used

It is expected that, if the calculated winning probability is a reasonable
measure of uncertainty, then the accuracy should increase with the acceptance
threshold. In our experiment, it is exciting to see that the outputs obtained from
TLGProb truly satisfy our expectation, as plotted on Fig. 3. For example, if we
set τ = 0.6, then the accuracy will be improved to 91%, while only 20% of the
matches are rejected.

Taking advantage of the probabilistic framework, TLGProb is suited to work
with Bayesian decision theory. That is, practitioners can optionally pick the
match results where they have a strong belief in, and then ignore the matches
with less confidence. For a realistic example, in wagering market, to carefully
determine the winning odds, we should give high risks on matches that high
winning probability co-occurs high winning odds.

5 Conclusion and Future Work

In this paper, we describe a model for winning probability calculation by which
we can accurately predict the winning team of the next match. We conceive that
the success of our proposed model is mainly due to the flexibility of GPR as well
as the modeling of two layers – associating players’ performances with team’s
strength and associating two teams’ performances with the match outcome. Our
system is shown to achieve 85% accuracy in the domain of basketball. In the
future, it is potential to examine the performance of TLGProb in other domains
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of two-team sports such as football and baseball. Also, to further investigate the
effectiveness of TLGProb, it is rational to compare GPR with the state-of-the-art
regression methods such as random forests [1] and kernel ridge regression [14].
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Abstract. In this paper a new structure of fuzzy PID controllers with
FIR filters and a method for selecting its parameters is presented. The
proposed solution can be particularly important in solving problems with
noise of the object’s feedback signals. To confirm the effectiveness of the
proposed method a typical control problem was tested.

Keywords: Controller · PID · FIR · Parameter selection · Genetic
algorithm

1 Introduction

The control is a process that affects an object in a purpose to achieve expected
behavior or state of the object (in contrast to the identification of the object
[58–62]). For this aim controllers are used and their purpose is to generate con-
trol signal (on the basis of the input signals) that affects (interacts with) the
object (see e.g. [14]). The controllers input signals might include different types
of signals. Usually it is the control error, i.e. the difference between the set and
the current state of the object. Each signal might be additionally filtered. The
properly designed controller allows us to: (a) ensure the proper rise time, (b) mit-
igate overshooting, (c) reduce settling time, (d) reduce steady-state error and
(e) provide stability [38]. All this makes the design of the controllers for special
applications (for which there is no clear methodology in the literature and which
is usually solved by trial and error method) a complex issue [39].

The controllers most often used in practice are PID controllers (see e.g.
[2,72]). These controllers are based on three elements (three-term controllers):
proportional (P), integral (I) and differential (D). Each element has a number
parameter assigned, which is interpreted as gain or time constant. Another often
used controllers are the ones based on a computational intelligence (see e.g.
[1,13,22,24–26,28,29,33,35,40–45,57,69,70,73–75]) that includes neural net-
works (see e.g. [7–11,20,23,31,34]), fuzzy systems (see e.g. [19,21,27,37,47,64–
68,76–82]), genetic programming (see e.g. [3–6,18]), etc. The use of such con-
trollers provides good opportunities for: (a) processing of multiple input signals,
c© Springer International Publishing AG 2017
L. Rutkowski et al. (Eds.): ICAISC 2017, Part II, LNAI 10246, pp. 292–307, 2017.
DOI: 10.1007/978-3-319-59060-8 27
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(b) creation of complex mechanisms for generating control signals (see e.g. [63]),
(c) extraction of interpretable knowledge about the controller (e.g. in the form
of fuzzy rules [17,32,48,49]).

In this paper a new structure of fuzzy-PID controllers with FIR filters and
a method for selecting its parameters is presented. Proposed structure is an
ensemble of PID controller and fuzzy systems controller with FIR filters. The
method for parameters selection requires knowledge about the object and allows
us to automate the process of selecting the controller parameters. The purpose
of using filters is to improve controller efficiency in cases of noise occurrence
in controller input signals. The noise is usually caused by imperfection of used
sensors to monitor the state of the object or low resolution of the signals.

This paper structure is as follows: Sect. 2 contains description of PID con-
trollers, fuzzy systems and FIR filters, Sect. 3 includes description of proposed
structure of the controller and in the Sect. 4 a method for selection of its para-
meters is presented. In the Sect. 5 obtained results are shown and in the Sect. 6
conclusions are drawn.

2 PID Controllers, Fuzzy Systems and Filters

In this section three components that are used in proposed method are described:
PID controllers, fuzzy systems and filters.

2.1 PID Controllers

As mentioned, the PID controllers are built from elements P, I and D and each
element has a number parameter assigned (KP, KI and KD). The influence of
changes of parameters KP, KI and KD on PID controller behavior is presented
in Table 1. The output signal u (t) from the controller is determined as follows:

u (t) = KP · e (t) + KI ·
t∫

0

e (t)dt + KD · de (t)
dt

. (1)

Formula (1) in discrete form can be written as follows:

u (k) = KP · e (k) + KI ·
k2=k∑
k2=0

e (k2) + KD · (e (k) − e (k − 1)), (2)

where KI = Ts

T I , T I stands for integral time constant, KD = TD

Ts
, TD stands for

differential time constant and Ts stands for control time step.
In the literature many controllers that use combination of P, I and D ele-

ments can be found: PI with feed-forward [46], PID with additional low-pass [52],
PID with anti-windup and compensation mechanism [56], pseudo-derivative feed-
back with feed-forward gain (PDFF) [15] etc. To increase controller efficiency,
controllers that allow us to process multiple inputs (e.g. feedback signals) are
proposed (see e.g. Cascade PID [55], MIMO PID [12]). However, such solutions
usually require structures designed by experts. Furthermore, in these solutions
precise knowledge concerning the problem under consideration is essential.
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Table 1. Effects of increasing parameters KP, KI and KD on PID controller [38].

Controller properties

Controller parameter Rise time Overshoot Settling time Steady-state error Stability

KP Decrease Increase Small change Decrease Degradation

KI Decrease Increase Increase Decrease Degradation

KD Minor change Decrease decrease No effect Improve*
∗-if value of the variable is small enough

2.2 Fuzzy Systems

Typical fuzzy system is a multi-input, multi-output system that maps X → Y,
where X ⊂ Rn and Y ⊂ Rm. It works on the basis of fuzzy rules, definition of
which depends on the type of system (see e.g. [63]). In case of considered in this
paper Mamdani system with singleton fuzzification (see e.g. [63]), the fuzzy rules
notation can be defined as follows:

Rb :
(
IF e1(k) is Ab

1 AND ... AND en(k) is Ab
n THEN u(k) is Bb

)
, (3)

where b stands for fuzzy rule index (b = 1, ..., N), ei (k) stands for controller input
signals (i = 1, ..., n), u (k) stands for controller output signal, Ab

i stands for input
fuzzy sets determined by the membership functions μAb

i
(x̄i) (i = 1, . . . , n), Bb

stands for output fuzzy sets determined by the membership functions μBb(ȳ).
Output signal ū(k) calculated with center of area method takes the following
form (details can be found in our previous works, see e.g. [51]):

ū (k) =

N∑
r=1

ȳr · N

S
b=1

{
T

{
T

{
μAb

1
(e1 (k)) , ..., μAb

n
(en (k))

}
, μBb (ȳr)

}}

N∑
r=1

N

S
b=1

{
T

{
T

{
μAb

1
(e1 (k)) , ..., μAb

n
(en (k))

}
, μBb (ȳr)

}} , (4)

where ȳr stands for centers of output fuzzy sets (r = 1, ..., N), S {·} and T {·}
stand for triangular norms (t-norms and t-conorms [36]).

The fuzzy systems can be used as controllers (see e.g. [51]) with the follow-
ing advantages: (a) the possibility of tuning their parameters in evolutionary
learning, (b) the ability to adapt to changing work conditions, (c) capabilities
of processing multiple input signals, (d) possibilities of extracting interpretable
knowledge of the object, etc.

2.3 Filters

In the control process it is important to deal with noise of the signals coming
from the object (see e.g. [71]). Such signals usually come from sensors, which have
their own noise (for example at level 0.1%–1%) and specified digital resolution.
In order to minimize the impact of this noise, filters can be used [71].

One of the most commonly used filters are finite impulse response filters
(FIR, see e.g. [2]). The feature of such a filter is that when its input is given as
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a signal with finite length (in a time domain) the output value has also finite
length. This is due to the fact that the FIR filters (as opposed to infinite impulse
response-IIR) have no feedbacks.

The purpose of FIR filters, in the practice, is smoothing the signal values.
It is achieved by weighted average of signal values from consecutive time steps.
The output value of the filter depends on the filter length and its parameters.
Although FIR filters are used to improve the quality of control, an inappropri-
ate selection of their parameters can cause significant decrease in the controller
efficiency. This is due to the fact (among others) that the filtration adds a side
effect-phase delay of the filtered signal, which can result in the excitation of
undesirable oscillations in the system.

3 Description of Proposed Controller Structure

The proposed controller structure (FIR+PID+FS) uses FIR filters, PID elements
and fuzzy system (in a form (4)) to generate the control signal. The proposed
structure is shown in Fig. 1 and its properties can be summed up as follows:

– It contains four layers: filtration layer, PID layer, normalization layer, infer-
ence layer (description can be found in further part of this section).

– It can process any number of input signals.
– It uses the possibilities of P, I and D elements.
– It uses FIR filters.
– It can extract interpretable knowledge in a form of fuzzy rules (3).
– Its parameters might be tuned by any gradient or population-based algorithm.

In this paper a genetic algorithm was used (see Sect. 4).

Fig. 1. Proposed controller structure (FIR+PID+FS).



296 K. �Lapa et al.

3.1 Filtration Layer

In the filtration layer of the proposed FIR+PID+FS controller (see Fig. 1) FIR
filters are used (in the practice any type of filter can be used). The output values
from filtration layer are calculated as follows:

eFIL
q (k) =

sFIL
q −1∑
l=0

bFIL
q,l · eSIG

q (k − l), (5)

where sFIL
q stands for odd length of the filter (filter has to have a middle element),

q = 1, ..., Q stands for input signal index, Q stands for number of input signals,
eSIG
q (k − l) stands for input signal from k − l time step, bFIL

q,l stands for weight
of the signal for t − l time step calculated as follows:

bFIL
q,l =

⎧⎨
⎩

sin(2·π·ftFIL
q ·(l−0.5·(sFIL

q −1)))
π·(l−0.5·(sFIL

q −1)) for l �= 0.5 · (sFIL
q − 1

)
2 · ftFIL

q for l = 0.5 · (sFIL
q − 1

) , (6)

where ftFIL
q stands for frequency of the filters.

3.2 PID Layer

In the PID layer of the proposed FIR+PID+FS controller (see Fig. 1) for each
input signal (of this layer) a three outputs (equivalent to P, I and D elements)
are calculated as follows:

⎧⎪⎪⎨
⎪⎪⎩

eCON
3q−2 (k) = KCON

3q−2 · eFIL
q (k)

eCON
3q−1 (k) = KCON

3q−1 ·
k2=k∑
k2=0

eFIL
q (k2)

eCON
3q (k) = KCON

3q · (
eFIL
q (k) − eFIL

q (k − 1)
)
,

(7)

where KCON
i stands for parameters of KP , KI and KD (i = 1, ...,m), m stands

for the number of parameters multiplied by number of input signals (m = 3 ·Q).

3.3 Normalization Layer

The purpose of normalization layer of the proposed FIR+PID+FS controller
(see Fig. 1) is to adjust (normalize) the signal values to the fuzzy layer. This
process can be calculated as follows:

eNOR
i (k) =

p3NOR
d2(i)

1 + exp
(
−

(
p1NOR

d2(i)
· eCON

i (k) − p2NOR
d2(i)

)) + p4NOR
d2(i)

, (8)
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where p1NOR
q , p2NOR

q , p3NOR
q , p4NOR

q stand for parameters of normalization func-
tion, calculated as follows:⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

p1NOR
q =

− log

(
− yCST

yCST−eMAX
q +eMIN

q

)
+log

(
− yCST−eMAX

q +eMIN
q

yCST

)

eMAX
q −eMIN

q

p2NOR
q =

−eMIN
q ·log

(
− yCST

yCST−eMAX
q +eMIN

q

)
+eMAX

q ·log
(

− yCST−eMAX
q +eMIN

q

yCST

)

eMAX
q −eMIN

q

p3NOR
q = yMAX − yMIN

p4NOR
q = yMIN,

(9)

where eMIN
q and eMAX

q stand for minimum and maximum of acceptable values
of the signals eSIG

q (k), yCST stands for tiny value resulting from an infinite
medium of sigmoid function, yMIN and yMAX stand for lower and upper values
of normalization function.

3.4 Inference Layer

In the inference layer of the proposed FIR+PID+FS controller (see Fig. 1) a
Mamdani fuzzy system described in Sect. 2.2 is used. Output of this system is
calculated according to the Eq. (4). In the proposed system a Gaussian member-
ship functions (see e.g. [63]) were used with the following parameters: centers
and sizes of input fuzzy sets (̄)xASYS

i,k and σASYS
i,k ), centers (and simultaneously

discretization points) and sizes of output fuzzy sets (̄)yBSYS
k and σBSYS

k ).

4 Description of Designing Method of Proposed
Controller

Method of deigning the proposed controller (FIR+PID+FS) is based on a genetic
algorithm. This algorithm belongs to computational intelligence methods that
are used mostly to solve optimization problems. Their main characteristic is that
they are capable of finding approximate solutions in acceptable time. Genetic
algorithms are included in the population-based algorithms (see e.g. [63]), where
process of finding solution is based on modification (processing) of the group
of individuals (population). Each individual encodes a complete solution to the
problem under consideration.

4.1 Encoding of the Individuals

The proposed encoding of the individuals is based on Pittsburgh approach, where
single individual Xch encodes all information about controller parameters. Thus,
each individual Xch takes the following form:

Xch =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

sFIL
1 , ..., sFIL

Q , ftFIL
1 , ..., ftFIL

Q ,

KCON
1 , ...,KCON

n ,
x̄ASYS

1,1 , ..., x̄ASYS
n,1 , ..., x̄ASYS

1,N , ..., x̄ASYS
n,N ,

σASYS
1,1 , ..., σASYS

n,1 , ..., σASYS
1,N , ..., σASYS

n,N ,

ȳBSYS
1 , ..., ȳBSYS

N , σBSYS
1 , ..., σBSYS

N

⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭

, (10)
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where KCON
1 , ...,KCON

n represents all parameters from Eq. (1)-KP, KI and KD.
The minimum and maximum values of parameters from Eq. (10) were exper-
imentally set as follows: sFIL

q ∈ [5, 25], ftFIL
q ∈ [0.1, 0.5], KCON

i ∈ [−1, 1],
x̄ASYS

i,b ∈ [−1, 1], ȳBSYS
b ∈ [−1, 1], σASYS

i,b ∈ [0.1, 0.3], and σBSYS
b ∈ [0.1, 0.3].

4.2 Processing of the Individuals

Encoding of the individuals (10) allows us to use any population-based algorithm
to find satisfactory set of parameters. In this paper a genetic algorithm is used.
In the first step of the algorithm a population of N init individuals is generated
randomly. Next, these individuals are evaluated by fitness function that assigns
to them the value that defines their adaptation (quality) in the population. In the
second step offspring population is generated. For this purpose parent individuals
are selected from the base population (by any type of selection mechanism,
see e.g. [63]) and on their basis the offspring individuals are formed. To create
them a the crossover and mutation genetic operators are used (see e.g. [63]).
The offspring individuals are evaluated by fitness function as well. Next, the
individuals for the next generation (iteration) of the algorithm are selected. The
common approach is the selection of best Npop individuals (according to fitness
function values) from both parent and offspring population. In the last step of
the algorithm a stop condition is checked. If this condition is met (for example
specified number of iterations was achieved) the algorithm stops and the best
individual is presented. In the other case the algorithm goes back to the second
step. More details can be found in e.g. [53].

5 Simulations

In the simulations a set of different cases was considered (see Table 2). The goal of
the simulations was to show: (a) problems that arise from noise in the controller
input signals (1A vs 1B, 2A vs 2B, 3A vs 3B), (b) differences in use of proposed
controller FIR+PID+FS and fuzzy system controller (FS) (1A vs 2A, 1B vs 2B,
1C vs 2C) and (c) differences between proposed controller FIR+PID+FS and
PID+FS controller (2A vs 3A, 2B vs 3B, 2C vs 3C).

5.1 Simulation Problem

In the simulations the Mass-Spring-Dump problem was used [51] with the follow-
ing criteria used for evaluation: (a) RMSE between expected state of the object
and actual state, (b) oscillations of the controller output (OSC), (c) overshooting
of the actual object state (OVH). These criteria were integrated in the fitness
function used to evaluate the individuals (encoded according to Eq. (10)):

ff (Xch) = w1 · RMSE + w2 · OSC + w3 · OVH, (11)

where w1 = 1.00, w2 = 0.05, w3 = 0.20 stands for weights of fitness function
components. The smaller values of the fitness function mean better performance
of the individual (that encodes the controller). More details about simulation
problem can be found in [51].
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Table 2. Simulation cases. The noise level was set to 0.2% (in cases with noise).

Case System Noise in the learning phase Noise in the testing phase

1A FS - -

1B - yes

1C yes yes

2A PID+FS - -

2B - yes

2C yes yes

3A FIR+PID+FS - -

3B - yes

3C yes yes

Fig. 2. Simulation results (averaged) for all cases 1A–3C presented in Table 2 (lower
values mean better results).

5.2 Simulation Parameters

For the simulations the parameters of controller FIR+PID+FS (see Fig. 1) were
set as follows: N = 3, Q = 3 (eSIG

1 (k) = s1 − s∗, eSIG
2 (k) = s1, eSIG

3 (k) = s∗),
Ts = 0.0001s, type of triangular norms: algebraic.

For the genetic algorithm (described in Sect. 4), the following parameters
were set: number of individuals N init = Npop = 100, number of iterations: 1000,
crossover probability: 0.90, mutation probability: 0.30, mutation range: 0.15,
selection method: roulette wheel, number of simulations for each case: 50 (the
results were averaged).

5.3 Simulation Results

The obtained results are presented in Table 3 and in Fig. 2. The comparison
of the results with other methods is presented in Table 4. Moreover, the best
obtained controllers are presented on Fig. 3.
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Table 3. Simulation results (the best results for each case were marked in bold).

Average The best (by ff)

System Case ff RMSE OSC OVH ff RMSE OSC OVH

FS 1A 0.2655 0.1812 1.0213 0.1661 0.2440 0.1608 0.9891 0.1689

1B 0.2668 0.1852 1.0292 0.1508 0.2452 0.1612 1.0000 0.1700

1C 0.2618 0.1709 1.0370 0.1951 0.2571 0.1568 1.0380 0.2420

Avg. 0.2647 0.1791 1.0292 0.1707 0.2488 0.1596 1.0090 0.1936

PID+FS 2A 0.2413 0.0913 2.2138 0.1964 0.3201 0.0566 4.1825 0.2717

2B 0.2326 0.1001 1.9022 0.1871 0.3489 0.0778 4.5653 0.2144

2C 0.2270 0.0907 1.9628 0.1907 0.1557 0.0784 1.0198 0.1314

Avg. 0.2336 0.0940 2.0263 0.1914 0.2749 0.0709 3.2559 0.2058

FIR+PID+FS 3A 0.2320 0.0997 1.6702 0.2438 0.3612 0.0647 5.0096 0.2302

3B 0.2399 0.1121 1.5815 0.2437 0.3642 0.0674 5.0102 0.2313

3C 0.2026 0.1067 1.3509 0.1422 0.1707 0.0723 1.0040 0.2407

avg 0.2248 0.1061 1.5342 0.2099 0.2987 0.0681 3.6746 0.2341
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Fig. 3. The best obtained simulation results for case: (a) 1A–1C, (b) 2A–2C, (c) 3A–
3C. The gray line stands for expected state of the object (signal s∗).
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Table 4. Comparison of simulation results with other methods.

Average The best (by RMSE)

system ff RMSE OSC OVH ff RMSE OSC OVH

PID cascade [50] - - - - 0.6902 0.0510 12.3150 0.1170

PID+FS [51] 0.2895 0.1280 2.4500 0.1950 0.2741 0.0900 2.6570 0.2560

FS (case 1A) 0.2655 0.1812 1.0213 0.1661 0.2440 0.1608 0.9891 0.1689

PID+FS (case 2A) 0.2413 0.0913 2.2138 0.1964 0.3201 0.0566 4.1825 0.2717

FIR+PID+FS (case 3A) 0.2320 0.0997 1.6702 0.2438 0.3612 0.0647 5.0096 0.2302

5.4 Simulation Conclusions

Simulation conclusions can be summed up as follows:

– Considering noise of controller input signals only in testing phase (case 1B,
2B and 3B) caused decrease of the controller accuracy in comparison with
cases 1A, 2A i 3A (RMSE was degraded by 2%, 10% and 12%)-see Table 3.

– Considering noise of controller input signals in testing and learning phases
(case 1C, 2C and 3C) caused increase of the controller accuracy in comparison
of cases 1B, 2B and 3B (RMSE was improved by 8%, 10% i 5%)-see Table 3.

– The use of PID+FS controller caused increase of the controller overall effi-
ciency (fitness value improved by 13%), RMSE improved twice with accept-
able increase of oscillations-see Table 3.

– The use of FIR+PID+FS controller caused increase of the controller overall
efficiency (fitness function value improved by another 4%) with small improve-
ment of RMSE (1%) and decrease of oscillations (by 25%)-see Table 3.

– The achieved results for FIR+PID+FS controller are better than results
obtained by other methods (see Table 4).

6 Conclusions

In this paper a new structure of fuzzy-PID controllers with FIR filters was pro-
posed. Moreover, a method for tuning the controller parameters based on a
genetic algorithm using proposed encoding of the controller, was presented. The
controllers obtained in simulations are characterized by high precision, accept-
able level of oscillations and low overshoot. The proposed solution can be partic-
ularly important in solving problems with noise of the object feedback signals.

The further planned studies in the field of designing controllers includes,
among the others: (a) the development of a method for automatic design of the
structure and parameters of the controller and its filters, (b) the development
of dedicated evaluation criteria for readability of knowledge accumulated in the
structure of the controller.

Acknowledgment. The project was financed by the National Science Centre
(Poland) on the basis of the decision number DEC-2012/05/B/ST7/02138.



302 K. �Lapa et al.

References

1. Abbas, J.: The bipolar choquet integrals based on ternary-element sets. J. Artif.
Intell. Soft Comput. Res. 6(1), 13–21 (2016)

2. Alia, M.A.K., Younes, T.M., Alsabbah, S.A.: A design of a PID self-tuning con-
troller using LabVIEW. J. Softw. Eng. Appl. 4, 161–171 (2011)

3. Bartczuk, �L., Przyby�l, A., Koprinkova-Hristova, P.: New method for non-linear
correction modelling of dynamic objects with genetic programming. In: Rutkowski,
L., Korytkowski, M., Scherer, R., Tadeusiewicz, R., Zadeh, L.A., Zurada, J.M.
(eds.) ICAISC 2015. LNCS, vol. 9120, pp. 318–329. Springer, Cham (2015). doi:10.
1007/978-3-319-19369-4 29

4. Bartczuk, �L.: Gene expression programming in correction modelling of nonlinear
dynamic objects. In: Borzemski, L., Grzech, A., Świ ↪atek, J., Wilimowska, Z. (eds.)
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Abstract. This article presents a research study analysing the impact of changing
the roundabout island diameter on the roundabout capacity. The study was based
on the developed Cellular Automata Model and the implemented simulation
system. The developed CA Model takes into account various types of vehicles
(cars, trucks andmotorcycles) and various sizes of roundabouts; also, it reflects the
actual technical conditions of those vehicles (acceleration and braking depending
on the vehicle dimensions and function, as well as driving on the roundabout with
different speeds that are adequate to the vehicle size). The study was based on the
example of a two-lane roundabout with four two-lane feeder roads.

Keywords: Capacity of roundabout � Cellular Automata (CA) � CA
roundabout model � Roundabout traffic simulation

1 Introduction

A roundabout is an intersection where traffic moves in a circle around a central island.
Any vehicles approaching a roundabout must give way to the vehicles moving around
it. It was found that roundabouts decrease the number of collision points at an inter-
section [1], and studies carried out in the USA have shown that following introduction
of roundabouts the number of accidents fell by 29% and the number of the injured by
81% [2]. As determined in [3] on the basis of a simulation, roundabouts are particularly
recommended in places where the traffic is equally distributed among all the feeder
roads. Factors affecting the capacity of roundabouts are specified in [4], also, it was
found that a three-lane roundabout does not contribute to increasing the capacity
compared to a two-lane roundabout.

The aim of this article is to investigate a roundabout capacity in relation to its
diameter. To achieve this aim, a CA model was developed, and a computer simulation
was run using software developed for the purposes of road traffic simulation.

2 Related Work

Due to the complexity of the issue in question and its stochastic nature, road traffic
analysing and modelling is a challenge currently considered by many research centres.
Not wanting to expose drivers to any inconveniences connected with attempts to adjust
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a specific area (e.g. an intersection or a few intersections located near each other), road
administrators and researchers resort to various kinds of simulation solutions. The
available literature describes mathematical models [5, 6], methods and algorithms [7],
large simulation software systems: VISSIM, AIMSUN, SUMO, applications [8, 9],
hardware simulators [10–12] and hardware-software simulators [13], as well as various
analyses [14–16].

Due to their stochastic nature, cellular automata are perfect for traffic flow mod-
elling. The Nagel–Schreckenberg (N-Sch) model is one of the basic models of cellular
automata to simulate the cars’ movement. It was developed in 1992 by Nagel and
Schreckenberg [5]. This model describes the one-lane car’s movement and is the basis
for testing various traffic scenarios [17]. Another proven model is the model developed
by Biham [18]. This is a simple cellular automaton model showing the traffic into two
intersecting directions. Each array cell can be occupied with vehicle traveling in one of
two directions (north or east). The vehicle moves by one cell to the chosen direction,
when it is empty. In another case, it remains in its position. The most important model
showing traffic within the intersection is the model by Chowdhury and Schadschneider
[19]. The authors model the traffic on one-way single-lane roads. The development of
this model to the version for two-lane and two-way roads is presented in [9]. The new
model expands the original idea of the intersections with the mechanism of induction
loops activating traffic light to eliminate congestion (keeping smooth movement at the
intersection). An interesting modification of the N-Sch model is presented in [20]. The
author has underlined that the study was intended for urban traffic flow simulation,
involving vehicles of various sizes.

The traffic rules for roundabouts are addressed in [21], single-lane roundabout
modelling in [22–24], and multi-lane roundabout modelling in [25–28]. For the pur-
poses of this publication, an original model for multi-lane roundabouts was used, which
applies the current road traffic regulations and makes it possible to study roundabout
capacity in various aspects, including the impact of a roundabout dimensions on its
capacity.

3 CA Model of Roundabout

In simple terms, a cellular automaton is a multi-dimensional (e.g. 2-dimensional) grid
consisting of cells. Each cell may switch into one of many states, depending on the
states of the adjacent cells. Although behaviour of each cell is deterministic and
depends only on its neighbours, the behaviour of the automaton as a whole (depending
on the initial state of the cells and their modification rules) may be very complicated
and hard to foresee. For example, it is possible to observe movement of some structures
(groups) of cells, their replication, division, destruction, increase in complexity,
reciprocal interactions of organised systems of cells, etc. Thus, there is emergence of
qualitatively new, unexpected behaviours, which arise as a result of known interactions
between simple elements.

The model applied in this study was based on the Nagel-Schreckenberg model
(N-Sch) [5] and its modification, i.e. “leading head algorithm” [20]. In the N-Sch
model, the length of the automaton single cell was assumed to correspond to 7.5 m of
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the road, which represents an average length of a car together with its surrounding
space. As the model was developed for the purposes of motorway traffic modelling, the
velocity unit in the N-Sch model corresponds to the actual speed of 27 km/h. The
Hartman’s modification, in turn, pertained to urban speed traffic, which is relevant for
the model presented in this paper.

Basic models discussed above relate to traffic on a straight one-way road. Based on
these models, author developed a model of traffic on the multi-lane roundabout with
multiple entrance and exit roads. In order to discuss the details, the following structure
was assumed: a two-lane roundabout with four entrance and exit roads, where each of
the feeder roads has two lanes. The model describes right-hand traffic. The lanes on the
roundabout are numbered from 0 (inner lane) to n� 1, where n corresponds to the total
number of lanes on the roundabout. The feeder road consists of the entrance road and
the exit road. The right-hand lane of the entrance road and the right-hand lane of the
exit road are to first lanes to be numbered starting from zero. The right-hand lane is the
lane on the right-hand side from the point of view of a driver driving on the road in the
given direction. The lane numbering is shown in Fig. 1.

Due to different lengths of the roundabout lanes, it is impossible to divide them into
the same number of cells. Assuming that the cell length is constant and amounts to
2.5 m, as in [20], the outer lanes will have more cells that the inner ones, reflecting the
actual differences in the lanes lengths. The lane length, taking its inner (shorter) edge,
may be determined using the circumference formula:

llane ¼ 2 � p � ðrisland þ n � wlaneÞ ð1Þ

Fig. 1. Numbering of the feeder road lanes. Source: own research.

310 K. Małecki



where: llane – lane length, risland – island radius, n – subsequent lane number, starting
from the inner lane numbered 0, wlane – single lane width.

The developed model posits that the width of each lane wlane is the same. By
parameterising the model in relation to the actual size of the roundabout, the number of
cells in each lane is determined in relation to its length:

ncells ¼ llane
2:5

� �
ð2Þ

The resulting value is rounded down, as the number of cells is an integral number,
and there may not be more cells physically squeezed into the lane. Assuming that the
radius of a sample roundabout amounts to 28 m, and the lane width is 4.5 m, the
number of cells on subsequent lanes will then be, respectively:

ncells ¼ 2 � p � ð28 mþ 0 � 4:5Þ
2:5 m

� �
¼ 70:37b c ¼ 70 ð3Þ

ncells ¼ 2 � p � ð28 mþ 1 � 4:5Þ
2:5 m

� �
¼ 81:68b c ¼ 81 ð4Þ

The outer lane will be divided into 81 cells, and the inner lane – into 70 cells.
Dividing the roundabout into cells starts on the diameter line, from the feeder road on
the eastern side. To simplify the model presentation it was assumed that all the feeder
roads have the same length equalling 35 m, which makes it possible to calculate, using
the previous formula, that they consist of ncells ¼ 35 m

2:5 m
� � ¼ 14 cells. The feeder roads

cells are numbered in compliance with the traffic direction in the given lane. Thus, the
entrance roads are numbered from the outer side, and the exit roads from the inner side,
as shown in Fig. 2.

The structure of a roundabout is aimed at forcing vehicles to decelerate, which
increases traffic safety. However, different types of vehicles are able to enter or exit a
roundabout at different speeds. A car may take a turn with a greater velocity than a
truck, which is mainly due to their dimensions, weight and dynamics. Two kinds of
maximum speeds were assumed for vehicles in urban traffic:

Fig. 2. Dividing the feeder road lanes into cells. Source: own research.
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• the velocity at which a vehicle may move on the road in the absence of other
vehicles in front of it – vmax,

• the velocity at which a vehicle may safely enter or exit an intersection vturn max

(Table 1).

This means that (taking into account the values shown in [20]) a truck will
decelerate to enter or exit the intersection at a speed of no more than 9 km/h, whereas a
car will slow down to 18 km/h. The assumed values coincided with the velocity values
obtained in the studies described in [29]. In order to make this model more realistic, a
function of gradual braking was introduced, unless sudden braking was necessary to
avoid an accident. In the tested model, vehicles decelerate gradually as they approach
the roundabout. It is important to make sure that vehicles decelerate approaching the
right exit:

1. On the roundabout: If distance d to be covered by a vehicle that decreases its
velocity v in each iteration by 1, until reaching safe turning speed vturn max, is
greater or equal the distance from the exit dexit, then the velocity is decreased by 1.

2. On an entrance road: If distance d to be covered by a vehicle that decreases its
velocity v in each iteration by 1, until reaching safe turning speed vturn max, is
greater or equal the distance from the entrance dentrance, then the velocity is
decreased by 1.

3. Points 1 and 2 are expressed by:

v ! v� 1 ð5Þ

Calculation of the cell value in the subsequent iteration for vehicles entering and
exiting the roundabout is dependent on information on adjacent cells. Adjacent cells are
those, which link the feeder road with the roundabout internal road. Adjacency does not
need to be of the first degree. For example, cells in the inner lane of the roundabout are
not directly adjacent to any cell in the feeder road. However, there are cells located
between the aforementioned cells, which link the two lanes and enable movement of
vehicles. When a vehicle exits the roundabout, an adjacent cell is the last one, which
the vehicle covers on its lane before moving into a cell located in the feeder road lane.
Depending on the lane on which the vehicle is currently located and the lane onto
which it is going to move, these will be various cells corresponding to the natural turns

Table 1. Maximum velocities established for various vehicles. Source: own research.

Vehicle type vmax [cells/s] vturn max [cells/s]

Motorcycle, car 5 2
Van 5 2
Minibus 3 2
Bus, truck 2 1
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taken by vehicles. Figure 3 shows the possible trajectories of vehicles that exit the
roundabout, taking into account all the possible combinations:

• exiting from the outer lane into the right-hand lane – last cell: 18,
• exiting from the outer lane into the left-hand lane – last cell: 19,
• exiting from the inner lane into the right-hand lane – last cell: 16,
• exiting from the inner lane into the left-hand lane – last cell: 17.

The values of cells from which vehicles may exit the roundabout are determined by
the formula:

cexit ¼ ncells
4

� r � 2þ 1 � lexit
h i

; ð6Þ

where:
cexit – the cell from which a vehicle may exit the roundabout, ncells – the quantity of

cells in the roundabout lane in which the vehicle is travelling, r – multiplier depending
on the road, N-1, E-2, S-3, W-4, lexit – the exit lane.

In summary, developed model allows the modelling of traffic on the multi-lane
roundabout with multiple entrance and exit roads, modelling the movement of different
vehicles classified according to their (possible) speed, studying the effects of changes in
the diameter on the capacity of the roundabout, and enables the study of the behaviour
of participants on roundabout according to the rules of the road (not used in this work).

4 The System Developed for the Simulation

The application was developed in JavaScript and it can be operated in web browsers as
well as by means of a console. Running the application by means of a console is possible
via NodeJS runtime environment based on V8 engine in the Chrome browser. Running
the application this way is considerably faster, as the program may operate without the
graphics layer. The application makes use of many free tools enabling the programming
works. Figure 4 shows the structure of the application together with the tools applied.

Fig. 3. Trajectories of vehicles exiting the roundabout. Source: own research.
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Frequent problems with running the application are due to different runtime
environments. The problems are solved by the combination of Vagrant and Ansible
tools. Vagrant enables management of virtual machines, offering identical runtime
conditions for applications. Ansible is used to ensure that the virtual machine is always
equipped with any indispensable libraries. Upon starting, the program compares the
current state of the machine with the expected one and carries out any necessary
set-ups. Before that, it is necessary to prepare the configuration files that define the
dependencies.

The application is written in accordance with the latest standards of ECMAScript 6.
To enable correct operation of the application in web browsers, the Babel transpiler was
used in order to change the code into the one compliant with ECMAScript 5. The
process of transpilation and providing the application to the www server was automated
by means of the Grunt program.

5 Experimental Results

The main goal of this paper was to develop a model based on cellular automata, aimed
at investigating the impact of a roundabout island diameter on the roundabout capacity.
Naturally, the bigger the size of the island, the bigger the roundabout as well as the
number of cars that may travel on the roundabout concurrently. In the case of a
roundabout with four feeder roads arranged perpendicularly, the distance between them
will increase as well. The author of this paper has investigated whether increasing the
dimensions of a roundabout translates into an increase in its capacity and whether there
is a threshold value above which any further increase in the roundabout diameter does
not have an impact on its capacity. The investigated scope of diameters ranged from 35
to 115 m, where each subsequent experiment involved an increment of 1 m. The lane
width on the roundabout was constant and amounted to 4.5 m. The outer lane was

Fig. 4. The application structure. Source: own research.
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therefore from 167 to nearly 418 m long. The distribution of the received results is
presented in Fig. 5. The received differences between the biggest and the smallest
island are not considerable. Increasing the diameter has only an insignificant effect on
the number of the automaton iterations, and consequently on the roundabout capacity.

Fig. 5. Distribution of the number of the automaton iterations depending on the roundabout
island diameter. Source: own research.

Fig. 6. Correlation between the island diameter and the roundabout capacity. Source: own
research.
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The graph (Fig. 6) presents the correlation between the island diameter and the
roundabout capacity. Increasing the diameter from 35 to 115 m raised the capacity by
10%. This is a logarithmic function, therefore the initial increases in the roundabout
size result in greater increments. The bigger the roundabout, the smaller the increment
resulting from the increased diameter. Nevertheless, even the initial increments are not
very significant. For example, increasing the diameter from 35 to 45 m raised the
capacity by 4.7%.

6 Conclusion

This paper focused on applying cellular automata in modelling a roundabout capacity
in relation to different diameters of the roundabout island. A model was developed and
implemented in the form of a simulation system which served to carry out the research
study described herein. The received results showed a small (10%) increase in the
roundabout capacity as a result of changing the island diameter from 35 to 115 m. It
must be noted that it is not feasible to carry out such research studies in reality, mainly
due to technical and location-related aspects, traffic impediments caused by a round-
about modification, or a possibility of traffic collisions. Therefore, a computer simu-
lation was used, and the results of the simulation system operation are shown in
respective graphs.
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Abstract. This paper describes the method for hardware implementa-
tion of the emulator of nonlinear dynamic objects in FPGA technology.
In order to ensure high-fidelity of emulation it has been proposed a new
architecture of the arithmetic unit used to operations on real numbers in
digital systems. The method allows us to obtain high processing perfor-
mance similar to that obtained in fixed-point systems, while offering a
wide range of numbers as in a floating-point notation. Based on this idea
it has been proposed a super-scalar architecture of the digital processing
unit. The described approach provides powerful processing of a matrix
state equation with variable coefficients, which are calculated in real-
time by fuzzy systems. Obtained and presented results confirm the high
performance of the developed solution.

Keywords: Hardware-in-the-loop emulation · Hardware implementa-
tions · Fixed-point arithmetic · FPGA

1 Introduction

In recent years a method named hardware-in-the-loop (HIL) is used more and
more often for testing and development of control systems [24,31,36,38,40]. Test-
ing procedure in this method is carried out on the system working with closed
control loop, in which functionally equivalent emulator was inserted in place of
the actual object to carry out the necessary tests. At the same time, the main
controller of the system (i.e. a device which in this way has been tested) works
in its normal operating mode.

Simulators used in HIL systems must meet a number of conditions to be able
to reliably replace the actual object. Above all, they must be equipped with the
same communication interface. In addition, they must simulate the operation
of the actuators, the object and the measuring equipment. A very important
feature is also the fact that they must be able to work in real-time. A device
that meets these requirements is called emulator, while HIL testing method is
referred to as closing a control-loop by the emulator.
c© Springer International Publishing AG 2017
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HIL testing method is the most commonly used to validate the operation of
the main functions of a complex control system (both hardware and software) in
the range of normal operation and response to unusual situations [40]. To make
this possible, emulators must be properly designed to simulate the work of the
replaced equipment with high fidelity.

A particularly important issue related to the design of emulators is the selec-
tion of proper modeling algorithm. Practical objects subjected to modeling are
usually strongly non-linear. However, it should be said that nonlinear models are
difficult to analyse and implement in comparison to the linear models. There-
fore, in many situations it is convenient to have an approximate linear model
of a non-linear system. It is especially true if the linear model, in terms of the
modeling accuracy, is not significantly differ from the nonlinear model.

One method of linearization of non-linear dynamics is called an equivalent
linearization technique. Using this method [4,5,34] an equation describing the
nonlinear dynamics of the object can be presented in the following form:

x (k + 1) = Ad (k) · x (k) + Bd (k) · u (k) . (1)

In Eq. (1) subscript d means that the matrices (Ad) and (Bd) are presented in
the discrete form, tailored to work with a fixed time step TS .

The model presented above can be regarded as an accurate only under
the condition that used linearization is done locally, i.e. in a short distance
from the current point. This is due to the fact that the current form of the
matrix can vary quite significantly as you progress through the action of the
modeled phenomenon. However, according to what was mentioned earlier, in
the described method, the matrix coefficients are constantly updated for each
new operating point [19–21] according to the formula Ad (k) = Ad (x (k)) oraz
Bd (k) = Bd (x (k)). The method is very universal and can be applied to simulate
many different kind of dynamic object. Such simulators can be very useful, for
example, in automatic process of controllers tuning with the use of evolutionary
algorithms [29,47].

The test using the method of the HIL is very convenient but it is not always
cost-effective from an economic point of view. One of the reasons is that emula-
tors are often used for simulation of power electronic devices, which often have a
switched, i.e. strongly non-linear dynamic characteristics. In this case, in order
to ensure sufficient precision, the emulation time step must be very low, for
example less than 500 ns that is achievable in commercial available emulators
[9]. Such high requirements can be fulfilled only by hardware implementation of
a specially designed, dedicated to the application, and usually a rather complex
modeling algorithm. For this reason, commercially available emulator devices for
HIL systems are very complex and expensive.

This paper proposes an efficient method of implementation in FPGA tech-
nology the equation describing the nonlinear dynamics (1) of a wide class of
objects. In contrast to the solutions used in commercially available emulators
for the system HIL, presented solution is designed for use in the distant emula-
tors used in the remote-hardware-in-the-loop (RHIL) systems [35,36], which are
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Fig. 1. The general idea of the used intelligent modeling method.

characterized by several times higher reaction time. A typical area of application
of RHIL-type systems is therefore slightly different. In such a systems emulators
are used to simulate the work of distant objects in a complex distributed control
systems [10]. Thus, the emulator can simulate the operation of an integrated set
of electromechanical device (consisting of a controller power electronics, electric
motor and the driven mechanical components) which is subordinated to a master
controller device [45,46] as part of a distributed control system, for example, of
a computer numerically controlled (CNC) machine tool.

In the above-mentioned reasons, the emulation time step in RHIL systems
may be even several times higher than in HIL systems. While, in HIL systems it
is often required the emulation step less than 1µs, in RHIL systems it is usually
sufficient value less than 10µs. Such less restrictive requirements on the one hand
allows us for the use of digital controllers which are characterized by a lower
performance and cost which in turn reduces the total cost of the emulator. On
the other hand, it becomes feasible to realize the modeling, in which the matrix
coefficients describing the dynamics of the system can be accurately modeled
as a nonlinear function of certain variables (Fig. 1). This allows us to build
an emulator reproducing the modeled phenomenon with higher fidelity than
would be possible with the use of a matrix with fixed or switchable coefficients.
Approximation of such nonlinear relationships is possible, for example, by one
of the many known methods of artificial intelligence, such as neural networks
[16,17,25], fuzzy systems [11], neuro-fuzzy systems [12,13,22,41–44], or by using
other methods [23]. One advantage of using fuzzy systems is the potential ability
to interpret the knowledge accumulated in them, which may be useful in some
applications [15,27,28,34]. In addition, the high usability of fuzzy structures is
confirmed by successful applications in various areas, including, for example, the
recognition and classification of images [26]. In the method described in this
paper, as suggested in the work [35,36], a hyper radial basis function (HRBF)
system, which is functionally equivalent to some class of fuzzy systems, is used
to update the coefficients of the matrices.

The proposed method of implementation is well suited to the characteristics
of FPGA technology [52]. This enables realization of a simulator that works in
real time and with a small time step on programmable systems from the lower
price range. As a result, the use of solutions such HIL may also be justified in
applications for which the economic aspect is important.

This paper is organized into 4 sections. Section 2 contains an idea of new
methods of digital processing of real numbers as applied to modeling the nonlin-
ear dynamics. Implementation results are presented in Sect. 3. Conclusions are
drawn in Sect. 4.



A Method for Design of Hardware Emulators 321

2 A New Method of Digital Processing of Real Numbers
in Modeling the Nonlinear Dynamics

In this section a method of efficient and accurate processing of real numbers
within the matrix state equation will be presented. This method combines the
advantages of two different standards used to binary representation of real num-
bers, i.e. fixed-point and floating-point notation. It allows us to achieve the high
processing performance and high precision, at the same time offering a wide
range of numbers.

2.1 Analysis of the Issue of the Digital Processing of Real Numbers
in the Matrix State Equation

In order to analyze the problem, let us see equations of the dynamics of an
exemplary electromechanical system with PMSM motor written in a matrix
form. Such a system is commonly used in industrial applications. Having a reli-
able emulation of such a system brings great benefit, because (according to what
was said in the introduction) it allows us to perform any tests based on the HIL
methodology in a safe manner. Model of such an electromechanical system model
is widely known and used in many works, including work [37].

However, for the purpose of analysis in this paper we consider the slightly
upgraded model that is able to represent the phenomena in electromechanical
system more accurately. The new description takes into account a number of
nonlinear phenomena in the magnetic circuit of the motor. In particular, it is
possible to recreate non-linear influence of the electric current and the angular
position of the rotor shaft of the motor windings and the inductance of the
magnetic induction, i.e. Ld = Ld (id, θ), Lq = Lq (iq, θ) and λm = λm (iq, θ) in
a manner compatible with non-linear dependencies outlined in the papers [18,
24,38]. Forms of state variables vector and input vector are represented by the
Formula (2).

x =
[
id iq ω θ

]T ; u =
[
ud uq TL

]T (2)

While the system matrix Ad (x (k)) and input matrix Bd (x (k)) have the fol-
lowing form:

Ad (k) =

⎡

⎢
⎢
⎣

av
11 0 av

13 0
0 av

22 av
23 0

0 av
32 a33 0

0 0 a43 a44

⎤

⎥
⎥
⎦ , Bd (k) =

⎡

⎢
⎢
⎣

bv
11 0 0
0 bv

22 0
0 0 b33
0 0 0

⎤

⎥
⎥
⎦ . (3)

The coefficients of these matrices that have been marked with a superscript
“v” are dependent on the values of several state variables, which form a vector
of state variables x. In accordance with the used model these coefficients have
the following form: av

11 = 1−TS
R

Ld(id,θ) , av
13 = TS

Lq(iq,θ)
Ld(id,θ) iq, av

22 = 1−TS
R

Lq(iq,θ) ,
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av
23 = −TS

(
Ld(id,θ)
Lq(iq,θ) id − λm

Lq(iq,θ)

)
, av

32 = 1.5TSP 2 λm+(Ld(id,θ)−Lq(iq,θ))id
J , bv

11 =
Ts

Ld(id,θ) , bv
22 = Ts

Lq(iq,θ) . The remainder of the non zero coefficients has a constant
value: a33 = 1 − TS

F
J , a43 = TS ; a44 = 1, b33 = −TS

P
J , where R, Ld, Lq, λm, F

represent fixed or variable parameters of the modeled electromechanical system.
It should be noted that in the general case an analytical formula describing

the dependence of the coefficients of the matrix Ad and Bd of the vector of state
variables has a complex form, unsuitable for processing in real-time, or such a
formula is not known [18,24,38]. In many cases, these data can only be pro-
vided in the form of tables of data obtained from simulations or measurements.
As a result, the use of non-linear approximation of the matrix coefficients is
advantageous in terms of computational complexity and memory usage of digi-
tal controllers. As mentioned previously, this can be done, for example, according
to certain methods of artificial intelligence. Such an approach was described, for
example in papers [4–8], where it was also demonstrated that it offers the good
accuracy of nonlinear dynamics modeling. In the next section we describe the
method allows us for the efficient hardware implementation of described solu-
tions.

Using the solution described in the above mentioned works, it was proposed
that the matrix coefficients were generated by the intelligent systems. For their
representation a widely known feature of artificial neural networks and fuzzy
systems has been used. This is the ability to work as a universal approximator
of any continuous, nonlinear relationships. Wherein, from the standpoint of the
described implementation method it is not important to know the exact form of
these approximated relationships. Some methods that can be used to determine
these dependencies can be found, for example in papers [2,3,19–21]. Methods
described in cited references are based on so called operating points, that affect
the dynamics of the modeled object. Generally speaking, the determination of the
main features of dynamics is used in various practical applications, for example in
a verification of a handwritten signature [14,48–51]. As shown in [36] to identify
the main features of the modeled object, i.e. its operating points, the radial
basis-function type of HRBF are well suited. The issue of appropriate determine
the operating points of the modeled object goes beyond this study and will not
be analyzed in the current work. However, in order to determine the degree of
complexity of the problem, it is important to specify the number of signals on
which the given value depends. Therefore, it will be presented some guidance on
which it will be possible to estimate the efficiency of the proposed solution used
for the modeling of nonlinear dynamical systems.

It can be readily estimated as described in the work [37] that a non-zero
coefficients of system and the input matrices are in the range of 〈TS . . . 1〉. In line
with the methodology of this study it is necessary to use time step in the model at
level of TS ∼ 1−10µs. Therefore, it must be assumed that the smallest absolute
value of matrix coefficients are at the level of 1 · 10−6. Furthermore, given some
rough estimation we can assume that we expect from the binary representation
of such elements mapping accuracy at a level not worse than 1% of their true
value. These requirements can be achieved by choosing an appropriate scale and
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the number of bits of binary word used for fixed-point representation of the real
numbers. In our case it was used a 32-bit binary word in the fixed-point format
S:3.28, i.e. one bit for the sign, 3-bits for the value of the integer part and 28
bits for the fractional part.

It should be noted that the format of the fixed-point binary representation
of real numbers in comparison to the corresponding 32-bit floating-point format
has a significant advantages. First, it is much easier to implement in FPGA
technology, and therefore have a much greater performance and a lower con-
sumption of hardware resources. Secondly, it offers higher accuracy. While the
first of these advantages seems obvious, the second requires some explanation.
It is generally known that floating-point numbers are commonly used in modern
computer systems because they offer a relatively good accuracy both for coding
the numbers of very small and very large absolute value. This is due to the pos-
sibilities offered by automatically adjusting the scale to the current value of the
absolute numbers. This is realized based on the separation of 8 bits (in the case
of 32-bit standard called single precision) to represent the value of the exponent.
The remaining bits are used to store the sign (1-bit) and 23-bit mantissa, which
represents appropriately scaled absolute value of the real number.

Automatic scaling used in the floating-point notation allows us for a fairly
broad and dynamically matched range of variation of coded real numbers. Unfor-
tunately, the adverse effect of this method is greatly reduced the number of bits
allocated to the storage of significant digits representing the real number. Com-
pared to the fixed-point notation, in which all the 32-bit binary word is used
to store significant digits, the 32-bit floating-point standard is characterized by
poorer precision of real numbers representation. In some situations, particularly
in the modeling algorithm with a very small time step TS , resolution offered by
floating-point single precision representation may be insufficient. On the other
hand, the use of precise enough 64-bit (i.e. double precision) floating-point stan-
dard would require a much more efficient digital system and could prove to be
economically unreasonable.

2.2 The New Architecture of the Arithmetic Unit

In this paper we propose a new approach based on the use of fixed-comma encod-
ing of real numbers and specially organized method of scaling. As mentioned ear-
lier, this approach combines the advantages of fixed-and floating-comma encod-
ing of real numbers.

In the classical approach, scaling real numbers, stored in binary floating-point
occurs based on their current absolute value. Scaling is done automatically during
the processing of the numbers by the arithmetic [31]. This approach brings the
advantage that the scale is automatically adjusted to the current value of the
absolute number of processed without involving a programmer creating code.
However, the main drawback of this method is the large complexity and the
relatively low performance of floating-point arithmetic unit as compared to fixed-
point units.
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Fig. 2. Classical (a) and the proposed new (b) methodology for processing real numbers
in digital systems.

In this paper we propose a new architecture of the arithmetic unit, developed
to achieve high processing performance of real numbers. This unit, as opposed
to either floating-point unit, is not provided with any mechanism for detect-
ing the current absolute value of processed numbers and the automatic scaling.
The role of determining the appropriate exponent takes compiler, which equips
each arithmetic instruction with additional information on the arbitrarily allo-
cated scale for the numbers being processed at a given stage of the implemented
algorithm (Fig. 2).

In this method, information about the exponent values of the processed real
numbers is not stored in the binary code. In return, this information is transmit-
ted in a binary code of executed arithmetic instructions. As a result, more bits
(31 compared to 23) is used to represent the significant digits of processed real
number, thereby increasing its accuracy. However, it should be noted that the
binary word representing the arithmetic instructions (i.e. operation code) of the
executed computer program has to be extended. It should be clear that in the
case of realization of repetitive arithmetic operations on large amounts of the
same type of data, such solution brings significant benefits. These conditions are
satisfied, inter alia, for the implementation of operations’ matrix used to model
the dynamic objects with the use of state variables technique.

As explained above, scaling procedure based on the method shown in Fig. 2
is not dependent on the current absolute value of the processed numbers. Scaling
is based only on arbitrarily assigned range (to each processed arguments) at a
given stage of the algorithm. This is due to the fact that, as shown in the previous
section, during the implementation of operations’ matrix, it is possible to plan
the appropriate ranges for the processed number at a given stage of processing
algorithm. This is done by the so-called worst case analysis. The ranges for each
stage of the algorithm should be selected to be narrow to ensure the highest
accuracy. On the other hand, ranges should be wide enough to not become
overrun due to overflow of binary word at a given stage of the algorithm. At each
stage of processing, all the numbers have statically assigned scale (i.e. value of
the exponent). On this basis the compiler equips a binary code of each arithmetic
instruction in the relevant information about the scales of the arguments and
the required scale of the result of the executed operation.

Three most important features of the proposed processing algorithm of
the real numbers are: significant simplification of the unit used to performing
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arithmetic operations, processing performance increasing and raising the effec-
tive resolution of processed numbers.

An additional and important feature of this system is that the information
about the scale of processed numbers need not be stored in the form of 8-bit
exponents but it can be successfully replaced by a much reduced information. In
the sample application analyzed in this study (modeling electromechanical sys-
tem) found that use of only two arbitrarily established exponents of real numbers
is sufficient. Of course, in the case of modeling other objects it may be required
a larger number ranges of used fixed-point arithmetic. In this case, the struc-
ture of a scalable arithmetic unit should be slightly expanded. In the analyzed
example the format S:3.28 (low range, LR) was used to encode the coefficients of
the matrix. This fixed scale corresponds to the floating point notation with the
relative value of the exponent equal to +3. On the other hand different binary
format, i.e. S:12.19 (high range, HR), was used to storage the vectors of state
variables and input values. In turn, this fixed scale corresponds to the float-
ing point notation with the relative value of the exponent equal to +12. These
arbitrarily assigned scales are consistent with the calculations presented in the
work [37].

The algorithm of the hardware implementation of the state equations is based
primarily on the realization of the matrix by vector multiplication according to
Eq. (1). In addition, it is necessary to perform a regular update of the matri-
ces coefficients. For efficient and accurate implementation of these operations,
as well as for immunization for unusual situations (for example, characterized
by an increase in the processed numbers value outside the expected ranges)
two solutions were applied. First, in order to achieve the precise execution of
the operation type multiply and accumulate (MAC) a dedicated accumulation
register was used. While processed arguments are represented by 32-bit words
the accumulation register use 48-bits to store the intermediate results. In this
way both the range and the resolution of processed numbers have increased. Sec-
ondly, the above mentioned MAC unit was equipped with saturation mechanism,
in order to prevent dangerous effects of a possible overflow of numbers in binary
notation. These two techniques are derived from solutions commonly employed
in fixed-point digital signal processors which is an additional confirmation of
their high relevance.

Fig. 3. The hardware implementation of the multiply and accumulate arithmetic unit.
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Figure 3 shows how the FIXP MAC block was realized which is the basic
unit used to processing real numbers in the proposed solution. On the left side is
visible fixed-point unit carrying out the operation of multiplication of numbers
witch scaling the result. Scaling arithmetic operation applies in the present case
only to the scaling operation has comma-multiplying two numbers implemented
in the MAC. According to what has been said before, scaling is made based
on 3-bit vector SCALE[2..0] taken from a fragment of binary code that defines
performed arithmetic operations. Two bits define the scale of the two arguments
and the third bit defines the scale of the result. According to this methodology,
the value of the three bits of scale vector SCALE [2..0] defines how the 48-bit
result is selected from a wider, i.e. 64-bit fixed-point output in multiplying unit
(FP MULTIPLIER 1) shown on the left side of Fig. 3.

The middle part of the Fig. 3 contains a 48-bit adder unit and a corre-
sponding accumulation register. On the right side there is a block of saturation,
which detailed construction for clarity of presentation is not shown in the figure.
Applied saturation mechanism detects any over-range of the binary word. In
this case, the result is set to the proper limit and it is generated information
corresponding to the control unit.

It should be noted that the description of the scaling process presented above
relates only to the MAC unit. Although, a similar procedure could be used
to implement other basic arithmetic operations such as addition, subtraction,
or division, however, in the case of the described implementation of a system
for modeling of non-linear dynamics such operations appear to be unnecessary.
All necessary mathematical operations (including addition) are performed as
previously described by the MAC and by other arithmetic units, which will be
described later in this work.

2.3 Super-Scalar Architecture for Efficient Digital Processing of
Real Numbers in the Matrix State Equation

Based on the arithmetic unit presented in the previous section, this chapter pro-
poses a super-scalar architecture of the digital processing unit. This architecture
is well suited to the efficient processing of data stored in the form of a matrix
equation and to update the matrix coefficients in real-time.

Fuzzy system was used to model the matrix coefficients used in Eq. (1). As
shown in the work [36] for some kind of fuzzy systems, i.e. if we are dealing
with a Gaussian input fuzzy sets with the product as the T-norms, the degree
of activity of the fuzzy rule is possible by performing a series of operations such
as MAC and one operation of determining the value of the exponential function.
In turn, the defuzzyfication type of COGS needs, in addition to the operation
of the type as mentioned above, an arithmetic division of real numbers, which
can be done by multiplying the nominator by the inverse of the denominator.
These actions are relatively easy to implement on FPGAs, they are carried at
high speed and consume relatively small hardware resources.

The corresponding arithmetic unit (AU) suitable for performing such opera-
tions is shown in Fig. 4. It consists of three blocks: described earlier (Fig. 3) block
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FIXP MAC, units of FIX 03 12 GAUSS defining the value of the Gaussian func-
tion and block FIXP 03 12 RECIPR calculating the arithmetic inverse of the
real number.

Block FIX 03 12 GAUSS is based on a simple lookup table method, in which
values of Gaussian function are stored in the ROM memory. The memory is
organized as 1024 words each with a width of 18-bits, which seems sufficient to
store the value of the activation function of fuzzy sets. It should be noted that
the resulting 18-bit resolution of stored values and 10-bit resolution of input
domain is larger than the corresponding values (6–8 bits) declared in many
other publications, eg. [1,39] what should be considered an advantage. The last
processing block, i.e. the FIXP 03 12 RECIPR is constructed as described in the
work [36] and offers a resolution similar to the resolution of the block described
earlier.

According to the above-described requirements and based on the previously
presented in Fig. 4 basic block of the arithmetic unit, in the following part of the
paper it is proposed a hardware method for parallel data processing of matrix
state Eq. (1). The general idea of this method is shown in Fig. 5. This method is
based on the simultaneous operation of P specialized fixed-point, scalar arith-
metic units (AU#1... AU#P). In accordance with generally accepted nomencla-
ture architecture such architecture is called a super-scalar.

This system executes the program code which is defined by sequential com-
mands. Each of the commands is defined by a 256-bits binary word using tech-
nology called very long instruction word (VLIW) [33]. Each long word consists
of P control word CW#1... CW#P , one for each arithmetic unit. Each of the
arithmetic units has unrestricted and concurrent with the other units access to

Fig. 4. The internal structure of the proposed arithmetic unit (AU).

Fig. 5. The general idea of the proposed super-scalar processing system.
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read any two registers from the group consisting of S general purpose registers.
At the same time, each of these units has unlimited and concurrent with other
units access to write any single register from this set. The individual registers
perform the function assigned to them by the user. In particular, some of them
are statically assigned to store coefficients of the vector x (k) or u (k). Other
registers are dynamically used to store temporary values, including the coeffi-
cients of the matrices. In addition, the user code using the selected unit AU
can substitute any constant numbers to any register, if this is necessary for the
implementation of the algorithm.

The order of execution of the various arithmetic is not imposed by the archi-
tecture shown in Fig. 5. However, it is important, what is characteristic of the
VLIW architecture, the order must be properly designed (by the programmer
or automatically) in such a way that the required algorithm was implemented
not only properly but also as fast as possible. In the case of implementation of
the model with the same level of complexity as analyzed in this paper, the task
can be successfully accomplished by man. However, for the modeling of more
complex systems it is advisable to use an automatic procedure for designing an
optimal code. This problem is not described in this paper and will be the subject
of further study of the authors.

According to the calculations contained in the work [36] concerning described
there serial method of data processing, to determine the output value of HRBF
structure with N inputs and M radial sets, it is necessary the following number
of clock cycles

cmax
s = 2M · cr + 2, (4)

where cr is the number of cycles needed to determine the value of the activation
degree a single radial set.

The above calculations are based on the fact that the operation of deter-
mining the single output value of the HRBF structure, with using the COGS
defuzzification method requires: M cycles for the weighted sum necessary to
determine the value of the nominator, the same number of cycles the denomina-
tor, one cycle to determine the arithmetic inverse of the denominator and finally
of one cycle to perform multiplication of the nominator by the inverse of the
denominator. While the process of determining the activation degree value of a
single radial function requires: one cycle for initialization of registers, N cycles
for multiplications, 2N cycles for MAC operations and one cycle for determin-
ing the value of the exponent. The total number of clock cycles required for this
purpose can be calculated as follows tr = 1 + 3N + 1. In each single cycle in
each AU block is performed one MAC operation, one exponential function or one
arithmetic inverse of a real number in accordance with the functionality of the
AU shown in Fig. 4. Because of the aforementioned calculations are executed in
a serial manner, the value determined by Formula (4) is the upper limit of clock
cycles needed to determine output value of HRBF system.

In the literature it is also presented in parallel different approaches that can
be used to implement this type of operation. For example, in the work [32]
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parallel architecture is used for calculation of convolution. In the cited work it
was assumed that in the used structure of the FPGA is available a sufficient num-
ber of resources, and all required by the implemented algorithm multiplication
operations (i.e. N) can be performed in parallel in one cycle. While the accu-
mulation of the particular multiplication results occurs in pairs, in subsequent
log2 (2N) cycles. Implementation of the calculation in such a way, however, has
its major drawback. Namely, requires a very large amount of hardware resources,
in particular fixed-point adders and multipliers.

By analogy to the above described method for determining the convolution
function to determine the value of the activation degree of a single radial-basis
function it is required 3N fixed-point multipliers. This is due to the fact that this
action requires three operations of multiplication [36] for each input affecting the
value of the function. On the other hand, it is easy to check the required num-
ber of adders is 2(N−1) − 1. Such a significant utilization of hardware resources
disqualify, in many practical applications, the described method of parallel cal-
culations.

In the remainder part of the work a mixed approach will be presented. It is
based on the serial realization of the process of determining the activation degree
of a radial set. By contrast, the different individual radial sets are processed in
parallel by a fully independent arithmetic unit. In case if there is available a
sufficient number of independent AUs, by analogy with the calculations presented
in the paper [32], it is possible to determine the values of a single output HRBF
system with the following number of clock cycles:

cmin
s = log2 (M) + cr + 2. (5)

It seems that the approach described by the Formula (5) is a reasonable
compromise between the obtainable accuracy and speed. However, the actual
number of clock cycles required will be limited by the number (P ) available AU
blocks, the number and complexity of the processed fuzzy structures. It will also
depend on the “quality” of the VLIW code, which will be periodically executed
by the described super-scalar system. Therefore, the actual number of cycles will
be housed somewhere in the range of cs ∈ 〈cmin

s . . . cmax
s 〉.

The rest of the work will present the obtained implementation results of an
exemplary system, i.e. simulator of the electromechanical system described in
the previous section. For clarity of presentation te details of implementation will
not be presented, but only primary and most important features of this method.

3 Implementation Results

In our investigation it was considered a problem of hardware implementation of
main functional blocks of the emulator. According to the description presented
in the previous sections this task consists of determining the values of matrices
coefficients (Fig. 1) and the matrix multiplication (1).

As it has been previously shown, selected coefficients of matrices AD and BD

are non-linearly dependent on the value of the vector of state variables x. It is
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assumed that they can be approximated by a properly designed fuzzy structure.
In the present work, due to the limitation of its volume, the parameters of the
fuzzy structure and the method used for the learning will not be analyzed in
detail. It will only be roughly estimated the complexity of appropriate structures,
which are based on the of HRBF method. On this basis it will be determined
the approximate computing performance of the proposed method. Thus it can
be evaluated the usefulness of the proposed method to realization of simulators
working in real-time and which is suitable for use in systems such as RHIL.

After analyzing the form of the modeled coefficients it was noted that two of
them (av

11, b
v
11) are simply dependent on nonlinear function TS

Ld(id,θ) . Two others
(av

22, b
v
22) depend in a simple way from the TS

Lq(iq,θ) . In contrast, the dependence of
the other three coefficients (av

13, av
23, av

32) does not depend simply on these values
and must be expressed as unknown function of the following signals (id, iq, θ).

Accordingly, it is necessary to apply three fuzzy type structures HRBF [36]
employed as a nonlinear function approximators. The first two structures (FS1
and FS2) are designed to generate a single output value based on the two inputs.
The third structure (FS3) generates a single output value based on the three
inputs.

Further calculations were based on some estimate of assumptions that do
not limit the universality of this method. It was assumed that to ensure the
accuracy of approximation, structures named FS1 and FS2 should be built with
four hyper-radial-basis-functions each. While, the structure named FS3 should
be built with eight hyper-radial-basis-functions. Of course, these values can be
adjusted at the learning process so as to ensure the required accuracy with a
minimum of complexity.

The experiment concerning the implementation of the described structures
has been completed on the Spartan FPGA from Xilinx XC6SLX45-3C by Means
of Altium Designer and Xilinx ISE software. The device used for the experiment
comes from the low-end family of a wide range of programmable devices man-
ufactured by Xilinx. Positive results of the implementation obtained with this
type of FPGA devices confirm the high usefulness of the used method. As men-
tioned in the introduction, by using the aforementioned solution it is possible to
realize emulation system HIL in application areas in which the economic aspect
is important.

Experimentally built super-scalar computing system consists of a P = 8 AU
blocks and S = 32 general purpose registers. The timing analysis shows that
the exemplary system in the FPGA device is able to work with maximal clock
frequency of 32.4 MHz. The actual clock frequency was set to fF = 25.0 MHz
which is equivalent to a clock cycle length equal to TF = 40ns.

The structure of AUs used FS1#1 and AU#2 to determine the values of
the activation function of their four radial sets. As stated earlier, this structure
is built on the basis of four radial sets. The output value of each radial set is
determined by one unit AU. To determine the output value of the whole FS1
structure are thus required two successive iterations. Each iteration requires a
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cr cycles of the system clock. The second structure, i.e. the FS2 uses the blocks
AU#3 and AU#4 in an analogous manner.

The structure FS3 uses the remaining four blocks, i.e. AU#5..AU#8. Also
in this case, two iterations are needed to determine the value of the activation
function of eight fuzzy four AUs. Therefore, using all eight AUs, the number of
cycles required to determine the value of the activation function of radial sets
used by all three systems HRBF is c∗

r = 2cr. With the largest number of inputs
N = 3 occurring in the FS3 system, it gives a value of c∗

r = 16 clock cycles.
In the following steps, according to the description given in the work [36] the

operations necessary in defuzzification process are executed. It proposed for this
purpose a fairly simple solution. It do not guarantee top performance, however,
is relatively easy to design. As mentioned in the previous section, the issue of
the creation of the optimal code for super-scalar processing unit is a separate
issue and will not be analyzed here.

In the experiment three pairs of AUs were used, one pair for each fuzzy
system. The first three units, working in the mode MAC, calculate the weighted
sum used to determine the nominator used in then COGS defuzzification method.
The three remaining AU blocks accumulate of denominators for this operation.
With so designed algorithm it is possible the parallel execution of this part of the
calculation. The number of cycles needed to determine the output of all three
fuzzy systems (FS1, FS2 and FS3) by analogy to the Formula (4) is equal to
cs = M + c∗

r + 2 = 8 + 16 + 2 = 26 clock cycles.
As described in the initial part of this chapter, the output fuzzy systems are

used to determine the seven coefficients (av
11, a

v
22, a

v
23, a

v
32, b

v
11, b

v
22) of the matrices

in accordance with the general idea shown in Fig. 1. This simple task is performed
by only a few activities such multiply-and-accumulate performed as described
coefficients shown in the beginning of the chapter. Based on eight AUs, all of
these operations are performed in parallel. It takes only four ticks of the clock,
i.e. c2 = 4.

After determining the coefficients of the matrices, the next operation is car-
ried out. It is a matrix multiplication by a vector according to Eq. (1). Four AUs
are used for this purpose, each for determining a weighted sum of the four rows
of a matrix equation. Ad and Bd (3) are sparse matrices, so appropriate algo-
rithm is used, wherein the zero coefficients of a matrix are omitted. The number
of cycles required to perform this action in the described case takes only c3 = 4
clock ticks, including the one to initiate the registers.

In summary, the total number of clock cycles required to carry out single-step
of modeling method is equal to

ctotal = cs + c2 + c3 = 26 + 4 + 4 = 34. (6)

Thus, the code executed by a super-scalar unit (Fig. 5) consists of Q = ctotal

of VLIW instructions executed sequentially. Thus, this allows us to obtain the
minimum value for the step of real-time simulation at level TS ≥ ctotal ∗ Tf =
1.36µs. Thus, it is possible implementation of fairly reliable emulator even in
the case of simulations of strongly nonlinear dynamics.
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Table 1. The FPGA resource usage of the super-scalar processing system.

Hardware resource name DSP48A1 Registers RAMB16B LUTs

Used/available
(percentage usage)

40/58
(68%)

3770/54576
(6%)

72/116
(62%)

16760/27288
(61%)

Obtaining such a low time step for matrix equation with variable coefficients
confirms the high usefulness of the method described for the implementation
of real-time simulators for the entire class of similar problems. In addition, it
should be noted that the described method is highly scalable and can be applied
even to perform much more complex models. Obviously, in this case, it may be
necessary extension of the time step of the simulation. When the extension of
the time step is not acceptable, it is necessary to use the FPGA with a larger
number of resources and the expansion of the emulator with further arithmetic
unit AU according to the idea shown in Fig. 5.

As a result of the carried out experiment it was determined also use the
hardware resources of the FPGA shown in Table 1. As it can be seen, it was
possible to realize this system at a reasonable utilization of hardware resources
of the programmable unit. In the FPGA it was implemented the main block of
the emulator (Fig. 5) and an universal 32-bit RISC soft-core processor named
TSK3000A, supported by the Altium Designer environment. The purpose of
this processor was to manage the process of real-time simulation and an opera-
tor interface. Moreover, as described in the work [35] a real-time Ethernet was
intended to act as the I/O interface of the emulator.

4 Summary

This paper describes the modeling method of nonlinear dynamical systems, using
the matrix equation with variable coefficients. To determine the changing values
of the coefficients it was used a HRBF type structure working as a nonlinear
approximator. The described approach enables the simulator to reproducing the
behavior of non-linear objects with greater fidelity than in the case of using
model with constant or switchable coefficients.

It should also be noted that the described method of determining the matrix
coefficients is not only suitable for modeling the nonlinear dynamics. It can also
be used to implement complex control systems, for example, working on the
basis of direct feedback from the state with gain scheduling (see e.g. [30]).

The most important element proposed in this paper is a new method of
processing real numbers in digital systems. As shown in the analyzed example,
it allows the implementation on FPGA with modest parameters (i.e. low end)
running in real-time simulation of nonlinear dynamics.

Based on the presented modeling technique and method of processing real
numbers, it was also proposed a super-scalar architecture of a digital processing
unit operated based on the VLIW methodology.
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For such a comprehensive approach in the paper the results of implementa-
tion was presented, which confirm its high performance. The proposed approach
makes the practical implementation of the emulator for hardware-in-the-loop
systems not only easier but also cheaper.
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2. Bartczuk, �L., Dziwiński, P., Starczewski, J.T.: A new method for dealing with
unbalanced linguistic term set. In: Rutkowski, L., Korytkowski, M., Scherer, R.,
Tadeusiewicz, R., Zadeh, L.A., Zurada, J.M. (eds.) ICAISC 2012. LNCS, vol. 7267,
pp. 207–212. Springer, Heidelberg (2012). doi:10.1007/978-3-642-29347-4 24
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14. Cpa�lka, K., Zalasiński, M., Rutkowski, L.: A new algorithm for identity verification
based on the analysis of a handwritten dynamic signature. Appl. Soft Comput. 43,
47–56 (2016)

15. Cpa�lka, K.: Design of Interpretable Fuzzy Systems. Springer (2017)
16. Duda, P., Hayashi, Y., Jaworski, M.: On the strong convergence of the orthogo-

nal series-type kernel regression neural networks in a non-stationary environment.
In: Rutkowski, L., Korytkowski, M., Scherer, R., Tadeusiewicz, R., Zadeh, L.A.,
Zurada, J.M. (eds.) ICAISC 2012. LNCS, vol. 7267, pp. 47–54. Springer, Heidelberg
(2012). doi:10.1007/978-3-642-29347-4 6

17. Er, M.J., Duda, P.: On the weak convergence of the orthogonal series-type kernel
regresion neural networks in a non-stationary environment. In: Wyrzykowski, R.,
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Abstract. In [15] the authors proposed an iterative learning algorithm
for searching for optimal control of linear dynamic systems. This algo-
rithm has been preliminary tested on the laser power control for the
cladding process. The aim of this paper is to present a case study of a
similar algorithm when applied to control Z-axis of a gantry robot. The
original algorithm from [15] has to be modified in order to cover the
case when the tracking signal is the output of the system instead of its
whole state, as in [15]. The obtained results indicate a fast rate of con-
vergence of the learning algorithm. One can also observe how learning of
the shapes of the optimal input and output signals are convergent.

Keywords: Iterative learning control · Gantry robot · Testing · Camera
in the loop

1 Introduction

This paper deals with iterative learning control, which has been intensive area of
research over the last two decades. We refer the reader to [3,7], [1,10,11,18,19]
for survey papers and to [2,4,6,8,9,13,14,20] for recent papers on the iterative
learning control (ILC) that are related to our paper.

The aim of this paper is to test the iterative learning of an optimal control
(ILOC) algorithm that was proposed in [15], using the well known example
of gantry robot. This example has been used in so many papers on iterative
learning control (ILC) that it can be considered as a benchmark example (see,
e.g., [5,17]).

For the same reason its very accurate mathematical model is known and we
can use it safely for comparisons without having access to its hardware realisa-
tion. We shall consider learning in a functional space, but we shall also compare
our results – after sampling – with those obtained for discrete time models.

The paper is organized as follows:

– we summarize the iterative learning control algorithm from [15], together
with a modification that allows to track a reference signal by the output
signal instead of formulating the tracking problem in the state space,

– then, a short description of the gantry model for Z-axis is provided and we
discuss the methodology of simulations,

c© Springer International Publishing AG 2017
L. Rutkowski et al. (Eds.): ICAISC 2017, Part II, LNAI 10246, pp. 337–346, 2017.
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– finally, we provide the results of simualtions and discuss possible improve-
ments by using a camera in the control loop.

2 Problem Statement and ILOC Algorithm

In this section we recall the problem statement and ILOC algorithm from [15]
– with some modifications. These modifications are necessary, because in the
gantry robot case it is customary to set requirements on the system output,
instead of on the system state.

2.1 Problem Statement

The same dynamic system is run many times at a finite time interval of the
length T > 0. Each run is called a pass and it starts from the same initial
conditions. It is convenient to consider the time variable t as changing from 0 to
T and to add a pass number n to the vector of state variables. In other words, we
model the system states as xn(t) ∈ Rd, t ∈ (0, T ), n = 1, 2, . . .. The initial pass
profile x0(t), t ∈ (0, T ) is assumed to be given, as well as the initial condition
xn(0) = x0. Notice that we must also have: x0(0) = x0. For n-th pass the system
states evolve as follows: by

ẋn(t) = Axn(t) + b un(t), t ∈ (0, T ), xn(0) = x0, (1)

where a control signal along n-th pass is denoted by un(t), t ∈ [0, T ] and – for
simplicity of formulas – it is assumed to be a real valued function from L2(0, T )
space that is multiplied by vector d × 1 vector b of amplifications. A denotes
d × d matrix, which is also given.

In this paper the system description is extended by the following state-output
relationship:

yn(t) = ctr xn(t), t ∈ (0, T ), n = 0, 1 2, . . . , (2)

where c ∈ Rd is the given column vector, while yn(t) is n-th profile of the system
output. We consider only a scalar output signal, since it suffices for the purposes
of our case study.

The problem is to find a sequence of control signals ŭn(.) and the correspond-
ing sequences of the system states x̆n(.) as well as outputs yn(.) such that they
are convergent – in L2(0, T ) norms – to control signal ŭ(.) ∈ L2(0, T ) and the
corresponding state x̆(.), t ∈ (0, T ) and output y̆((.) for which the following cost
functional J̆(u) attains its minimum:

J̆(u) =
∫ T

0

[
1
2

(yref (t) − ctr x(t))2 + δ u2(t)
]

dt, (3)

where yref is a known reference signal, while δ > 0 is a weighting factor, while
x(t) ∈ Rd is linked with u(t) by the following equations:

ẋ(t) = Ax(t) + b u(t), t ∈ (0, T ), x(0) = x0. (4)
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Notice that A and b in (4) are the same as in (1).
The difference between the above problem statement and the one considered

in [15] is in the control quality criterion, which in [15] had the following form:

J(u) =
∫ T

0

[
1
2

||xref (t) − x(t||2d + δ u2(t)
]

dt, (5)

where ||.|| is the Euclidean norm in Rd and also the reference trajectory xref (t)
is defined in Rd. Clearly, (3) is less restrictive than (5), because it forces to track
the reference signal in the space that has a smaller dimension.

2.2 Iterative Learning Algorithm

The proposed algorithm for iterative learning of optimal control has the following
form:

Step 0: Select a starting control signal ŭ0(t), t ∈ (0, T ) and η > 0 – the para-
meter in the stopping condition. Set the pass number n = 0.

Step 1: Calculate the Frechet derivative F̆n(t) of the control quality criterion
as follows:

F̆n(t)=
(
2 δ ŭn(t) + btr ψ̆n(t)

)
, (6)

where ψ̆n(t) is obtained by solving the following set of differential equations:

˙̆
ψn(t) = −Atr ψ̆n(t) + c (yref (t) − ctr x̆n(t)), t ∈ (0, T ), ψn(T ) = 0.

˙̆xn(t) = A x̆n(t) + b, ŭn(t)), t ∈ (0, T ), xn(T ) = x0. (7)

Step 2: Update the control signal according to the following rule:

ŭn+1(t) = ŭn(t) − γ F̆n(t), t ∈ [0, T ]. (8)

Step 3: If maxt∈[0, T ] |F̆n(t)| < η, then STOP (ŭn(t) is a sufficiently accurate
approximation to ŭ(t). Otherwise, set n := n + 1 and go to Step 1.

Several remarks are in order concerning the above learning procedure.

Remark 1. For r > 0 and for sufficiently small γ > 0 the convergence of the
above algorithm – with a constant step size – can be proved, since we have a linear
model and quadratic criterion, but this is outside the scope of this paper (see [16]
for the proof and [12], Sect. 3.1, for the discussion of the Wolfe conditions in a
finite dimensional case).

Remark 2. The formula for calculating the Frechet derivative (6) formally looks
like Fn(t) in [15], but this time the adjoint variables ψ̆n(.) are calculated using
the system output error instead of the state tracking error.

Remark 3. In our case study we take advantage of the fact that we have x̆n(t)
available during simulations. Notice that in practice the state variables x̆n(t) are
not always accessible and one has to use a state observer.
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Fig. 1. The outline of the gantry robot performance.

3 Gantry Robot Models

The well known gantry robot (see Fig. 1) takes a can from position a and moves
it along a specified trajectory in 3D space, puts it at a prescribed place (position
b) and moves back for the next can – along the trajectory marked as backward
arrow (see, e.g., [4,17] for a more detailed description). The possible role of a
camera will be explained at the end of the paper, because most of ILC procedures
work in the open loop and – for a fair comparison – we also consider the proposed
method mainly as operating in the open loop way.

3.1 Continuous Time Model

Mathematical models of the gantry robot are examined for many years. At
present the most accurate model, presented, e.g., in [17], has the form of three
transfer functions that are expressed in terms of the Laplace transform. These
transfer functions describe decoupled responses for each X, Y and Z axis of the
gantry for an input signal. The decoupled models means that we can consider
behavior of each axis separately. In our case study we concentrate on Z-axis only.

The following model has been identified for the gantry Z-axis (see [17])

Gz(s) =
15.8869(s + 850.3)

s(s2 + 707.6s + 3.377 × 105)
, (9)

where Gz(s) is the transfer function for Z-axis. The desired trajectory for this
axis is shown in Fig. 2 (left panel). It corresponds to moving a can from zero
level (position a in Fig. 1) up to the conveyer (position b in Fig. 1).

3.2 Discrete Time Model of the Gantry Z-Axis

As a discrete time model of the gantry Z-axis we shall use the same model as
in [17] in order to be able to compare the results of simulations. This model has
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Fig. 2. Left panel – plot of yref t) for Z-axis of the gantry robot – 3 passes. Right panel
– plots of two passes of yref t) and y200(t) for Z-axis of the gantry robot.

been obtained by constructing the minimal state space realization of Gz(s) and
then its discretization with the sampling rate 0.01 s. The state equations for n-th
pass at discrete time instant k are the following:

xk+1(n) = Ad xk(n) + Bd uk(n), k = 1, 2, . . . , x0(n) = x0 (10)

yk(n) = Cd xk(n), (11)

where xk(n) is the state vector of the gantry at Z-direction, while the matrices
Ad, Bd, Cd are defined as follows:

Ad =

⎛
⎜⎜⎝

0. 1. 0. 0.
0. 1. 1.0478 0.
0. 0. −0.003 1.
0. 0. −0.0008 −0.003

⎞
⎟⎟⎠ (12)

Bd = [0., 0., 0., 0.0313]tr (13)

Cd = [0.0001, 0.0122, 0.0117, 0.]tr (14)

In the simulations reported below, 200 samples and x0(n) = 0̄, n = 1, 2, . . . have
been used.

4 Results of Simulations and Comparisons

The following methodology of simulations has been applied.

– The ILOC algorithm has been applied to the gantry robot model with con-
tinuous time (c.t.). In fact, the simulations have been run using differential
equations solvers but on a very fine grid.

– Then, the resulting (approximately) optimal input signal has been disc-
tretized with the step size .01 s. and fed as the input of the discrete time model.
The reason for using such an approach is dictated by the fact that nowadays
controllers work in discrete time and it is useful to know how the system
would behave when the discretized version of the input signal is applied.
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During the simulations the following parameter values have been used:

– the weighting factor in the control quality criterion – δ = 10−7,
– the step size of ILOC algorithm – γ = 200,
– time horizon – T = 2
– starting point – u0(t) ≡ 0.

We have selected rather small δ = 10−7 in order to demonstrate tracking abilities
of the proposed approach. Selecting larger δ would results in a control signal
that is a compromise between the tracking accuracy and the energy of the input
signal. The fact that we have a linear system, the quadratic criterion and a
starting point relatively close to the optimal input signal, allow us to use a
relatively large constant step size γ = 200 (see also Remark 1). In other cases
it may be useful to use gradually decreasing step size γk > 0 such that the
following conditions hold: limk→∞ γk = 0 and

∑∞
k=1 γk = ∞, which are in the

spirit of stochastic approximation algorithms.
The ILOC algorithm has been stopped after 200 passes and the following

results have been obtained:

Tracking performance. In Fig. 2 (right panel) the reference signal is com-
pared with the Z-axis output. The difference is visible near the turn point of
the gantry. Notice however, that it is not too large. Indeed, the examination
of the plot in Fig. 3 shows that the largest tracking error is equal to 2 mm. It
can be reduced by allowing more energy usage for control, i.e., by reducing δ.
We emphasise that our goal is to minimize J , which consists of the tracking
error and the penalty for input signal energy. At the end of the paper we shall
comment on how one can obtain even better tracking performance,

Optimal input signal – c.t. case. The approximation of the optimal input
signal u200(t) is shown in Fig. 4 (left panel). The plot of the Frechet deriv-
ative in Fig. 3 (right panel) indicates that it is indeed near optimal signal
(max |F200(t)| = 1.5 · 10−5). In Fig. 4 (left panel) this signal is compared
to the signal that was used in [5] for control Z-axis of the gantry robot. As
one can notice, a general shape is similar, although our signal has a higher
amplitude, but it is smoother.

Sampled optimal input signal. Then, signal u200 was sampled with the rate
0.01 s. and fed as an input to the discrete time model (10). The resulting
tracking error between (11) and the reference signal is plotted in Fig. 4 (right
panel). The largest absolute difference is of the order 0.003.

Learning rate. The plot of J(un) in the log-scale versus the number of passes
(epochs of learning) is shown in Fig. 5 (left panel). It indicates that ILOC
attains the linear rate of convergence except for the several first passes at
which a large improvement of J(un) can be observed. In general, this learning
rate is faster than that of many ILC algorithms proposed so far.
Figure 5 (right panel) presents the mean squared error (MSE) of tracking
in subsequent passes. The rate of decreasing of MSE is slightly slower than
that in Fig. 5 (left panel) which means that the learning algorithm also puts
emphasis on decreasing the energy of the input signal.
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Learning the shape of the optimal input signal. In Fig. 7 (left panel) one
can follow how the ILOC algorithm learns the shape of the optimal input sig-
nal. These shapes in subsequent passes are stuck and then plotted as a 3D
plot. It is visible that the essential changes of shapes take place at the begin-
ning of the learning process (up to about the 50-th iteration). A more detailed
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Fig. 7. Evolution of the shape of the input signal (left panel) and of the output signal
(right panel).

description of the input signal shape at the beginning phase of learning can
be observed in Fig. 6, which shows that the shape changes of un are relatively
rapid from the initial passes up to pass 20 and then a fine tuning takes place
(passes between 20 and 200).

Learning the shape of the optimal output signal. By smoothing proper-
ties of the system itself, even faster convergence can be observed for the sys-
tem response – see the 3D plot in Fig. 7 (right panel). In general, the shape
learning by ILOC is satisfactory.

5 Camera in the Loop and Conclusions

Our simulations show that the ILOC algorithm has a relatively fast rate of learn-
ing. Furthermore, the resulting (approximately) optimal input signal provides a
sufficiently accurate output signal of the gantry robot grasper that tracks the
reference signal with the accuracy not worse than 2 mm. Notice that the sim-
ulations have been run in the open loop, i.e., the output signals have been cal-
culated using the mathematical model of the gantry. On the other hand, it is
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well known that the optimal input signal in the linear-quadratic problem can
also be obtained in the closed loop realization: ŭ(t) = K(t) (yref )(t) − ctr x̆(t),
where K(t) is a solution of the corresponding Riccati equation. Thus, also in
the case of iterative learning the following closed loop version can be applied
ŭn(t) = Kn(t) (yref )(t) − yn(t), where yn(t) is the system output. The funda-
mental difference between the open loop and closed loop realization is in that for
the closed loop realization we have to supply yn(t) from a real system. In our case
it is possible, when the gantry grasper trajectory is observed by a camera (see
Fig. 1) , which operates in the closed loop. Such a configuration of the control
loop has a potential to provide more accurate tracking, since it receives the true
system output that is free from model errors. It may happen that measurement
errors can reduce the benefits of the closed loop realization, but the detailed
research in this direction is outside the scope of this paper.
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Abstract. In this paper, we present a mathematical model of public
transport network, which can be used for generation of alternative routes
during crisis situations. It is based on a mixed graph, where decision
points are represented by vertices and track sections by edges. Route
and vehicle definitions are also provided. We determine the objective
function to select the most suitable route as well as the forbidden path
set which contains paths that cannot be executed in real networks. The
model definition is preceded by examples and analyses of different types
of crisis situations.

Keywords: Graph theory · Decision support · Robust traffic manage-
ment · Route planing · Public transport

1 Introduction

Traffic congestion in cities is constantly growing. At the same time, the level of
environmental awareness is becoming higher. Because of these two major fac-
tors, we can observe that the significance of public transport in our everyday
life is growing. This situation applies in particular to big agglomerations where
traffic systems are highly developed and based on different means of transport.
Crisis situations, which are usually caused by infrastructure conditions as well
as random factors, are a significant challenge for entities responsible for urban
transport management. In the most severe cases, the traffic on a section is inter-
rupted, and an intervention of a traffic controller, which consists of an emer-
gency disposition of vehicles, is necessary. Incorrect solution or lack of decisions
in this case may destabilize the entire system and as a consequence cause signif-
icant financial losses and affect the image of a transport company. The problem
of public transport continuity assurance was also taken into consideration by
European Commission [1] which remarked dangers related to disruption of
transport systems, giving as an example the eruption of Eyjafjallajökull volcano
in Iceland in April 2010.

The subject of this work is related to several independent studies, such as
road traffic analysis, graph theory and route planning. A similar approach is
c© Springer International Publishing AG 2017
L. Rutkowski et al. (Eds.): ICAISC 2017, Part II, LNAI 10246, pp. 347–356, 2017.
DOI: 10.1007/978-3-319-59060-8 31
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a robust route planning for passenger vehicles in city traffic [2] and its use in
real-time systems [3]. The vehicle routing problem based on tree search can
be used to generate optimal routes for vehicle drivers who need to reach their
customers [4]. One of the proposed solutions with respect to public transport is
a bus dispatching system based on stochastic processes [5]. Decision support sys-
tems for transportation purposes were also classified in a manner which includes
market planning, vehicle fleet management and schedule creation [6]. Another
related work presents a Petri Net based decision support system which can be
used in case of temporal railway track closures [7]. Problems of optimal tram
dispatching and scheduling in a depot were also discussed [8,9].

2 Overview of Crisis Situations in Urban Transport

According to the encyclopedic definition, the notion of public transport covers
a set of activities related to the movement of people which is publicly acces-
sible and performed using appropriate means. The basic means of transport
used in urban areas are buses, trolleybuses as well as rail vehicles which include
tramways, metro and commuter trains. In some cities, one can encounter traffic
lines based on cable, sea or inland water transport. An example of an alterna-
tive means of transport is the Gdynia funicular railway, built in 2015. Figure 1a
shows the track of the Gdynia funicular.

There are many factors that can negatively impact the functioning of urban
transport. Because of its specifics this type of transit is exposed to different kinds
of disruptions. The authors of [10] divide these crisis situations into four groups,
regarding the factor which triggers the event: the whole transport system, rolling
stock, infrastructure and human factor.

Regarding the scope of this work situations related to the whole transport
system were not considered. The focus was put on events which can be allocated
to groups 2–4 and which effect can be a temporal shutdown of a network section.
Events described above can cause significant difficulties for urban rail transport,
especially tramways which usually co-exist with road traffic. This situation is
caused by many factors which include: lack of possibility to bypass a car that
was broken down, small number of auxiliary tracks, dependency from road traffic
as well as from external power supply. An example of such situation was shown in
Fig. 1b, which presents the actions taken after the derailment of line 6 tramcar in
Katowice. In the right part of the picture, a technical car is visible. The derailed
section is lifted by the rail service using pneumatic cushions.

Rail vehicles and infrastructure producers are using various means which aim
to minimize potential effects of a crisis situation. They include bi-directional cars
as well as auxiliary batteries that enable to pass short distances during power
shutdowns. Another solution is a monorail car on rubber tyres, equipped with
a steering wheel and an auxiliary Diesel engine. These kind of vehicles are in
service in Caen (France) and can move independently in case of a crisis situation
[11]. Robust solutions used in infrastructure include mainly tracks separated
from road traffic. The continuity of power delivery is assured by the possibility
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(a) The Gdynia funicular. (b) Tramcar no. 804 after derailment.

Fig. 1. An alternative means of transport and an example of a crisis situation.

to supply energy of one section from different power stations. The number of
overhead line disruptions can be minimized by using compensated power line,
where wire tension is automatically controlled. In order to describe tramway
traffic, a notion of train is used. It can be explained as a car or set of cars that
is moving according to a defined timetable or according to the orders of a traffic
controller, on a determined route performing courses within a specific line or
off-schedule.

Tramway networks usually contain single track routes where alternation
occurs. The traffic on these tracks is controlled by the timetable, according to
which cars meet at determined passing loops or by so called inter-loop signalling.
This kind of network structure limits maximal route frequencies and may cause
significant difficulties in case of any disruptions. Tramway traffic is managed by
dispatchers whose task is to maintain correct and punctual operation of urban
transport within the determined area. In particular places, e.g. on line junctions,
traffic control posts may be located. In the traffic operator’s head office usually
central traffic and infrastructure control centres are situated as well as traffic
control service whose employees dispose of dedicated cars.

3 Mathematical Model

In many cases, road and rail transport systems are represented by directed
[12,13] or undirected graphs [14]. In this paper, both approaches were com-
bined and a mixed graph was used. This kind of graph is one of the possibilities
to represent a real traffic network and is given by Formula 1.

G = (V,E1, E2, α, ω, λ), (1)

where:

– V is a finite set of vertices,
– E1 is a set of directed edges,
– E2 is a set of undirected edges,
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– α : E1 −→ V determines the beginning of a directed edge,
– ω : E1 −→ V determines the end of a directed edge,
– λ : E2 −→ V × V determines the endpoints of an undirected edge.

In order to simplify the notation, it was assumed that E = E1 ∪ E2. This
model can be applied to tramway networks. Undirected edges correspond to sin-
gle tracks, which are operated in both directions, while directed edges correspond
to tracks on double track sections. However, most of road networks contain more
bi-directional streets, in tramway networks most of the tracks are operated in
one direction.

While modelling a transport network, it is necessary to determine a weight
function γ. It is a relation, where each edge is related to a non-negative number
[15]. In real transport systems, each track section can be described by several
parameters. Values of the weight function must be therefore multidimensional.
Its general form is given by expression 2:

γ : E −→ R
n
≥0 (2)

Unlike the approach where a mathematical model of a traffic network includes
particular elements of the infrastructure and is based on its technical documen-
tation [16], a decision was made to represent only selected decision points and
connections between them. It is unnecessary to represent all the stops between
decision points as their inclusion in the network model would not affect the gen-
erated path but only negatively impact the complexity of the analyzed problem.
Stops and parking tracks can be occupied by a limited number of cars and thus
function C, which assigns non-negative capacity to every vertex, was defined.
The capacity can be expressed by an integer greater than or equal to zero, either
in measurement units or in number of cars. The capacity function is given by
Formula 3:

C : V −→ Z≥0 (3)

Edges of the model graph correspond to track sections which connect the deci-
sion points. According to the previous assumption, the model consists mainly of
directed edges, while undirected edges represent sections utilized in both direc-
tions. In the analysed case, it was assumed that weight function γ defined by
Formula 2 has values in form of a bi-dimensional vector which consists of the
planed time of ride and length of a section, expressed in kilometers. In the net-
work model it is specified by Formula 4.

∀e ∈ E, γ(e) = {t, l} (4)

Similarly to the description of vertices, capacity function c, described by
Formula 5 was defined. It determines the maximal number of trains which can
occupy a section.

c : E −→ Z≥0 (5)
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4 Model Creation

A graph model of a tramway network can be created basing on a network scheme.
Taking into account the fact that this paper is related to path generating prob-
lem, modeling track systems in depots was omitted. Network model creation
consists of the following steps:

1. Placing a graph vertex in every place where there is a: track junction, waiting
point before a single track, terminus, parking track, initial stop, entrance or
exit of a depot.

2. Connecting bi-directional track endpoints with undirected edges.
3. Linking the other vertices with directed edges regarding left-hand driving.

Distances in kilometers and times in minutes were assigned to each edge
basing on current timetables. Edges connecting two vertices within the area of
one stop were given a zero-weight. The same rule was applied to edges leading
to single track sections.

A significant problem that appeared during model creation was the represen-
tation of single track endpoints. Model of a single track, based on the example of
the section Bytom City Hall – Bytom Olimpijska Street, was shown in Fig. 2a.
The presented fragment implies that there exists a path designated by a sequence
of vertices (2, 3, 1). In real situations following this path with an undirectional
car is not admissible, because it would require a change of direction, which in
this case is possible only on a loop or on a turning triangle. In order to eliminate
the error of changing direction in a place where it is not physically possible,
it was necessary to add to the model a set of forbidden paths. In this set, all
paths consisting of two directed edges which are both incident to a single track
endpoint were placed. If we define a path as a limited sequence of edges where
every two edges are adjoining or the same [15] and P (G) as a set of all admissible
paths, the set of forbidden paths can be defined as all paths in form of:

Pz(G) = {p ∈ P (G) : p = {e1, e2}} (6)

which run through sequence of vertices (v1, v2, v3) and fulfill condition 7.

e1,2 ∈ E1 ∧ ∃e3 ∈ E2 : v2 ∈ λ(e3) (7)

Another case where it was necessary to define additional constraints to the
model were junctions where double track sections cross with single tracks. Such
a place can be illustrated with an example of �Lagiewniki Targowisko stop in
Bytom whose layout was presented in Fig. 2b. A car which turns left coming
from the south or coming from the west towards the north needs to use a short
part of a track operated in both directions. However, it is not a single track
section so according to previous assumptions its weight vector is equal to zero.
As in the case of the single track section shown in Fig. 2a there is a possibility to
generate such paths in the graph that in real situations cannot be used because
of track system constraints.
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Fig. 2. Model parts which caused difficulties.

Condition 7 excludes the forbidden change of direction when coming from the
north through points 6 and 7 and coming from the south through points 1 and
2. In the analysed case, the track system does not allow also to generate paths
running through the following sequences of vertices: (3, 4, 5), (4, 5, 3), (5, 3, 4)
and (5, 4, 3). Solution to this problem was the definition of additional elements
to the set of forbidden paths. The following conditions were formulated:

1. Entrance to an undirected edge with a non-zero weight vector from an edge
whose weight is also different than zero.

e2 ∈ E2 ∧ γ(e2) �= 0 ∧ γ(e1) �= 0 (8)

2. Entrance to a directed edge or an edge with a non-zero weight vector while
the common vertex is incident to an edge with a weight vector equal to zero.

(γ(e2) �= 0 ∨ e2 ∈ E1) ∧ ∃ek ∈ E2 : ek �= e1 ∧ v2 ∈ λ(ek) ∧ γ(ek) = 0 (9)

Summarizing, a forbidden path is a path, whose any subsequence 6 fulfills at
least one of conditions 7–9. In other words, during path generation the following
rules should be obeyed:

– passing from one double-track section to another is not possible if there is an
endpoint of a bi-directional track in between (condition 7),

– entry to a single track section may occur only directly from an edge with
a weight vector equal to 0 (condition 8),

– if a vertex is an endpoint of an undirected edge any other edge cannot be
chosen when generating path running through this vertex (condition 9).
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According to condition 8 passing directly from one single track section to
another is not possible. For this purpose every two neighbouring single tracks,
between which there is a possibility to pass without changing the direction, were
connected with an undirected edge with zero weights. Such a model modifica-
tion required adding a new vertex for every such case. In Fig. 2b such vertex is
named 4a.

A tramway line can by defined as a route connecting terminuses, which is
marked by numbers or letters [17]. In the graph model it corresponds to a set
of paths which connect two vertices marked as terminuses. In order to identify
terminuses a logical function τ : V −→ {0, 1} was defined on the set of vertices:

∀v ∈ V, τ(v) =

{
1, if v is a terminus,
0, otherwise.

(10)

Regarding the fact that the created model contains directed edges, a path
generated between vertices v1 and v2 may be different from the path running in
the opposite direction. In this purpose, a notion of variant which specifies the
run of a selected route was introduced. In the graph model, a variant is therefore
a path connecting two terminuses. Assuming that p(vs, vt) is a path from vs to
vt, a definition of a variant can be described by Formula 11.

w(vs, vt) = p(vs, vt) : τ(vs) = 1 ∧ τ(vt) = 1 (11)

On the other hand, a tramway line can be determined as a set of variants
marked by a specific number:

L(n) = {w(vs, vt)}, n ∈ N. (12)

A train corresponds to a vehicle moving within the tramway network. This
notion was explained in details in Sect. 2. This work covers planed trains, so the
trains which operate on specific lines according to a predefined timetable. In the
proposed model, a planed train is determined by the following parameters:

1. Train number, which can consist of a line number with a cardinal number.
2. Timetable, which contains departure times from initial stops. It can be pre-

sented as a set of pairs (td, wi) where td is a departure time and wi is an
appropriate variant of a line determined by the train number.

5 Solving Method

In case of a crisis situation, it may be necessary to exclude a certain section from
use. In the mathematical model, it is represented by a temporal removal of one
or more graph edges. In this case, the trains whose routes contain the blocked
section must be redirected to alternative routes, with respect to the closing time
of the section. The route generation problem consists in finding the appropriate
destination vertex and the shortest path to this point. Then, a return path to
the original route is proposed.
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Assuming that the network model was developed, lines and trains were
defined along with the timetables, an alternative route can be generated. First,
it is necessary to determine the blocked section ex and its closing time tx. The
analysis is conducted for a selected day, therefore it is sufficient for the time to
be expressed with one minute precision, starting from 12 AM that day. Secondly,
the train for which an alternative route is generated must be localized. It may
be done by a tracking system or basing on the timetable and edge weights. In
the next step, it is necessary to determine subpath p0 of variant wtx , that was
found before, which begins in vp. Generation of an alternative path is necessary
if section ex belongs to path p0. The generated route should be as similar to the
original path as possible. It is therefore crucial to define a profit function that
include this assumption. The following form of the profit function is proposed:

Q(p0, pa, pc, va) =
d(pc) + φ(va)
|d(p0) − d(pa)| , (13)

where:

– pa is the generated alternative path,
– pc is the common part of paths p0 i pa,
– va is the endpoint of path pa,
– d(p) determines the length of path p,
– φ(v) is equal to 1 if v is the endpoint of path p0 and 0 otherwise.

Embedding the length difference in the denominator enables to prevent sit-
uations where, in order to cover a maximal number of vertices, the alternative
path would be excessively long in comparison with the original route. Next phase
consists in removing edge ex from the network model. Then, for each vertex vti,
where τ(vti) = 1, the following algorithm should be used:

1. Set Qmax = 0.
2. Generate the shortest path pti from vp to vti.
3. Calculate time of ride tpt from vp to vti.
4. If in point vti, at time tx + tpt, there are other trains and their overall length

added to the length of train np exceeds the capacity of vertex C(vti), choose
next vertex and go to step 1.

5. Determine the value of profit function Q for path pti.
(a) If Q > Qmax, mark pti as the selected path pa and set Qmax = Q.
(b) If Q = Qmax and the length difference between paths pti and p0 is lower

than between paths pa and p0 or in point vti there are less trains than
at the endpoint of path pa, set pa = pti,

6. The recommended route is pa.

Because of the existence of the set of forbidden paths, defined by Formula 6
and conditions 7–9, it is not possible to directly use one of the available methods
suitable for generating paths. One of the possible solutions is utilizing a modi-
fied Dijkstra algorithms which excludes forbidden paths by the time of searching.
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Basing on the work [18] and assumptions made in Sect. 4, the algorithm deter-
mining the shortest route between two decision points, was formulated. The
elimination of forbidden paths is done by assigning infinite distances to vertices
which are reachable via such a path. In this purpose, membership conditions for
the set of forbidden path were rewritten in such a manner that there is a pos-
sibility to verify it in reference to a path running through the selected vertices.
It was admitted that z is the currently chosen vertex, pred(z) is its determined
predecessor and d(v1, v2) expresses the length of the edge between two vertices.

A distance l(u) = ∞ is assigned to successor u of vertex z if at least one of
the following conditions is satisfied:

1. Vertex z is incident to at least one undirected edge. Vertices pred(z) and u
are incident only to directed edges.

2. Edge weights {pred(z), z} and {z, u} are non-zero and {z, u} is undirected.
3. Vertex z is incident to an undirected edge with a zero weight vector and edge

{z, u} is directed or its weight vector is different than zero.

Summarizing, the modified Dijkstra algorithm, which can be used to calculate
route length from point s to t is as follows:

1. Assign to vertex s distance value l(s) = 0. For all other vertex, set temporary
infinite distances. For each vertex v ∈ V , determine predecessor pred(v) = 0.

2. Determine the set of vertices which do not have a constant distance assigned
VT = V \{s}. Set currently chosen vertex z = s.

3. For every successor u of vertex z, satisfying condition l(u) > l(z) + d(z, u):
(a) if at least one of forbidden path conditions is satisfied, then set l(u) = ∞,
(b) otherwise assign new distance l(u) = l(z)+d(z, u) to vertex u and deter-

mine its predecessor pred(u) = z.
4. From set VT choose vertex x with the smallest distance l. Set z = x and

VT = VT \{x}.
5. If z = t then finish searching. Otherwise go back to step 3.

Length of such a path is expressed by distance l(z), while vertices through
which it is running are determined by checking predecessor until vertex s is
reached, for which pred(s) = 0.

6 Conclusions

In the paper, we presented a new method of modelling tramway networks, which
may be part of an intelligent decision support system for robust traffic manage-
ment. In contrast to the existing methods, our approach is not limited to one
specific transport system, but may be applied for different types of tramway
networks. Thanks to the use of a mixed graph, it can represent systems contain-
ing both single and double track sections. As future works, we plan to extend
the method by optimizing the route generation algorithm. In order to do so,
the mathematical model may be extended by another structure. One of possi-
ble extensions could be an algebraic-logical meta model [19], which is used for
solving discrete optimization problems.
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Abstract. Using a graph formalism to model outdoor lighting
infrastructure has proven to be an efficient method for both design and
control. It has been tested not only on laboratory scale, but also in a city-
scale deployment. The paper proposes further energy usage optimization
if the streetlights are dynamically controlled. It is to alter the design
process taking into account influence of the control schemas. As a result
substantial energy consumption savings can be achieved. The introduced
optimization is also modeled with graphs and graph transformations.

1 Introduction

The most important in designing a lighting system is a proper selection of the
lighting class applied to a given area being illuminated. A lighting class is a set of
lighting requirements such as illumination, uniformity etc. The classes are enu-
merated e.g. me2, me3, me4 etc. The lower the number the higher the class. In
general the higher the class the more light has to be provided by a light source.
According to CEN/TR 13201-1:2014 and CEN/TR 13201-1:2004 standard [1,2],
a lighting class can be dynamically chosen when the traffic intensity changes.
Thus as it is pointed out in [3,4] a control system that reacts on the informa-
tion from sensors (eg. induction loops or ambient light sensors) and chooses a
proper lighting profile resulting in dimming of particular lamps, is feasible and
delivers energy savings [5,6]. A lighting profile ensures that at given circum-
stances a selected lighting class requirements are met on a given area. It defines
all luminaire parameters there. As a result the lighting level is adjusted to meet
particular needs. In case of an urbanized environment an area is some length of
a street – a segment.

Such a control system has been successfully tested in Krakow, Poland. It
covers 3,768 light points, and it gives more that 70% reduction of the energy
consumption, providing 1463,12 MWh energy savings annually. The main sim-
plification of this project is an assumption that the lighting profiles for a given
segment are designed in isolation [7]. One segment is not influenced by light from
other segments.

c© Springer International Publishing AG 2017
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In this paper we show that this assumption results in some decrease of energy
efficiency of the lighting system and we propose a solution. It occurs if neighbor-
ing segments have lighting profiles which meet different lighting classes. Without
a dynamic control these loses are not significant, since there is not too many
neighboring segments with different lighting profiles. However if a dynamic con-
trol is applied such a situation becomes more common.

The paper is organized as follows. Section 2 gives motivation and introduces
lighting norms and lighting control opportunities. Section 3 presents the design
process. Later, a graph-based control model is introduced in Sect. 4. The energy
usage optimization is presented in Sects. 5 and 6.

2 Motivation

Outdoor lighting systems are usually designed and operated with several objec-
tives in mind. These include conformance to lighting standards (i.e. provision
of minimum required illuminance in given regions), minimization of power con-
sumption, improvement of user comfort and aesthetic. In this paper we consider
latter two.

The intensity of street lighting is defined by a lighting class applied to a given
area being illuminated. There are different lighting class families for various types
of areas: roads for motor vehicles, pavements, cycle lanes, areas, etc. According
to the CEN/TR 13201-1:2004 standard [1,2] application of a given lighting class
within a family depends on a number of parameters. Some of them, such as
traffic volume or ambient light, usually change in time, and the standards allow
for temporary change of the lighting class.

Each area, or more precisely a street segment in this case, is assigned one
base lighting class. An alternative class can be applied temporarily when the
values of parameters allow it, which results in less intense lighting. To assign a
class is to perform appropriate photometric calculations to identify each of the
luminaires parameters such as: tilt, rotation, overhang, spacing and dimming.
All these parameters for a given area form a photometric design.

It needs to be noted that the quality of photometric design itself has direct
influence on the efficiency of lighting, and the effort needed to prepare the design
is one of the factors which determine the feasibility of such projects. Usually,
design is performed by hand and verified using industry-standard software such
as DIALux. To make such design process feasible, certain simplifications are
applied. For instance, lamps in each series are assumed to be precisely in line
and differences in their distances are ignored. This may cause the design not
to fulfill the standards, or to be suboptimal with regard to energy efficiency.
Fortunately, a new generation of software tools, which automatically calculate
the optimum configuration, may remedy this problem. As shown in [7], they can
save as much as 15% of energy consumed by lamps.

This issue becomes even more important when dynamic lighting is to be
applied. It is because the designer must prepare not only the design for the base
lighting class (e.g. me2 ), but also designs which assure fulfillment of values for
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each alternative lighting class (e.g. me3 and me4 ). If other factors, such as the
level of ambient light (significant during dusk or dawn), are to be taken into
account, it may be necessary to prepare not one, but a few dozen of photometric
designs for each street. The aforementioned automatic photometric design tools
may prove even more useful in such scenario. Moreover, the performance of such
tools can be improved e.g. using parallel computation [8].

3 Lighting System Design Process

The reports presented by consulting companies show that annual energy cost
generated by 340 millions of streetlights worldwide is estimated at $23,9 billion
and grows. In [9] the following schemas of deployment for modern and efficient
outdoor lighting systems are defined.

1. Retrofit: replacing HID (High-Intensity Discharge) (e.g., mercury-vapor,
sodium-vapor, metal-halide) lamps with LEDs.

2. Design: optimization based on a uniform street layout, “customized” opti-
mization relying on accurate coordinates (e.g., GIS-based) of the road and
luminaries.

3. Control: dimming and scheduled dimming, scheduled lighting class reduc-
tion, adapting dimming level to actual environment state.

4. Other, unclassified methods, eg. improving reflective properties of road sur-
face.

Such an approch has been adopted in a large pilot of the smart lighing system
in one of the districts of Krakow, Poland. The sodium-vapor lamps have been
exchanged by LEDs. Furthermore the lamps are remotely managed by Owlet,
the Schreder mesh communication system which allows dynamically dim each
luminaire.

The pilot area has been divided into 619 segments. A segment is a part of
a street that has the same characteristics (eg. number of lanes, width, speed
limit etc.). During the design phase for each segment a proper lighting profile is
calculated for the base class and all the lower classes. No influence of any two
segments on their design profiles is assumed.

In the real world some lamps might influence more than one segment. For-
mally according to the norm, the lamp influences a rectangle 12H × 5H where
H is height of the lamp and the longer side is parallel to the street. Practically
at least a border lamp in the segment influences the next segment.

4 Control Graph

Let us discuss an example in Fig. 1, that is a Control Availability Graph (CAG),
an excerpt from the one presented in [4] and practically used in the pilot deploy-
ment in Kraków, Poland. It represents luminaires, their configurations, lighting
profiles and segments. To increase readability vertex indices represent particular
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vertex label (lower cased) followed by a number. For example s1 and s2 indicate
two different vertices, both labeled S. There are two adjacent segments s1 and
s2 and three luminaries: l1, l2, l3. The luminaries are adjacent to each other
which is indicated by an edge labelled with adj. Due to the segment’s adjacency
the luminaire l2 illuminates partially both segments. For each of the segments
there are two separate lighting configurations calculated: one supporting me2
and the other me3 lighting classes for each segment.

Because of the adjacency there might be multiple, even contradicting para-
meters to be sent to l2 which results in non determinism during control. In case
if there is me2 required on both segments, the configuration c1 is engaged on s1
and c3 on s2. Because of c1 the luminaire l2 should be set at 100%, and because
of c3 at 100%. There is no contradiction, the result is deterministic. However,
in case of c2 and c4 engaged, or c1 and c4, or c2 and c3, the actual parame-
ters for l2 are non deterministic being: {80%, 70%}, {100%, 70%}, {80%, 100%}
respectively.

In case of non deterministic parameters the control system selects the maxi-
mum from the set of multiple values. Regarding the above example cases it would
be 80%, 100%, 100% respectively. Such an approach results in compliance with
the lighting norms, with respect to the lighting levels, however some overlighting
is present. In case of c2 and c4 engaged it is because l2 is dimmed less then
defined by the configuration c4. As a result l2 is at 80%, instead of 70% which
results in s2 being overlit.

l1l2
adj

l3
adj

s1

c1

me2

c2

me3

100100 8080

s2

c3

me2

c4

me3

100100 7070

Fig. 1. General environment model, control availability graph.

5 Reduction of Overlighting

Up to now, we assumed that during the design phase there is no influence among
luminaires in different segments. As a consequence the dimming values for par-
ticular luminaires providing a given profile are subject to optimization. They are
selected minimizing a given goal function such as energy consumption. Usually
these are the same or very similar values for the whole segment. However from
the computing point of view the dimming can vary from luminaire to luminaire.
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In the above example it is intuitive that if lamp l2 is dimmed at 80% instead of
70%, so the lamp l3 can be dimmed at a value less than 70% and the lighting
class me3 will also be met in s2 then. We have to recalculate the profile for the
me3 class in the segment s2 on a condition forced by a neighbouring segment
s1 that power of the lamp l2 is set at 80%. After such a recalculation, and due
to the luminaire adjacency and increased power of l2, l3 it is reduced from 70%
to 61% in the case if the segments s1 and s2 meet the me3 class. It is reduced
from 70% to 48% in the case if the segment s2 needs class me2. Analogically due
to the luminaire adjacency and increased power of l2, l1 is reduced from 80% to
64% in the case when the segment s1 needs me3 and s1 needs me2. The above
reduction has been defined by manual analysis of the of the graph presented in
Fig. 1.

To reduce this overlighting and in consequence reduce energy usage by recal-
culating luminaire settings the following algorithm is proposed.

1. if there is a set of parameters P to be sent to a luminarire l for which
max(P ) �= min(P ) do:
(a) find a set of luminaries adjacent to l defined as

Padj = {ladj : c, cadj , s, sadj , l, ladj ∈ V,

(c, l), (s, c), (cadj , ladj), (sadj , cadj) ∈ E,

labV (c) = C, labV (cadj) = C,

labV (s) = S, labV (sadj) = S,

labV (l) = L, labV (ladj) = L,

labE(l, ladj) = adj,

sadj �= s,

attV (cadj , engaged) = true, attV (c, engaged) = true,

labE(c, l) = max(P )} (1)

where V is a set of vertices, E is a set of edges, labE() and labV () are edge
and vertex labelling functions, and attV () is an edge attributing function,

(b) for the luminaries in Padj run photometric calculations decreasing power
settings assuming that the power setting for l remains constant.

This approach, while simple and effective, poses one issue. The photometric
calculations have to be run and enforced by the control system to ensure meeting
the lighting norms. Such a recalculation might not be feasible, since it requires
substantial computing power while controlling the lights. That is one of the main
reasons to update the Control Availability Graph instead.

6 Recalculation

In order to prevent the above photometric calculations taking place during run-
time the CAG has to be updated as it is shown in Fig. 2. However, it needs to
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be pointed out that such an action is a design process paradigm change. So far
the control was driven by the design. Now, it is reversed and interaction between
control and design is introduced. The design becomes driven by the control. In
other words, all luminaire influences due to possible different control settings for
neighboring segments have to be identified before the design process even starts.
Each of the configurations c1’, c2’, c3’, c4’, in the Fig. 2, take into account
lighting requirements of both s1 and s2 segments. c1’ comes from merging c1
and c3, c2’ from c2 and c4, c3’ from c1 and c4, c4’ from c2 and c3 (see Fig. 1
for comparison). It enables to perform all necessary photometric calculations in
advance.

l1l2
adj

l3
adj

s1

c1'

me2

c2'

me3

c3'

me2

c4'

me3

s2

me2me3 me3 me2

100100100 808061 10010048 64100100

Fig. 2. General environment model, control availability graph, recalculated.

There is also a by-product of such an approach. The control system behaviour
expressed with graph transformations becomes more complex. The transforma-
tions, which provide actual control, have to be altered in order to take into
account multiple edges between a given configuration and a segment. Thus the
definition of a lighting profile changes as well. It is no longer a set of parame-
ters determining lighting conditions on a single segment. It becomes a set of
parameters over multiple segments (see Fig. 2).

As a result there are multiple edges between a configuration and segments.
This handles different lighting requirements for neighboring segments and influ-
ence of the luminaires on them. For example c3’ is engaged if me2 is required
for s1 and me3 for s2. It would result in setting l1, l2, and l3 to 100%, 100%
and 48% respectively. Previously l3 has been set at 70% so one can expect that
the result of the complication of the control system generates energy savings.
Unfortunately this in not a simple subtraction of the previous and current power
of l3, because decreasing of the power of l3 causes necessity of decreasing of the
power of its successor luminaires in the segment s1, while increasing of the power
of the next successor and so on. More formally let:
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– R(s1,me3) be an optimal power of all luminaries in the segment s1 for the
lighting class me3 and

– R(s1,me3)l2=80% be an optimal power of all luminaries in the segment s1 for
the lighting class me3 on a condition that the luminaire l3 is set at 80%

then the energy savings is evaluated as Δ = R(s1,me3) − R(s1,me3)l2=80%

Real savings taking into account the above under an assumption of 100 W
luminaires are given in Table 1 for the example situation.

Table 1. Power savings

Segment Lighting class

s1 me2 me3 me2 me3

s2 me2 me3 me3 me2

Power savings for 100 W luminaries 0 W 8 W 20 W 14 W

For a pilot installation in Krakow, there is 3,768 luminaires and 619 segments.
Let us assume that for a pair of neighboring segments there is only one common
luminaire which illuminates both of them. A situation in which both segments
meet the maximal norm statistically occurs in 27% of the time when outdoor
lights are on. It is based on historical traffic intensity data. Having at least 8 W
of savings at each lamp in such a case results in 1.7% of energy savings globally.
Taking into account the annual energy consumption of the installation which
is rated at 927 MWh, it leads to 16 MWh of savings. This is a lower bound
estimation since often more than one luminaire would be influenced.

7 Conclusions

As it has been verified applying a dynamic control of street lighting results
in substantial energy savings [3,4]. Use of the graph formalism enables it to
be deployable over significant number of light points. However currently used
design process leaves certain energy efficiency gaps which are subject to further
optimization. These gaps regard a situation if there are different lighting require-
ments for neighboring segments. Such differences, while rare for a static lighting
system, become common if a dynamic control is in place.

It has been observed that in order to provide even more energy efficient
outdoor lighting, the design paradigm needs to be changed. Instead of provid-
ing all necessary photometric calculations first and applying a dynamic control
later, the influence of the luminaires on the neighboring controlled areas has
to be defined first. Having such knowledge the photometric design, taking into
account this influence, can be established. It needs to be pointed out that with-
out computer aided support during the design stage performing such calculations
is not feasible.



364 I. Wojnicki and L. Kotulski

Potential benefits in terms of energy savings coming from applying the pro-
posed process are estimated at least 1.7% for a deployment of 3,768 luminaires.
The actual number depends on the deployment scale and geographical features.
It is expected to be much higher which is about to be confirmed by tracking of
the performance in Krakow.
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Abstract. In this paper, a general process of design and evaluation of serious
games is presented. There are, obviously, qualitative and quantitative ways to
analyze game dynamics (understood as mechanics activated by the user). Their
general principles have been taken into consideration and a proposal of a
modified pattern-based framework that allows for inclusion of data acquired
from eye-tracker and biosensors used in affective computing. The paper con-
cludes with a case study of design patterns in serious game that is currently in
use as part of OHD training at the authors’ Alma Mater.

1 Motivation

Serious video games are a relatively new way of training and learning. There is, of
course, a rich and vivid history of teaching through immersion and play – from a
multifaceted upbringing of ancient Greek paideia, through Prussian tabletop wargames
(Kriegsspiel) in 19-th century, up to modern VR based training simulations. Varied
influence of video games, especially for younger audience, was perceived very early.
A good example is a game titled Death Race by Exidy from 1976, which was one of
the first being criticized for brutality, even having regard, that it was just few
monochromatic pixels crushing other pixels. It tells a lot about the amount of imagi-
nation invested in emerging new medium by its audience. This investment, a sense of
presence, immersion and engagement is a cornerstone of serious games effectiveness.
Through such mechanisms as procedural rhetoric, games constitute a new dimension of
educational influence and are a very efficient cognitive catalyst of acquiring knowledge.

When it comes to evaluating video games, one of the most important factors is
“playability” interpreted as “quality of gameplay”. It is very an elusive factor yet
crucial when it comes to overall rating of gaming experience. In the process of
designing, game producers usually rely on designer’s experience in the matter. There
are a few practical methods for assuring “fun”. Instead, there are some quantitative
methods of post mortem evaluation of delivered product (i.e. questionnaire based on
psychometry or collecting and interpreting “big” data about player’s activity via game
engine – especially accurate for MMO games).
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The main goal of work is to enhance area of research and evaluation of serious
game design with intellectual framework supported by data from eye-tracker and
affective computing oriented biosensors. The proposed sensor is based on conceptions
of Björk and Holopainen’s (“Patterns in game design” [1]) and Mechanics Dynamics
Aesthetics (Design Play Experience) framework. Knowledge, Skills, Abilities attributes
to organize conclusions on the effectiveness of analyzed game were also used.

2 Methods for Study of Players and Gameplay

There are, obviously, many methods of studying players and gameplay – some of them
are qualitative and some quantitative. The main goal of the methods of first kind is to
recognize and interpret the anatomy of games – focus on elements that construct ludic
experience. A formal approach to qualitative study of playful phenomena includes
study of actions that are (and that could have been) performed by the player in the light
of apparent and hidden mechanics (called dynamics) and goals as conditions and
outcomes that are important and valued by players (which makes them worth effort).
The latter methods are usually concentrating around studying human behavior (both
intentional and subconscious). Quantitative researchers believe that obtaining data
about actual course of gameplay and its effects on the user (player) is the key to
understand general principles of ludic attitude and building adequate models. The
major problem here is the numerical framing of complex ideas. In later discussed case
of serious game, it was easy to obtain quite well structured data but the problem is to
correlate it with highly subjective and compound mental insights (such as affects). In
the preliminary investigations, the research was based on measurements of blood
volume pulse (by means of photo plethysmograph, PPG) and skin conductance (gal-
vanic skin response, GSR). The interpretation of obtained data, relied on known and
well documented procedures described in [19–21]. The authors of the study are aware
of the imperfections of these methods and at the same time work on own solutions in
this field – including those that use aid of eye-tracking devices.

3 Application of Patterns for Evaluation and Understanding
of Players and Gameplay

3.1 Patterns in Game Design

Patterns are recurring themes that occur through the game’s mechanics. Authors of
book “Patterns in Game Design” [1] see them as “a language for talking about
gameplay”, where “each pattern describes a part of the interaction possible in games,
and together with other patterns they describe the possible gameplay in the game”.
Every pattern contains a title, an example, a semi-formal description and (what is the
most interesting) interrelated descriptions in terms of which other mechanics described
pattern instantiates, modulates, is instantiated by, is modulated by, is potentially
conflicting with. In this framework, the provided patterns are presented through their
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consequences, relations and references to the gameplay. Combining different
mechanics is expected to lead to the formation of emergent entireness.

3.2 Serious Game Design

A popular way to represent the educational objectives is Bloom’s Taxonomy. It locates
the results of teaching in three areas: cognitive, psychomotoric and affective. A popular
way to analyze games is an MDA framework that takes into account Mechanics,
Design and Aesthetic features of the entertainment systems. Its expansion – DPE
(Design, Play, Experience) point of view [see [11] for more information] is applied in
research. The basic element in the process of designing serious game is the already
discussed category of “fun” as a factor characteristic for the games while critical to the
educational or therapeutic processes. In the paper, an approach to designing and
evaluating affective video games that allows to capture (create metrics for) category of
“fun” to design improvement purposes is presented.

3.3 Pattern Framework and DPE

The main elements one must take into consideration while designing a (serious) game
are mechanics. They have already been considered (after Sicart [see: [9]) as elements
that the player can interact with in order to change state of the system. As such,
mechanics are main game-shaping elements. The first thing to do when analyzing
serious games (in this case Janek w opałach/the John in Distress OSH training game)
would be to extract main design patterns that govern the play. It can be done by
application of Björk and Holopainen’s before mentioned framework [1]. The most
obvious selection includes patterns such as: Awatars, Buttons, Cluese, Collecting,
Controllers, Delayed Effects, Early Elimination, Exploratione, Direct Informatione,
Indirect Informatione, Extra-Game Information, Game State, Overview, Guard, Help-
ers, Irreversible Actions, Rescue and Survive. The conducted inquiry also showed
presence of some misused patterns, such as: Tensionb, Identification, Illusion of
Influence, Emotional Immersionb, Consistent Reality Logic. What is interesting – the
outcomes of some of the patterns can be evaluated by using biosensors (patterns
markedb), and eye-tracking (markede). For detailed description of patterns, their rela-
tions and consequences see [1].

The reconstructed gameplay overview can be interpreted in relation to DPE
(Design, Play, Experience) model. It focuses on user experience seen as individual
player’s game story with accompanying affects and resulting engagement. These
phenomena are associated with designer’s practice (prepared story, mechanics, user
interface) and particular course of play (resulting in storytelling, dynamics –

“mechanics in motion” and interactivity). When the components are duly assembled,
the result can be overall experience of “fun” (see Fig. 1).
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3.4 Affective Patterns

The ultimate goal of presented work is to propose the inclusion of the concept of
patterns to DPE framework and a tool for describing mechanics, responsible for the
“fun” factor in the games. Affective patterns would be “building blocks” from which
emotional interactions with the user can be built in order to increase his/her involve-
ment and ultimately control motivation and achieve educational and therapeutic effects.

Emotions are phenomena that are notoriously difficult to grasp. Traditionally, they
are placed in areas outside the rationality, in the field of things inherently non-scientific
[7]. Regardless that fact, systematic research on emotions is being conducted at least
since the pragmatic turn in XIX-th century philosophy that gave psychological studies
an equitable and scientific direction [22]. Theoretical concepts, developed by thinkers
such as William James, established the foundation stones for the serious study of the
phenomena of human emotions. What is important, from the very beginning they were
interpreted in correlation with the physiological, bodily states [23]. Today, with the
development of intelligent, the context aware technologies - interest in emotions returns
to the sciences. Since the relatively recent time the tools that allow not only to look at
the nature of emotive states but also for their modeling and simulation, have been
developed.

In her book, considered to be foundational to the field of AfC, Rosalind Picard
states that “affective computing is the study and development of systems and devices
that can recognize, interpret, process and simulate human affects” [7]. The basic - not
very difficult to accept nowadays - assumption of newly founded discipline was that
emotions are both cognitive and physical, which might be the key to unlock quanti-
tative empirical access to the significant range of mental processes. The main problem
here is that “the range of means and modalities of emotion expression is so broad (…)
[and] people’s expression of emotion is so idiosyncratic and variable that there is little
hope of accurately recognizing an individual’s emotional state from the available data”
[4]. Given that, there is a rather limited access to various bodily signals (in view of their
overall quantity and frequency of changes) and it is highly possible that in the near
future it will be possible to effectively distinguish only some types of affective

Fig. 1. DPE framework and category of “fun”
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phenomena. Context seems to be a great facilitator of interpretation here. Thus, context
aware systems imply to be natural support of the work on emotional machines. Hence,
video games - artificial, carefully controlled environments - prove to be the excellent
testing ground for affective computing.

The project of building affective system requires some kind of definition of
affective states and model of emotions to help distinguish from various psychophysi-
ological events. Some kind of scheme for annexing different signals is necessary. In
conducted investigations, wearable biosensors and typical gaming controllers (game
pads, motion trackers, high dpi mouse) are used. Data obtained in this way has to be
classified in a way that allows further interpretation. Available literature provides a
multitude of proposals (such as well-known theories by James and Lange, Cannon and
Bard, Schachter and Singer and many others). After a thorough analysis, the
James-Lange based theory developed by Jesse Prinz was applied. The bottom-up
concept of appraisal theory that comes from bodily phenomena seems more accurate
for our purposes than highly cognitive-involved, intentional-oriented ones.

In the provided case study the Microsoft Band 2 and Cooking Hacks’
Arduino-based e-Health sensor platform were used.

3.5 KSA: Knowledge, Skills, Abilities

The main purpose of the serious game analyzed in later part of this paper is to learn and
test knowledge about conduct in case of fire. When evaluating educational media it is
good to have some guidelines. The popular KSA statements, sometimes addressed as
“quality rating factors”, were taken into account. Definitions of individual elements are
provided by (among others) U.S. Office of Personnel Management:

Knowledge – is ready to use information content contained in the user direct access
Skill – is applicable competence of performing learned psychomotor acts
Ability – is available possibility to perform a behavior that has observable result.

The simplest way of evaluating serious games is to observe how the selected
patterns lead to verify or learn knowledge, skills or abilities in the desired area.

4 Patterns Useful in the Serious Games

Immersion
Immersion is not relevant in the serious games as a value per se, but helps to gain all
the educational aims, increase the motivation and memorization of achieved knowl-
edge. Prior to investigation on the elements of Knowledge attribution, Skills learning,
Ability training schema are taken into consideration.

There are four aspects of immersion distinguished in Björk and Holopainen’s work:
Cognitive immersion, Emotional immersion, Sensory-motoric immersion and Spatial
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immersion. In the serious games, cognitive or sensory-motoric abilities can be learned,
depending of the aim of the game. For example, therapeutic games for people with
neurologic disorders emphasizes sensory-motoric immersion. The OSH games usually
try to reinforce the ability of making use of the knowledge and decision making under
pressure of time. The emotional and spatial immersions are the means to make the
learning process more effective and enjoyable.

Cognitive Immersion

Pattern: Clues. Clues, in the sense of Björk and Holopainen’s pattern framework
mean all game elements that give players information about how the goals of the game
can be reached. Clues in the John in Distress are mainly the elements of HUD. Even
the diegetic objects suggesting the action are strengthened by nearby non-diegetic
elements. An additional tip is short distance between the problem and the solving
element of the game.

The problem is that this convention is not implemented consequently. This interferes
with cognitive priorities of surrounding objects and that is why the educational aim is
not reached.

The diegetic elements essential from the OSH point of view (in example: fire exit
sign) are ignored by the player, because they are cognitively weaker than HUD ele-
ments. What is worse, this strategy gives the player reward (Fig. 2).

Pattern: Consistent Reality Logic. Interaction with clues is connected with getting
close to it. Usually, the dialog box appears with further instructions and waits for
player’s decision. If the decision is wrong, the gravestone (R.I.P. sign) emerges fol-
lowed by the end of the game. Another possible interaction after stepping the question
mark sign is taking nearby object into inventory or, if inventory is not empty, replacing
the content of the inventory with the current object (Fig. 3).

Fig. 2. Confusing diegetic and non-diegetic clues in OSH training game
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The problem is that sometimes it does not work like that and getting close to the
question mark causes death. It breaks the another Björk and Holopainen’s pattern:
Consistent Reality Logic. Taking something into inventory sometimes blocks the
possibility of picking up anything else.

As can it be figured out, the consistency of the world logic is the main problem
raised by responders in the questionnaires (Fig. 4).

Sensory-Motoric Immersion, Spatial Immersion
The John in Distress is a third-person perspective 3D game. The specific, unnatural
perspective of isometric projection plus the way of controlling the character gives no
chance to get the spatial immersion at all. Because of that, no motion camera based
experiment was held, the study has been limited only to the observation of players
during the gameplay. No significant motoric reaction was observed and no typical
elements of identification were given. As participants noticed in the questionnaire, fact
that all information about elements player interacted with are taken from the dialog
boxes, not the zoom to the object itself, did not help with sensory-motoric immersion.

Fig. 3. Inconsistency in game reality logic (different things happen when player interacts with
non-diegetic question marks)

Fig. 4. Further inconsistencies.
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Emotional Immersion

Pattern: Identification. There are lot of game elements that fulfill the Identification
pattern. The first of them is the status of the character. It is a student, similarly as target
audience. Then, the player in the conversation with NPCs is forced to present himself
by using the character’s name.

Nevertheless, the changing fortunes of the character does not map in the affective
sensors evaluation. Even the information of the death causes no measurable emotional
reaction.

Pattern: Rescue. The same surprising lack of emotional engagement is noticed during
getting into the rescue pattern. The player can save the life of five people and a cat, but -
possibly because of no time pressure - success in this quest results in no signs of
satisfaction and engagement.

Pattern: Tension. There are no examples of implementation of tension pattern in the
game. This lack is affirmed in the affective sensors study. High initial level of excitation
and engagement fall constantly during the gameplay, no matter what the final result is.

Knowledge Attribution
The right decisions in the game are rewarded with positive finale of the story. The
problem is which elements of the gameplay cause the right reaction: whether they
connected to the real word experience, or they are the element of the HUD or other
object existing only in the game world. The player’s decisions in the games, especially
serious games, are usually based on the knowledge, both general or acquired through
the game. Gaining knowledge during the game is important, as well as confirming and
solidifying the knowledge achieved before. The important question is whether the
game causal connections are translatable to the real word experiences.

Patterns: Direct and Indirect Information. The useful tool for investigating that
problem is comparing the usage of patterns: Direct and Indirect Information. Pattern:
Direct Information includes knowledge gained from elements of HUD – those objects
which do not exist in the real word. With Indirect Information, the players obtain
information about the game situation in a mediated way. They have to connect different
information or enter into interactions with objects.

From this point of view, Indirect Informations are much more essential for the
educational purposes than Direct ones, as they are relevant to the real word situations.
Direct Information, especially this connected with HUD elements, lead the player to the
success, but does not teach him the right reasoning.

– Example: HUD arrows vs. fire exit signs
One of the most important decisions in the OSH game is the choice of the way to
escape. In the real life, when the person does not know the building, he has to
follow the escape sings rather than go in the headlong rush. The eye-tracker study
showed that none of participants noticed the signs on the walls in the game world.

– Example: powder extinguisher vs. foam extinguisher.
There are two types of extinguishers available in the game word, but they are
distinguished on HUD level. Recognizing the type of extinguisher does not require
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knowledge about standardized signs or is not available to gather during game
interactions. Type of extinguishing agent is labeled in player’s inventory (Fig. 5).

Patterns: Tools and Collecting. The only tools in the game available for collection
are those mentioned before: powder extinguisher and foam extinguisher.

The usage of collected items is instantly connected with the place, where they were
noticed. The effect is that the preoccupation of the inventory is rather low, because the
need of usage is connected with the action of taking the element, not with the overview
of the equipment. The small distance from the tool to the problem which tool is the
solving one may have caused there is no eye-tracking mark of looking for the tool. It
was hard to notice if any participant was looking around, while seeking for the needed
objects.

Learning Skills
Björk and Holopeinen distinguished some patterns useful in the player’s learning
during the gameplay, e.g. Smooth Learning Curves, Experimenting, Gain Information,
Gain Competence, Handicaps. Those kinds of activities are relevant in OSH games, as
the situation of danger is hardly ever developed in typical way and very often people
have to learn instantly and make use of objects around in the creative way.

Fig. 5. No player noticed exit signs on the walls.
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In the John in Distress, none of the above-mentioned patterns are used. Only the
already possessed knowledge can be used by the player. No elements of discovery,
associating facts or getting knowledge from diegetic elements are implemented.

Training Ability

Pattern: The Show Must Go On. This pattern is present when the game state can
change without any player’s actions and especially when the player is forced to hurry
up because of exhausting resources.

One of the crucial resources in OSH problems is the time itself, what is typified by
the clock or by the exhaustion of the resources.

The John in Distress does not give the time to pass the elements. The fire is
consuming the same area of the building all the time and NPCs are waiting for player’s
help for the whole eternity.

Using the affective computing methods, the curve of emotional engagement during
the gameplay can be measured. After conducted study it was clear that when players
realized there will be no consequences due to slow activity – the tension and
engagement disappeared almost entirely.

Pattern: Deadly Trap. Some elements of rapid test of the player’s knowledge using
pattern of deadly trap were implemented. Unfortunately, there were no signs of
emotional engagement during this action on the player’s part.

5 Summary and Further Development

The main goal of the presented paper was to show a simple way of evaluating design of
serious games. Some conceptual models for game design (MDA, DPE) and evaluation
of educational effectiveness were used along with Björk and Holopainen’s pattern
framework to expose formal fabrication of selected serious game. It is proposed that
this formal system should be expanded by usage of biosensors (in paradigm of affective
computing) and eye-trackers. It is believed that along with further research, appropriate
patterns could be developed.

Further work will be dedicated to disambiguate proposed method of inquiry and
build set of unequivocal affective and perceptive patterns for evaluation of serious
games.

Acknowledgement. The project has been (partially) supported by the grant of the Polish
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Abstract. In this paper we present a new RBFNNs neural networks
based model to relate the overall OLEDs electroluminescent density
as a function of the voltage and current at different wavelengths. The
polymer-based OLEDs considered in this paper are realized in the Opto-
electronic Organic Semiconductor Devices Laboratory at Ben Gurion
University of the Negev. The simulation results show a good agreement
between the experimental data and those obtained with the proposed
model. This results prove that the model is capable of repeating and
interpreting the experimental data.

Keywords: OLED · RBFNNs neural networks · Electroluminescent
spectrum

1 Introduction

Organic light emitting diodes (OLEDs) are opto-electronic thin film devices that
composed of an organic emitting polymer layer which sandwiched between two
charged electrodes, one as a cathode and one as a transparent anode. When
voltage is applied between the anode and cathode, the active polymer layer
emits light termed electroluminescent (EL) [1].

Recent progress in OLEDs has attracted considerable attention because they
have wide viewing angle, fast response, and the potential of being mechanically
thin and flexible [2–4].

A typical OLED is composed of two electrodes and one or more active poly-
mer layers enclosed between the electrodes. By modeling OLEDs, analysis of
quantum and power efficiencies is made possible from the current-voltage and
c© Springer International Publishing AG 2017
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luminance behaviors. Several approaches have been followed to generate device
level behavioral models. The numerical solutions of semiconductor equations of
the devices are applied to accurately model the physics of devices [5]. Similarly
by starting from basic device physics, microscopic or particle level simulation
approaches provided the device electrical characteristics.

Recent examples of devoted computation techniques show that intelligent
solutions can efficiently improve decision support systems [7]. Programming by
the use of concern aware source code methodology makes the program running
in more efficient way [6], it is also very important to use this coding for data
extraction from images [8,9]. Similarly to these, device modeling is useful in many
ways like optimization of design, integration with existing tools, prediction of
problems in process control and better understanding of degradation mechanism.

Different types of theoretical models for OLEDs may be found in the liter-
ature [10–13]. The modeling of OLEDs were performed using complex models
that consider each layer that composes the device, or by means of simplified
models, which model only the OLED overall behavior [11].

In this paper we present an RBFNNs neural networks based model to relate
the overall OLEDs electroluminescent density as a function of the voltage and
current at different wavelengths.

The simulation results show a good agreement between the experimental data
and those obtained with the proposed model. This results prove that the model
is capable of repeating and interpreting the experimental data.

2 Experimental Set up

Device Architecture. The fabrication of the polymer-based OLED was real-
ized in the Optoelectronic Organic Semiconductor Devices Laboratory (OOSDL)
at Ben Gurion University of the Negev. The architecture of the OLED is shown
in Fig. 1 and it is composed as follows:

– A Substrate (glass) having dimensions of 12 mm× 12 mm.
– An anode - a transparent conductor layer of Indium Tin Oxide (ITO) with

dimensions of 6 mm × 12 mm and thickness of 100 ± 10 nm, and with resis-
tance of 20 Ω−2.

– HIL/HTL - a conductive polymer layer (PEDOT:PSS).
– Active Layer (emissive) - a PFO layer with a thickness of 80–100 nm.
– Cathode - Calcium layer (30 nm) and a metal aluminum electrode (85 nm).

Fabrication of OLED Devices. The polymer used in this study was a blue-
emitting polyfluorene, which is often employed in OLED devices due to its high
luminescence quantum yield. The Energy levels of the OLED’s structure are
shown in Fig. 2.

From a chemical perspective, polyfluorenes are hydrocarbons consisting of
fluorene units attached end-to-end, where a single fluorene composed of 6-5-6
carbon atom rings that are joined together.
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We have realized 9 OLED devices, each of which were deposited on a glass
substrate coated by 100 nm of ITO with resistance of 20 Ω−2. The device archi-
tecture is listed above and depicted in Fig. 1.

The substrates were precleaned in acetone, methanol and isopropanol using
an ultrasonic bath (SK221OHP KUDOS) for 15 min. The cleaning process was
followed by treatment with oxygen plasma (Plasma Preen II-862 Plasmatic Sys-
tems Inc.) for 5 min. On top of the ITO, a hole transporting and injecting mate-
rial, (poly(3,4-ethylenedioxythiophene) polystyrene sulfonate) (PEDOT:PSS)
(Ossila) was filtered in a 0.45µm filter, and layered by spin-casting. The active
layer was deposited by spin-casting from 1.5% xylene solution (15 mg PFO/1ml
xylene). The electrode layer following the active layer composed of calcium
(30 nm) aluminum (85 nm), was deposited using thermal evaporation through
a shadow mask under high-vacuum ambient (10−7 Torr) and at rate of 0.1 kA/s.

Spin coating is a deposition fabrication technique for thin films. In this
method:

1. the sample is coated with solution
2. the sample is rotated at controlled speed, acceleration and duration for spread

the coating solution and removal of the majority of the solution
3. the solvent of the solution is evaporated and leave the molecules on the solved

material on the sample surface.

The working principle of this PFO-based OLED is as follow: Electrons are
injected from a low work function electrode (Aluminum) into the LUMO of the
PFO, and Holes are injected from a high work function electrode (ITO) into the
hole transport layer (PEDOT:PSS) that have a comparably high hole mobility.
Then, holes are injected from the PEDOT:PSS layer into the HOMO of the
PFO. The electron and the hole form an exciton in the PFO layer which can
radiatively recombine under emission of a photons.

Fig. 1. The architecture of the OLED (left), PFO-based blue emitting OLED (right).
(Color figure online)
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Fig. 2. Simplified layer structure of the OLED (left) with the related energy levels
(right).

Electro-Optical Characterization. The electro-optical characterizations of
the OLED devices were conducted using the following equipment: Agilent
B1500A Semiconductor Device Analyzer (Keysight Technologies) for current-
voltage (I-V) measurements, BLACK-Comet SR Spectrometer (Stellar Net Inc.)
for EL spectra, and PD300 laser photodiode sensor (Ophir Photonics) for emis-
sion intensity.

The Agilent B1500A Semiconductor Device Analyzer is a tool for electrical
characterization and evaluation of devices and materials. It provides a wide range
of measurements, and supports major aspects of parametric test, from funda-
mental current-voltage (I-V) sweep to capacitance-voltage (C-V) characteriza-
tion, and more. The measurements are done using probe-station with conducting
needle-tip probes to provide contacts to the anode and cathode of the device.
Each probe is connected to different source-measurement unit in the instrument
that are controlled by the EasyEXPERT software. The Agilent B1500A Semicon-
ductor Device Analyzer and illustration of the measurement using the needle-tip
probes are depicted in Fig. 3.

The EL spectrum was recorded on a BLACK-Comet SR Spectrometer (Stel-
lar Net Inc.). Stellar Net’s BLACK-Comet SR are miniature spectrometers which
equipped with concave gratings that deliver high performance for spectroscopy
applications in the UV-VIS wavelength ranges, covering 190–850 nm. This spec-
trometer significantly improves spectral shapes by reducing comma and astigma-
tism found in plane grating spectrograph designs. The spectrograph architecture
does not utilize mirrors, and therefore provides the lowest possible stray light in
the UV with additional assistance from the holographic line grating. The concave
grating produces a flat field on the CCD detector creating uniform resolution
over the entire range. One of the main advantages of the Stellar Net is its ability
to drastically reduce stray-light levels, 0.02% at 435 nm and 0.2% at 200 nm, the
lowest values of any field spectrometer. By design, the holographic grating has a
smoother surface than the normal ruled gratings used in competing spectrometer
models. The results and stored data are displayed graphically on a PC.
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Fig. 3. Agilent B1500A semiconductor device analyzer (Keysight Technologies) (left),
measurement probe station (right).

The Realized Devices. We have investigated the OLED’s emitting area over
9 identical devices that were fabricated under the same conditions with the
same structure. Each OLED contains 8 contacts while we measured only 6 of
them in order to avoid shorts. Schematic illustration and practical realization
of our devices are depicted in Fig. 4. As mention before, the current-voltage
measurements were done using two conducting needle-tip probes in the range
of 0 V to 18 V. In order to measure the EL spectra, a constant voltage was
applied, and then the EL spectra were collected using the BLACK-Comet SR
Spectrometer. We have checked 6 voltages in the emission range (10 V, 12 V,
14 V, 16 V and 18 V) and measured them 6 times each for different contacts.
Because the spectrometer output is unitless, we used the PD300 laser photodiode
sensor for the absolute emission intensity at these voltages.

Fig. 4. Geometrical model of the oled structure (left), Practical realization of our device
(right)

Figure 5 shows the EL spectrum of PFO-based OLED. The emission spec-
trum for blue-emitting material shows different peaks, in particular at 438 nm,
466.5 nm and at 496 nm.
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Fig. 5. The blue EL spectrum of PFO-based OLED (Color figure online)

Fig. 6. The implemented radial basis neural network.

3 The Proposed RBFNN Based Model

The RBFNN proposed in this paper (Fig. 6) is developed in order to represent
the electroluminescence density at different wavelengths as function of voltage
and current for the realized OLEDs. The RBFNN is composed by three layers:
an input layer, an hidden layer and an output layer. The input layer has three
input (voltage, current, wavelength), the hidden layer is composed of 8 neurons,
with Gaussian radial basis transfer function while the output layer is composed
of one neuron with linear transfer function. The network has been trained by
using the measured tension V and current I at different wavelengths as input and
the measured electroluminescence density as target. The training of an RBFNNs
network involves the determination of the number of neurons, the optimal values
of the centers, the weights and biases. The criterion used to train the network
has been that of minimize the sum of squared errors.
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Note that a radial basis function network always has exactly three layers and
that the input layer and the hidden layer are always fully connected because
of the distance computation (that is, all coordinates are used to determine the
distance).

In a RBFNN each pattern unit is activated by means of a RBF function f
so that, given a centroids vector c and starting from the inputs vector x = x(0),
the j-th pattern output x(1)

j is

x(1)
j = f

⎛
⎝

√∑
k |x(0)

k − cj |2
β

⎞
⎠ (1)

where β is a parameter that is intended to control the cluster distribution shape.
Such an output is the given as input to another hidden layer (called summation
layer) where a weighted sum is performed so that the i-th output x(2)

i results

x(2)
i =

∑
j

Wijx
(1)
j (2)

where Wij represents the weight matrix. Such weight matrix consists of a weight
value for each connection from the j-esime pattern units to the i-esime summation
unit. These summation units work as in the neurones of a linear perceptron
network. Incidentally such units give us also the global output of the network yi

therefore
yi = x(2)

i (3)

3.1 Calculating and Adjusting the Centroids

The training process for a RBFNN is composed of two stages: find the number
and the centers ci and then find the weights wi,j .

The number of basis functions (neurons of the hidden layer) is typically
much less than the number of the training patterns. The centers of the basic
functions don’t necessarily have to belong to the set of training patterns, then
the determination of the centers becomes part of the learning process.

To find the weights, the RBF Network must be trained with supervised tech-
niques. Instead, regarding the centers, there are two strategies:

1. Use an unsupervised learning to determine a set of bump locations ci and use
LMS algorithm to train output weights wi,j . This is a hybrid training scheme.

2. This strategy requires the training of all parameters: spread parameters σi

(for our problem we use the same unit constant value for all the spread para-
meters), output weights wi,j and bump locations ci through an supervised
learning algorithm (often the backpropagation algorithm).

Training methods that separate the tasks of prototype determination and
weight optimization (the first strategy) often do not use the input-output data
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from the training set for the selection of the prototypes. For instance, the ran-
dom selection method and the k-means algorithm result in prototypes that are
completely independent of the input-output data from the training set. Although
this results in fast training, it clearly does not take full advantage of the infor-
mation contained in the training set [14–16]. For this reason, in this paper, we
have chosen the second strategy with the backpropagation algorithm. In fact the
gradient descent training of RBF networks has proven to be much more effective
than more conventional methods [17].

The Gaussian radial basis transfer function used for the neurons of the hidden
layer is reported by the following equation:

φ(r) = e−(r/σ)2 (4)

The radii σk are initialized to equal values according to the heuristics

σk =
dmax√

2m
(5)

where dmax is the maximal distance between the input vectors of two training
patterns.

Then we have calculated the weights, the radii and center vectors by itera-
tively computing the partials and performing the following updates:

E = 1
2

m∑
j=1

(dj − yj)2 = 1
2

m∑
j=1

e2j

wnew
i,j = wold

i,j − η1
∂E

∂wi,j

cnew
i = cold

i − η2
∂E

∂ci

σnew
i = σold

i − η3
∂E

∂σi

(6)

where η1, η2 and η3 are learning rate coefficients. While the optimal number of
neurons in the hidden layer has been established by the trial and error method.

4 Experimental Data and Results

To investigate the operational limits of our basic OLED structure, current-
voltage (I-V) and electroluminescence measurements have been performed at
increasing driving voltages (10 V, 12 V, 14 V, 16 V and 18 V) for all the working
devices (six).

Figure 7 shows the EL spectra of the realized OLEDs at different driving volt-
ages. Notice that all the all the working devices has three peaks corresponding
to 438 nm, 466.5 nm and 496 nm wavelengths as previously described.
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Fig. 7. The luminescence power of OLED emitting layer of the realized OLEDs at
different driving voltages

More than ten parameters and characteristics describe the properties of
OLEDs. Basic device characteristics are energy efficiency, OLED light intensity,
maximum brightness, turn-on voltage, operating voltage, luminescence power
etc. In this paper we are interested in modeling the dependence of the emission
spectrum from the current and the wavelength at different voltages.

The measured EL spectra of the realized OLEDs shown a maximum spread
between the different devices in all the operating conditions of about 10%.

The proposed model is able to accurately reproduce the spectra of the realized
OLEDs (see Fig. 8). To verify our approach, the experimental data collected in
laboratory have then been used to train the RBFNN and for testing. The exten-
sive simulations show a good agreement between simulated and experimental
spectra and also a maximum spread reduction between the different devices and
the neural model in all the operating conditions of about 40%.
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Fig. 8. The luminescence power of OLED emitting layer of the realized OLEDs and
the simulated spectra by the implemented RBFNN at different driving voltages

5 Conclusion

The paper presents the structure, materials and operation principle of OLED
with two organic layers. To investigate the device and predict its optical charac-
teristics a new RBFNNs neural networks based model to describe the behavior
of the OLEDs was proposed in this paper. The proposed model is able to accu-
rately reproduce the spectra of the realized OLEDs and also to reduce the maxi-
mum spread reduction (use to the manufacturing process) between the different
devices and the neural model in all the operating conditions.

The proposed RBFNNs neural model can be used as a tool to analyze and
develop OLED drivers before manufacturing, saving time and cost in the design
process. In future work, this model will be used for optimization and simulation
of more complicated devices in comparison with experimental results and also
emission angle are some issues that are likely to be addressed.

When a OLEDs is employed at high intensity, as required in many applica-
tions, the temperature of its substrate is a critical parameter and affects the
luminous efficacy, the maximum light output, and the reliability. The ther-
mal resistance of this layer should be as low as possible in order to facili-
tate heat transfer. For a given thermal conductivity of a material, the ther-
mal resistance can be reduced by increasing the contact area or reducing the
thickness. In both approaches to reduce the resistance, the mechanical stress of
the layer will be proportionally larger, which can cause delamination [18,19].
However, it is impossible to directly measure the substrate temperature due
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to the encapsulation. For this reason the authors in future work will extend the
model to include the thermal phenomena. So the extended model can be used for
the temperature management of organic electronic devices and then as a design
tool for OLED devices.

Acknowledgments. Authors acknowledge contribution to this project from the “Dia-
mond Grant 2016” No. 0080/DIA/2016/45 funded by the Polish Ministry of Science
and Higher Education.
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Abstract. This paper is devoted to the problem of self-control of
autonomous robot in a complex, unknown environment. In such an envi-
ronment it is impossible to predict all situations the robot could be faced
with. Because of this it is necessary to equip the robot with control proce-
dures that allow it to avoid dangerous scenarios. Mechanisms that serve
to avoid threatening events have been worked out during evolution and
living organisms are equipped with them. Conditioned anxiety is one of
such mechanisms. In this paper the way in which this mechanism can be
adapted to control of behaviour of autonomous robot, is presented. The
effectiveness of the proposed approach has been verified by using V-REP
simulator.

Keywords: Emotional robot · Autonomous agent · Conditioned anxi-
ety · Artificial intelligence · Learning · Control

1 Introduction

Artificial intelligence (AI for abbreviation) systems are rooted in various orig-
inals. Most of these originals are connected with human cognitive abilities. AI
systems based on various types of logic, fuzzy inference, syntactic algorithms,
semantic nets and mathematical linguistics can be put as examples [12]. Further-
more, artificial neural networks (ANNs for abbreviation) are based on structures
c© Springer International Publishing AG 2017
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and functions of biological neural systems [26,31,35]. The aforementioned AI sys-
tems are universal ones in the context of solving a wide spectrum of problems.
They are, however, time consuming and therefore possibilities of applying them
to on-line problems are limited.

The idea of autonomous agent is the one in which functional possibilities of
AI systems are used widely. On the one hand an agent is, usually, equipped with
cognitive modules which enable the agent to perceive and understand the envi-
ronment in which it acts [5–9,11,24,25] and [12], Chap. 14. On the other hand,
however, as it has been aforementioned, such types of systems are insufficient for
solving on-line problems connected with the agent self-control. Therefore, a cru-
cial stream of studies in cybernetics and robotics consists in searching effective
mechanisms of on-line control. Biocybernetics, in particular neurocybernetics, is
one of the areas of such studies [27–30] the more so because biological models
are one of the crucial basis of cybernetics as a whole [34].

Autonomous robots as well as biological individuals are examples of embod-
ied autonomous agents and can be studied in the frame of autonomous systems
theory [4,21]. They often operate in complex, unknown environments in which
they can be faced with dangerous situations. Space missions, including explo-
ration of Mars by using remote-controlled or autonomous vehicles, are examples
of such risky ventures [2,14,15,18,33]. Therefore, there is a great demand for con-
trol procedures that enable to avoid by a robot situations that are potentially
dangerous. Conditioned anxiety which has been created by evolution process is
one of such mechanism [13,16,17,19,23]. It can be modelled and implemented
in a robot. Such approach is situated in the studies concerning so called emo-
tional agents in which models of emotions are important component of a decision
making process [10,22,32].

In this paper a proposal of adaptation of the conditioned anxiety mecha-
nism to control of autonomous robot is described. This mechanism enable the
robot to learn quickly the circumstances of the threatening situation it has been
faced with. As a consequence the robot will avoid in future similar circumstances
because there is significant probability that they are correlated with the expe-
rienced danger. It should be mentioned that this paper is a continuation of the
studies that concern scene analysis and self-control of autonomous agents oper-
ating in complex environment [5–9], in particular, the investigations concerning
adaptation of conditioned mechanisms to AI systems [3].

This paper is organized in the following way. In the next section justifica-
tion significance for carrying out this studies is presented. The way of adapta-
tion of the mechanism of conditioned anxiety to control of autonomous robot is
described in Sect. 3, whereas the tests of the proposed approach efficiency are
described in Sect. 4.

2 Motivations

As it has been aforementioned, evolution worked out conditioned reactions that,
among others, enables the living individuals to learn a proper reaction quickly in
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critical situations [17]. Such types of reactions are usually connected with strong
emotions or, frequently, are triggered by them [17]. Autonomous robots lack of
such mechanisms. Although emotions are tried to be modelled and implemented
in robots as an element of a decision making algorithms - see [1,10,22,32] -
the scheme which consists in modelling conditioned reactions and implementing
them as computer and robotic algorithms seems to be a pioneering approach [3].
It seems, furthermore, that conditioned reactions have not been neither modelled
cybernetically nor implemented as algorithms in connection with emotions.

Most of contemporary robots are remote-controlled. Such solution has, how-
ever, crucial drawbacks: communication can be broken especially in critical con-
ditions, for instance where meteorological conditions are hard, during military
operations or in space exploration. Furthermore, communication channels can
suffer from low-bandwidth or high-latency, especially during interplanetary com-
munication. Therefore, there is a great demand of high degree of autonomy
for spacecrafts. This problem was articulated explicitly: “The vehicles used to
explore the Martian surface require a high degree of autonomy to navigate chal-
lenging and unknown terrain, investigate targets, and detect scientific events.
Increased autonomy will be critical to the success of future missions.” [2]. The
Mars is explored intensively by using wheeled unmanned vehicles - until now
three generates of vehicles can be constructed: Sojourner vehicle used during
Pathfinder mission in 1997, Spirit and Opportunity - Mars Exploration Rover
vehicles used during the mission in 2004 and Mars Science Laboratory vehicle
used during the mission in 2009 [2]. Since it is impossible to predict all threat-
ening events during a mission, the demand for control procedures that enables
effective learning of proper reactions in critical situations is significant. On the
other hand, studies concerning this topic are at the very initial stage. This paper
is intended to fill partially this gap.

3 The Proposed Algorithm

In this section the proposed algorithm is described. In the first subsection the
very idea rooted in neuropsychology is presented. In the next subsection the
algorithm is proposed.

3.1 Conditioned Anxiety as a Mechanism of Control

As it has been aforementioned agents which act in a complex and unknown envi-
ronment are not able to predict all situations they can be faced with. Therefore
they should be equipped with mechanisms protecting them from dangers. Such
mechanisms as conditioned aversion, conditioned anxiety and conditioned fear
plays great role in evolution as a protecting mechanisms [13,16,17,19,23]. Let
us consider their structure.

A biological individual confronted by a threatening event should avoid it in
future. Such events are experienced together with some accompanying circum-
stances. Since there is probable that these circumstances are not accidental but,
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at least some of them coincide with the experienced danger, the strategy consists
in avoiding them in future seems to be a good solution which should enable the
individual to avoid the experienced danger again. Avoiding circumstances that
proceeded the dangerous event is evidently even more efficient solution. The
learning process which enables avoiding the dangerous events should be very
quick because each such event can cause the death of the individual. Therefore,
single experience of this type should be sufficient to learn effectively the proper
schema of reaction. Conditioned anxiety is such a biological mechanism. If an
animal was attacked by a predator in a strongly limited terrain, for instance in a
cramped ravine, it should avoid cramped places in future provided that it man-
aged to survive itself in confrontation with the attacker. Similarly, the animal
which survived an attack of predatory bird on the field should avoid in future
open spaces. Since, as it has been aforementioned, the learning process should
be quick and effective, the victim associates the proceeding circumstances with
the attack by generate the strong anxiety conditioned by these circumstances. In
such a way claustrophobia or fear of open spaces is generated. On the one hand
such mechanism is experienced by biological individuals as a great discomfort,
especially if they have neurotic character. On the other hand, however, it is very
effective as a source of a protective strategy that consists in steering clear of
potentially dangerous places and situations.

3.2 The Proposed Algorithm

The conditioned anxiety generated in dangerous situation can be implemented
in artificial systems in the following way. First of all let us remark that, from
the cybernetic point of view, a mobile self-controlling robot has to be organized
as a cybernetic autonomous system. The basis of the theory of such systems has
been founded - see [20,21] - and is developed [4]. Thus, let us assume that the
correlator, i.e. the module in which the knowledge of the autonomous system is
stored and processed, is equipped with an array in which data registered by the
robot receptors during a declared period of time, for instance last thirty seconds,
are written and updated, let us say, every second. This array corresponds to
short-term memory of biological individuals. If the robot got into dangerous
situation, which can be recognized by it as threatening because of partial damage
of the vehicle or serious problems with homeostasis or navigation after coming
onto extremely difficult terrain, then the content of the short-term memory is
written to the list of the arrays that encode the circumstances associated with
the threatening events, one array for one event. This list corresponds to triggers
that cause conditioned anxiety in biological systems. During the robot mission
the list should be continuously compared to the contain of short-term memory
in order to detect circumstances which are encoded as associated with a danger.
If the current circumstances encoded in short-term memory are recognized as
identical with one of the patterns written in the list, then the robot reversed itself
as quickly as possible in order to change the circumstances. Since the procedure
should act extremely quickly, the list should be implemented at the level of
programmable electronics. Thus, the outline of the algorithm of the creating
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the mechanism which is analogous to conditioned anxiety can be written in the
following way:

– analyze continuously the readings of the receptors;
– analyze continuously the readings of the detectors which track the inner state

of the robot (let us call them: inner detectors);
– if readings from the inner detectors are alarming then create the new array in

the list of arrays which encode the circumstances associated with the threat-
ening events;

– write the readings from the receptors for the last time interval created array;

In the above notation of the algorithm, the crucial actions are written in
italics. The time interval denotes the aforementioned declared period of time
which defines uploading of the short-term memory.

The implemented conditioned anxiety-like mechanism acts in the following
way (the outline):

– browse continuously the list of arrays which encode the circumstances asso-
ciated with the threatening events;

– if the content of the short-term memory is similar to the content of one of
the browsed arrays then immediately start to reverse;

– continue the reversion until the content of the short-term memory is similar
sufficiently to the content of the array;

4 Experiments and Results

The algorithm proposed in the previous section has been tested by using V-
REP (Virtual Robot Experimentation Platform) simulator.1 The algorithm was
implemented by using Robot Operating System (ROS).2 The scene on which
the robot operated had been created - see Fig. 1. Two types of obstacles were
created on the scene. Big obstacles, which were destroying for the robot if it
collides with them and the small ones, denoted on the scene as thin cubicoids
with squares bases, which damaged the robot if it run onto it. It was assumed
that the robot could be damaged two times by the cubicoids but the third time
was destroying. It was also assumed that a damaged robot could continue its
mission. Exploration of the scene in order to create its map was the task of the
robot. A mission lasted 150 s. If the robot was not destroyed during performing
the task, then the mission was regarded as successful. An example of the map
created by the robot during a successful mission is shown in Fig. 2.

The robot, simulated as a three-wheeled vehicle, was equipped with two
senses. The first one, the LIDAR (Light Detection and Ranging) can detect only
big obstacles. The robot was equipped with the algorithm of navigation which
allowed it to avoid collisions with big obstacles. Ultrasonic detector, fastened to

1 http://www.coppeliarobotics.com.
2 http://wiki.ros.org/.

http://www.coppeliarobotics.com
http://wiki.ros.org/
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Fig. 1. The scene.

Fig. 2. The map of the environment - an obstacle floor map - created by the robot as
a result of its mission - an example of a result of a successful mission.

the extension arm on the front of the robot was directed down and it can detect
only cubicoids - see Fig. 3. The robot, however, was not a priori equipped with
the knowledge that running onto cubicoids caused by its damage. The cognitive
module of the robot had to associate detection of the cubicoid with the fact
that the vehicle would be damaged a few seconds after a cubicoid detection.
This association was created by using the algorithm described in the previous
section. As it has been aforementioned, creating of the map of the scene was the
task of the robot. The maps were created by using Simultaneous Localization
and Mapping (SLAM) technique, realized by gmapping node available in ROS.
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Fig. 3. The robot operating on the scene.

This node enables creation a 2-D occupancy grid map, for instance a building
floor plan. The tests were performed both for the robot without conditioned
anxiety, let us call it as the simple robot, and for the robot with the model of
conditioned anxiety implemented in the way described in the previous section -
let us call this type of robot as the emotional one. In each test the robot started
at a randomly chosen point of the scene presented in Fig. 1. For twelve tests for
the simple robot seven were unsuccessful. This means that 58% of tests ended as
failures. For eleven tests for the emotional robot only three were failures which
is equal to 27% of all tests.

5 Concluding Remarks

In this paper the way in which the mechanism of conditioned anxiety can be
adapted to control of behaviour of autonomous robot is presented. The per-
formed tests shown that the mechanism is effective. Probability of failure for the
simple robot was over two times greater than for the emotional one. It should be
stressed that the algorithm has been implemented in the extremely simple ver-
sion. Therefore, there were no problems with associate the circumstances with
the threatening event. Furthermore, the created scene was very simple as well.
Thus, the obtained results should be regarded as preliminary.
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Abstract. Rule-based systems constitute the state of the art solutions
in the area of artificial intelligence. They provide fast, human readable
and self explanatory mechanism for encoding knowledge. Due to large
popularity of rules, dozens of inference engines were developed over last
few decades. They differ in the reasoning efficiency depending on many
factors such as model characteristics or deployment platform. Therefore,
picking a reasoning engine that best fits the requirement of the system
becomes a non-trivial task. The primary objective of the work presented
in this paper was to provide a fully automated framework for bench-
marking rule-based reasoning engines.
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work · Performance analysis

1 Introduction

Knowledge engineering aims at encoding expert knowledge in a form that can
be processed by the machine to allow for automated inference. Among many
formalisms that allow for such mapping from an expert domain to the machine
domain, rules proven to be one of the most efficient and commonly used app-
roach. Although nowadays artificial intelligence methods are dominated by
machine learning-based solutions, rule-based knowledge representation is still
used in areas such as mobile context-aware systems [15,20,26], recommender
systems [2], or business process management [27].

The reason for constant popularity of this knowledge representation method
can be explained by the fact that rules provide strong formal foundation in
logics. Therefore, rule-based models can be formally evaluated in terms of com-
pleteness or consistency of knowledge [18]. Furthermore, rule-based inference
is always traceable, which allows to provide explanations of systems decisions.
Such feature is called intelligibility [19] and is one of the most important require-
ments for building personal mobile advisor systems [4]. The importance of the
intelligibility of the artificial intelligence systems was recently highlighted by
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the European Union in General Data Protection Regulation (GDPR) proposal1.
The GDPR states that every user of artificial intelligence system should have the
right to ask for explanation of an automated algorithmic decision that was made
about them [13]. This regulation aims at providing accountability of artificial
intelligence, which can be achieved by rule-based knowledge representation.

Due to the long history of knowledge-based systems, dozens of different rule-
based inference engines and rule languages were developed over last few decades.
They differ in the type of formalism they are based on, ranging from propositional
logic, to first-order logic. They use different pattern matching algorithms that
have direct impact on the efficiency of reasoning in terms of CPU and memory
usage. While there are several comparisons of the ontological reasoners, to the
best of our knowledge there is no publicly available benchmark of production
rule-based inference systems.

To address this issue, we proposed a toolkit for performing such a bench-
mark. We focused on developing a tool for measuring execution time and mem-
ory consumption of inference engines depending on the model characteristics,
like number of rules, average length of the conditions within a single rule, type
of attributes used in conditions, etc. The process of benchmarking is fully auto-
mated as presented in Fig. 1.

Fig. 1. Workflow of a benchmarking process of rule-based inference engines.

First, a meta-model is generated according to given configuration, that spec-
ifies the characteristics of the meta-model, such as number of rules, number of
conditions, etc. The meta-model is an abstract rule model definition, that in the
consecutive step is translated into specific rule notation, used by one of the infer-
ence engines that is benchmarked. If necessarily, benchmarking process may be
preceded by the migration of the inference engine to other platform (e.g. Android
or iOS operating systems).

1 The full regulation text is available online. See: http://eur-lex.europa.eu/
legal-content/EN/TXT/?uri=uriserv:OJ.L .2016.119.01.0001.01.ENG\&toc=OJ:L:
2016:119:TOC.

http://eur-lex.europa.eu/legal-content/EN/TXT/?uri=uriserv:OJ.L_.2016.119.01.0001.01.ENG&toc=OJ:L:2016:119:TOC
http://eur-lex.europa.eu/legal-content/EN/TXT/?uri=uriserv:OJ.L_.2016.119.01.0001.01.ENG&toc=OJ:L:2016:119:TOC
http://eur-lex.europa.eu/legal-content/EN/TXT/?uri=uriserv:OJ.L_.2016.119.01.0001.01.ENG&toc=OJ:L:2016:119:TOC
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The rest of this paper is organized as follows. Section 2 presents the state of
the art in the area of rule-based inference engines and most popular approaches
for benchmarking them. Motivation for our work was given in Sect. 3. Section 4
presents the notation used in our approach for encoding rule-based meta-models.
The process of automatic generation of the meta representation and its transla-
tion to specific rule languages is given in Sect. 5. The benchmarking process and
sample results from the benchmarking tool are given in Sect. 6. Finally, Sect. 7
summarizes research presented in this paper and presents potential future works.

2 Related Works

Production rules are one of the most popular type of rules. They are defined in a
form of IF <conditions> THEN <decisions> statements, where <conditions>
represents a conjunction of logical expressions, and <deicsions> usually repre-
sents the assertion of a new fact to the knowledge base. The rule is selected for
execution if all of its conditions are true. The reasoning engine is responsible for
testing these conditions against the information that is located in a fact base
and selecting rules that should be executed, if conditions of more than one rule
were fulfilled.

The process of testing rules conditions is called matching, and the process of
selecting rules for execution is called conflict resolution. These two steps of the
inference process are critical in terms of resource consumption and vary in dif-
ferent reasoning engines implementations. Most of the implementations of rule
inference engines use Rete-based algorithms for the matching phase. It is an effi-
cient pattern matching algorithm for implementing production rule systems [11].
However, there are also other algorithms such as Treat [22] or Gator [14] that may
outperform Rete in special cases. Different reasoning engines use different match-
ing algorithms and reasoning strategies that may impact their performance.

One of the most popular rule-based engine based on Rete is Clips2. It pro-
vides its own programming language that supports rule-based, procedural and
object-oriented programming [12]. The syntax of Clips rule language is based on
Lisp. Clips supports knowledge modularization, which allows for creating sep-
arate Rete networks per module, and thus improves the memory efficiency of
matching phase. Clips is written in C language, which makes it efficient and
platform independent. Jess is another rule-based inference engine, and can be
considered a Java implementation of Clips3. Jess introduces several enhance-
ments with comparison to its ancestor in terms of modeling language. With
respect to inference mechanism, Jess is also based on Rete. However, there is
only one Rete network per knowledge base, not per module as it is in Clips.

One of the recent approaches for modeling and processing business rules is
offered by Drools toolkit. It introduces the business logic integration platform
which provides a unified and integrated platform for rules, workflow and event
processing. The rule-based inference engine in Drools is called Drools Expert and
2 See: http://clipsrules.sourceforge.net.
3 See: http://herzberg.ca.sandia.gov.

http://clipsrules.sourceforge.net
http://herzberg.ca.sandia.gov
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is based on Rete-based algorithm – ReteOO. The main advantage of Drools is
that it is written in Java and thus is highly portable between different operating
systems, including mobile platforms.

In recent years, gain in popularity was also observed among engines that are
dedicated to context-aware systems and those implemented in Java programming
language, due to the high portability. HeaRTDroid is a rule-based inference
engine for Android, that is distributed under the GNU General Public License.
It is not based on Rete, but instead optimizes the performance of matching by
spiting the knowledge base into several modules that gathers similar rules to
minimize the subsets for matching.

tuHeaRT shares the syntax with HeaRTDroid, but the reasoning mech-
anism is based on the unification algorithm implemented in Prolog interpreter.
It was not intentionally designed to work on the mobile devices, however due to
recent advancements in Prolog and Java integration [28], it is possible now to
execute tuHeaRT on Android-based platforms as well.

Among the vast number of other rule engines, there are also solutions that
exploits Java programming language annotations, or external XML configura-
tion files to transform regular Java objects into rules, or decision units. These
are JRuleEngine4, EasyRules5 and ContextToolkit [10]. These inference engines
do not use Rete or any other matching algorithm but depend solely on the
mechanisms build in Java.

2.1 Frameworks for Benchmarking Performance

To the best of our knowledge, there is no comprehensive framework for bench-
marking performance of the production rules systems. The existing compara-
tive studies concern mostly the expressiveness power of languages supported by
the reasoner, their portability capabilities, or other qualitative measures. How-
ever, there is lack of research that provides a full solution for comparison of
production-based inference engines.

There are available public datasets of rules, that can be used for benchmark-
ing rule-based engines, such as WaltzDB, or Manners6. These databases were
used in several works to evaluate execution times of different matching algo-
rithms and inference engines [8,21,30]. However, these works focus either on the
evaluation of a pure matching algorithms, or on testing fixed subset of available
reasoning engines and do not provide methodology for extending the bench-
mark to other systems. There exists also qualitative performance analysis of
rule engines performed on different operating systems, like in [5], where authors
discuss possible scenarios of migration of rule-based engines from desktop to
mobile platform, and analyze potential negative impacts of this migration.

Although historically production rules systems were developed long before
the ontology-based languages, there are a lot of benchmarks that tests the OWL

4 See: http://jruleengine.sourceforge.net.
5 See: http://www.easyrules.org.
6 See: ftp://ftp.cs.utexas.edu/pub/ops5-benchmark-suite.

http://jruleengine.sourceforge.net
http://www.easyrules.org
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reasoners performance [6,29]. These reasoners use ontologies as their primary
knowledge base instead of the production rules. Therefore, the discussion con-
cerning them is out of the scope of this paper.

3 Motivation

The primary goal of the rule-based systems discussed in Sect. 2 is to support
human or another artificial intelligence system in a decision process. However,
the inference mechanism is rarely a standalone system, that is crafted to best
fit the hardware requirements of the device it operates on. Most often, it is
immersed in the larger artificial intelligence software as a submodule and works
on top of an existing operating system.

In many cases, it is crucial to assure high performance of the reasoning engine
in order not to slow other systems components, or not to waste valuable resources
such as CPU time or memory. This is especially important on mobile platforms,
where the resource efficiency is of the great value, and the reasoning needs to be
performed usually under the soft real-time constraints. The available test sets
for benchmarking rule-based systems, like aforementioned WaltzDB or Manners,
contain fixed size of rules which are not modifiable. This allows only for mea-
suring performance of engines against fixed criteria. On the other hand, the
performance of the reasoners may be affected by many different factors such
as the type of the operating system they operate on, the characteristics of the
model such as size of the model, average number of conditions within a single
rule, type of operators and type of attributes used in rules conditions.

Therefore, the primary motivation for the work presented in this paper was
to provide a comprehensive framework for performing benchmarks of production
rules inference engines. We aim at providing a comprehensive approach to mea-
sure the impact of the size of rules in the model, type of attributes (i.e. symbolic,
numeric or mixed) and structure of the model (i.e. number of separate sets of
rules that use the same attributes in conditional part). Such an analysis will
allow for selecting inference engine that works best for the requirements of the
specific systems. These requirements may vary on the countless factors, hence
one of the objectives of our framework was to allow for automated generation of
artificial models according to given specification and later provide a translation
of these models into different rule-language used by different inference engines
used in the benchmarking process.

4 Meta-model Representation

One of the first steps of the benchmarking process presented in Fig. 1 is a genera-
tion of a meta representation of rule-based model. The heterogeneity of different
inference engines and rule notations makes it difficult to provide separate mod-
els for evaluation manually. Instead, we propose a meta-model notation, that
can be generated with an automated tool and later translated into specific rule
notation. This assures that every tested model shares the same characteristics.
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There exists several approaches that allows for knowledge transfer among dif-
ferent rule-based notations. One of the most popular is Rule Markup Language
(RuleML) [7] defined by the RuleML Initiative7. The objective of the initiative
is to develop an open, vendor neutral XML/RDF-based rule language that will
allow for exchange of rules between various systems. The more general solu-
tion was proposed in [16], where the author proposed a universal framework for
knowledge interoperability and a knowledge base translation mechanism. How-
ever, both of these approaches use complex and not human readable formats.
On the other hand, our goal was to provide a meta-representation that will be:

– Human readable – to allow reviews and changes in a meta-model by a person
performing a benchmark and to allow for rapid prototyping of models for
benchmarks.

– Modularized – to improve the maintenance of meta-models and to allow for
their visualization.

– Formalized – to allow for automated generation and verification of meta-
models (e.g. assuring that there exists a reasoning chain in the generated set
of rules).

The notation we used is a subset of HMR+ language, which is the native
rule language of HeaRTDroid inference engine [3]. It is based on the Prolog
syntax [9], and thus is easily readable by a human, but also ready for automatic
processing by the machine. Furthermore, the language has also support of two
visual editors: HQEd and HWEd8. The underlaying formalism used in HMR+
notation is the XTT2 rule representation [24]. Every HMR+ model contain
rules definitions, attributes definitions used in rules and definitions of types of
the attributes. Every type definition contains precise information on the domain
of admissible values of the attribute. Additionally, every model contains schema
definitions, which can be considered modules that gathers rules that use similar
attributes in their conditional and decision parts. All of this allows for automatic
generation and formal verification of models [23].

The simple example of a meta-model definition with a usage of HMR+ was
given in Listing 1.1. It defines two types for two attributes respectively and one
rule that depending on a day of a week decides weather it is a workday or
a weekend. It is worth mentioning that the definition of type includes explicit
enumeration of all domain elements. It also distinguishes the primitive type of the
domain elements, which can be numeric for floating point and integer numbers
and symbolic for strings and nominal values. This information is crucial for
verification of completeness an consistency of a generated model. The HMR+
meta-model is generated with a tool, discussed in more details in the following
section.

7 See: http://wiki.ruleml.org/index.php/RuleML Home.
8 See: http://glados.kis.agh.edu.pl/doku.php?id=pub:software:hwed:start.

http://wiki.ruleml.org/index.php/RuleML_Home
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Listing 1.1. Sample meta-model definition
xtype [name: day_type , base: symbolic , ordered: yes ,

domain: [mon/1,tue/2,wed/3,thu/4,fri/5,sat/6,sun /7]].
xtype [name: today_type , base: symbolic , domain: [weekend ,workday] ].

xattr [name: day , class: simple , type: day_type ].
xattr [name: today , class: simple ,type: today_type ].

xschm ’Today’: [day] ==> [today].

xrule ’Today’/1: [day in [mon to fri]] ==> [today set workday]

5 Model Generation and Translation

The meta representation of rule-based knowledge presented in previous section
is automatically generated and later translated to different rule-based notations
used by the inference engines that are in consideration for benchmarking. This
section discusses these two steps in more details.

5.1 Meta-model Configuration and Generation

The process of automatic generation of HMR+ meta-models is supported by
a dedicated tool9. It uses a configuration file, which allows to specify the char-
acteristics of a model to be generated. The description of selected fields of a
configuration file that can be used to customize model was given in Table 1. The
full specification is available on-line, on a project website10.

Value of each field can be set with a usage of #define directive. For instance
to force the generator to create 100 different types in the meta-model, with
a ratio of 2 numeric types per each 3 symbolic types, one should include the
following line in a configuration file:

Listing 1.2. Fragment of an configuration file for meta-model gerneator

#define TYPES AMOUNT 100
#define BASES RATIO (2/3)

Given the configuration file, the generator creates a rule-based model encoded
with HMR+ notation. The model generation is a stochastic process, and the
subsequent calls can produce different models. However, these differences are
always within the bounds defined in the configuration file.

The generator tool also guarantees, that there always exists a reasoning path
that covers all the rule schemas that were generated. This assures that the size of
the model corresponds to the size of the reasoning chain. The output of the gen-
erator in the process of benchmarking is then passed to the translation module,
discussed next.
9 The complete documentation of the generation process, with sample models used for

benchmarks in this paper, can be found on the project website: https://bitbucket.
org/sbobek/xtt-generator.

10 See: https://bitbucket.org/pm1234/xtt-generator.

https://bitbucket.org/sbobek/xtt-generator
https://bitbucket.org/sbobek/xtt-generator
https://bitbucket.org/pm1234/xtt-generator
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Table 1. Fields of configuration file of meta-model generator tool.

Filed name Description

TYPES AMOUNT The amount of different types to generate
BASES RATIO The ratio of a number of numeric types to

number of symbolic types
DOMAIN SIZE Indicates how many elements should types’

domains contain
ATTRIBUTES AMOUNT Number of attributes to be generates
SCHEMAS AMOUNT Demanded number of schemas to be create
MIN ATTRS AMOUNT The minimal number of attributes that form a

conditional and decision parts of rules
MAX ATTRS AMOUNT The maximal number of attributes that form

a conditional and decision parts of rules
MIN RULES PER SCHEMA Indicates the minimal number of rules within

a single schema

5.2 Translating Models

The inference engines presented briefly in Sect. 2 are based on production rules.
Although the specific rule languages used by them are different, they share the
same concepts of the underlying rule definition [16]. This allows for relatively easy
translation from one language to another. It is worth noting that the translation
is performed on the level of single rule. Therefore, other components of the
modeling language such as modules definition or inference control sequences are
not translated.

Listings 1.3 and 1.4 represent the same rule, encoded with Jess and JRule
notations respectively translated with a usage of the translation module11.

Listing 1.3. Sample rule in Jess notation
( d e f r u l e today /1 ””
( day ( value ?v $ : ( member$ ?v ( c r e a t e $ saturday sunday ) ) ) )
=>

( a s s e r t ( today ( value [ weekend ] ) ) )
)

Listing 1.4. Sample rule in JRuleEngine notation
<r u l e name=”today /1” d e s c r i p t i o n=”none” >

< i f le ftTerm=”[ saturday , sunday ] ” op=”con t a i n s a t l e a s t on e ”
rightTerm=”engine . today . getDay” />

<then method=”engine . today . setToday” arg1=”weekend” />
</ru le>

Translated models are then passed to the benchmarking module discussed
next.
11 The translation module source code can be found on the project website: https://

bitbucket.org/sbobek/hmr-converter.

https://bitbucket.org/sbobek/hmr-converter
https://bitbucket.org/sbobek/hmr-converter
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6 Benchmarking

The benchmarking process is fully automated by the Subito 2.0 software12 [17].
It reads the models delivered by the translation module and executes them in a
forward chaining mode. For each engine and each model, the execution time and
memory consumption is calculated using the build-in Unix time command. The
results from the execution are aggregated in CSV files. Additionally Octave13

scripts that plot the results are generated. The sample output from the bench-
marking tool was presented in Figs. 2 and 3. The former presents the dependency
between the type of attributes used in the rules conditions and the execution
time of the reasoning process. The latter shows the differences in execution time
with respect to the number of rules in the model. Crosses on the plots represent
last successful reasoning before the time of inference exceeded a 30 s threshold,
or model failed to be loaded. It can be observed that the type of attributes
does not affect the reasoning performance for most of the engines, except for
tuHeaRT, HeaRTDroid and Drools. This information may be valuable when
assuring stability in reasoning times is crucial. On the other hand, analyzing
performance of the engines with respect to the number of rules present in the
model, it is easier to select the most scalable solution.

As it was mentioned in Sect. 5, the generator module assures there exists
exactly one reasoning chain in the model, starting at a point defined by generated
initial state. The Subito 2.0 allows to artificially duplicate models, to simulate
disjoint reasoning chains. Additionally, it allows to specify number of runs that
should be performed before the results are averaged and aggregated. Currently,
Subito supports following reasoning engines: Clips, Jess, Drools, EasyRules,
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Fig. 3. Reasoning times with respect to
the number of rules in the model.

12 See: https://bitbucket.org/sbobek/subito.
13 GNU Octave is a high-level interpreted language, primarily intended for numerical

computations. See: https://www.gnu.org/software/octave.

https://bitbucket.org/sbobek/subito
https://www.gnu.org/software/octave
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JRuleEngine, ContextToolkit, DTRules, HeaRTDroid, and tuHeaRT. Includ-
ing additional engines is straightforward, however, due to space limitation will
not be discussed here.

7 Summary and Future Works

In this paper, we presented a complete framework for performing benchmarks
of the rule-based inference engines. It allows for automatic generation of models
with predefined characteristics, translation of these models into specific rule
languages and executing them in a test environment that measures execution
time and memory consumption.

In a future work, we plan to extend the translation mechanisms to include
more complex language features like modules, or inference control mechanisms.
For this purpose, the knowledge interoperability framework proposed in [16] is
planned be used. We also plan to extend the generator of meta-models to allow
for manipulation on the length, and numbers of reasoning chains available in the
model. The testing tool could also be embedded in a web-based semantic wiki
to allow for exchanging results between knowledge engineers [1,25].
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Abstract. Knowledge engineering aims at providing methods for effi-
cient knowledge encoding to allow for automatic reasoning. Most of the
research in this field is devoted to the design of expressive modeling lan-
guages or effective reasoning mechanisms. We argue that powerful knowl-
edge representation and inference mechanism is not enough to assure high
quality knowledge bases. It is crucial to provide methods for creation and
visualization of knowledge. This allows an engineer to focus on the task
of building the knowledge without the distraction caused by the com-
plexity of the representation, syntax, etc. The original contribution of
this paper is a definition of three categories of requirements for visual-
ization and editing software for structured rule bases. We propose the
prototype implementation of such a tool and provide the evaluation that
involves comparison with existing approaches and user test to measure
the usability of the solution.

Keywords: Rule-based systems · Knowledge base design · Web editors

1 Introduction

Research in the area of knowledge engineering focuses mostly on the meth-
ods that allow for knowledge encoding and processing, leaving behind aspects
of knowledge visualization and design. However, these two latter factors play
invaluable role in the process of design, development and later in the mainte-
nance of artificial intelligence software. The most popular knowledge engineering
approaches are supported by the modeling tools. These include solutions such
as Protege for ontology [4], Drools [3] or HQEd [6] for rules. However, these
tools are usually very complex systems, that require expert knowledge to install
and setup them. Furthermore, their usability and intelligibility features are also
limited, as it is implicitly assumed that their users are experts in the modeling
approach these tools were made for.

In this paper we focus on the rule bases and tools that support building
and visualizing them. When it comes to practical knowledge engineering with
rule bases, several fundamental cases can be identified. In the most basic case,
a rule-based shell, like CLIPS or Jess, is used. It does not offer any support for
rule base building. Therefore, rules have to be written manually in text editor.

c© Springer International Publishing AG 2017
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More advanced tools include the Drools platform, as well as OpenRules1 or
DTRules2. They offer an Excel-based editing mode where prototypes of rules
can be provided in a form of decision table. In fact visual modeling of rule
base in the form of tables or trees seems to be the most scalable method. More
recently a new notation for supporting the design of decision table based logic
was provided by OMG called Decision Model and Notation (DMN) [7]. It is based
on previous works of community cooperating by Jan Vanthiennen. In this work
we focus mostly on the XTT2 knowledge representation that was designed as a
part of the Semantic Knowledge engineering methodology for building Intelligent
Systems [6].

We compared existing editors for structured knowledge bases. Using the
analysis of their limitations we defined general requirements for visual editors for
rule-based knowledge. Then, we proposed a prototype of HWEd – a web-based
tool for editing and visualization of structured rule bases. Finally, we compared
it with other available editors with respect to previously defined requirements
and also provided a usability study, based on Software Usability Measurement
Inventory framework3.

The rest of the paper is organized in the following way. In Sect. 2 our previous
work in the area of knowledge base visualization is presented. Based on limitation
of existing tools, in Sect. 3 we provide a set of requirements for the new editor.
Then we describe its implementation in Sect. 4. The evaluation of the tool and
directions for future works are given in Sect. 5.

2 HADES Tools

Our previous work includes several tools supporting the visual design of rule
bases. They were made available as HaDEs toolset as part of the Semantic
Knowledge Engineering for Intelligent Systems (SKE) design approach [6]. The
SKE introduces a systematic design process that includes three main phases.
Their simplified description is provided below:

1. Conceptual modeling and rule prototyping where the system attributes
are identified and prototypes of decision tables are build.

2. Logical specification and analysis where the structured rule base com-
posed of number of decision tables connected into a decision network is
designed.

3. Physical design with prototype integration where the design of rule
base is automatically translated into an executable format and run by an
inference engine.

HQEd (HeKatE Qt Editor) [6] provides support for the logical design with
XTT2. It can import an HML file with a conceptual model. and generate an

1 See: http://openrules.com.
2 See: http://www.dtrules.com/newsite.
3 See: http://sumi.uxp.ie.

http://openrules.com
http://www.dtrules.com/newsite
http://sumi.uxp.ie
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XTT2 prototype. HQEd allows for editing the XTT2 structure with support
for syntax checking at the table level. Attribute values are checked with domain
specification, and the use of proper relational operators is assured, so that poten-
tial anomalies are detected and eliminated.

HQEd can automatically generate the textual executable representation of
the XTT2 knowledge base in the HMR format (HeKatE Meta Representa-
tion). HMR files can be directly executed by a custom inference engine called
HeaRT (HeKatE RunTime) [6]. The role of the engine is twofold: run the
XTT2 rule logic designed with the use of the editor, and provide on-line formal
analysis of the rule base using the HalVA (HeKatE Verification and Analysis)
framework. The engine runs as a stand-alone application. Moreover, it can be
embedded into a larger application. It also has a communication module which
allows for an integration with HQEd as well as provides network-based logic
service. The HQEd editor [6] allows for visual design of the XTT2 knowledge
bases. Moreover, it provides a mechanism for checking the rule model against
the syntax and logical anomalies. The tool is able to detect important syntax
errors, such as: inaccessible rules, attribute values out of domain, etc. The logical
anomalies are detected using HeaRT.

HQEd was implemented in a platform independent way using the Qt pro-
gramming library4 a cross-platform application development framework. It also
provides an intuitive and user friendly graphical interface. Each dialog window
has appropriate controls preventing a user from entering incorrect data.

The HQEd architecture includes three main components. The controller is
the most important element, as it enables the data flow between the layers.
The model consists of two layers that are responsible for the internal models
representation. ARD Model stores an conceptual model and the XTT Model
stores an XTT2 model. The remaining layers are included in the view that
maps the model to other formats:

– User Interface – the visual model representation that is appropriate for the
user. This layer renders the visual representation of the XTT2 diagram.

– XML mapping – translates the model data to HML. This layer allows for
storing the state of the model using files.

– Plugins API – provide the communication to other services.

The editor can be integrated with HeaRT, which provides on-line execution
and verification. Below, the main aspects of knowledge modeling with HQEd
are discussed.

The complete XTT2 diagram consists of tables which contain rules and
links. The design starts with a definition of the attribute types. The sequence in
defining the XTT2 model with HQEd includes definitions of types, attributes,
tables, rules, and links. The tool partially enforces this design sequence. For
instance: a table can be defined only when there exists at least one attribute.

The logical design process starts with the specification of domains of
attributes. The Type Editor window dialog assists in this process. The next

4 See http://www.trolltech.com.

http://www.trolltech.com
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step involves a definition of the XTT2 tables and their rows representing rules.
The table schema is defined first. For a given table, it groups the attributes
in the condition or decision parts of the rule. The Table editor dialog allows
for defining the table schemas. The last stage of the table definition includes
rule specification. Every table row corresponds to a single rule. The last XTT2
design stage consists in linking the tables. There are two ways to define a link:
using the Connection editor dialog, or drag&drop. The example of a complete
XTT2 diagram is shown in Fig. 1.

Fig. 1. Model exported from HQEd. It aims at detecting if the driver should pay for
a parking based on his or her location, time and a day.

The description given above concerns the case when the XTT2 model is
designed from scratch. However, HQEd is able to import the preliminary con-
ceptual model. Such a model contains the preliminary definitions of attributes.
It also contains rule schemas and inference links. In such a model, HQEd allows
for filling the XTT2 tables with rules. It also allows for refining the inference
network.

The tool checks the model quality during the whole design process. It imme-
diately notifies the user of the discovered anomalies. HQEd supports XTT2
syntax checking, that includes detection of all anomalies except for the logical
ones. It checks the entered attribute values for compatibility with the defined
domain. Thus, it limits the possibility of entering incorrect values. When the
tool detects an incorrect value, it shows appropriate message to the user, who
can correct it. The logical rule analysis is performed with the use of HeaRT.

As an editing, tool HQEd has number of limitations. It is a desktop tool that
is run locally, on the host operating system, making it more difficult to assure
portability that covers most of the available operating systems. It has a complex
architecture that makes it difficult to deploy on the target operating system.
The complexity of the architecture is also reflected by the complexity of the user
interface. HQEd provides a variety of functionalities, that goes beyond the set
of features offered by the typical editor. This makes the software difficult to use
by a non-expert users. It relies on an XML-based file format that is not human-
readable, therefore any changes to the model created with HQEd is possible
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only in the editor. It does not support new features of HMR+ notation such
as time-based operators [2] or uncertainty modeling [1] which were introduced
recently to XTT2 representation.

Based on the analysis of these limitations, a prototype of a new editor, called
HWEd was created. The next section discusses this in more details.

3 Requirements for Online Modeling Tool

To overcome the limitations of the HQEd editor, we propose a set of require-
ments that every visualization and editing toolkit for structure rule-bases should
fulfill. These requirements can be divided into three categories, depending on
which aspect of the editing process they focus. These categories are:

– Visualization – that focuses on the aspects of presenting complex knowledge
bases and to the user improving usability of the editor.

– Notation – that focuses on the aspects of quality of editing knowledge base
in terms of intelligibility and user experience.

– System – that focuses on technical aspects such as simplicity of installation
process and portability.

For visualization, it is crucial to provide an ability of the system to appropri-
ately present structure and hierarchy of the knowledge. This will allow the user
to faster discover dependencies between rules, and groups of rules.

The notation category, on the other hand can be understood in terms of
assuring high user experience by providing methods for syntax verification and
autocompletion. This makes the creation of knowledge bases faster, and increases
the chance of discovery of mistakes at the level of design, rather than runtime.
The last requirement is to assure that the representation of the model is human-
readable. This improves the in-line editing of the model, even outside the editor,
which may be useful for knowledge engineers.

Finally, the system category covers aspects of portability and architectural
complexity of the editing software. The editor should be platform independent,
at least in terms of accessibility, i.e. it should be available on every available
operating system through Internet browser. It also should be lightweight so that
the deployment is possible on any operating system, without the need to install
any platform-dependent libraries.

These requirements were the guidelines for the creation of the HWEd editor
– a prototype of a new editor for XTT2. It is web-based, and has much simplified
interface over HQEd. It is implemented only in Javascript and runs in a web
browser, which makes it lightweight, portable and much more usable on mobile
devices. It does not support XML for the model representation, instead it gen-
erates only HMR files suitable for both editing and execution. It was developed
mainly with HeaRTDroid in mind but is a general purpose editor. It follows
the specification of knowledge visualization principles given in SKE. The fol-
lowing section gives more details on the implementation and architecture of the
HWEd.
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4 HWED

In this section the details about the HWEd editor will be presented. First,
we will describe its main functionalities that cover visualisation and notation
related requirements given in Sect. 3. Finally, the insight into architecture will
be provided to motivate the fulfillment of the system-based requirement.

4.1 Functionality

In order to make the usage of the editor as simple as possible, we limited its
functionality to the most important features, designated by the requirements
presented in Sect. 3. The editor consists of only five windows that are used for:
(1) visualizing and editing rules and XTT2 tables, (2) defining types (3) defining
attributes, (4) changing editors setting and (5) Instant HMR model preview. The
screenshot of the main window of the editor was presented in Fig. 2.

Fig. 2. Screenshot of HWEd editor window

The visualization and edition window provide the most important function-
alities with respect to the creation of the knowledge base. It visualizes the knowl-
edge base, where rules are organized into XTT2 tables. It shows the hierarchy
of the knowledge by highlighting tables that depend on each other (i.e. one of
the table produces attributes that the other table uses). It allows for edition of
the models providing verification and autocompletion mechanism, as presented
in Fig. 2. The windows for instant HMR model preview shows the textual repre-
sentation of the model presented in the visualization window. This allows expe-
rienced knowledge engineer to browse through source code and select parts of
the model that can be used in HaQuNa 5 commandline interface for rapid pro-
totyping and verification. Additionally, the user interface allows also to save and
load HMR models from the hard drive of the user computer.

5 HaQuNa is an interactive commandline shell to load, modify, run HMR
models. See: http://glados.kis.agh.edu.pl/doku.php?id=pub:software:heartdroid:
tutorials:haquna.

http://glados.kis.agh.edu.pl/doku.php?id=pub:software:heartdroid:tutorials:haquna
http://glados.kis.agh.edu.pl/doku.php?id=pub:software:heartdroid:tutorials:haquna
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Fig. 3. Flux architecture diagram

The user interface – front-end of the application – lays on top of the Flux6

architecture and is supported by the Redux7 framework. Architecture helps to
keep code more structured and maintainable. Framework on the other hand
greatly enhances development speed, readability and lowers error capacity. The
following sections discuss these two components in details.

4.2 Architecture

Flux is the application architecture developed by Facebook. It was first designed
specifically to complement React framework8 and its components by utilizing a
unidirectional data flow. Flux consists of three major parts: dispatcher, stores,
and views. Implementation of Flux used in this project is called Redux. It addi-
tionally enforces that application uses a single store, and adds one more major
part to Flux update cycle - actions. As shown in Fig. 3, in a Flux application
data flows in a single direction.

Dispatcher is a container for a registry of callbacks into the stores for the entire
Flux application. The input of the dispatcher is an action. This action is then
propagated to proper store. In case of Redux implementation it would be the
main store.

Store holds the application data and business logic for data mutation and view
updates. It has no direct setter methods, instead the only way of getting new
data into its self-contained world is by sending action to dispatcher which
initiates store update.

Views are composable and re-renderable React components. They get their
state from parent component or in case they are on the top of the hierarchy
they get it from store they are subscribed to.

Actions are wrappers composed of action type and payload data if needed.
They are usually created in some view, but they can also be constructed in
event handlers or any other utility or library as long as they do not violate
unidirectional data flow. Once created actions are passed to dispatcher.

6 See: https://facebook.github.io/flux.
7 See: https://reduxframework.com.
8 See: https://facebook.github.io/react.

https://facebook.github.io/flux
https://reduxframework.com
https://facebook.github.io/react
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4.3 Implementation

Figure 4 clearly shows that view hierarchy is the largest and most important
module. It incorporates most of the other modules and provides interface for
users to use them. On top of view hierarchy resides the controller-views called
containers. Containers subscribe for store updates, retrieve data and action def-
initions proper for specific container. They pass received data and functions to
another component. Further components incorporate some rendering logic and
pass properties to their children. Usually, the lower component is in the hierar-
chy the lesser it becomes, all the way to components consisting of pure HTML
like code.

Fig. 4. HWEd implementation diagram

Actions are most commonly created inside view hierarchy. Then action is
passed to the dispatcher which forwards it to the store. Each action passed
to store goes through hierarchy of reducers which contain logic for producing
new state based on previous one, action type and its payload. Every state is
immutable. After computing the new state, a change event is emitted to adjacent
container-views. Converter is an interface for handling HMR files. HMR encoder
is made using template string feature. HMR parser is generated using grammar
and Peg.js library.

Following current state of Javascript a module bundler was necessary to
build project. Application code and styles had to be transpiled because they
were written using extended CSS language, ECMAScript 6 standard and JSX
syntax. Additionally during transpilation, assets are copied and parser is gen-
erated using HMR grammar. All the files are then concatenated into several
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chunks of minified code and map files, and exported under a single folder ready
to be copied to a server.

5 Evaluation and Future Works

In this section two types of evaluation will be given. First, we compare the
existing editors, not limiting them to these supporting only XTT2 knowledge
representation. We will perform the comparison with respect to the require-
ments presented in Sect. 3 Secondly we will show the results from the usability
tests performed by the professional knowledge engineers. Finally, the direction
of future works will be discussed.

5.1 Comparison of Tools for Knowledge Visualization and Editing

We compared the HWEd editor with the popular systems for building rule
knowledge bases with respect to the aspects of visualization, notation used and
system portability and complexity. The summary of the comparison was given
in Table 1. Although there exist solutions that partially fulfill the requirements
defined by us in Sect. 3, only HWEd provide the full support for all of them.

Table 1. Comparison of tools for knowledge visualization and editing

HWEd HQEd DTRules OpenRules Drools

Visualisation Structure Yes Yes Yes Yes Yes

Hierarchy Yes No No No No

Notation Verification Yes Yes No No Yes

Autocompletion Yes Partial No No Partial

Human-readable Yes Partial Yes Yes No

System Portability Yes Partial Partial Partial Partial

Lighweight Yes No Partial Partial No

All of the compared systems partially support portability. This means that
they are written in C++ or other programming language that is portable
between operating systems, but still requires separate build for each of them.
Partial support for autocompletion and verification features means that the sys-
tems either use external tools for editing knowledge base (like Excel in case of
DTRules or OpenRules) or use their own build-in mechanism that forbids a user
entering invalid values, like in case of HQEd.
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5.2 Usability Studies

In the usability studies, we aimed at comparing existing editor for creating
XTT2 knowledge bases HQEd with HWEd prototype. We prepared a set of
tasks that each of the participants had to perform9. This tasks included get-
ting familiar with the HMR notation and try to build a very simple model for
determining a parking fee presented in Fig. 5 in both editors. After performing
aforementioned tasks, each participant was asked to fill out the form consisted
of 50 questions according to Software Usability Measurement Inventory (SUMI)
framework [5].

Fig. 5. Model generated with HWEd, used for the user tests (equivalent to the model
from Fig. 1)

The participants were experts in knowledge engineering, having at least
6 years of experience in the field. However, not all of them were familiar with
HMR+ language, nor any of the investigated editors. The result shows that the
overall impression of the usability of the editor was positive, although helpfulness
and controllability of the software was not rated high10. The output summary
of the SUMI report is presented in Fig. 6. However, it is worth noting that the
HWEd is still a prototype implementation.

5.3 Future Works

One of the main direction for future works is an integration of HWEd with a
library of callbacks in order to provide a comprehensive tool for building rule-
driven mobile applications. Callbacks system is HMR+ feature that allows for
9 The set of tasks can be found here: http://glados.kis.agh.edu.pl/doku.php?id=pub:

software:hwed:usability studies.
10 The complete report from the SUMI framework can be found here: http://glados.

kis.agh.edu.pl/doku.php?id=pub:software:hwed:usability studies:results.

http://glados.kis.agh.edu.pl/doku.php?id=pub:software:hwed:usability_studies
http://glados.kis.agh.edu.pl/doku.php?id=pub:software:hwed:usability_studies
http://glados.kis.agh.edu.pl/doku.php?id=pub:software:hwed:usability_studies:results
http://glados.kis.agh.edu.pl/doku.php?id=pub:software:hwed:usability_studies:results
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Fig. 6. Graphical summaries of SUMI scales

integration of HMR+ models and external systems, in this case the Android
system. These callbacks will provide an interface to various Android features
such as sending SMS, making a call, changing profile, etc. Callbacks are simple,
autonomous Java classes that form building blocks which HMR models use to
create mode complex, logic-based applications.
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Abstract. In this paper, the results of parallelizing an image encryption
algorithm based on Game of Life and chaotic system are presented. The
data dependence analysis of loops is applied in order to parallelize the
algorithm. The parallelism of the algorithm is demonstrated in accor-
dance with the OpenMP standard. As a result of this study, it is stated
that the most time-consuming loops of the algorithm are suitable for
parallelization. The efficiency measurements of the parallel algorithm
working in standard modes of operation are shown.
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1 Introduction

One of the very important functional features of cryptographic algorithms is
cipher speed. This feature is significant in case of symmetric ciphers since they
usually work on large data sets. Thus even not much differences of speed may
cause the choice of the faster cipher by the user. Therefore, it is all-important to
parallelize such algorithms in order to achieve faster processing using multicore
processors or multiprocessing systems. In 1989, British mathematician Robert
Andrew Matthews firstly proposed a chaotic encryption algorithm [1]. In recent
years many ciphers based on chaotic maps were proposed. On the other hand,
cellular automata are introduced to design encryption algorithms considering
the complicated and time-varying nature of the structures. It was the idea of
Steven Wolfram who suggested for the first time the use of cellular automata for
cryptography in 1985 [2]. A combination of both cellular automata and chaos
for designing cryptosystems for image security have shown better performance in
terms of robustness and information security due to its confusion and diffusion
property. Nowadays, there are some descriptions of various ciphers based on
cellular automata and chaos, for instance [3–12]. The critical issue in such ciphers
is program implementation.

Unlike parallel implementations of classical symmetric ciphers, for instance
[13,14] or chaotic encryption systems, for instance [15] there are no parallel
c© Springer International Publishing AG 2017
L. Rutkowski et al. (Eds.): ICAISC 2017, Part II, LNAI 10246, pp. 422–431, 2017.
DOI: 10.1007/978-3-319-59060-8 38
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implementations of symmetric ciphers based on cellular automata and chaotic
networks. Being seemingly a research gap it is absolutely fundamental to show
real functional advantages and disadvantages of the encryption algorithm using
software or hardware implementation.

The main contribution of the study is developing a parallel algorithm in
accordance with OpenMP standard of the cryptographic system designed by
Xingyuan Wang and Canqi Jin and presented in [16] based on transformations of
a source code written in the C++ language representing the sequential algorithm.

This paper is organized as follows. The next section briefly describes the
image encryption algorithm based on Game of Life and chaotic system. In Sect. 3,
parallelization process of the algorithm is fully characterized. In Sect. 4, the
experimental results obtained for developed parallel algorithm are presented.
Finally, concluding remarks are given in Sect. 5.

2 Description of the Image Encryption Algorithm
Based on Game of Life and Chaotic System

The image encryption algorithm based on Game of Life and chaotic system [16]
is a symmetric-key cipher composed of three separate blocks: confusion, diffusion
and key generator. The Game of Life supported by the logistic map is used as
confusion method. Then the higher half pixel diffusion based on the piecewise
linear chaotic map (PWLCM) is applied in diffusion phase. The key generator
block supports these layers by calculating some initial values and parameters.

The encryption process consists of the following steps:
Confusion phase.

1. Calculate the sum (δ) of all pixels in the image, which is used to generate
the initial value (x0) of the logistic map with (x0

′) (given in advance and
x0

′ > 0.1) by using the following formula:

x0 = x′
0 − (δ/1014 − [δ/1014])/102, (1)

where [] is meaning to take the integer part of a number. In this equation,
parameter δ is used to make from the different plain-images (even one bit
different) completely different cipher-images. The Number of Pixels Change
Rate (NPCR) (is over %99) and the Unified Average Changing Intensity
(UACI) (is over %33) randomness tests for image encryption shows that the
proposed algorithm is very sensitive to tiny changes in the plain image. Even
if there is only one bit difference between two plain images, the decrypted
images will be different completely. Thus, the algorithm is robust against
differential attack.

2. Use x0 and α given in advance to generate a sequence (x1x1...xM×N ) by
logistic map:

xi = Φ(xi−1) = αxi−1(1 − xi−1), (2)

where xi ∈ (0, 1), α is the logistic map parameter and the output sequence is
chaotic when α ∈ (3.57, 4).
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Then create two-dimensional orthogonal grid of cells S0
M×N (a pixel in plain

image corresponds to a cell) as the seed of the Game of Life. Each cell has
exactly two possible states (dead or alive) and is represented in accordance
with the following rule:

S0
M×N =

{
1, (xi × 1014) mod 3 > 0
0, (xi × 1014) mod 3 ≤ 0

. (3)

3. When producing the ith generation (Si
M×N ) by the rules of Game of Life,

put the corresponding pixels of Si
M×N to the scrambling image one by one,

except the processed pixels.
4. After produce R generations, stop and put the rest of the pixels into the

scrambling image.

Diffusion phase.
A bit can contain different amounts of information depending on its posi-

tion in the pixel. The percentage of information p(i) provided by the ith bit is
given by:

p(i) =
2i−1

8∑
i=1

2i−1

, i = {1, 2, ..., 8}. (4)

The higher 4 bits (8th, 7th, 6th and 5th) carry 94.125 of the total infor-
mation of the 8 binary image so diffusion only for the higher half pixel is exe-
cuted. The diffusion method is based on piecewise linear chaotic map (PWLCM)
described as:

xi = F (xi−1, η) =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

xi−1

η
, 0 ≤ xi−1 < η

xi−1 − η

0.5 − η
, η ≤ xi−1 < 0.5

0, xi−1 = 0.5
F (1 − xi−1, η), 0.5 < xi−1 ≤ 1.0

, (5)

where x0 is the initial condition value, η is the control parameter (and can
be served as a secret key), xi−1 ∈ [0, 1], and η ∈ (0, 0.5). PWLCM has perfect
behaviour and high dynamical properties such as invariant distribution, auto-
correlation function, periodicity, large positive Lyapunov exponent, and mixing
property, so it can provide excellent random sequence, which is suitable for image
encryption algorithm [17].

The value of each higher half pixel is altered sequentially at the pixel-level
by the output of the PWLCM map and a parameter m. The operations in this
phase are governed by the following equations:

yi = F (yi−1, η), (6)

where F means PWLCM, y0 is the PWLCM’s initial value and η is the
parameter.

di = (yi × 1014) mod 16. (7)
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ci = ((di + pi) mod 16) ⊕ ((ci−1 + w) mod 16), (8)

where w ∈ [1, 16] is encryption parameter (given in advance), pi is the ith higher
half pixel of the permuted image and the scanning order is from left to right and
from up to down, ci is the encrypted value of pi and c0 is the last pi.

The decryption process (symmetric to encryption one) is the reverse of the
encryption process. More detailed description of image encryption algorithm
based on Game of Life and chaotic system is given in [16].

3 Parallelization Process of Image Encryption Algorithm

Given the fact that proposed encryption algorithm can work in block manner it
is necessary to prepare a C++ source code representing the sequential algorithm
working in Electronic Codebook (ECB), Cipher Block Chaining (CBC), Cipher
Feedback (CFB), Output Feedback (OFB) and Counter (CTR) modes of oper-
ation. The source code of the encryption algorithm in the essential ECB mode
contains twenty three for loops. Fourteen of them include no I/O functions.
Some of these loops are time-consuming. Thus their parallelization is critical for
reducing the total time of the parallel algorithm execution.

In order to find dependencies in program a research tool for analyzing array
data dependencies called Petit was applied. Petit was developed at the University
of Maryland under the Omega Project and is freely available for both DOS and
UNIX systems [18].

The OpenMP standard was used to present parallelized loops. The OpenMP
Application Program Interface (API) [19,20] supports multi-platform shared
memory parallel programming in C/C++ and Fortran on all architectures
including Unix and Windows platforms. OpenMP is a collection of compiler
directives, library routines and environment variables which could be used to
specify shared memory parallelism. OpenMP directives extend a sequential pro-
gramming language with Single Program Multiple Data (SPMD) constructs,
work-sharing constructs, synchronization constructs and help to operate on both
shared data and private data. An OpenMP program begins execution as a sin-
gle task (called a master thread). When a parallel construct is encountered,
the master thread creates a team of threads. The statements within the parallel
construct are executed in parallel by each thread in a team. At the end of the par-
allel construct, the threads of the team are synchronized. Then only the master
thread continues execution until the next parallel construct will be encountered.
To build a valid parallel code, it is necessary to preserve all dependencies, data
conflicts and requirements regarding parallelism of a program [19,20].

The process of the encryption algorithm parallelization can be divided into
the following stages:

– carrying out the dependence analysis of a sequential source code in order to
detect parallelizable loops;

– selecting parallelization methods based on source code transformations;
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– constructing parallel forms of program loops in accordance with the OpenMP
standard.

There are the following basic types of the data dependencies that occur in
for loops:

– A Data Flow Dependence indicates a write-before-read ordering that must be
satisfied for parallel computing. This dependence cannot be avoided and limits
possible parallelism. The following loop yields such dependences [21,22]:

for(i=1; i<n; i++) {
a[i] = a[i - 1];
}

– A Data Anti-dependence indicates a read-before-write ordering that should
not be violated when performing computations in parallel. There are tech-
niques for eliminating such dependences. The loop below produces anti-
dependences:

for(i=0; i<n; i++) {
a[i] = a[i + 1];
}

– An Output Dependence indicates a write-before-write ordering for parallel
processing. There are techniques for eliminating such dependencies. The fol-
lowing loop yields output dependences:

for(i=0; i<n; i++) {
a[0] = a[i];
}

Additionally, control dependence determines the ordering of an instruction i,
with respect to a branch instruction so that instruction i is executed in a correct
program order.

To find the most time-consuming loops of the algorithm, experiments were
carried out for an about 5 MB input file.

It appeared that the algorithm has two computational bottlenecks: the first is
enclosed in the function golife enc() and the second is enclosed in the function
golife dec(). The golife enc() function enables enciphering of the whichever
number of data blocks and the golife dec() one does the same for deciphering
process (analogically to similar functions of the classic block ciphers like DES-
the des enc(), the des dec() presented in [23]). Thus the parallelization of for
loops included in these functions is a crucial for parallelization process.



Parallelization of Image Encryption Algorithm 427

The bodies of the golife enc() and the golife dec() functions are as follows:

void golife_enc(golife_context *ctx,UINT8 *input,UINT8 *output,
int input_length) {

for (int i = 0; i<NUMBER_OF_BLOCKS; i++) {
Encryption(ctx, input, output);
input+= BLOCKSIZE;
output+= BLOCKSIZE;

}
};

void golife_dec(golife_context *ctx,UINT8 *input,UINT8 *output,
int input_length){

for (int i = 0; i<NUMBER_OF_BLOCKS; i++) {
Decryption(ctx, input, output);
input+= BLOCKSIZE;
output+= BLOCKSIZE;

}
}.

Taking into account the strong similarity of the above functions only the first
one is examined. Subsequently this analysis is valid in the case of the second one.

In order to apply the data dependencies analysis of the loop included in
golife enc() function the body of the Encryption() function should be put in
this loop.

The actual parallelization process of the loop included in the golife enc()
function consists of the six following stages:

– removal of the key generator operations; all these calculations have to be
executed sequentially before starting the confusion phase operations;

– insertion of the following statements in the beginning of the loop body:
plaintext = &input[BLOCKSIZE ∗ i];
ciphertext = &output[BLOCKSIZE ∗ i];

– removal from the end of the loop body the following statements:
input+ = BLOCKSIZE;
output+ = BLOCKSIZE;

– insertion of the following statements:
Confusion(ciphertext, plaintext, alpha, delta, x, y);
Diffusion(ciphertext, eta, y0, w);
The first statement carries out the operations specified in confusion phase
(Game of Life, table S creation, logistic map), the second one accomplishes
the operations included in diffusion phase (piecewise linear chaotic map, cal-
culating the value of higher half pixel).

– suitable variables privatization
(i, ii, plaintext, ciphertext, alpha, delta, x, y, eta, y0, w, x0, xx0, d, c,m) using
OpenMP (based on the results of data dependence analysis) for the loop
indexing by i;
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– adding appropriate OpenMP directive and clauses
(#pragma omp parallel for private() shared()) for the loop indexing by i.

The steps above result in the following parallel form of the loop include in
the golife enc() function in accordance with the OpenMP standard:

#pragma omp parallel private (i, ii, plaintext, ciphertext,
alpha, delta, x, y, eta, y0,
w, x0, xx0, d, c, m)

#pragma omp for
for (i=0; i<nblocks; i++) {

plaintext=&input[BLOCKSIZE*i];
ciphertext = &output[BLOCKSIZE*i];
for(ii=0; ii<R; ii++) {

Confusion(ciphertext, plaintext, alpha, delta, x, y);
Diffusion(ciphertext, eta, y0, w);

}
}.

4 Experimental Results

In order to study the efficiency of the presented encryption algorithm eight Quad-
Core Intel Xeon Processors 7310 Series - 1.60 GHz and the Intel C++ Compiler
(version 13.1.1 20130313 that supports the OpenMP 4.0) were used. The results
received for an about 5 megabytes input file (8 bit per pixel image) using two,
four, eight, sixteen and thirty-two cores versus the only one have been shown in
Tables 1 and 2. The number of threads is equal to the number of processors.

The total running time of the presented encryption algorithm consists of the
following operations: data receiving from an input file, data encryption, data
decryption and data writing to an output file.

Thus the total speed-up of the parallel encryption algorithm depends heavily
on the following five factors:

– the degree of parallelization of the loop included in the golife enc() function;
– the degree of parallelization of the loop included in the golife dec() function;
– the block size of the encryption algorithm.
– the method of reading data from an input file;
– the method of writing data to an output file.

The results confirm that the loops included both the golife enc() and the
golife dec() functions are parallelizable with high speed-up (see Table 1).

During experiments the data block of encryption process (and decryption
one) was set on value 16 bytes. Additional tests showed that this size of block
gives a good encryption/decryption speed of the encryption algorithm.

The block method of reading data from an input file (512-bytes blocks) and
writing data to an output file (64-bytes blocks)was used.
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In accordance with Amdahl’s Law [24] the maximum speed-up of the encryp-
tion algorithm is limited to 4.4623, because the fraction of the code that cannot
be parallelized is 0.2241.

The encryption algorithm was also parallelized in the following standard
modes of operation (CTR, CBC and CFB). Implementation is based on recom-
mendation detailed described in [25]. The results are presented in Table 2.

When the encryption algorithm operates in the ECB and CTR modes of
operation, both the encryption and decryption processes are parallelizable and
speed-ups of the whole algorithm are similar (see details- Tables 1 and 2). For the
CBC and CFB modes only the decryption process is parallelized so the values of
speed-up are lower than for the ECB and CTR modes of operation (see Table 2).

Table 1. Speed-up of the parallel image encryption algorithm based on Game of Life
and chaotic system working in the ECB mode of operation.

Number of
threads

Speed-up of the
encryption process

Speed-up of the
decryption process

Speed-up of the
whole
algorithm

1 1.00 1.00 1.00

2 1.93 1.95 1.51

4 3.73 3.88 1.85

8 5.91 6.33 2.38

16 6.12 6.47 2.49

32 5.93 6.37 2.40

Table 2. Speed-ups of the parallel image encryption algorithm based on Game of Life
and chaotic system working in the CTR, CBC and CFB mode of operation.

Number of
threads

Operation Speed-up of the
CTR mode of
operation

Speed-up of the
CBC mode of
operation

Speed-up of the
CFB mode of
operation

1 Encryption 1.00 1.00 1.00

1 Decryption 1.00 1.00 1.00

2 Encryption 1.90 1.00 1.00

2 Decryption 1.90 1.90 1.90

4 Encryption 3.60 1.00 1.00

4 Decryption 3.70 3.70 3.80

8 Encryption 5.80 1.00 1.00

8 Decryption 6.20 6.20 6.30

16 Encryption 6.00 1.00 1.00

16 Decryption 6.30 6.20 6.30

32 Encryption 5.80 1.00 1.00

32 Decryption 6.10 6.10 6.20
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5 Conclusions

In this paper, the parallelization process of the image encryption algorithm based
on Game of Life and chaotic system has been shown. The time-consuming for
loops included in the functions responsible for the encryption and decryption
processes are parallelizable. The experiments have shown that the application
of the parallel encryption algorithm for multiprocessor and multicore comput-
ers would considerably boost the time of the data encryption and decryption.
The speed-ups received for these operations can be admitted as satisfactory.
Moreover, the developed parallel encryption algorithm can be also helpful for
hardware and GPGPU implementations.
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Abstract. The paper presents cognitive studies on pilot’s attention dur-
ing the take-off and landing performance. The studies were conducted
using SMI RED 500 eyetracker and Saitek Pro 2000 set of pilot instru-
ments. Simulation experiments involved two groups with different flight
experience, recording particular attention trajectories during respective
flight phases. The NON-PILOT group comprised members who had less
than 80 h of flight time and the PILOT group the ones with more than
80 h of flight time. The differences in perception of flight process in a
group of people with different flight experience were presented based
on the analyses of the conducted measurements. This might be a useful
advice to junior pilots improving their skills and, as a result may increase
passengers safety during a flight.

1 Introduction

Eyetracking is the area of modern computer science that measures eye move-
ments, usually in response to visual, auditory and cognitive stimuli. There are
various methods for recording human eye movement, starting from typical direct
observation, through invasive mechanical observation, to measurement of the
difference in electric potentials between both sides of eyeball [3,6,8–11]. Key
parameters that describe the process of seeing are: fixations, saccades, pursuits
and Gaze path. The analysis of attention trajectory allows to formulate conclu-
sions, for example about the attention process of observed scene. It is possible
to determine which areas attract observer’s attention, which are omitted, and
also to obtain information about the order in what an observer scans them. Cur-
rently used eyetracking systems employ Dual Purkinje, Bright Pupil, and Dark
Pupil technologies or their hybrid connections that provide high measuring accu-
racy. The SMI Red 500, that was used in the experimental part of the paper,
uses hybrid measuring system. Dynamic growth of aviation forces engineers to
provide the quickest and simplest possible means of information about flight
c© Springer International Publishing AG 2017
L. Rutkowski et al. (Eds.): ICAISC 2017, Part II, LNAI 10246, pp. 432–443, 2017.
DOI: 10.1007/978-3-319-59060-8 39
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parameters to pilots. Due to oculographic studies it is possible to analyse pat-
terns of saccades and fixations of pilots demonstrating different levels in flight
training. The object of the research presented in the paper are the registered
attention trajectories of piloting students in key procedures during take-offs and
landings with the use of flight simulator [13,17,18].

2 Measuring Station and Initial Assumptions
of Experiment

In order to conduct studies a few assumptions have been introduced that define
the problem and allow to obtain information. Taking into consideration the
above, the assumptions are as follows. The station including an eyetracker,
piloting devices of flight simulator and a screen were treated as a compatible
cockpit model. Each experimental session is held in conditions that reduce the
impact of external environment including noise and over-illumination in a room
used for conducting studies. Tests are performed in a Cessna 172 Skyhawk air-
craft equipped with analogue instruments located in the front part of the plane.
Piloting the aircraft is performed using only a yoke, pedals and steering with
a damper. The aircraft used for doing simulation tasks is fully configured and
adapted to perform a particular part of flight. The length of experiment for a
person takes no longer than 60 s in order to reduce the influence of fatigue on
perception and concentration. The group of people with flight experience higher
than 80 h is considered to as experiences group of pilots - PILOT. The studies
are conducted at the same time with the studies of brain activity and they do
not introduce additional errors related to the complexity of the experiment. In
the studies the SMI RED 500 eyetracker was used which was synchronised with
the measuring station for the Brain Products electroencephalographic studies
obtaining a joint timeline that allows to correlate the dynamics of attention
trajectories with the accompanying EEG brain activity. During flight simula-
tion, Microsoft Flight Simulator X software was used, a set of pilot instruments
Saitek Pro 2000 equipped with a damper, yoke responsible for rolling and pitch-
ing of an aircraft and pedals responsible for controlling the yaw of an aircraft
[1,2,7,12,16]. The measuring station is presented in Fig. 1.

During pre-selection of potential candidates for an experiment the flight expe-
rience and time of last flight performance were taken into consideration. There
were two groups of different flight experience identified: NON-PILOT (five per-
sons with zero flight time) and PILOT (five persons with 80–1200 flight time in
hours). Group members had to do the following tasks:

• Task 1. Take-off run from the flight path 27 at the airport EPRZ to the
rotation speed, next, take-off and climb up to 1200 ft AMSL (Above Medium
Sea Level).

• Task 2. Landing on flight path 27, at the airport EPRZ, from the height of
1500 ft AMSL and decelerating an aircraft to the speed lower than 10 kts.
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Fig. 1. Measuring station used in the studies of pilot attention with simultaneous
encephalographic measurement

The tasks were executed in still air, using a configured Cessna 172 Skyhawk
plane with stable three-point landing gear. The flaps swing angle of an aircraft
ready to start was set in the configuration as 0, while for landing as 20 degrees.
The flights were performed at the airport EPRZ – Rzeszow-Jasionka, on the
runway 27 of maximum take-off length 3200 m and landing length 3192 m, width
45 m, airport elevation 693 ft and runway magnetic heading 265◦.

3 Results and Analysis

The software environment SMI Experiment Center R© operating with the
RED 500 eyetracker was used in designing the experiment that consists of three
stages. The first is the calibration stage in which, due to specific character of the
study being performed, there the most precise 9-point calibration was used. It is
a 9-point method that evaluates the measurement accuracy of observer’s fixation
coordinates for a set size of a visualisation device. Second stage is the validation,
which was used for evaluating whether the calibration was sufficiently precise
for current geometry of an observed scene. In the validation stage, an individual
profile was assigned to each test subject in order to avoid errors during relevant
measurement, which result from individual factors of a person such as position-
ing of the head, distance between the eyes, etc. The substantial part of the
measurement concerned running the Microsoft Flight Simulator application in a
previously planned place on the runway or in the air with simultaneous start of
recording a scenery observed by a test subject. The following experiments have
been designed:

• NON-PILOT – take-off (task 1) and landing (task 2)
• PILOT – take-off (task 1) and landing (task 2)

It has been presumed 60 s to record the attention of each person. The results
were obtained in the form of video material. Videos were processed focusing
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on individual timeframes for each test subject. Using a dedicated component
of SMI BeGaze environment, a set of areas of interest (AOI) was designed for
the model plane used in the studies. 17 areas were identified having different
surface areas and shapes that describe selected parts of an observed scene and
particular aviation instruments (see Fig. 2). A non-standard template associated
with the recorded video material allows to extract information such as fixation
time on a particular device or area, order of recorded fixations or their percentage
part in the observation of a selected instrument [4,5,14,15,19]. It enabled to
estimate a timeframe in which a test participant did not focus on any of the
instruments. The template was used in an analysis of the results for people who
took part in the experiment, taking into consideration particular tasks. This
delivered information about the amount of fixations in a particular area, their
duration and order of observed areas. Task 1 was completed by all test subjects
with different duration.

Fig. 2. Designed AOI’s for the Cessna 172 Skyhawk cockpit

The obtained results in Table 1 show that during average duration of test
that was about 67.5 s, almost 81% of fixations was in the areas of AOI’s. Aver-
age number of fixations was 157. Therefore it may be presumed that saccades
occurred in the remaining 19% of the time, batting of eyelids may have occurred
which resulted in losing XY coordinates of the left and right eye or fixations were
out of the areas defined as AOI. Analysis of average percentage of fixations in
certain areas allowed to determine the most essential instruments (the threshold
of more than 2% was heuristically assumed).
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When evaluating average percentage of the duration of fixation it can be
assumed that for the NON-PILOT group, for task 1, the most essential areas of
interest were the following aviation instruments and areas (Table 1): altimeter,
the area of the outside the cockpit, speed indicator, attitude indicator, the main
panel, the VOR indicator. In the PILOT group, in turn, for average duration
of test which took 50.5 s, nearly 64% of fixations were in defined AOI areas.
Average number of fixations was 128. In the PILOT group, when doing task 1,
the most essential areas of interest were: the area of the outside the cockpit,
speed indicator, attitude indicator, altimeter, tachometer, vertical speed indica-
tor, gyro. For the NON-PILOT group, the variation coefficient Cv of registered
times of particular fixations on the observed instruments achieves the values
lower than 9.15%, and for the PILOT group, the values of 15.84%, respectively.
A lower fixation percentage share of 63.68% during the task realization process
indicates that the experienced pilots complete the assigned task faster than the
NON-PILOT group whose share equals 80.86%. Based on the results for task 1
it can be assumed that:

• Attention in the PILOT group was mainly put on the area of the outside the
cockpit and the readings of the speed indicator. It is essential to control the
readings of speed indicator in training future pilots. Locating the attention of
pilots having experience in this area means they have been properly trained.

• Attention in the NON-PILOT group was put mainly on the altimeter. In
terms of taking off in Visual Meteorological Conditions (VMC), readings of
altimeter should not be a priority. When it takes places, it may indicate the
lack of training.

• The highest discrepancy of observation time occurs in case of altimeter. Dur-
ing take-off in VMC, an altimeter is not so important that is why more
experiences pilots did not focus on it so much.

• In both test groups the area of the outside the cockpit seemed to be essential.
Fixations in this area are usually related to visual determination of path
direction on the ground and spatial orientation in the air, for VMC flights it
is a priority area.

• For more experienced pilots, the attitude indicator was a supporting function
in determination of spatial orientation of the plane after take-off, to a greater
extent than it took place in case of the less experienced group. Scanning an
attitude indicator is crucial that is why the more experienced pilots were
expected to focus on this device.

• Readings of tachometer allow to determine whether the engine operates prop-
erly. The PILOT group subjects found this device more attractive than the
NON-PILOT group subjects. Monitoring the readings of tachometer allows to
identify problems with engine during take-off run on a runway. Future pilots
are trained to scan this device. When pilots put their attention on this device
it means that the level of training is satisfactory.

• Vertical speed indicator which determines vertical speed of the plane was used
more often by subjects from the PILOT group. This suggests the intention
of maintaining an optimal take-off angle from the starting airport.
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• Gyro due to which running the course after the take-off was easier was found
more necessary in the PILOT group. Its readings enable to take off in a
straight line.

• The main panel and VOR indicator drew attention of the NON-PILOT group.
Taking into consideration taking off in VMC these instruments do not seem
to be crucial, that is why the more experienced participants put no focus on
them.

For both test groups descriptive statistics was used and variance for each
device was calculated. In task 1 both altimeter and speed indicator were the
instruments with the highest data dispersion. Time intervals of attention in par-
ticular areas were presented on a timeline using the BeGaze environment. In the
initial stage a pilot pays attention to tachometer. After setting maximum take-off
rotation speed, plane acceleration begins and the attention of the NON-PILOT
group is directed to the area of the outside the cockpit. Here the speed indicator
is a supporting device, while the altimeter plays a supporting role during the
take-off and that is the area to which the attention of test participants is mainly
put on until the end of task 1. It is noteworthy that the test participant, during
the take-off, pays attention to the instruments such as VOR, panel COMM/NAV
and CDI indicator – the areas which are of little significance due to the character
of conducted operation. In case of the PILOT group participants (Fig. 3 shows
results for one of the test subjects) it can be observed that the pilot pays atten-
tion to the tachometer not only at the very beginning, but monitors its readings
also during take-off run that did not take place in case of the less experienced
pilot. In the initial phase of take-off run, the attention of the experienced pilot
eyes is put on the area of the outside the cockpit and the readings of speed
indicator. During the rotation, the pilot’s eyes are moved in the direction of
artificial horizon and speed indicator. Altimeter plays a supporting role. Unlike
the NON-PILOT test subjects group, the experienced pilot, during the take-
off, pays attention mainly to 4 instruments: speed indicator, attitude indicator,
altimeter and tachometer. The solid line in the graph represents the moment of
rotation when a pilot shifts a yoke to make an aircraft take-off. Second task was
to perform landing of the plane on the path 27, at the airport EPRZ, from the
height of 1500 ft AMSL and braking the plane to the speed lower than 10 kts.
Table 2 presents the results on the basis of which it can be concluded that dur-
ing average time of test which took about 112.5 s, almost 90% of fixations were
located in defined AOI’s. An average number of fixations in the NON-PILOT
group was 207. In Task 2, in the NON-PILOT group, the dominant areas were:
the area of the outside the cockpit, altimeter, attitude indicator, speed indicator.
In the PILOT group: the area of the outside the cockpit, speed indicator. In this
task, similarly as in case of Task 1, the variation coefficient of percentage share
of average fixation values during the measurement process has been estimated.
For the NON-PILOT group it does not exceed 8.15% and for the PILOT group
it is less than 10.66% that can be assumed as a slight variation when comparing
these figures. Moreover, the more experienced pilots complete the set tasks faster
than the less experienced 69.34% versus 89.52%.



Cognitive Investigation on Pilot Attention During Take-Offs and Landings 439

T
a
b
le

2
.
C

o
m

p
a
ri

so
n

o
f
d
u
ra

ti
o
n

o
f
in

st
ru

m
en

ts
’
o
b
se

rv
a
ti

o
n
s

in
th

e
N

O
N

-P
IL

O
T

a
n
d

P
IL

O
T

g
ro

u
p
s

fo
r

T
a
sk

2

A
re

a
o
f
in

te
re

st
T

h
e

av
er

a
g
e

p
er

ce
n
ta

g
e

o
f
a
ll

fi
x
a
ti

o
n

[%
]

T
h
e

av
er

a
g
e

n
u
m

b
er

o
f
fi
x
a
ti

o
n
s

T
h
e

av
er

a
g
e

ti
m

e
o
f
a
ll

fi
x
a
ti

o
n

[m
s]

T
h
e

av
er

a
g
e

ti
m

e
a

fi
x
a
ti

o
n

[m
s]

N
O

N
-P

IL
O

T
P

IL
O

T
N

O
N

-P
IL

O
T

P
IL

O
T

N
O

N
-P

IL
O

T
P

IL
O

T
N

O
N

-P
IL

O
T

P
IL

O
T

A
lt

im
et

er
(A

O
I

1
)

3
,6

4
0
,8

8
1
7

4
3
5
5
5
,7

8
1
1
8
2
,4

3
2
4
3
,5

8
2
3
6
,7

5

T
h
e

a
re

a
o
f
th

e
o
u
ts

id
e

th
e

co
ck

p
it

(A
O

I
2
)

7
7
,8

5
1
,6

5
1
5
5

1
3
7

9
9
3
6
3
,9

2
6
7
7
3
3
,3

8
5
1
1
,6

4
3
9
,7

2

S
p
ee

d
in

d
ic

a
to

r
(A

O
I

3
)

2
,1

1
3
,4

8
1
0

5
1

2
3
6
8
,1

1
8
1
4
1
,1

2
3
3
,3

2
2
7
9
,3

2

A
tt

it
u
d
e

in
d
ic

a
to

r
(A

O
I

4
)

2
,7

8
0
,7

3
1
2

4
3
3
1
5
,3

4
9
2
7
,5

2
5
1
,5

6
2
3
4
,1

3

T
h
e

m
a
in

p
a
n
el

(A
O

I
5
)

0
,4

0
,3

2
2

2
4
6
7
,8

6
4
3
0
,6

2
1
8
5
,1

5
5
,7

3

T
h
e

V
O

R
in

d
ic

a
to

r
(A

O
I

6
)

0
,5

8
0
,1

2
2

1
6
5
2
,6

8
1
4
5
,0

5
1
5
0
,2

6
8
7
,8

8

T
a
ch

o
m

et
er

(A
O

I
7
)

0
,2

2
0
,2

1
1

2
8
8
,9

2
7
1
,8

2
2
7
,4

6
7
2
,6

3

V
er

ti
ca

l
sp

ee
d

in
d
ic

a
to

r
(A

O
I

8
)

0
,5

4
1
,3

8
2

7
6
5
5
,8

8
1
8
8
0
,5

3
2
0
4
,1

8
1
9
8
,3

3

G
y
ro

(A
O

I
9
)

0
,3

4
0
,3

2
1

4
0
5
,4

8
2
0
8
,0

8
2
1
4
,7

6
1
4
4
,2

3

P
a
n
el

C
O

M
M

/
N

A
V

(A
O

I
1
0
)

0
,2

0
1

0
2
6
4
,5

4
0

9
4
,1

2
0

C
lo

ck
/
O

A
T

in
d
ic

a
to

r
(A

O
I

1
1
)

0
,3

8
0
,1

2
2

1
4
6
8
,6

1
1
6
,4

1
1
6
,9

3
8
,8

T
u
rn

co
o
rd

in
a
to

r
(A

O
I

1
2
)

0
,1

6
0
,0

3
0

0
2
1
7
,2

8
5
4
,0

7
2
1
7
,2

8
5
4
,0

7

E
n
g
in

e
p
a
ra

m
et

er
s

(A
O

I
1
3
)

0
,1

2
0
,0

8
1

1
1
6
6
,1

1
1
5
,4

4
8
,4

4
4
6
,3

7

M
a
g
n
et

ic
co

m
p
a
ss

(A
O

I
1
4
)

0
,0

6
0

0
0

8
6
,4

4
0

4
3
,2

2
0

C
D

I
in

d
ic

a
to

r
(A

O
I

1
5
)

0
,1

0
0

0
1
2
7
,6

4
0

6
0
,8

0

A
D

F
in

d
ic

a
to

r
(A

O
I

1
6
)

0
,1

0
,0

5
0

1
1
4
4
,5

2
6
4
,0

7
1
4
4
,5

2
4
2
,7

2

T
h
e

si
g
n
s

o
f
th

e
a
ir

cr
a
ft

(A
O

I
1
7
)

0
0

0
0

0
0

0
0

S
u
m

8
9
,5

2
6
9
,3

4
2
0
7

2
1
1

1
1
2
5
4
9
,0

6
9
1
2
7
0
,4

3
2
9
4
7
,1

1
9
3
0
,6

8



440 Z. Gomolka et al.

Fig. 3. Distribution of fixation in particular AOI as a function of time, PILOT group

On the basis of the obtained results the following conclusions can be formu-
lated:

• In both test groups the area of the outside the cockpit was essential. Fixa-
tions in this area aimed at visual determination of path direction and spatial
orientation.

• The NON-PILOT group directed its attention mainly towards the area of the
outside the cockpit, however significant fixations can be also observed in the
area of the speed indicator, altimeter and attitude indicator.

• Significant discrepancy between the two test groups can be observed in case
of the speed indicator. During a difficult operation of landing it is crucial to
monitor the speed, that is why the experienced pilot devoted more time to
fixations in this area.

• The attitude indicator and altimeter was much more helpful for the NON-
PILOT test subjects than for the group of more experienced test participants.

In task 2, data dispersion occurred beyond the area of the cockpit and on the
speed indicator. Attention analysis for particular areas depending on the time
of subject from the NON-PILOT group was presented in Fig. 4. The solid line
represents the moment of touchdown. This subject’s attention was drawn mainly
to the area of the outside the cockpit for the whole period of measurement. At
the beginning of the experiment the eyes of test subject are directed toward
the attitude indicator in order to stabilise the position of the plane. The speed
indicator, attitude indicator, altimeter, turn coordinator, gyro, vertical speed
indicator, tachometer and VOR indicator are the instruments to which the less
experienced pilots put little attention. During the touchdown, short scanning of
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Fig. 4. Distribution of fixation in particular AOI as a function of time, NON-PILOT
group

instruments occurs and after that, the eyes are directed back to the area of the
outside the cockpit. Scanning of this area is maintained until the total stop of
the plane on the path.

In case of the participants from the PILOT group it can be observed that
at the beginning the pilot pays attention to the attitude indicator and next the
fixation takes place near to the speed indicator. It results from the necessity of
ensuring a safe speed of descending, which during the descent approach achieves
minimum values. Next, the eyes are directed alternately between two areas: to
the outside the cockpit and to speed indicator. Fixations in other areas than
mentioned above are of little significance.

There is a clear difference between the representatives of the PILOT and
NON-PILOT groups. Taking into consideration the safety of flight, it is unac-
ceptable not to monitor the speed indicator. During the descent approach, the
difference in monitoring the vertical speed indicator by subjects from both groups
can be observed. In case of the more experienced pilot, it occurs more often and
is used for maintaining optimal path of approach. The unexperienced subject
skips this instrument.

4 Conclusion

The paper presented the measurement of pilot’s attention trajectories during
ascend and descend procedures with the use of flight simulator and SMI RED500
eyetracking system. Based on the conducted experiments, the following conclu-
sion can be formulated:



442 Z. Gomolka et al.

• The degree of preparation and flight experience of test participants signifi-
cantly influence the dynamics and shape of attention trajectories.

• In the NON-PILOT group there is a lack of order and chaos present during
observation of the cockpit. The speed indicator turned out to be of little
significance in recorded trajectories although the participants were informed
about the necessity of maintaining safe speed.

• The more experienced pilots focused their attention on fewer instruments,
but did it for longer period of time. In case of flight in visual meteorological
conditions it is justifiable to monitor the area of the outside the cockpit. This
area, in both test groups, was a priority.

• During the descend procedure, the highest results of discrepancy were
observed for the area of the outside the cockpit while at the ascend oper-
ation, the highest dispersion occurred on the altimeter.

• The comparison of attention trajectories in two groups of pilots allows to eval-
uate the preparedness of beginner pilots to the flights performed in practical
conditions. Obtained measurements and observation stands useful advice to
junior pilots under the training process.

• The study of both NON-PILOT and PILOT groups showed differences in
perceiving particular phases of flight depending on the flight experience of the
test subjects. Some cockpit instruments could be, for example, more visible
and flash to draw attention in particular flight phases crucial for passenger
safety.
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Abstract. This paper is devoted to the original approach to block-level
3D IC layout design. The circuit components are modeled as autonomous
mobile agents that explore their virtual world in order to find a globally
near-optimal layout solution. The search space is defined by geometry
features, wire connections, goals and constraints of the design task. The
approach is illustrated by the example application to one of the MCNC
benchmark circuits and implemented using Godot.

Keywords: Floorplaning · Machine learning · Steering behaviors ·
Optimization · Computer game

1 Introduction

The problem of a valid 3D layout generation can be found in many different
domains, starting from practical and scientific purposes, through virtual real-
ity modeling, ending at urban planning or crisis management. Design solutions
that fulfill requirements and meet constraints promote minimizing the materials
and energy consumption while optimizing the functional properties. The spatial
arrangement of components also plays a crucial role in integrated circuit design.
The chip design involves myriad conditions related to chip area minimization,
thermal hot spots reduction or wire length optimization, which makes it espe-
cially challenging. An original approach to block-level 3D IC layout design has
been proposed in [7,8], where the intelligent framework architecture uses a sim-
ple shape grammar to generate topologically feasible solutions. These proposal
solutions are further optimized with a use of the extremal optimization. In this
paper, an alternative concept of a computer game like visual 3D optimal layout
design is proposed. It is inspired by swarm intelligence algorithms and steering
behaviors for autonomous agents in animation and computer games. The com-
ponents are treated as autonomous agents that navigate around their world in
order to find a globally near-optimal solution. Combinations of steering behaviors
are used to achieve both goals and constraints of a specific layout design task.
The approach is illustrated by the example application to one of the MCNC
benchmark circuits [12] and implemented using Godot which is an advanced,
feature-packed, multi-platform 2D and 3D open source game engine [6].
c© Springer International Publishing AG 2017
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2 Related Work

The most critical phase in integrated circuits design is floorplanning. It is a kind
of a packing task where all circuit components have to be arranged according to
given design rules. The circuit components are rectangular modules that cannot
overlap. The minimum bounding box of a packing is called the chip [14]. The
problem have been effectively solved in 2D spaces, but the proposed algorithms
are not easily transformed to introduce the third dimension. The 3D chips allow
for the smaller footprint, higher packing density, lower interconnect power con-
sumption and heterogeneous technology chip support [4]. However, the today’s
3D IC technology has some important limitations. A truly 3D chip fabrication is
actually impossible. All the circuit components are distributed among restricted
number of device layers and the height of the inter-layers is fixed (see example
configurations in Fig. 1).

Fig. 1. Quasi-3D ICs configurations example.

The 3D integrated circuits placement problem is known to be NP-hard. Com-
mon techniques for global placements are: partitioning-based algorithms, ana-
lytic techniques and stochastic ones [10]. Recursive partitioning are constructive
techniques that recursively cut the layout into smaller parts. The most common
partitioning algorithms are the Kernighan-Lin [11] and the Fiduccia-Mattheyses
algorithm [5]. Analytic techniques use either quadratic objective functions or
sophisticated nonlinear calculations [16]. The most popular stochastic based
placement uses simulated annealing [2]. The generic approach to 3D layout design
proposed in [7] generates plausible solutions with a use of a simple shape gram-
mar supervised by an intelligent derivation controller. Design knowledge is fed
into system in a form of predicates. The floorplan generation procedure takes
into account the current technological limitations and divides a chip into layers.
Hence, the obtained design results are quasi-3D ones.

The seminal research into steering behavior by Craig Reynolds [17] modeled
the movement patterns of flocks, and since then has been studied from many
different perspectives, like swarm robotics [9], crowd simulation [19] or artificial
life [15]. In the 3D layout design task, the components should navigate around
their world to find a globally near-optimal solution. The use of behavioral ani-
mation in generating virtual worlds is still the subject of many different research
projects. A number of them use hierarchical schemes for organizing complex
control [3].
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3 Autonomous Agent

In our approach agents corresponds to physical components of the design, which
should be optimally arranged in the search space. The term autonomous agent
may be used in many different contexts. In this paper, by an agent we understand
a computer system situated in a world shared by other entities, which is capable
of autonomous actions that lead it to satisfy its design task [20]. It is not only
reactive, perceives its environment and responds to changes that occur in it, but
exhibits goal-driven behavior as well. It also interacts with other agents. Having
all this features, an agent can be recognized as intelligent [21]. It is a real agent
in a virtual world embodied in a physical manifestation.

Also the term of behavior has many different interpretations. Being inspired
by swarm intelligence heuristics we have decided to solve a layout design task
applying various motion behaviors. Combining stochastic approach and motion
behaviors may provide an effective mechanism for screening large and discontin-
uous spaces. Thus after [17], the agent’s behavior may be divide into a hierarchy
of three layers: action selection, steering, and locomotion. The action selection
layer involves actions strategy, goals and planning. In the steering level, the goal
is decomposed into a series of simple subgoals that correspond to some steer-
ing behaviors and an agent path is determined. Finally, the locomotion layer is
responsible for an actual movement.

3.1 Steering Behaviors

Steering behaviors allow autonomous agents to navigate around their environ-
ment in a life-like or any imaginative manner. They are usually defined in such
a way to be largely independent of the agent’s means of locomotion and have
a similar structure. They take as an input the kinematic of the agent that is
moving and some target information [13]. They can be divided into simple and
combined behaviors presented in Table 1.

Table 1. Simple and combined steering behaviors.

Simple behaviors Combined behaviors

Seek & flee Pursuit & evade

Arrive Wander, obstacle avoidance, path following, ...

Align Flocking behavior: separation, cohesion and alignment

Simple behaviors are applicable to single agents. Seek steers the agent
towards a specified target. It calculates the direction to the target in the global
coordinate system and heads toward it as fast as possible (maximal speed). If no
other behavior appears, the agent eventually pass through the target and then
turn back to approach again. Flee is the opposite of seek. The agent turns away
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from the target and tries to get as far from it as possible. Arrive is a kind of a
seek behavior that slows the agent down as it approaches the target and makes
it stop there. Align is responsible for the agent heading. It turns the agent to
reach the target orientation.

Combined behaviors are applicable not only to single agents but to groups of
agents as well. Pursuit and evade derive from seek and flee behaviors respectively
and used when a target is moving. Wander is a kind of random life-like steering
that enables to move agent around the world when no target is specified. It acts
as a delegated seek behavior. Obstacle avoidance allows an agent to maneuver in
a cluttered environment by dodging around obstacles. It casts one or more rays
out in its motion direction. If the collision with an obstacle occurs, a new target
is calculated in such a way to avoid it. Then a moving agent simply seek on
the new target. Path following enables an agent to steer along a predetermined
path within the specified radius of the spine. It applies a seek behavior to steer
toward a predicted future position. The most common group steering behavior
is flocking [17].

In many computer games, simple steering behaviors can achieve a satisfying
movement realization. Some decision making algorithms determine where the
agent should move and the seek behavior is applied to perform it. However, in
order to reach its goal safety and avoid collisions, an autonomous agent usually
needs more than one steering behavior. There are two general methods of com-
bining steering behaviors: blending and arbitration. Both of them, take a group
of steering behaviors and generate a single overall steering output.

Blending uses a set of weights or priorities to combine the results of all
the steering behaviors. There are no constraints on the blending weights. The
final steering output achieved from the weighted sum may even go far beyond
the moving capabilities of the agent, so it is simply trimmed according to the
maximum possible value. There is no simple answer how to determine the right
coefficients values. Even though there are different research projects trying to
automate the tuning of model parameters using evolutionary strategies [1], as in
most parametrized systems, they are greatly dependent on the system architect
experience and her/his inspired lucky guess or a good trial and error. To be more
efficient, weights or priorities may change over time in response to the state of
the working environment.

One of the best known combined blended behavior is flocking. Flocking is a
kind of coordinated motion inspired by animals groups such as bird flocks and
fish schools [17]. It blends three steering behaviors, namely separation, cohesion
and alignment. Separation moves an agent away from agents that are too close.
Cohesion works in a quite opposite way and moves an agent toward the center of
mass of the flock. Alignment lets all the agents to move in the same direction and
at the same velocity. In some cases, using equal blending weights for all of these
three behaviors may be sufficient. However, usually separation is more important
than cohesion, which is more important than alignment. While blending, it is also
possible to use priorities groups of behaviors. Each group contains behaviors with
regular blending weights and is considered according to a given priority order.
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Arbitration uses different schemes to select a current steering behavior. There
are no restrictions imposed on the arbitration, which would enforce to return only
one simple steering behavior instead of a combined one. In fact, blending and
arbitration are often mixed together to get more realistic implementations.

Both blending and arbitration combine steering behaviors in an independent
manner. Yet, in order to obtain more realistic model, some cooperation among
different behaviors is required. Being aware of its context, a steering behav-
ior increases its complexity and is more difficult to handle. Thus, collaborative
steering behaviors implementations use more sophisticated decision making algo-
rithms like state machines, decision trees, or a steering pipeline.

4 3D ICs Layout Design Constraints and Goals

While investigating the 3D ICs layout design problem, various constraints and
goals were identified [7]. They are summarized in Tables 2 and 3 respectively.
First of all, all the circuit components should be placed in a specified chip
(AREA) without overlapping (NO INTERSECTION). To minimize the chip
bounding box, a plausible layout has to be consistent (GLUE). The total wire-
length of a chip is minimal if the connected components are as close to each other
as possible (ADJACENT). Thermal management requests separating selected
modules to minimize a hot spot problem (NEIGHBOR) and also may require to
settle the most heating components in the outermost layers (LAYER).

Table 2. 3D ICs floorplanning constraints

Constraint Description

AREA A component must be placed in a specified area

NO INTERSECTION A component does not intersect other components

GLUE A solution is consistent

NEIGHBOR A component is in the specified neighborhood range

ADJACENT Neighboring faces of adjoining components are of the
same type

LAYER A component is in a boundary (intra) layer

Constraints are either true or false, while objectives can be achieved to some
extent. Instead of rejecting imperfect solutions, the search procedure should
change its direction toward better ones. The main goal is a chip (packing) min-
imization (MINIMAL SPACE). Some components are preferred to be placed
as close to the boundary as possible (POSITION) and some require aligning
(SPATIAL RELATION).
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Table 3. 3D ICs floorplanning goals

Goal Description

MINIMAL SPACE Evaluates the area occupied by a current design in relation
to the expected minimal area

POSITION Evaluates whether components are generated in the
expected positions (e.g. boundary)

SPATIAL RELATION Evaluates whether components are arranged in an
expected way (e.g. aligned vertically)

5 Game

In this paper, we propose an original approach to the 3D integrated circuits
layout optimization problem that goes far beyond the current technological
and manufacturing limitations. The circuit components are autonomous mobile
agents situated in a search space defined by their geometry features, wire connec-
tions, goals and constraints. To verify the proposed method, a dedicated game
has been developed using the open source Godot game engine [6]. All the exam-
ples presented in this paper are generated with a use of the original software.
The approach is illustrated by the example application to one of the MCNC
benchmark circuits [12], namely apte.yal which is composed of 9 components all
connected to one another (Fig. 2).

5.1 Circuit Components

All circuit components are cuboids with specified geometry features and wire
connections. They are modeled with a use of Godot RigidType nodes. This kind

Fig. 2. Godot: apte.yal components.



450 K. Grzesiak-Kopeć et al.

of body has mass, friction, bounce and simulates Newtonian physics. Its motion
may be affected by gravity and other entities. Its current position is generated
by the simulation of linear and angular velocity from the former one. In order
to meet the NO INTERSECTION constraint, each component has also appro-
priate CollisionShape assigned. It also knows his circuit connections (connected
components), called neighbors.

5.2 Behavioral Animation

The game make use of the flocking behavior and gravity. The optimization pro-
cedure is actually driven by the physics engine implemented in Godot. The main
challenge is the appropriate assignment of steering forces. Its general algorithmic
scheme is very simple and proceeds as follows:

while(!stop){
for each net{

calculate the center of mass
for each component in net{

seek toward the center of mass
}

}
}

Before any movement begins, all the constraints and goals must be defined
by the means of steering behaviors (see summary in Table 4). The whole process
starts with a random positioning of chip components in a 3D search space. Then
the game moving algorithm is applied where the main goal is the MINIMAL
SPACE one.

Table 4. The constraints and goals mapping to steering behaviors.

Constraint/Goal Steering behavior

AREA Cohesion

NO INTERSECTION Ceparation

GLUE Cohesion and gravity

NEIGHBOR Cohesion and separation, respectively

ADJACENT Faces cohesion and separation, respectively

LAYER Faces cohesion and separation, respectively

MINIMAL SPACE Cohesion and gravity

POSITION Cohesion and separation, respectively

SPATIAL RELATION Alignment

The whole game may be divided in two logical stages. The aim of the first
stage is to find minimal local arrangements of connected neighbors (NEIGHBOR
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constraint). During this stage, the gravity force is completely neglected and the
main steering behavior that let this stage accomplish is cohesion. The compo-
nents are moved toward the center of mass of the neighborhood until they collide.
When no further move is possible, components try to rotate in an obtained posi-
tion to minimize the neighborhood volume. Just like in the simulated annealing
algorithm, better configurations are always accepted while worst are accepted
with a certain probability. In the same time, while moving closer toward its con-
nected neighbors, components are affected by repulsive forces from components
that are either not directly connected to them or should not be placed close to
each other (separation steering behavior). In order to incorporate the SPATIAL
ARRANGEMENT goal, the alignement steering behavior is applied. The exam-
ple configuration of components obtained in such a way is presented in Fig. 3.
At the first glance it seems to be far away from the optimal one, but only few
more actions are required to improve it.

Fig. 3. The example configuration of components obtained in the first stage of the
game.

The first stage is finished by the game player (designer). She/he turns on the
gravity and the second stage starts. Now, the aim of the game is to squeeze the
intermediate solution. To better understand the proposed approach, let’s imagine
the process of collecting spilled deck of cards from the table. First, we grab all the
cards and try to hold them. After that, we lower the cards on the table without
dropping them from the hand and they are aligned in one dimension. Then, we
make a 90-degree turn and repeat the procedure to aligned them in a second
dimension. The same process is applied to a components configuration. While
keeping the attraction forces among neighbors, the configuration is affected by
gravity. It falls down into a 90-degree V-shape (virtual table). A 90-degree V-like
shape eliminates the need of turning the configuration and repeating the falling
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Fig. 4. The example configuration of components obtained in the second stage of the
game.

procedure. After reaching the virtual ground, the chip is much more compact
(see Fig. 4).

6 Conclusions and Future Prospects

The presented approach is a part of ongoing research on building a flexible
software architecture framework which will enable solving the 3D integrated
circuits layout problem. The task is not only up-to-date but very challenging
one as well. The market electronic design automation (EDA) tools are dedicated
solutions adjusted to present technology limitations. Most of them are not fully
3D aware but rather adapt 2D algorithms (2.5D IC design flow) [18]. Treating
circuit components as an autonomous agents that are governed by the laws of
Newtonian physics and navigate around their virtual reality, is a completely new
approach to solving this problem. Both goals and constraints are described by
the means of steering behaviors. Even though the final outcome of the research
is still hard to predict, taking into account the preliminary results and practical
applications of autonomous agents in complex and dynamic environments like a
crowd simulation, we strongly belief that it is worth pursuing.
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Abstract. In 1960 M. Davis and H. Putnam introduced some logical
verification procedure for propositional languages – called later Putnam-
Davis procedure. It found a broad application in AI as a basis of the
planning paradigm based on satisfiability of formulas. Unfortunately, this
procedure refers to satisfiability in a classical two-valued logic. This paper
is aimed at proposing some multi-valued extension of this procedure that
may be sensitive to temporal and preferential aspects of reasoning. This
method is evaluated in more practical contexts

1 Introduction

One of the most smart logical tools in planning is the so-called Putnam-Davis
procedure (alternatively: Davis-Putnam procedure). Although it was initially
invented by Hilary Putnam (1926–2016) and Martin Davis (1928-) already in
1960 in [12] and improved by J. Beckford, G. Logemann and D. Loveland in
1962 in [1] as a purely logical method, it waited almost 30 years to be adopted in
Artificial Intelligence to planning in the satisfiability-based planning paradigm.
Indeed, this paradigm – explicitly – was elaborated relatively late in 1992 in
[10] and newly discussed in 1994 in [2] – just in the contexts of Putnam-Davis
procedure. The indicators of this paradigm may be listed as follows:

– states si ∈ S in a planning domain may be naturally viewed as propositions
of a (propositional) planning language, say L, and S ⊆ 2L,

– planning conditions, action preconditions etc. may be identified with the
appropriate formulas representing them in a given planning language L.

The Putnam-Davis procedure plays a crucial role in this satisfiability-based app-
roach to planning. The original Putnam-Davis procedure forms a two-valued-
based proof procedure and may be very briefly given by the algorithm:

Putnam-Davis procedure (Φ in CNF)

Input: A set of clauses Φ
Output: A Truth Value

c© Springer International Publishing AG 2017
L. Rutkowski et al. (Eds.): ICAISC 2017, Part II, LNAI 10246, pp. 454–465, 2017.
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The crucial role of two-valued logic as a ‘basis’ of this procedure also man-
ifests itself by the fact that formulas are valid if and only if their negation are
unsatisfiable.

1.1 State of the Art and the Paper Motivation

Either in Davis-Putnam’s work from 1960 in [12] or in [1,2] the Putnam-Davis
procedure is introduced and considered as two-valued logical method for propo-
sitional languages. It has some consequences: this procedure (in this original
depiction) cannot be used in fuzzy cases; for situation of acting under uncer-
tainty. In addition, the original Putnam-Davis procedure is a ‘static’ procedure,
which is not sensitive to temporal aspects of acting.

Simultaneously, some promising results were recently elaborated with respect
to four-valued logic by H.J. Levesque [11] and U. Straccia in [13]. Unfortunately,
these meta-logical results have not incorporated to earlier researches on Putnam-
Davis procedure. These all shortcomings form a main motivation factor of con-
siderations of this paper. Some ideas of this paper – regarrding to fuzziness and
multi-valency and its representation in different contexts of temporal planning –
were discussed by authors in [3–9].

1.2 The Paper Objectives and Organization

According to this motivation factor – the paper is aimed at:

G1 proposing a new Multi-valued extension of the original Putnam-Davis pro-
cedure,

G2 proving some of its meta-logical features and
G3 showing how this extension allows us to propose both temporal and prefer-

ential extension of this procedure.

The paper is organized as follows. In Sect. 2 the original Putnam-Davis proce-
dure is repeated. In Sect. 3 the new Multi-valued Putnam-Davis procedure and
its meta-logical properties are presented. Section 4 presents this extension in
use. Section 5 describes the same Multi-valued Putnam-Davis procedure in the
preferential variant. Section 6 contains closing remarks.

2 Unit-Propagation and Putnam-Davis Procedure

Putnam-Davis procedure is essentially supported by the so-called unit-
propagation. Its main role relies on simplifying the formulas given in a Con-
junctive Normal Form (CNF). This procedure may be specified as follows.

Unit-propagation. Assume that a formula Φ of a (propositional) planning
language L is given in a CNF, that is Φ = C1 ∧ C2 ∧ . . . Ck for some k (each
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Ci ∈ Φ is called a clause). On the input of the Unit-Propagation we have Φ
and some empty model μ. In output we get a simplified formula Φ and a newly
extended model μ. This model is just extended for a cost of the simplified Φ.
Namely:

– we chose a unit clause {l} in Φ (if there is),
– we throw away all clauses Ci ∈ Φ, where l occurs,
– we throw away ¬l from clauses Ci, where ¬l occurs,
– the rejected unit clause is added to μ-model.

Thus, we exchange a formula Φ by Φ − C (for a unit clause {l}) and by
Φ − C ∪ {C − {¬l}} for {¬l}. Observe, that in the first case, we reject the
whole clause C from Φ, in the second one – we preserve it rejecting a unit
clause {¬l} only. This procedure in a compact form is depicted by the following
Unit-Propagate algorithm.

Unit-propagate(Φ, μ)
begin

while there is a unit clause {l} in Φ do
μ ← μ ∪ {l}
for every clause C ∈ Φ

if l ∈ C then Φ ← Φ − {C}
else if ¬l ∈ C then Φ ← Φ − C ∪ {C − {¬l}}

end

In such a framework, Putnam-Davis procedure may be specified as based on unit-
propagation, which is applied to all cases (formulas) excluding two aberrations:
when ∅ ∈ Φ and φ = ∅.

If unit-propagation is applied to Φ, then algorithm orders to select a variable
P such that P or its negation occurs in Φ and to reject it from Φ – due to
unit-propagation. Finally, the algorithm orders to continue the same procedure
for the simplified formula Φ and for the extended model μ ∪ {P} or μ ∪ {¬P}
(resp.).

In terms of algorithm:
select a variable P such that P or ¬P occurs in Φ
Davis-Putnam (Φ − {P}, μ ∪ {¬P})
Davis-Putnam (Φ − {¬P}, μ ∪ {P})

Due to [14] – the whole Putnam-Davis procedure may be algorithmically depicted
as follows.
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Davis-Putnam(Φ, μ)
begin

if ∅ ∈ Φ then return
if Φ = ∅ then exit with μ
otherwise Unit-propagate
select a variable P such that P or ¬P occurs in Φ
Davis-Putnam (Φ − {P}, μ ∪ {¬P})
Davis-Putnam (Φ − {¬P}, μ ∪ {P})

end

Unit-propagate(Φ, μ)
begin

while there is a unit clause {l} in Φ do
μ ← μ ∪ {l}
for every clause C ∈ Φ

if l ∈ C then Φ ← Φ − {C}
else if ¬l ∈ C then Φ ← Φ − C ∪ {C − {¬l}}

end

3 Multi-valued Extension of Putnam-Davis Procedure
and Its Meta-Logical Properties

It arises a natural question of a generalization of this procedure by admissing
more than two truth values. Suppose – for simplicity – that new fuzzy values are
admitted in branches in, say k -level, for k ≤ n of Putnam-Davis procedure tree
(preferable at the final step). Obviously, this new P-D procedure should radically
deviate from the original one in cases of conjunctions P ∧ ¬P (of literals). Since
a fuzzy value of P ∧ ¬P is generally different from 0 and is determined by some
t-norm, it allows us to specify the new Putnam-Davis procedure as follows.

Consider a n-level tree Putnam-Davis procedure for some formulas Φ (of a
first-order propositional language) given in CNF.

1. until a formula P ∧ ¬P 1 occurs in k -level for k ≤ n (if any), Putnam-Davis
procedure with unit propagation works without changes,

2. when a formula P ∧ ¬P occurs, we work as follows:
– we associate fuzzy values to P and ¬P , i.e. v(P ), v(¬P ),
– we compute v(P ∧ ¬P ) = t-norm (v(P ), v(¬P )).

If now v(P ∧ ¬P ) = 0, any model exists, so μ = ∅. If v(P ∧ ¬P ) = t-
norm(v(P ), v(¬P )) 	= 0, we get a model μ with a degree v(P ∧ ¬P ).

It allows us to propose the following ‘temporal’ extension of Putnam-Davis
procedure in (�Lukasiewicz logic with min-norm).

1 P is an atomic variable or a term of a given language built up from atomic variables.
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Davis-Putnam(Φ, μ, v)
begin

if ∅ ∈ Φ then return
if Φ = ∅ then exit with μ
otherwise Unit-propagate
select a variable P such that P or ¬P occurs in Φ
Davis-Putnam (Φ − {P}, μ ∪ {¬P})
Davis-Putnam (Φ − {¬P}, μ ∪ {P})

if P ∧ ¬P associate v(P ) and v(¬P )
compute v(P ∧ ¬P ) = min(v(P ), v(¬P )).

if v = 0, then failure and μ = ∅
if v 	= 0, then return model μ with a degree v.

end

A similar ‘temporal’ extension of Putnam-Davis procedure may be proposed in
Product Fuzzy Logic with a product norm as follows.

Davis-Putnam(Φ, μ, v)
begin

if ∅ ∈ Φ then return
if Φ = ∅ then exit with μ
otherwise Unit-propagate
select a variable P such that P or ¬P occurs in Φ
Davis-Putnam (Φ − {P}, μ ∪ {¬P})
Davis-Putnam (Φ − {¬P}, μ ∪ {P})

if P ∧ ¬P associate v(P ) and v(¬P )
compute v(P ∧ ¬P ) = v(P ) • v(¬P )).

if v = 0, then failure and μ = ∅
if v 	= 0, then return model μ with a degree v.

end

As earlier, it arises a natural question of a complexity of this procedure. Unfortu-
nately, a solving of this problem in the whole generality seems to be problematic.
Nevertheless, one can approximate a solution by considering this TP-Putnam-
Davis procedure in Four-Valued Fuzzy Language – such as in [11,13].

More precisely, assume L4 is a propositional language with connectives
∨,∧,¬. Assume that to each proposition of L4 one can associate a one of the
four values: true, false, unknown and contradiction. If A is a formula of L4, its
derivability from a set

∑
of proposition, called ‘Knowledge Base’ will be denoted

as
∑ |=4 A. We can enlarge L4 to Lfuzzy

4 by introducing fuzzy propositions of
the form [A ≥ n], for n ∈ [0, 1] (for example: [A ≥ 0, 7]).

Whenever we refer to formulas of Lfuzzy
4 , we will denote

∑
-derivability by

∑ |≈4 [A ≥ n]. As usual, CNF denotes in Lfuzzy
4 a formula in a Conjunctive

Normal Form. Then it holds the following
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Theorem 1 (Straccia [13]).
∑ |≈4 [A ≥ n] is coNP-complete as

∑ |=4 A is.
Given

∑
and [A ≥ n] in CNF (i.e. both [A ≥ n] and all formulas in

∑
are

formulas in CNF), then a checking
∑ |≈4 [A ≥ n] can be done in O(|∑ ||A|).

It allows us to formulate the following theorem describing a complexity problem
of TP-Putnam-Davis procedure.

Theorem 2. Assume that TP-Putnam-Davis procedure refers to formulas of
Lfuzzy
4 (given as above) with fuzzy propositions

∑ |≈4 [A ≥ n] and a set of
Knowledge Base

∑
. Given

∑
and [A ≥ n] in CNF (i.e. both [A ≥ n] and all

formulas in
∑

are formulas in CNF), a checking derivability for TP-Putnam-
Davis procedure can be done in O(|∑ ||A|).
Proof: Note that checking derivability for TP-Putnam-Davis procedure may be
identified with:

1. checking
∑ |≈4 [A ≥ n] for a finite set of such fuzzy formulas [A ≥ n] ∈

Lfuzzy
4 or

2. checking
∑ |≈4 [A ∧ B ≥ nm] for a finite set of formulas [A ≥ n], [B ≥

m] ∈ Lfuzzy
4 (since we consider fuzzy values v(A ∧ B) = v(A) • v(B) in

TP-Putnam-Davis procedure).

(TP-Putnam-Davis procedure always contains a finite set of such formulas; in
practice – a very small set.).

Assume the first case. In this case the thesis immediately follows from the
theorem above, which asserts that

∑ |≈4 [A ≥ n] for each such a formula [A ≥ n]
in Lfuzzy

4 can be done in O(|∑ |, |A|). It is easy to see that the second case with
formulas [A ∧ B ≥ nm] forms a unique sub-case of the earlier one. �

4 Multi-valued Putnam-Davis Procedure in Use

One of ideas of last chapter was an introducing a new fuzzy TP-Putnam-Davis
procedure. It forms a temporal-preferential extension of the original P-D proce-
dure. TP-Putnam-Davis procedure was proposed in two variants – dependently
of t-norms used to compute fuzzy values of formulas of the form P ∧¬P . In this
chapter we intend to exemplify this new (fuzzy) TP-Putnam-Davis procedure.
In oder to make it consider the following example.

Example 1. Consider a very basic planning situation described by a formula
describing a possible situation of an agent’s activity. The reservoir of the agent
actions is the following: Move(P) (the agent moves from a point P), Put(A) (the
agent puts a block A somewhere), Load(B) (the agent loads B somewhere). Find
a possible consistent plan of agent’s activity.

Solution: The solution via Putnam-Davis is illustrated in Fig. 1.
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Fig. 1. Solution of Example 1 via Putnam-Davis procedure.

Assume now that we also have – from some other sources – a knowledge
about temporal constrains imposed on a conjunction of actions Load(B) and
¬Load(B)2. For simplicity, assume that these temporal constraints – in terms
of normalized values of the appropriate function – are as depicted on Fig. 2.
Consider Load(B)∧¬Load(B) now. In other words, we associate to both actions
a unique normalized value (as a value of a given function f – defined as earlier)
such that Load(B) obtained 0.8 and ¬Load(B) obtained 0.2.

1 
0,8 

Load (B)

Load (B)
0,2 

x 

Fig. 2. The actions Load(B) and ¬Load(B) with associated values 0.8 and 0.2 (resp.)

2 The action ¬Load(B) should be interpreted as some action different from Load(B).
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As earlier mentioned, Load(B)∧¬Load(B) should not imply any contradic-
tion in a fuzzy case as this conjunction must not necessary take 0. In order to
check it, assume that we decide to consider this conjunction in �Lukasiewicz logic.
Recall that TP-Putnam-Davis algorithm in this fuzzy logic type is as follows.

Davis-Putnam(Φ, μ, v)
begin

if ∅ ∈ Φ then return
if Φ = ∅ then exit with μ
otherwise Unit-propagate
select a variable P such that P or ¬P occurs in Φ
Davis-Putnam (Φ − {P}, μ ∪ {¬P})
Davis-Putnam (Φ − {¬P}, μ ∪ {P})

if P ∧ ¬P associate v(P ) and v(¬P )
compute v(P ∧ ¬P ) = min(v(P ), v(¬P )).

if v = 0, then failure and μ = ∅
if v 	= 0, then return model μ with a degree v.

end

Fig. 3. Putnam-Davis procedure in a fuzzy case. In this case we do not reject
Load(B)∧¬Load(B), which gives us a model μ with a true degree v = 0.2.



462 K. Jobczyk and A. Ligeza

According to it, a fuzzy value v(Load(B)∧¬Load(B)) = min{0.8, 0.2} = 0.2
in �Lukasiewicz fuzzy logic. In this situation (of conjunction interpreted by
�Lukasiewicz t-norm) the solution via modified Putnam-Davis procedure is given
as visualized in Figs. 2, 3, 4 and 5. In results, we obtain the following models3:

1. an ‘old’ model μ1 = 〈 Move(P), Put(A), Load(B)〉 – with a true degree 0.8,
2. a new model μ2 = 〈 Move(P), Put(A), Load(B)∧¬Load(B)〉 with a true

degree 0.2.

A similar ‘temporal’ extension of Putnam-Davis procedure may be proposed in
Product logic case as follows.

Davis-Putnam(Φ, μ, v)
begin

if ∅ ∈ Φ then return
if Φ = ∅ then exit with μ
otherwise Unit-propagate
select a variable P such that P or ¬P occurs in Φ
Davis-Putnam (Φ − {P}, μ ∪ {¬P})
Davis-Putnam (Φ − {¬P}, μ ∪ {P})

if P ∧ ¬P associate v(P ) and v(¬P )
compute v(P ∧ ¬P ) = v(P ) • v(¬P )).

if v = 0, then failure and μ = ∅
if v 	= 0, then return model μ with a degree v.

end
Due to this algorithm – the same v(Load(B)∧¬Load(B)) = 0.8 • 0.2 = 0.16

in Product Logic4.

5 Further Extension of Putnam-Davis Procedure –
Practically Motivated

Assume now that our knowledge about performing actions Load(B) and
¬Load(B) is slightly more extended. Namely, assume that the preferential line –
computed as in earlier STRIPS-algorithm case – is given and it only admits
points over its diagram as the admissible ones. Thus, only action Load(B)
is admissible, ¬Load(B) should be rejected. In a consequence, the solution
of the initial example should lead to the final situation as depicted here: In
results, we obtain two times the following model as a solution: an ‘old’ model
μ1 = 〈 Move(P), Put(A), Load(B)〉 – with a true degree 0.8.

Let us summarize the reasoning leading to this solution. Let us observe that:

3 As it was signalized in ‘Introduction’ models μ of Putnam-Davis procedure play a
role o plans.

4 Note that the so-called strong conjunction Load(B)⊗¬Load(B) really gives v =
max{0, 0, 8 + 0.2 − 1} = 0.
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Fig. 4. The actions Load(B) and ¬Load(B) with associated values 0.8 and 0.2 (resp.)
and the preferential line, which orders to reject ¬Load(B). The trapezium – a common
area of two fuzzy intervals – represents temporal constraints imposed on action per-
forming in Example 1. The sloping line separates the preferred area of this trapezium
(above it) from the non-preferred (under).

Fig. 5. Fragment of solution of the initial example with fuzzy temporal constraints
and preferences. The red line leads to the rejected solution. The green ones – to the
accepted ones. (Color figure online)

1. until a formula P∧¬P occurs, Putnam-Davis procedure with unit propagation
works without changes,

2. when a formula P ∧ ¬P occurs, we work as follows:
– we associate fuzzy values to P and ¬P , or v(P ), v(¬P ),
– we compute the preferential function Pref,
– we compare v(P ), v(¬P ) with |Pref(x)| – values of the preferential func-

tion Pref (in a given interval).
• If v(P ) < ∀x|Pref(x)| < v(¬P ), then take v(¬P ) and return model

μ with ¬P and degree v(¬P ),
• If v(¬P ) < ∀x|Pref(x)| < v(P ), then take v(P ) and return model μ

with P and degree v(P ),
• If v(¬P ) < ∀x|Pref(x)| and v(P ) < ∀x|Pref(x)|, then return model

μ = ∅.

It allows us to propose the following temporal-preferential extension of Putnam-
Davis procedure.
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Davis-Putnam(Φ, μ, v, Pref)

begin

if ∅ ∈ Φ then return

if Φ = ∅ then exit with μ

otherwise Unit-propagate

select a variable P such that P or ¬P occurs in Φ

Davis-Putnam (Φ − {P}, μ ∪ {¬P})

Davis-Putnam (Φ − {¬P}, μ ∪ {P})

if P ∧ ¬P associate v(P ) and v(¬P )

compare v(P ) and v(¬P ) with |Pref|.
if v(P ) < ∀x|Pref(x)| < v(¬P ), then return μ(¬P ) and degree v(¬P ),

if v(¬P ) < ∀x|Pref(x)| < v(P ), then return μ(¬P ) and degree v(P ),

if v(¬P ) < ∀x|Pref(x)| and v(P ) < ∀x|Pref(x)|, then return μ = ∅.

end

It is easy to see that no computing of a fuzzy value for a conjunction v(P ∧ ¬P )
intervene in this procedure – neither in �Lukasiewicz Logic, nor in Product Logic.
I makes this procedure more independent of a logical foundation of analysis.

6 Closing Remarks

It has been just shown how some Multi-valued extension of the Putnam-Davis
procedure may be constructed. It has also emerged that this multi-valued
Putnam-Davis procedure may be exploited in a practice twice: as a temporal
extension or as a preferential extension of this procedure.

It arises a natural question of further possible extensions of this procedure.
Obviously, there is still a relatively far distance between a four-valued extension
of this procedure – just proposed – and its fuzzy extension. In addition, Putnam-
Davis procedure might be adopted to some temporal planning contexts, where
fuzziness would be introduced such as in formalism – discussed in [5,6]. Never-
theless, such a possibility seems to be conditioned by theoretic considerations.
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Abstract. Strength of modern ciphers depends largely on cryptographic
properties of substitution boxes, such as nonlinearity and transparency
order. It is difficult to optimize all such properties because they often
contradict each other. In this paper we compare two of the most popular
multi-objective genetic algorithms, NSGA-II and its steady-state version,
in solving the problem of optimizing invertible substitution boxes. In our
research we defined objectives as cryptographic properties and observed
how they change within population during experiments.

Keywords: NSGA-II · Steady state · Substitution box · Invertible
S-box · Cryptography · Genetic algorithm

1 Introduction

One of the most important problems in cryptography is the construction of
secure cryptographic primitives, especially block and stream ciphers. New ways
of breaking existing solutions are found over time. Because of this more advanced
systems need to be designed, which becomes increasingly more difficult as we
need to take into account many new ways of attacking cryptographic systems.
Automated methods of construction and testing based on artificial intelligence
are one way to approach the subject. Various methods in artificial intelligence
are very popular and have been used in fields related to cryptography. Examples
include neural networks which were used in design of modern ciphers. One type
of components, i.e. substitution boxes, are very important because they take
major part in securing ciphers against attacks based on differential and linear
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cryptanalysis. Genetic algorithms are an effective optimization tool that was
shown to work well in cryptography and various other areas [1,6,7,14].

This paper shows the results of research meant to compare the effectiveness
of two well-known multi-objective genetic algorithms, namely NSGA-II and its
steady-state version, on the invertible S-box optimization problem. We use our
previous work as a base for new experiments [8]. We introduce an additional
cryptographic property that needs to be optimized.

The paper is organized as follows. In the following subsections we present
the idea of invertible substitution boxes and the genetic algorithms used in the
research. Section 2 shows the implementation details, the coding method and
objectives. The following section describes the setup and results of our experi-
ments. The final section covers conclusions and future plans regarding the sub-
ject.

1.1 Invertible Substitution Boxes

Substitution boxes, also knows as S-boxes, are a basic component of modern
symmetric block ciphers, such as Advanced Encryption Standard and Blowfish.
Substitution boxes are functions that map m-bit values to n-bit values and are
commonly implemented as look-up tables. They implement Shanon’s property
of confusion, that is they are used to hide the relationship between the secret key
and the ciphertext [12]. For this reason S-boxes must be as nonlinear as possible.

A special variant of S-boxes exists that is commonly used in substitution-
permutation networks. This kind of cryptographic algorithms requires S-boxes to
be invertible functions. This is because substitution needs to be reversed during
the process of decryption. Invertible S-box is therefore an S-box that maps n-
bit input to n-bit output and this mapping can be reversed. They effectively
represent a type of permutation. And example of such S-boxes can be found in
AES [3].

1.2 NSGA-II

In our previous work, we used the Nondominated Sorting Genetic Algorithm
II (NSGA-II) [4]. It is a very popular multi-objective genetic algorithm that
uses nondominated sorting. Unlike its predecessor, NSGA-II uses domination
counts calculated for each solution to determine Pareto fronts which significantly
improves the speed of the algorithm by reducing high computational complexity
[13]. Domination counts are calculated based on the number of solutions that
dominate given solution. Solutions with the count equal to zero are then added
to the first front. The procedure is then repeated for the remaining solutions to
define next Pareto fronts.

NSGA-II proved to be very effective in optimization of invertible substitution
boxes because it can optimize multiple properties separately. This is especially
important for substitution boxes because many cryptographic properties contra-
dict other properties. Using a single-objective genetic algorithm to find strong
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S-box may be difficult because there is no simple way to combine those prop-
erties into one value that can measure all the properties. With multi-objective
algorithm, the final population will be a Pareto optimal set of solutions that
can later be analyzed by a cryptographer who can choose the most appropriate
solution.

1.3 Steady-State Strategy for NSGA-II

The steady-State version of NSGA-II operates on the same principles as NSGA-
II. It also uses nondominated sorting based on domination counts. However,
unlike NSGA-II, it does not have a concept of generation. Instead of replacing
all individuals from the population by the newly generated population, it replaces
pairs of solutions by their offspring if their children are better [2,9]. This ensures
that population size remains constant. It is worth noting that the steady-state
NSGA-II can be significantly slower than NSGA-II because it has to reevaluate
Pareto fronts more often. However, if calculating objectives takes long enough,
the difference becomes negligible.

2 Implementation

In this section we describe the implementation details of our research. We reused
the coding method and two objectives from our previous work, modified one
of the objectives and introduced a new objective that describes an important
cryptographic property of substitution boxes.

2.1 Coding

The coding method used in our research is identical to the one we described in
the previous work [8]. Each S-box is encoded as a selection table which values are
constrained based on their position within the table. Each value has a minimum
of 0 and a maximum of n − i − 1, where n is the length of the array and i is
the index of the element. Each selection table uniquely identifies an invertible
S-box. In order to decode the S-box we use an algorithm that is a modification
of random shuffle. It uses values from the selection table to swap values in S-box
initialized using values [0, 1, 2, . . . , n − 1]. The method for decoding invertible
S-boxes from selection tables is presented in Algorithm 1.

2.2 Objectives

In this section we describe the objectives for NSGA-II. For the purpose of our
research, we defined four objectives in order to ensure stability of the algorithm.
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Algorithm 1. Algorithm for decoding S-boxes from selection tables
function DecodeSBox(selection, n)

Create an array sbox with length n
for i = 0; i < n; i ← i + 1 do

sbox[i] ← i
end for
for i = 0; i < n; i ← i + 1 do

index ← i + selection[i]
if i �= index then

temp ← sbox[i]
sbox[i] ← sbox[index]
sbox[index] ← temp

end if
end for

return sbox
end function

Nonlinearity. Similarly to our previous work, we used nonlinearity as an objec-
tive for scoring invertible S-boxes. Nonlinearity is an important property of sub-
stitution boxes that determines how difficult it is to linearly approximate them.
S-boxes with high nonlinearity make the cipher highly resistant to linear crypt-
analysis. As an objective we used Peak-to-Average Power Ratio (PAR) with
respect to Walsh-Hadamard Transform described in [10]. Unlike nonlinearity
calculated from its base definition, PAR can be used directly as NSGA-II objec-
tive because low values represent high nonlinearity. Since invertible S-boxes are
balanced boolean functions, they can not be perfectly nonlinear. The lowest pos-
sible value of PAR for 8-bit invertible S-boxes is 4. PAR can be calculated using
Eq. (1).

PAR(f) = 2n max
∀k

⎛
⎝

∣∣∣∣∣∣
2−n

∑
x∈Zn

2

(−1)f(x)+x·k

∣∣∣∣∣∣

⎞
⎠

2

. (1)

Transparency Order. Differential Power Analysis is a type of side-channel
attack that is based on measurement and analysis of power consumption of a
device that encrypts or decrypts data. While this type of attack can only be used
with direct access to a device such as a smart card reader, it was shown that it
can be much more effective than differential and linear cryptanalysis and due to
the widespread use of mobile devices, it can be successfully used to break the
cipher. Prouff defined in [11] the transparency order as a cryptographic property
of substitution boxes that determines how resistant they are against DPA. The
lower the value, the less information is leaked through power consumption and
therefore the more resistant it is to DPA attack. Because of the importance of this
property we decided to include it in our research as an objective. Transparency
order can be calculated using Eq. (2).
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Hamming Distance Score. This objective is identical to the one we used in
our previous work. It is based on the principle that the S-box should change half
of the input bits on average. This can be measured using Hamming distances
between all inputs and their corresponding outputs for a given S-box. Hamming
distance between two binary vectors is a number of differing bits on correspond-
ing positions. This can be calculated using exclusive OR of two vectors and
counting the number of bits set to 1. We can calculate Hamming distances for
all possible S-box inputs and count how many times they appear. Then we can
use those numbers to define a negative score. Bit changes of 0 and 8 bits (no
bits changed and all bits changed respectively) have a score 1/256, bit changes
of 1 and 7 bits have a score 1/2 560 and bit changes of 2 and 6 bits have a score
1/25 600. This way S-boxes that change too few or too many bits will have a
high score and those who change 5, 6 or 7 bits will have a low score. The method
for calculating this objective is presented in Algorithm2.

Algorithm 2. Algorithm for calculating score based on Hamming distances in
S-box

function HammingDistanceScore(sbox)
Create an array count with length 9
for i = 0; i < 9; i ← i + 1 do

count[i] ← 0
end for
for x ← 0; x < 256; x ← x + 1 do

y ← f(x)
d ← x + y
c ← number of ones in d
countc ← countc + 1

end for
sum ← count[0] + 0.1 × count[1] + 0.01 × count[2] + 0.01 × count[6] + 0.1 ×

count[7] + count[8]
return sum × 2−8

end function

Acceptability Test. The diffusion score used in the previous research [8] has
been replaced by validity test. To calculate this objective we check the diffu-
sion of a modified AES-128 cipher and Hamming distances of the S-box. This
objective is set to 0 when given S-box is determined acceptable in both diffusion
test and Hamming distance test or 1 when the S-box is found to have at least
one unacceptable property. This objective works similarly to death penalty, but
unlike death penalty it does not force removal of the solution from population.
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The first test is closely related to the Hamming distance score calculation.
If the algorithm finds that there are any values in given S-box that represent
identity transformation (Hamming distance is 0) or that it represents negation
of all bits (Hamming distance is 8), then the test fails and the objective value
is set to 1. This test was added because our research showed that some weak
S-boxes can have high nonlinearity or low transparency order and they dominate
non-weak S-boxes.

The second test calculates diffusion and compares it to a threshold value. To
calculate diffusion we used a probabilistic test that randomly generates secret
keys and plaintexts, and then performs simple differential analysis. For generated
plaintext x1 we compute additional plaintext x2 with one bit inverted. Plain-
texts are then encrypted using the randomly generated secret key, resulting in
ciphertexts y1 and y2. We then perform exclusive OR operation on ciphertexts,
obtaining the difference Δy. In the perfect cipher, a probability that each bit
of Δy is set is 50%, which means that differences do not give us any additional
information. But in a weak cipher those probabilities would likely deviate from
50%, giving us a way to break the cipher using differential cryptanalysis. There-
fore, we can count how many times each bit in difference Δy was set and check
how much it deviated from the perfect 50% probability. The exact algorithm for
calculating diffusion score is presented below.

Algorithm 3. Algorithm for calculating diffusion score of a given S-box
function DiffusionScore(sbox, tests)

Construct cipher with sbox
diffusion ← 0
for b ← 0; b < 128; b ← t + 1 do

Initialize count to 0
for t ← 0; t < tests; t ← t + 1 do

Generate random plaintext x1

y1 ← cipher(x1)
Invert bit b in x1

y2 = cipher(x2)
Δy ← y1 + y2

for i ← 0; i < 128; i ← i + 1 do
if bit i in Δy is set then

count[i] ← count[i] + 1
end if

end for
end for
for i = 0; i < 128; i ← i + 1 do

diffusion ← diffusion +
|counti− 1

2 tests|
tests

end for
end for

return 2−13 × diffusion
end function
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In an ideal situation, this test would give 0 for the perfect cipher. However,
since this is a probabilistic test we always obtain a value above 0 but within a
specific margin. The average value of the diffusion test for good S-boxes using
256 as the number of tests is 0.05. After calculating diffusion score for a given S-
box we compare it with threshold 0.055. If the value is higher than the threshold,
we set the objective to 1. Otherwise, the S-box passes the test and the objective
is set to 0.

3 Experimental Research

For the purpose of this research we used a newer version of jMetal library [5].
Version 5.1 has been redesigned and contains implementations of both NSGA-II
and steady state version of NSGA-II. It contains an implementation that simpli-
fies parallel processing using multiple threads which is appropriate for NSGA-II.
Unfortunately, steady state NSGA-II could not be parallelized the same way
because this algorithm does not evaluate enough solutions at once. For this rea-
son, steady state NSGA-II was optimized in a different way which can result
in varying time of computation. Additionally, implementation of algorithms was
modified to analyze and save partial results to a file after each 200 evaluations.

3.1 Scenario

We performed two simulations, one for NSGA-II and one for steady-state version
of NSGA-II, using an equal set of parameters. Because steady-state NSGA-II
does not have a concept of generations, we used instead a common number
of evaluations, which is the number of generated and evaluated solutions. We
chose a population size 100, crossover operator with the probability of 0.6 and
mutation operator with the probability of 0.2. The total number of evaluations
was 250 000, which is an equivalent of 2 500 generations for NSGA-II. Every 200
evaluations, objectives from current the population were analyzed and stored in
a file for later analysis.

3.2 Results

The experiments were performed on a computer with 6-core Intel Xeon E5-
2620 processor clocked at 2.0 GHz. The results are as follows. The scenario with
NSGA-II took about 16 h and 14 min to complete and the scenario with steady
state version of NSGA-II took about 28 h and 42 min to complete. The total
time is considerably long due to computational complexity of the algorithm that
calculates transparency order. Statistics taken from the final populations after
the experiment concluded are presented in Tables 1 and 2.

Figures 1 and 2 show how nonlinearity values changed during each exper-
iment. The minimum value of 5.0625 was found immediately in the original
population. We can see that the maximum value in the case of NSGA-II was
fluctuating a lot around values 15–20 while for the steady-state version the
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Table 1. Summary statistics of objectives in the final population for NSGA-II

Objective Minimum Average Maximum

Nonlinearity 5.0625 8.2340 20.2500

Transparency order 7.7041 7.7371 7.7789

Hamming distance score 0.001719 0.005130 0.025859

Acceptability score 0.0000 0.1064 1.0000

Table 2. Summary statistics of objectives in the final population for steady state
NSGA-II

Objective Minimum Average Maximum

Nonlinearity 5.0625 7.5599 12.2500

Transparency order 7.7017 7.7409 7.7828

Hamming distance score 0.001484 0.005344 0.026171

Acceptability score 0.0000 0.1633 1.0000

Fig. 1. Changes in nonlinearity during the experiment with NSGA-II

maximum was changing gradually towards the minimum. The steady-state
NSGA-II reached slightly lower average and obtained better results.

Figures 3 and 4 describe changes in transparency order during experiments.
As in the case of nonlinearity, the steady state NSGA-II provided more stable,
gradual changes. It also reached the minimum value of 7.7017 after 178 000, which
is considerably faster than NSGA-II. The second one reached the minimum value
of 7.7041 after 239 600 evaluations.

Analysis of the Hamming distance score shows very similar results. Steady-
state NSGA-II had smoother changes in the average and reached minimum values
faster than standard NSGA-II. On the other hand, NSGA-II performed better
in acceptability score than steady state version, which can be seen in Fig. 5.

The final population generated by NSGA-II contained 9 solutions with non-
linearity of 5.0625, with the lowest transparency order of 7.7176 and the highest
of 7.7672. All of them passed the acceptability test and had good Hamming dis-
tance scores. The final population generated by steady-state NSGA-II contained
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Fig. 2. Changes in nonlinearity during the experiment with steady-state NSGA-II

Fig. 3. Changes in transparency order during the experiment with NSGA-II

Fig. 4. Changes in transparency order during the experiment with steady-state
NSGA-II

Fig. 5. Changes in acceptability order during experiment with steady-state NSGA-II



Comparison of Effectiveness of Multi-objective Genetic Algorithms 475

5 solutions with nonlinearity of 5.0625. Among these solutions, the minimum
transparency order was 7.7340 and the maximum was 7.7644. One solution did
not pass the acceptability test. The remaining solutions had good Hamming dis-
tance scores. Unlike in our previous work [8], no solution with nonlinearity 4 was
created.

4 Conclusions and Future Work

In our research we showed that multi-objective genetic algorithms with steady-
state strategy can be successfully used as a tool for construction of invertible
substitution boxes for cryptographic purposes. Steady state version of NSGA-
II performs in a similar way, although changes in population are considerably
smoother and it reaches better results faster than generational NSGA-II.

Introduction of transparency order of S-boxes as an objective made S-box
optimization problem more difficult because this cryptographic property con-
flicts with nonlinearity. Both versions proved to be very effective at solving this
problem and created many Pareto optimal solutions that can be later analyzed
and used in the construction of block ciphers.

Future research will adopt this method and use it to create optimal S-boxes
for new block ciphers. We will also try to optimize parallel computation of steady-
state NSGA-II in attempt to match the speed of parallelized version of standard
NSGA-II.
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Abstract. Mixed-UCT is a method for finding efficient defender’s mixed
strategy in multi-act Security Games. This paper presents experimental
evaluation of the impact of the number of averaged past attackers (APA)
used to define the defender’s strategy on solution quality of the method.
Specifically designed set of test games is proposed for evaluation of the
Mixed-UCT method with different values of APA parameter. The results
indicate that larger values of APA generally lead to faster convergence
of the method, and in some cases also improve the results in terms of the
expected defender’s payoff value.

Keywords: Stackelberg Equilibrium · MCTS · UCT · Security Games

1 Introduction

Security Games (SG) is the area of research where scientifically grounded meth-
ods based on game theory are used to find the optimal behavior (activities)
of security forces when protecting some relevant objects (potential targets).
Recently, this research domain gained momentum due to rising terrorist threats
in many places in the world. While the most noticeable applications of SG refer
to homeland security, e.g. patrolling LAX airport [7] or patrolling US coast [2],
SG are not limited to this type of applications and can also be applied in other
scenarios, for instance, train fare controlling [5] or preventing of poaching [6].

In SG there are two players, the defender which represents security forces,
and the attacker. Vast majority of SG models are built around the Stackelberg
Game - an asymmetric model rooted in the game theory where one player (the
attacker) is aware of the opponent’s strategy, but not vice versa. This assumption
reflects the common situation in which the attacker (e.g. an evader or a thief) is
able to observe the defender’s behavior before committing an attack. Such games
are usually referred to as Stackelberg Security Games (SSG). SSG are generally
imperfect-information games and some aspects of the current game state are
c© Springer International Publishing AG 2017
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DOI: 10.1007/978-3-319-59060-8 43



478 J. Karwowski and J. Mańdziuk

not observable by the players. Solving SSG consists in finding the Stackelberg
Equilibrium (SE) and is typically approached by solving the Mixed Integer-
Linear Program (MILP) [2,6,7,11] corresponding to a given SSG instance (which
must be represented in a normal (matrix) form).

Calculating SE is computationally intensive both in terms of CPU time and
memory usage. Due to these limitations only very simple SSG models can be
solved (exactly) in practice. For this reason, in many papers various simplifi-
cations of the MILP formulation are proposed in order to make it possible to
solve larger games, at the expense of obtaining approximate (instead of exact)
solutions. These approaches, however, still suffer from some of the limitations of
baseline MILP formulation, e.g. the requirement of matrix-based game represen-
tation. Consequently, nearly all deployed solutions consider single-act (one-step)
games with simultaneous moves.

The lack of efficient methods for solving multi-act games motivated our
research on completely different approach - the Mixed-UCT [9] - which relies
on massive Monte-Carlo (MC) simulations, instead of MILP. The method is
suitable for multi-act games and demonstrates reasonable memory and time
requirements. The approach consists in iterative computation of the defender’s
strategy based on the results of MC simulations of the game against a gradually
improving attacker which is defined as a combination of a certain number of past
attackers used in previous iterations. This paper investigates and discusses the
relevance of the selection of the number of averaged past attackers (APA) used
to build the current attacker. The main goal of this paper is experimental eval-
uation of the impact of the number of previous attacker’s strategies (henceforth
denoted by n) on the quality of resulting defender’s strategy in the Mixed-UCT
method.

The rest of the paper is organized as follows: Sect. 2 briefly introduces the
Mixed-UCT method, with particular emphasis on the usage of the APA parame-
ter (in Sect. 2.4). Section 3 describes games and test methods used to evaluate
Mixed-UCT against various selections of APA. In the next section the results
of experiments are presented. Finally, Sect. 5 covers discussion of results along
with the final conclusions and research perspectives.

2 Mixed-UCT

Mixed-UCT algorithm, proposed in [9], is a method for finding an approximate
defender strategy in multi-step SSG. The motivation behind using this method
is to overcome limitations of the MILP-based approaches which make them not
well suited to multi-step games due to extensive memory and time requirements.
Mixed-UCT employs a variant of Monte-Carlo Tree Search (MCTS) called Upper
Confidence Bounds applied to Trees (UCT) [10] to effectively address the explo-
ration vs. exploitation dilemma while searching larger SSG trees.

The reminder of this section briefly describes the Mixed-UCT method. First,
a vanilla UCT algorithm is presented. Then a variant of UCT applicable to
imperfect-information games (I2-UCT) is described, followed by a presentation
of Mixed-UCT, for which I2-UCT serves as one of the main building blocks.
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2.1 MCTS/UCT

MCTS is a meta-heuristic method used to estimate the quality of moves in per-
fect information games by means of iterative move sampling in a game tree
(where nodes and edges correspond to game states and game moves, respec-
tively) from the current root state to one of the leaf nodes (terminal states of a
game). Each edge in the tree is labeled with two values: the number of times the
respective move was sampled in the hitherto simulations and the average payoff
of these hitherto simulations that included this edge/move. MCTS builds the
tree gradually, starting from a single-node tree, containing the root node (the
current state of the game) only.

Each MCTS simulation consists of the following four steps:

– Selection. One move is selected in each of the subsequently visited nodes,
starting from the root node until a leaf node of the tree (not necessarily being
a terminal state of the game) is reached. The selection is made according to
some node selection policy.

– Expansion. Once the process reaches a leaf node, a new successor node is
added to the tree.

– Simulation. A game is simulated from this newly-added node until a termi-
nal state of a game with randomly selected moves.

– Backpropagation. A game result is read out in the terminal state and prop-
agated back, all the way up to the root node. Nodes lying on this path within
the currently maintained game tree update their statistics (visits counters
and average scores).

Various node selection policies can be used in Selection phase. UCT [4,10]
is a variant of MCTS that employs the UCB1 [3] heuristic function defined as
follows:

a∗ = argmax
a∈A

{
Q(s, a) + C

√
(lnN(s))/N(s, a)

}
, (1)

where s is the currently considered state, A is a set of possible moves in the state,
Q(s, a) is the average reward of playing move a in state s hitherto, N(s, a) is the
number of times action a was played from given state, and N(s) =

∑
a∈A N(s, a).

UCT was proven to be highly successful in board games domain, e.g. in Go [13]
or General Game Playing [14,15].

Equation (1) allows for maintaining a balance between exploitation (the left
component) of the currently best known move and exploration of rarely visited
moves (the right term). Coefficient C is responsible for balancing these two
above-mentioned contradicting tendencies.

The UCT tree generated in the above-described way is an essential
component of our method for defender’s mixed strategy construction.
(See Sect. 2.3 for the description of the use of a UCT tree).

2.2 I2-UCT

Vanilla MCTS/UCT method described in the above section assumes that a game
can be simulated from the current state to the end-of-game state. While this
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assumption is true in perfect-information games, where both players can fully
observe the game state, is SG players commonly do not possess full knowledge
about their opponent’s moves and past positions. Consequently, in SG, due to
imperfect-information nature of this game, vanilla UCT is inapplicable except
for the initial state of the game.

In order to address this problem we have developed a method called I2-
UCT [8] which samples full game states based on the information accessible
to the player. In short, in I2-UCT a game is simulated from the initial state
by playing the defender’s moves that led to the current state of the game and
simulating the optimal opponent’s responses according to their strategy.

Note, that execution of I2-UCT algorithm assumes possession of the knowl-
edge about the opponent’s (attacker’s) mixed strategy, which in our case is cal-
culated as part of the Mixed-UCT framework (described below).

Initialize with
uniform attacker

strategy

Perform I2-UCT
training against
current attacker

Build defender’s
strategy from

given UCT tree

Check stop
conditions

Calculate optimal
attacker’s response

Update
attacker’s strategy

Return best
known defender’s

strategy

yesno

(2)

(1)

Fig. 1. The Mixed-UCT algorithm outline

2.3 Mixed-UCT

Mixed-UCT is designed for finding close-to-optimal mixed strategy in SSG for
the leader player (defender in SG) by means of an iterative process. In each
iteration the defender’s strategy is updated using a tree obtained in the I2-
UCT training against the currently optimal attacker’s strategy (the method of
attacker’s optimal strategy calculation is presented in the next subsection).

The outline of the algorithm is presented in Fig. 1. First the attacker’s strat-
egy is initialized as uniform distribution over all possible move sequences. Then
the process enters the main loop of the algorithm which consists of two parts.
In the first one, labeled (1) in Fig. 1, the defender’s strategy is built, and in the
other one, labeled (2) in the figure, the attacker’s response strategy is calculated.

A detailed description of the defender’s strategy calculation method is avail-
able in [9]. In short, it consists of two steps:

– I2-UCT training is performed against the current attacker’s mixed strategy.
– UCT tree generated during training is transformed into a mixed defender’s

strategy in the following way. Each path from the initial state to a terminal
state represents a sequence of defender’s moves. A probability distribution of
such sequences (a mixed strategy) is generated with probabilities proportional
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to the product of all visit counters of the moves (edges in the trained UCT
tree) belonging to this sequence.

I2-UCT training starts-off with an empty tree. In subsequent iterations the
tree generated in previous iterations is used as the initial one in the current iter-
ation. Once the defender’s strategy is calculated, the strategy of the attacker is
updated with respect to this new defender’s strategy (see Sect. 2.4). The training
is stopped after one of the two following conditions is met:

– Currently known best defender’s strategy has not been improved in the last
10 000 iterations, or

– A number of 45 000 training iterations was executed in total.

2.4 Calculating Attacker’s Strategy

Game simulations require a procedure of attacker’s moves generation, as indi-
cated in part (2) of Fig. 1. To this end, first, the optimal attacker response in
the sense of SE for just generated defender’s strategy is calculated by exhaus-
tive search of all possible attacker’s move sequences. It can be shown that this
response can be any pure strategy that maximizes attacker’s and defender’s pay-
off (in this order, due to SE requirements) or any mixture of such pure strategies
(all these forms are equivalent) [11]. We have arbitrarily decided to use a uniform
distribution of all feasible pure strategies, as presented in Algorithm 1.

Algorithm 1. Calculating optimal attacker against a given defender in
SSG
1 M ← AllMoves()

2 M1 ← {m ∈ M |AttackerPayoff(m)= maxm′∈MAttackerPayoff(m′)}
3 M2 ← {m ∈ M1|DefenderPayoff(m)= maxm′∈M1DefenderPayoff(m

′)}
4 return UniformStrategy(M2) // Uniform strategy containing all pure

strategies from M2

The second step, i.e. the update of attacker’s strategy, is motivated by the
outcomes of our preliminary experiments in the early development stage of
Mixed-UCT, which shown that using the average of some number of attacker’s
responses from previous iterations is beneficial in many test instances. There-
fore, instead of using directly the attacker’s mixed strategy just calculated in the
current iteration of the I2-UCT training, we use an “average” mixed strategy
from n most recent attacker’s responses.

Let M be a set of possible move sequences in a game tree, and fi : M → [0, 1],
such that

∑
m∈M f(m) = 1 be the probability density function of the attacker’s

mixed strategy in the i-th iteration. The probability density function of the
average strategy in the j-th iteration (gj(m)) is defined as follows:

gj(m) =
1
n

j∑
i=j−n+1

fi(m). (2)
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Algorithm 2. Drawing a sample from averaged attacker’s strategy
Data: optimalResponses: an array of n recent mixed strategies
Result: moveSequence

1 i ← DrawFrom(Uniform(1,Length(optimalResponses)))// Draw a number from

a uniform distribution

2 moveSequence ←DrawFrom(optimalResponses [i])

Please note that direct implementation of Eq. (2) is not the most efficient method
of calculation unless very large number of samples had been already drawn from
the distribution. The method of drawing a sample from that distribution without
immediate calculation of the density, which was implemented in our experiments,
is presented as Algorithm 2.

3 Experimental Setup

The set of benchmark games was defined using a graph-based game model which
defines the structure of the game environment. The model follows our approach
used in [8] for evaluation of the I2-UCT method, with some modifications.

Each game is defined on a directed graph with unweighted edges, and involves
two players: one attacker player and one defender player. Each player starts
the game from a designated vertex. In all examples presented in the paper the
attacker’s starting vertex will be denoted by a red triangle and the defender’s
starting point will always be vertex number zero. Some of the vertices are high-
lighted as targets and as such are of special interest for both playing sides. More
precisely, during the game the attacker attempts to reach one of the targets
without being caught by the defender, and the defender tries to prevent the
opponent from doing so, typically by catching them. The attacker is considered
caught by the defender iff they meet in the same vertex. The attack is considered
successful iff the attacker reaches the target in the absence of the defender there.

In each turn of the game players decide to move to any of the neighboring
vertices or to stay in the current vertex. Players perform their moves simulta-
neously and are not aware of the opponent’s choice - consequently they do not
know the current or past opponent’s positions, expect for the initial one (start-
ing vertices). The game has a certain limit of rounds and ends immediately after
any of the three possible situations takes place: a successful attack, catching the
attacker, exceeding the limit of rounds.

Each vertex has two assigned values: a reward for the defender when catching
the attacker in this vertex, and a penalty for the attacker for being caught there.
Target vertices have two additional values: a penalty for the defender and the
respective reward for the attacker, if a successful attack takes place in the target.
Rewards and penalties vary among vertices and, in general, the game is not a
zero-sum one. Example game graph with payoffs values is presented in Fig. 2.
Formally, the goal of the game for each of the player is to find a mixed
strategy that maximizes their expected payoff.
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0: A(20,-1)
D(3,-15)

3:A(-1)
D(1)

1: A(5,-1)
D(3,-12)

4:A(-1)
D(1)

2: A(30,-1)
D(3,-15)

5:A(-1)
D(1)

8:
A(-1),D(1)

9:A(-1)
D(1)

6:A(-1)
D(1)

10:A(-1)
D(1)

7:A(-1)
D(1)

Fig. 2. game3 graph. Red triangle ver-
tex (number 8) denotes the attacker’s
starting point, vertex number 0 is the
defender’s starting base. Green diamond
shaped vertices are targets. Labels
of the vertices contain attacker’s and
defender’s payoffs. In non-target ver-
tices A(·) and D(·) denote the payoff of
the attacker and the defender, respec-
tively. In target vertices A(·, ·) denotes
the attacker’s reward for successful
attack and their penalty when being
caught; D(·, ·) refers to the defender’s
reward for catching the attacker and
their penalty in the case the attack ren-
ders successful. (Color figure online)

0: A(2,-1)
D(1,-8)

6: A(-1)
 D(1)

1: A(3,-1)
D(2,-10)

2: A(4,-1)
D(2,-12)

3: A(5,-1)
D(2,-15)

4: A(20,-1)
D(2,-20)

5:
 A(-1),D(1)

Fig. 3. game1 graph

2: A(4,-1)
D(2,-12)

6: A(-1)
 D(1)

3: A(5,-1)
D(2,-15)

4: A(10,-1)
D(2,-20)

5:
 A(-1),D(1)

8: A(-1)
 D(1)

9: A(-1)
 D(1)

0: A(2,-1)
D(1,-8)

1: A(3,-1)
D(2,-10)

7: A(-1)
 D(1)

Fig. 4. game2 graph

Variant Target 0 Target 2

wA lA wD lD wA lA wD lD

Base 20 −1 3 −15 30 −1 3 −15

a 20 −1 1 −15 20 −1 6 −15

b 3 −1 3 −15 5 −1 5 −1

c 20 −1 3 −15 30 −1 5 −10

d 10 −1 3 −15 30 −1 3 −5

Table 1. Reward/penalty values in five
variants of game3. wA, lD, wD, lA denote
the attacker’s payoff for successful attack
and the respective defender’s penalty,
and the defender’s payoff for catching
the attacker and the respective attacker’s
penalty.

Please note, that the above-described game model was chosen only because it
covers a large variety of game structures, is easily configurable (by modifying the
game-defining graph), and is intuitively-plausible for human analysis of possible
game strategies. The discussed Mixed-UCT method is by no means limited or
tailored to this particular game model.
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3.1 Test Graphs

Tests were performed on hand-crafted game graphs with the game limit of 5
rounds. The following three graph topologies were used: a star, a star with a
long tail, and a cycle with specifically located targets.

In a star topology all vertices (including targets) are connected to a central
non-target vertex. An example game of this type used in the experiments is
presented in Fig. 3. In this graph (referred to as game1 ), the defender may adopt
one of the two policies: either constantly protect the central vertex or carefully
balance their presence in different targets - the latter one is a rather risky policy
due to high number of targets. Apparently the first option, enhanced by an
attempt to catch the attacker in their base in the last move (with probability
0.5), is the optimal strategy. Since the rewards in most of the targets are higher
than that in the central vertex, the defender is tempted to patrol these highly
rewarding targets. Consequently, learning the optimal strategy (i.e. not to leave
the central vertex at least until the penultimate round of a game) is not easy
and requires extensive number of simulations.

A star topology with a long tail (referred to as game2 ) is similar to the
previous one except that in this game design the attacker starting point is not
connected directly to the central vertex, but is linked through a path composed
of 3 vertices (see Fig. 4). Since the attacker starting node is separated from the
star part of the graph by a three-node path, the defender has high chances to
catch the attacker on their way to the targets, which makes games with this
topology less demanding than the previous ones.

The third type of games are those with a cycle topology - depicted in Fig. 2.
There are 10 test games of this type, with exactly the same topology and location
of targets, differing by the payoff assignment in particular nodes. Observe, that
in this type of game an attacker (initially located in node 8) has two alternative
paths towards the targets (either 8 → 9 → 10 → . . . or 8 → 7 → 6 → . . . ).

In the first set of games, denoted by game3, game3a, . . ., game3d (c.f. Fig. 2)
non-target vertices are assigned small defender’s rewards compared to those in
the targets. In the other set, labeled game4, game4a, . . ., game4d (not visualized)
the game topology is exactly the same and in game4, but a reward for catching
the attacker in a non-target vertex is proportional to the distance from the
nearest target to that vertex. Such a payoff distribution is more intuitive as it
encourages keeping the attacker at bay and catching them as early as possible.

Please observe that in all variants of game3/game4, due to relatively low
payoff and higher distance than to the other targets, the optimal attacker would
never attempt to reach target 1. This target was added to these graphs for
the purpose of checking if the existence of additional, practically non-achievable,
target vertex, would affect the outcomes of Mixed-UCT (mixed defender’s strate-
gies) in any way.

In order to tests the strengths and weaknesses of the proposed Mixed-UCT
method, the circle graphs were tested under several hand-crafted payoff distrib-
utions designed with specific purposes in mind. Five variants of payoff distribu-
tions in targets 0 and 2 assigned to game3,3a,3b,3c,3d, respectively are presented
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in Table 1. In all of them the payoff values in the remaining vertices were assigned
as presented in Fig. 2. Due to space limits we are not able to delve into detailed
motivation behind each tested payoff distribution. Generally speaking, the base
variant (game3 ) represents the situation with different attacker’s rewards when
defender’s payoff values are the same in both targets; game3a addresses “the
opposite” situation with different defender’s rewards when attacker’s payoffs are
the same in both targets; variant b of game3 presents the case with imbalanced
defender’s penalties in the targets; variant c tests the case of skewed payoffs,
where more valuable target for the attacker has lower penalty for the defender
penalty than other target; and finally in variant d the above-mentioned skewness
is enlarged compared to the case c.

In game4 graphs the payoff distributions in all five cases are exactly the same
as in the respective game3 graphs except that the defender’s rewards are equal
to 1 in all targets, and in ordinary vertices are proportional to the distance from
that non-target vertex to the nearest target. Hence, as stated above, contrary to
game3 type games, game4 ones are defined in a way that encourages catching
the attacker far from the targets rendering the game easier for the proposed
method in all tested variants of the payoff distribution.

4 Experimental Results

The results of Mixed-UCT (the defender’s payoff values and computation time)
on the above-described test games are presented in Table 2 together with the
exact theoretical results computed by a baseline Mixed Integer Linear Program-
ming based method [12] using SCIP [1] solver. The particular choice of MILP
as a baseline method was motivated by its popularity in the SSG literature as a
reference exact method.

In addition to the exact solution (which is the theoretically best possible
result), a payoff resulting from playing uniform defender’s strategy is also pre-
sented (serving the purpose of the “lower-end” solution). The assessment of
Mixed-UCT, denoted by sc in the table, is the accomplished defender’s reward
scaled linearly to [0, 1], with 0 value assigned to the reward of the uniform
defender’s strategy and 1 assigned to the result of the optimal (MILP calcu-
lated) value. Values of sc close to 1 correspond to very good results while those
close to 0 are very poor. Time for calculating the uniform strategy is negligible,
hence is not presented.

Mixed-UCT was tested with four values of n: 1, 10, 100, 1000. Since the
method is non-deterministic (due to Monte-Carlo sampling) 20 trials for each
game and each parameter setting were executed. The relatively low number of
trials stems form high consistency of results with very low standard deviation.
All experiments were conducted on a machine with core i7@3.40 GHz processor.

Test results indicate that the method is robust with respect to setting para-
meter n, as for all values of n > 1 only meaningless differences in defenders’
payoffs can be observed and most of results ended with sc = 1, i.e. the highest
assessment possible. The only exception is game1 for which the highest sc value
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Table 2. Averaged results of 20 trials of Mixed-UCT with different attackers history
lengths and their comparison with baseline results computed with MILP. Six different
methods are presented – four variants of Mixed-UCT with different values of n labeled
respectively with numbers 1, 10, 100 and 1000, MILP exact solution calculated by the
solver, and uniform defender strategy labeled with U. Columns labeled with R present
the average defender’s payoff value, with t – computation time in seconds, and with
sc – payoff quality assessment on a linear scale from the Uniform defender’s result (0)
to the optimal solution (1).

game 1 10 100 1000 MILP U

R t sc R t sc R t sc R t sc R t R

1 −1.57 1448 0.81 0.34 1436 0.98 0.48 1492 0.99 0.47 1611 0.99 0.54 28052 −10.46

2 0.03 1049 0.99 0.05 1388 1 0.06 1113 1 0.07 1351 1 0.08 106 −7.21

3 −4.32 2319 0.99 −4.34 1618 0.99 −4.28 1786 1 −4.28 1135 1 −4.27 42946 −13.97

3a −4.5 2003 1 −4.53 1452 1 −4.51 1230 1 −4.5 1487 1 −4.5 31926 −13.97

3b 2.44 1838 0.96 2.57 2020 1 2.57 1382 1 2.58 1639 1 2.58 227 −0.87

3c −1.52 1777 0.94 -1.18 1724 0.99 −1.07 1358 1 −1.06 1169 1 −1.06 41624 −9.29

3d 0.84 2129 0.99 0.69 1595 0.96 0.9 1467 1 0.9 1218 1 0.9 37870 −4.61

4 −4.87 1777 1 −4.87 1378 1 −4.87 1995 1 −4.87 1310 1 −4.87 5312 −13.91

4a −6 1681 1 −6 1638 1 −6 1637 1 −6 1114 1 −6 5949 −13.84

4b 0.79 1788 1 0.79 1266 1 0.79 1639 1 0.79 1061 1 0.79 5546 −0.81

4c −2.85 1783 1 −2.85 1498 1 −2.85 1494 1 −2.85 1203 1 −2.85 5928 −9.23

4d 0.17 1948 1 0.17 1455 1 0.17 1391 1 0.16 1165 1 0.17 5155 −4.55

equals 0.99. The difference between n = 1 and larger n settings clearly exists,
though is relatively small. For n = 1 half of the games yielded slightly weaker
results, among which two (game1 and game3c) were lower than 0.95.

Clear differences can be observed, however, in terms of computation times.
Only in the case of game2 skipping attacker’s history completely led to the
fastest convergence to the final result. For game1, game3a and game3b, when
weaker results are excluded, the most time-effective setting was n = 100, and
for all the remaining games the largest tested option, i.e. n = 1 000.

Comparison of computation times between MILP solver and Mixed-UCT
shows that the solver is usually slower for considered benchmark games, except
for game2 and game3b. It can be observed that computation times of MILP can
vary significantly between games and exceed 2 orders of magnitude in extreme
cases (c.f. game2 and game3a, for instance). Time differences between games
in the case of Mixed-UCT are much smaller and the longest execution time is
slightly more than two times bigger than the shortest one (in the case of game3b
and game2 for n = 100).

In terms of memory usage (which is not presented in the table) Mixed-UCT
is about 4 times more effective than MILP solver. Its memory requirements
were varying between 1.0 GB and 1.2 GB depending on the graph topology com-
pared to about 5 GB required by the solver. No significant differences in memory
requirement were observed across various settings of n.
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5 Discussion and Conclusions

The results show that the choice of n has an impact on performance of the Mixed-
UCT method. In some cases it affects the quality of solution (as in game1 ), but
most commonly influences the running time of the method. Generally speak-
ing, in majority of the tested games increasing the number of past attacker’s
decreased computation time required to reach a solution. The exceptions are
game1 and game2 which performed best (in terms of execution time and qual-
ity of solution) with n = 100.

Even though for some games values of n other than 1 000 actually appeared
to be the best performing ones the differences compared to n = 1 000 are not
significant. Consequently, based on the presented results we may safely conclude
that the suggested number of averaged past attacker’s strategies n should be
greater than 1 and setting n = 1 000 seems to be an effective and reliable choice.
In the context of the above-discussed shortening of the Mixed-UCT execution
time it is worth be note that thanks to using Algorithm 2, the length of the
attacker’s history has almost no impact on the duration of a single algorithm’s
iteration and therefore selection of higher values of n does not introduce any
additional tradeoffs.

On a general note, the results show that Mixed-UCT is able to solve the
tested games effectively, leading in all cases to optimal or close-to-optimal solu-
tions (with sc = 1), doing so in a reasonable time. Moreover, execution time
differences between games of the same length are small which allows for reliable
estimations of the amount of time required to solve a given game. This prop-
erty does not hold for the reference MILP-based method whose execution time
may vary significantly even for games of similar structure (e.g., time differences
between game3b and game3c exceed two orders of magnitude).

Furthermore, Mixed-UCT has significantly smaller memory requirements
compared to established MILP-based approach, which seems to be the real
asset of this method. While there are many approximate methods built around
the exact approach proposed in [11], with improved computation time, these
approaches still require large amounts of memory (the same order of magnitude
as the exact MILP solution).

In summary, this paper shows that Mixed-UCT method provides high quality
mixed defender’s strategies in artificially designed 5-step games and that the
choice of the number of averaged past attacker’s strategies is important, mainly
in terms of the execution time and - to a smaller extent - the solution strength.
Currently we investigate this issue on other types of games - defined on other
graph topologies and of bigger length. We also test the Mixed-UCT time and
memory scalability by applying the method to more complex games with very
promising results. In a long-term perspective we believe that Mixed-UCT may
become a viable alternative to the exact and approximate MILP-based SSG
approaches, especially for large (complex) games, which pose real challenges to
MILP methods.
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8. Karwowski, J., Mańdziuk, J.: A new approach to security games. In: Rutkowski,
L., Korytkowski, M., Scherer, R., Tadeusiewicz, R., Zadeh, L.A., Zurada, J.M.
(eds.) ICAISC 2015. LNCS (LNAI), vol. 9120, pp. 402–411. Springer, Cham (2015).
doi:10.1007/978-3-319-19369-4 36
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Abstract. The paper describes an attempt to create a poetry genera-
tor for Polish language. It is a data-driven approach – grammatical and
semantic structures are automatically derived from input text. The sys-
tem was successfully implemented and the quality of the output “poems”
was tested in a “Poetic Turing Test”: a public survey. Its participants
have been asked to distinguish between human written and computer
generated poetry.
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1 Introduction

Natural language generation (NLG) is quite an old concept. In 1948 C. Shannon
proposed using Markov chains for such task [11]. In the sixties J. Weizenbaum
created the famous ELIZA program [12]. In the eighties W. Chamberlain and
T. Etter created RACTER – a program that generated a book that was good
enough to be published [1]. Although these examples demonstrate quite differ-
ent approaches to the same problem, they serve a quite similar low functional
quality – amusement of people reading the generated text.

NLG also had some practical applications. In the early nineties a system
named SPOKESMAN was developed for the military – a framework for creating
natural language interfaces for various applications [6]. Another example is a sys-
tem named FOG – a marine weather forecast generator [2]. These two systems
were constructed like classical expert systems – everything they could create was
limited by a hand-crafted set of rules and facts. Currently numerous corpora-
tions (i.e. Apple, Microsoft, Google, Amazon) are actively developing systems
that use NLG to provide “artificial intelligence” interfaces for their products.

This paper focuses on a rather unusual problem – poetry generation. A com-
plex NLG system was designed and implemented to answer a simple question:
could a computer program be taught to create poems that would appear as
work of a human to an average person? Similar applications were created in the
past, but none of them could provide an output with proper rhyme and rhyth-
mic structures. What is more, none of them were data-driven – they usually
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depended on hand-crafted lexicons and sentence patterns. Finally, no similar
work was conducted on Polish language – a highly fusional language that has
been chosen to be the constructed system’s output.

2 Previous Works

J. Mountstephens tried to create a system for generating mnemonic phrases –
sentences with initial letters same as in a given set of words [7]. Such sentences
should also be easy to memorize for humans. For example “Richard Of York
Gave Battle In Vail” is a mnemonic phrases for the colours of a rainbow (Red,
Orange, Yellow, Green, Blue, Violet). J. Mountstephens maintained grammatical
correctness of the output by using a formal grammar description of a English
language subset. The “easiness of remembering” was assessed by determining
the semantic similarity of each pair of neighbouring words by looking it up in
an external database.

A far more complex system was created by N. Ito and M. Hagiwara for
Japanese language [3]. Their system was designed to generate sentences with
a given noun and verb. Instead of using a formal grammar model of a subset of
Japanese they used a database of automatically generated “case frames” taken
from a large text corpus. These structures allowed creating meaningful sentences
which were further refined by use of an n-gram model. A survey was conducted
to determine the quality of generator’s output.

S. Pudaruth and others tried to generate English song lyrics [9]. Two data-
bases were build from an input text corpus: sentence patterns in form of
sequences of parts-of-speech and a simple lexicon of words. A sentence was gener-
ated by choosing a random sentence pattern and filling it with appropriate words
from the lexicon. No form of maintaining semantic correctness was proposed.

Research most closely related to this paper was conducted by H. Manurung
and others. They proposed a complex approach to creating an English poetry
generator [5]. Their work also included an in-depth review of countless poetry
generators found on the Internet. They called them “party tricks in the mould
of ELIZA” that were able to achieve quite good results thanks to ingeniously
modelled heuristics. These applications could not provide output with proper
rhymes or rhythm, because of their pattern based construction. To solve this
problem the authors proposed a stochastic hill climbing approach. Their algo-
rithm started from a set of input semantics which in each next iteration was
appropriately transformed. Every intermediate result was scored accordingly to
how well it matched the target rhythmic form. Their algorithm worked only on
a small hand-crafted grammar and lexicon. It seems it was never able to produce
interesting results.

3 Proposed System

Unfortunately n-grams do not work well for Polish because of the countless forms
of words obtained via declension and conjugation. Describing a subset of Polish in
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a form of a formal grammar proves to be extremely hard because of arbitrary sen-
tence word order. Pudaruth’s approach based on deriving grammatical patterns
from the input text seemed to be acceptable, but needed further enhancement.
Simple sequences of parts-of-speech had to be replaced by dependency trees with
full morphological information. To extract such information a dependency parser
capable of parsing Polish poetry was needed. One was created explicitly for this
task [4].

Randomly filling dependency trees with appropriate words and preforming a
morphological synthesis would provide grammatically correct sentences but like
in S. Pudaruth’s approach it would also ignore semantics. This issue was solved
by introducing semantic rules derived from the parsed input.

A special feature enforcement algorithm was created to ensure rhythm and
rhymes in the output. Its construction was based on the following reasoning: “If
we make the generator really fast we could simply wait until it produces results
with proper rhythm and rhymes”.

The complete system is shown in Fig. 1.

Fig. 1. The proposed poetry generation system. External modules (represented by gray
fields): Morfeusz morphological analyser [13], WCRFT2 morphosyntactic tagger [10]
and the rule based dependency parser [4].

4 Knowledge Acquisition

The dependency parser used in the constructed system returns a dependency
tree for each sub-sentence it encounters and accepts. Semantic rules are created
by simply extracting and saving all the parent-child pairs from the trees. A single
rule consists of base forms and morphological tags of two words. In some cases
additional information must be included, like verb reflexivity and person.
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A single grammatical pattern consists of a sub-sentence, its dependency tree
and information about how it is connected with neighbouring sub-sentences. This
is realized by attaching to each pattern two “connectors”, which can be divided
into the following groups:

– initial connectors: the pattern has to be used at the beginning of a sentence,
– terminal connectors: the pattern has to end a sentence,
– intermediate connectors, which carry information about the type of connec-

tion: occurrence of a comma, the first/last word of the next/last sub-sentence
and its predicate.

Two connectors are assumed equal if:

– they have the same type (terminal, initial, intermediate),
– a comma has or has not occurred in both of them,
– the predicates saved in them have the same part-of-speech,
– the first/last words saved in them have the same part-of-speech,
– if the first/last words are conjunctions they have to be equal.

The most significant problem related to acquiring knowledge was how to
save it in a form that would allow fast look-up. To achieve O(log n) search times
multiple indexes were created using various orderings.

For testing purposes a 320k word text corpus was prepared. It was composed
from poetry acquired via OCR of book scans by famous Polish poets such as
Adam Mickiewicz or Bolesław Leśmian. The collected data was morphologically
analyzed by Morfeusz [13] and morphosyntacticly tagged by WCRFT2 tagger
[10]. A knowledge database of 75k semantic rules and 16k grammatical patterns
was derived after dependency parsing.

5 Sentence Generation

The whole generation process can be described as a random search with back-
tracking throughout a tree of all possible word combinations. These combina-
tions are limited by grammatical patterns and semantic rules. The search starts
by choosing a grammatical pattern with an initial connector. Starting from the
root of its dependency tree, the pattern gets filled with words that have com-
patible morphological tags. The root is chosen at random, but each next word
is taken according to a semantic rule. Tags of chosen words do not need to be
strictly equal. For example when choosing a noun only the case needs to match.
Gender and number of depended adjectives are automatically adjusted during
the morphological synthesis. When a tree gets successfully filled with words, a
next pattern with an equal connector is chosen. If the connector was a terminal
connector, the process ends and a complete sentence is returned.

Pronouns allow indirect referring to previously introduced nouns. This is a
fact both in Polish and English. Consider an incomplete sentence “I see people.
They are [adjective]”. When looking for an adjective to insert, only semantic rules
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with “people” as their parent should be considered (instead of “they”). A special
mechanism was implemented into the generator to properly support pronouns.

Polish includes constructions known as “default subjects”. They allow skip-
ping the subject of a sentence. Such sentences inherit the subject from the previ-
ous sentence. Support for these constructions has been included in the generator
implementation.

A complete implementation of the generator using the test knowledge data-
base worked with the speed of 2k words per second. The computation was held
on a single core of a standard 3GHz Intel i7 processor.

Example outputs (followed by English translations):

I była mina i pycha dokoła grobu w agonii skalnej, była, była noc z karku,
zaś bogini mu na przemian kotka rzekł i myślę wrócić tysiącem serc na
ślepą wieczność naszych progów.
And there was a facial expression and pride around a grave in rockery
agony, it was, it was the night from one’s neck, whereas the goddess alter-
nately created a kitten from words and I think about returning into blind
eternity of our doorsteps by means of a thousand hearts.

Mąż każdego cwałującego stanu śmiał ku mnie wyjść ciekawym oknem!
A husband of each galloping state had the insolence to leave through a
curious window and walk in my direction!

Niech droga ziemia ciemnych nieb mnie pogrzebie.
Let the beloved land of black skies bury me.

6 Feature Enforcement

6.1 Context

A list of recently used nouns is kept in memory to provide the output text with
an illusion of context. This list is updated each time a pattern is successfully
filled with words. New nouns are added to its top, shifting all entries down. As
the list has a constant size, the oldest entries are removed. If a given noun is
already in the list, then it is moved to the top.

Subjects inserted into patterns are chosen from this list. A higher position of
a noun in the list implies a higher probability of choosing it. However semantic
rules still need to be respected.

The following example output is provided to demonstrate how the systems
simulates context:

W wiecznym pokoju żyje?
In eternal peace I live?
Pokój ma noc, noc ma dzień strasznych bojów.
The peace has the night, the night has a day of terrifying battles.
Wszak dzień odtąd nie minie, tylko dotknięty ból jest koziołka przystro-
jonym dębem.
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Indeed, the day from now will not pass, only touched pain is a goat’s
decorated oak.
Ale po wolność miski idę budować zewy?
But for freedom of a bowl I will build blood calls?
Wolność zgubiła.
The freedom lost.
Niesie ból ludzi biednych.
Pain carries poor people.

State of the recently used noun list after generating the example above: people,
pain, freedom, call, bowl, oak, goat, day, battle, night, peace. Enforcing these
constraints did not significantly impact the generator speed.

6.2 Rhythm

Ensuring proper rhythm in Polish is surprisingly easy when compared with other
languages because of constant accent. Every word is accented in the exactly same
way. When writing a poem, one has only to ensure that each verse has the same
amount of syllables.

Dividing words into syllables is not an easy task. Fortunately counting sylla-
bles in Polish is trivial. It can be done by counting the non-overlapping matches
of the following regular expression: [ąęaeioóuy]+.

To force the output to be divisible into proper verses a global syllable counter
has been introduced. After computing each sub-sentence, the counter is updated.
If its value is lesser equal to the target verse syllable count, then the sub-sentence
is accepted. If the value is strictly equal, then the sub-sentence is accepted and
the counter is reset. Otherwise, the sub-sentence is discarded. Sub-sentences
ending with a terminal connector can only occur at the end of a verse.

Enforcing those constraints caused a drop in generator efficiency to about 152
word per second. An example eight-syllable output with an English translation:

Mgła w oku okna boleje.
A fog suffers in an eyes’s window.
Znowu lawy nie wyrzucam.
Again I do not throw lava away.
Strącam w ognie, serca gryzę,
I throw into flames, I gnaw hearts,
Dla mody ganię, nie ywię!
For fashion I rebuke, I do not nourish!

6.3 Rhymes

The two most frequently occurring rhyme types in Polish language are called
“male rhymes” and “female rhymes”. Male rhymes apply only to monosyllabic
words – they form a rhyme if their suffixes ending on the last vowel are equal.
For example “krew” [krEf] and “zew” [zEf] both have the same rhyming suffix “ew”.
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Female rhymes apply to multisyllabic words – they form a rhyme if their prefixes
ending on the second to last vowel are equal. For example “rusałka” [ru"sawka]
and “chałka” ["xawka] both have the same rhyming suffix “ałka”.

Support for simple tailed rhymes was implemented into the generator. This
was achieved by forcing rhymes between last words of odd numbered verses
with the last words of even numbered verses. Odd numbered verses ending with
a terminal sub-sentence were disallowed to prevent creating a pause between
rhyming verses.

An approach based on discarding sub-sentence without correct rhymes proved
to be too inefficient to produce results in reasonable time. To force a rhyme the
last word of each even verse is replaced by a random word with a strictly equal
morphological tag and a correct rhyme. Semantic rules are ignored during this
operation.

With these changes the efficiency of the generator dropped to about 30 words
per second. An example eight-syllable output with an English translation:

Skrę wydałem, skra gorzała
A spark I gave, a spark has blazed
I gorzała jej czekała!
And it’s booze has hazed! [waited]

Ja nie wyjmę, skra rozdmucha,
I will not remove, the spark will scatter,
Zboże za mną nie wybucha!
The grain behind me does not shatter! [explode]

Już setna skra się rozlewa,
Already the hundredth spark is spilling,
A skra potem się przelewa!
And then a spark starts swilling! [overfilling]

Gorzała skra, gorzała skra,
A spark has blazed, a spark has blazed,
Gorzała słońca, dała dna.
It blazed the sun, a bottom it craved [gave].

To make the translation more accurate the last words of even verses were ran-
domly altered to form rhymes in English. The exact translation is given in square
brackets.

7 Results

Finding a good metric to measure the quality of the generator’s output proved
difficult. A decision was made to conduct a public survey. It was composed
of sixteen short poetry fragments: ten generated and six randomly chosen from
classic Polish poems (by Adam Mickiewicz and Bolesław Leśmian). The task was
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to determine which fragments were computer generated. Survey also included
questions about the surveyed person gender (male or female) and their education
background (liberal arts or science).

Eighty-six people were surveyed. Each person was scored on a scale of
sixteen – one point for each correctly answered question. Detailed survey results
are presented in a form of a histogram (Fig. 2).

Fig. 2. A histogram illustrating detailed results of the survey.

The average score was 11.1, with no significant differences in both gender
groups. The result was a bit higher in the liberal arts group (12.7) and a bit
lower in the science group (10.6). Some participants with the highest scores
have said to distinguish the human written fragments by simply recognizing the
poems they came from (which was clearly cheating).

For each of the generated fragments a percentage of incorrect answers was
calculated and averaged. The result was 34%. This value can be interpreted as
the probability that a random Polish native speaker will treat the generator’s
output as genuine poetry written by a human being.

Only one generated fragment had the ratio of incorrect answers above 0.5.
50 out of 86 participants (58%) had classified the following fragment as work of
a famous Polish poet:

Słowo pali, słowo pędzi,
The word burns, the word dashes,
Słowo się pode mną szczędzi.
The word lavishes under me.

Słowo ciska naokół, gdzie czci,
The word hurls around wherever it reveres,
Wiecznie zbywam, i słowo lśni.
Eternally I put it off and it gleams.

8 Conclusion

The survey results seem to be surprisingly good, but it needs to be mentioned
that the fragments used in it were very short. Recognizing human poetry in
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longer portions of text would be a much easier task as the generator output has
no coherent meaning.

The generator made noticeable grammatical mistakes. This was caused by
two factors: errors in the input text corpus (poor quality OCR of book scans)
and numerous mistakes made by the WCRFT2 tagger (which was not trained
to process poetry). These errors propagated by faulty grammatical patterns into
the output. Only grammatically correct output fragments were selected for the
survey.

Also, the achieved output semantic correctness was lower than expected. Sim-
ple two-word rules were too weak to create meaningful and complex sentences.
Perhaps the quickly growing Polish wordnet “Słowosieć” would provide means to
achieve better results [8].
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Abstract. The paper presents a dependency parser for Polish language.
It uses a simple chain of word combining rules operating on fully mor-
phosyntactically tagged input instead of a formal grammar model or
statistical learning. The proposed approach generates robust dependency
trees and allows parsing of uncommon texts, such as poetry. This gives
a significant advantage over current state-of-the-art dependency parsers.
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1 Introduction

Currently there are two leading dependency parsers available for Polish language:
Świgra and “Polish Dependency Parser” [6,8]. The first is based on a formal
grammar model of Polish language created by Marek Świdziński [4]. The second
represents a data-driven approach created using Maltparser and Składnica –
a data-driven parser generator and a data set of fully tagged and parsed Polish
sentences [2,7].

These solutions work well for multiple applications but problems arise when
one tries to analyse non-standard texts, like poetry. For complex sentences
Świgra often does not return a result in reasonable time – the computing process
often takes longer than half an hour for a single sentence. “Polish Dependency
Parser” used on texts drastically different from the ones it was trained on returns
gibberish.

Poetry-parsing capabilities are a completely unnecessary feature for a real-
world usage. Another project we worked on required a database of words used in
Polish poetry with information about semantic and syntactic relations between
them. For such analyses a dependency parser was needed.

We propose a completely different approach to dependency parsing: a method
based on a chain of simple heuristic rules, operating on words and their mor-
phological tags. Each rule removes a word from the input and attaches it to a
different word – effectively joining them into a parent-child pair. During the final
step the last word is removed and returned as the root of the dependency tree.
If no rule can be applied to a given word the input is discarded as unrecognised.
c© Springer International Publishing AG 2017
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The proposed parser can analyse any kind of grammatically correct texts and
return correctly parsed sentences only. Its operating time is insignificant when
compared to the time of morphosyntactic tagging – the preliminary step of this
process. For morphosyntactic tagging the WCRFT2 tagger was used [3].

The output trees are quite crude and carry much less information compared
with trees returned by other parsers. Nevertheless, this method can be used to
quickly find relations in complex texts, especially when other methods would fail
to generate any useful results.

2 Preliminary Definitions

2.1 Parts of Speech Archetypes

The morphological tagset used by the WCRFT2 tagger defines over thirty parts
of speech [5]. The following archetypes were introduced to reduce the complexity
of the parser:

– noun (subst, depr, ppron12, ppron3, siebie and ger) representing parts of
speech that can become the subject of a sentence,

– verb (fin, bedzie, praet, impt, imps and winien) representing parts of speech
that can become the predicate,

– adjective (num, numcol, adj, pact and pant) representing parts of speech that
describe nouns,

– adverb (adja, adjp, adjc, adv, inf, pcon, pant and pred) representing parts of
speech that describe verbs.

2.2 Dependency Trees

The roots of the dependency trees returned by the parser are always a verb. In
Polish language a simple sentence can only have a single verb and this verb is
always the predicate. In most cases a compound sentence can easily be devised
into sub-sentences, each contacting a single verb being the predicate. Such app-
roach can not be used for verb-less sentences which are quite common in Polish.
Such sentences are rejected by the algorithm as unrecognised.

Interjections in sentences present another problem. In most cases such sen-
tences are rejected as unrecognised, but sometimes they can also yield incorrect
results. For example, the sentence “Znalazłem, choć nie szybko, króla.” can be
word-by-word translated to “I found, but not fast, the king.” with “but not fast”
as the interjection informing that we looked for the king for quite some time.
The parser will recognise “I found” as a correct sub-sentence and discard the
rest, while the correct sub-sentence should be “I found the king”.

The root (verb) of the dependency tree can have child nodes being nouns,
adverbs and prepositions. Prepositions always have one child which needs to be
a noun. Adverbs can have children being other adverbs or adjectives. Nouns can
have children being other nouns, adjectives or prepositions. Adjectives can have
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Fig. 1. Graphical representation of the dependency tree of the sentence “Ostrożnie
pytam się Maćka w salonie o zielony worek ze śmieciami.”

a single child – also being an adjective – only if they represent a compound
numeral.

Parts of speech not included in the archetypes, or not being a preposition,
are simply ignored and they are not included in the output.

In the paper a compact notation will be used to represent the dependency
trees. A node will be represented by a word. If the node is not a leaf node, its
children will be presented as a comma-separated list enclosed in square brack-
ets. For example: the sentence “Ostrożnie pytam się Maćka w salonie o zielony
worek ze śmieciami.” which roughly translated to “Cautiously I ask Mike in the
showroom about the green bag with trash” has dependency tree shown in Fig. 1
that can be written as:

pytam[ ostrożnie, Maćka[ w[ salonie ] ], o[ worek[ zielony,
ze[ śmieciami ] ] ] ] ]

English version:

(I) ask[ cautiously, Mike[ in[ showroom ] ], about[ bag[
green, with[ trash ] ] ] ] ]

3 Parsing Rule Chain

To demonstrate the state of the input text after each step of the parser’s rule
chain the following example sentence will be used: “Ostrożnie zapytałem bardzo
czerwoną dziewczynkę z kapturkiem równie czerwonym o zapałki, a następnie
niechętnie kupiłem od niej dwadzieścia dwa pomidory i jedną marchew”. Word-
by-word translation: “(I) carefully asked (a) very red girl with (a) hood equally
red about matches, and afterwards reluctantly bought from her twenty-two toma-
toes and (a) single carrot”. Words in parenthesis have been inserted into the
translation to make it grammatically correct.

The complete parsing rule-chain is summarized in Fig. 2.
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Fig. 2. The parser’s rule-chain illustrated on a single diagram. The input is in form
of a single sentence. The output is in form of multiple dependency trees – one for
each sub-sentence that the input was composed from. While traversing the rule-chain,
sub-sentences can get discarded as unrecognised for numerous reasons – shown on the
diagram in form of dashed lines.

3.1 Compound Adjective and Compound Adverb Elimination

The first step of the parsing rule chain can be described as a simple iteration
over all input words in search of compound numerals, adverb-adjective or adverb-
adverb combinations.

If a compound numeral is found, it is replaced by a tree having the least
significant numeral in its root. For example a numeral “sto dwadzieścia dwa”
(“one hundred and twenty-two”) would be replaced by “dwa[ dwadzieścia[ sto
] ]” (in English “two[ twenty[ one hundred ] ]”).

If an adverb followed by a different adverb or adjective is found, the two
words are replaced by a two-element tree with the second word as the root. This
rule transforms phrases like “niewiele szybciej” (“slightly faster”) or “niesamowicie
zielony” (“amazingly green”) into trees “szybciej[ niewiele ]” and “zielony[
niesamowicie ]” (in English “faster[ slightly ]” and “green[ amazingly
]”).

The state of the example sentence can be written as:

Ostrożnie zapytałem czerwoną[ bardzo ] dziewczynkę z
kapturkiem czerwonym[ równie ] o zapałki, a następnie
niechętnie kupiłem od niej dwa[ dwadzieścia ] pomidory i
jedną marchew.

English version:

(I) carefully asked (a) red[ very ] girl with (a) hood red[
equally ] about matches, and afterwards reluctantly bought
from her two[ twenty ] tomatoes and (a) single carrot.

It should be noted that all trees inserted into the text are treated as single
words – equivalent with their roots. All rules described in the paper can by
applied to trees as if they were words.
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3.2 Sentence Subdivision

In Polish language every two verbs need to be separated by a comma or a con-
junction – they create different sub-sentences. The problem is that commas and
conjunctions can also be used to separate series of nouns and adjectives. A state
machine was created to resolve this issue. Its task was to join series of nouns
and adjectives into special trees. For example the phrase “Znalazłem psa i kota”
would be replaced by “Znalazłem @[ psa, kota ]” (in English “I found @[
cat, dog ]”) where ‘@’ is a placeholder plural noun with appropriately derived
case and gender. The machine’s state diagram is shown in Fig. 3.

Fig. 3. State diagram of the finite-state machine responsible for finding series of nouns
and adjectives. “conj” is an abbreviation of conjunction.

The state machine starts at the initial state “init” and takes whole words with
their tags as input. If the machine stops in an accepting state a corresponding
action is taken and the whole process is repeated. There are three accepting
states:

noun-noun two nouns are joined into a tree with a ‘@’ in its root. All words
between them are removed.

adj-adj two adjectives are accumulated into a temporary list. All words between
them are removed. This list needs to be joined with a noun in one of the
following state machine passes.

adj-noun a noun and an adjective (or an adjective list) are joined into a tree.
All words between them are removed.

The process ends when the machine is not in an accepting state after processing
the last word of the input. Then the input can be safely divided into separate
sub-sentences on every comma and conjunction.
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There are some rare cases where the state machine will incorrectly detect
series of nouns. Consider the following sentence: “Znalazłem psa i kota tym psem
poszczułem” which can be translated to “I found a dog and I let it loose on a
cat”. To demonstrate the problem a word-by-word translation is more suitable:
“(I) found (a) dog and cat this dog (I let) loose”. The first part of the sentence
“(I) found (a) dog and cat” simply means “I found a dog and a cat”, but when
the ending “this dog (I let) loose” is added, the meaning changes to “I found a
dog and I let it loose on a cat”.

The state of the example sentence can be written as:

Ostrożnie zapytałem dziewczynkę[ czerwoną[ bardzo ] ] z
kapturkiem czerwonym[ równie ] o zapałki,
a następnie niechętnie kupiłem od niej @[ pomidory[ dwa[
dwadzieścia ] ], marchew[ jedną ] ].

English version:

(I) carefully asked (a) girl[ red[ very ] ] with (a) hood
red[ equally ] about matches,
and afterwards reluctantly bought from her @[ tomatoes[
two[ twenty ] ], carrot[ single ] ].

3.3 Adjective Elimination

The previous step eliminates practically all adjectives by connecting them with
nouns. In some rare cases adjectives can appear not directly before the nouns
described by them. For example: “W czarodziejskiej cię odwiedziłem wieży”
(“I visited you in a magicians tower”) with a word-by-word translation “In magi-
cians you (I) visited tower”. Such constructions are not used in common spoken
or written language, but they can be found in a poetry. The third step of the
parsing rule chain was created to handle such cases.

For each adjective in a sub-sentence the closest noun with a compatible mor-
phological tag (same gender, case and number) is found and the two are joined
together or the sub-sentence is discarded as unrecognised.

In Polish adjectives can also be subjects, like in the sentence “Szczęśliwi nie
znają litości” (“The happy have no mercy”). Such constructions unfortunately
get discarded as unrecognised in this step.

The state of the example sentence can be written as:
Ostrożnie zapytałem dziewczynkę[ czerwoną[ bardzo ] ] z
kapturkiem[ czerwonym[ równie ] ] o zapałki,
a następnie niechętnie kupiłem od niej @[ pomidory[ dwa[
dwadzieścia ] ], marchew[ jedną] ].

English version:
(I) carefully asked (a) girl[ red[ very ] ] with (a) hood[
red[ equally ] ] about matches,
and afterwards reluctantly bought from her @[ tomatoes[
two[ twenty ] ], carrot[ single ] ].
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3.4 Preposition-Noun Combining

For each preposition in the input the next word is checked. If it is a noun, the
two words are joined together into a tree with the preposition in its root. If the
next word is not a noun the entire sub-sentence is discarded as unrecognised.

The state of the example sentence can be written as:

Ostrożnie zapytałem dziewczynkę[ czerwoną[ bardzo ] ] z[
kapturkiem[ czerwonym[ równie ] ] ] o[ zapałki ],
a następnie niechętnie kupiłem od[ niej ] @[ pomidory[ dwa[
dwadzieścia ] ], marchew[ jedną] ].

English version:

(I) carefully asked (a) girl[ red[ very ] ] with[ hood[
red[ equally ] ] ] about[ matches ],
and afterwards reluctantly bought from[ her ] @[ tomatoes[
two[ twenty ] ], carrot[ single ] ].

3.5 Noun Phrase Combining

In Polish every noun in a sentence can to be connected with the predicate or
with an adjacent noun. The connection can be direct or via a preposition.

Two adjacent nouns that are not separated by a preposition should be con-
nected only if the second noun is in genitive case. This rule is true in most of
the cases. If the two nouns are separated by a preposition there is no simple way
to determine if they should be connected or not.

This problem was solved using Walenty – a valence dictionary of Polish lan-
guage [1]. Two nouns separated by a preposition are allowed to be joined only
if the predicate cannot join with the preposition separating the nouns. This is
determined by looking up semantic frames bound with the predicate in Walenty.

Many verbs in Walenty have incomplete entries. This led to a quite high error
rate of this step. To radically decrease the number of incorrectly joined nouns a
special table of allowed noun-preposition-noun semantic frames was created. Two
nouns separated by a preposition can be joined together only if they represent
a construct listed in this table. The table has a purely heuristic nature and was
created empirically from a list of most common noun phrases in Polish language.
It’s content is shown in Table 1. To summarise – two adjacent nouns are joined
together if:

1. They are not separated by a preposition and the second one is in genitive
case.

2. They are separated by a preposition and according to Walenty the predicate
cannot join with the preposition. They also represent a construct listed in the
table of allowed semantic frames.
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Table 1. Table of allowed noun-preposition-noun semantic frames.

Prep. Second noun case Example phrase

do Genitive maszyna do pisania (machine for typing)
o Locative książka o ptakach (a book about birds)
o Accusative walka o życie (a fight for life)
z Ablative worek z kotem (a bag with a cat)
z Genitive człowiek z miasta (a man from a city)
na Accusative worek na śmieci (a bag for trash)

In every other case the two nouns are not joined together.
Nouns are processed from right to left. The whole noun-phrase combining

can be described as applying a right associative binary operator to each adjacent
noun pair in the input text.

The state of the example sentence can be written as:

Ostrożnie zapytałem dziewczynkę[ czerwoną[ bardzo ], z[
kapturkiem[ czerwonym[ równie ] ] ] ] o[ zapałki ],
a następnie niechętnie kupiłem od[ niej ] @[ pomidory[ dwa[
dwadzieścia ] ], marchew[ jedną] ].

English version:

(I) carefully asked (a) girl[ red[ very ], with[ hood[ red[
equally ] ] ] ] about[ matches ],
and afterwards reluctantly bought from[ her ] @[ tomatoes[
two[ twenty ] ], a carrot[ single ] ].

3.6 Final Tree Creation

The predicate is placed in the root of the output tree. All adverbs, preposi-
tion and nouns left in the input are added as its children. All other words are
discarded.

The subject of the sentence is verified before returning the result. In Polish
the subject is a noun in nominative case. If such noun is not found – the sentence
is accepted as correct (is has a “default” subject). If there is exactly one such
noun, the sentence is also accepted. In all other cases the sentence is discarded.

The example sentence after the complete rule-chain has the form of the fol-
lowing two trees:

zapytałem[ ostrożnie, dziewczynkę[ czerwoną[ bardzo ], z[
kapturkiem[ czerwonym[ równie ] ] ] ], o[ zapałki ] ]
kupiłem[ następnie, niechętne, od[ niej ], @[ pomidory[
dwa[ dwadzieścia ] ], marchew[ jedną] ] ]
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English version:

asked[ carefully, girl[ red[ very ], with[ hood[ red[
equally ] ] ] ], about[ matches ] ]
bought[ afterwards, reluctantly, from[ her ], @[ tomatoes[
two[ twenty ] ], carrot[ single ] ] ]

4 Results

To test the created parser a corpus of Polish poetry was prepared. It was build
from the work of classical Polish poets such as Adam Mickiewicz and Bolesław
Leśmian. An initial preprocessing stage was applied to remove or replace all
characters not being a letter, comma, punctuation mark, question mark or an
exclamation mark. The text was tagged using the WCRFT2 tagger and supplied
as input to the parser. In 24219 input sentences 71051 sub-sentences were found
and:

– 36052 were accepted,
– 27882 were discarded as verb-less,
– 3670 were discarded in the adjective elimination step,
– 3448 were discarded for other reasons.

The parsing took 0.45 s on a single 3GHz core of an Intel i7 processor. 4253
sentences were discarded before parsing because of words unknown to the tagger.

A comparison of results obtained from other parsers was not conducted as
currently there are no alternatives for the constructed parser. The parser’s pur-
pose was to process poetry – texts that are practically unparsable by other
parsers. Only simple texts could be used for a meaningful comparison. Such tests
were considered unnecessary as they would not provide any useful information.

A few examples of the implemented parser’s output are as follows:

“Chłopiec dorósł młodzieńca, w obce pokolenia, w dalekie zbłądził kraje i
pod wschodnim słońcem poił duszę płomieniem, on wiecznym był gońcem
na lądzie i na morzu.” — Adam Mickiewicz Sen z Lorda Byrona

dorósł[ chłopiec, młodzieńca ]
/discarded/
zbłądził[ w[ kraje[ dalekie ] ] ]
poił[ pod[ słońcem [ wschodnim ] ], duszę, płomieniem ]
był[ on, gońcem[ wiecznym ], na[ lądzie ] ]
/discarded/

“Tu mnóstwo scen okropnych snuło się od razu, i ów chłopiec był cząstką
każdego obrazu.” — Adam Mickiewicz Sen z Lorda Byrona

snuło[ tu, mnóstwo[ scen[ okropnych ] ], od[ razu ] ]
był[ chłopiec[ ów ], cząstką[ obrazu [ każdego ] ]
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“Te przypomnienia Kirem śmiertelnej zasłony oddzieliły na wieki
młodzieńca od żony, po cóż w takiej godzinie takie przypomnienia?” —
Adam Mickiewicz Sen z Lorda Byrona

oddzieliły[
przypomnienia[ te ],
Kirem[ zasłony[ śmiertelnej ] ],
na[ wieki[ młodzieńca ] ],
od[żony ] ]

/discarded/

5 Conclusions

The paper proposes a new approach to dependency parsing. A parser has been
implemented and tested on Polish poetry – texts that are mostly unparsable by
current state-of-the-art dependency parsers.

The largest drawback of the parser is the lack of support for verb-less sen-
tences which leads to approximately 40% loss of the test corpus. This problem
should be resolved before the parser can be considered as a fully functional tool.
However, even in its current state it can be used for crude dependency analysing
of texts which so far could not have been analysed at all.

Another problem of the parser is high sensitivity to tagging errors. In most
cases a miss-tagged word leads to discarding a whole sub-sentence but sometimes
in can lead to generating incorrect output. This usually happens when the tagger
assigns a wrong part-of-speech to a word.

Even though the described solution was created strictly for Polish, it could
be applied to other languages. Especially those from the Slavic group, which
prove to be hard to formalize. The parser’s rule-chain would need to be modified
to accommodate the target grammar, but the approach described in this paper
would remain the same.
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Abstract. This paper focuses on two types of novel nanomaterials based
on ordered mesoporous silica designed for applications in artificial intel-
ligence and IT technologies: molecular neural network and super dense
magnetic memories. There’s no doubt that electronics needs new solu-
tions for the further development. Nanotechnology comes here with the
help. Especially nanostructured functional materials can help solve the
problem of miniaturization.
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1 Introduction

Self-organization presently is one of the most important method of functional
nanomaterials creation. It is possible to design the synthesis process in such a
way, that atoms create assumed molecular structure by themselves. In this way
the physical and chemical properties of the material can be precisely determined
since they result from the molecular structure. This procedure allows obtaining
materials precisely tailored for the expected applications. Particularly the IT
technology requires novel materials with very small structures – nanostructures.
The material that offers an ordered structure at the nanoscale is mesoporous
silica which can be functionalized with various molecules [11]. The approach
proposed for the first time by Kim Eric Drexler assumes that the synthesis
procedure leads to the self-organization of the atoms and the formation of the
assumed molecular structure is known as the Botom–Up method [9]. This process
should be preceded by needs analysis - physical and chemical properties of the
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material should be precisely determined. On the base of Drexler’s assumption
we can establish an algorithm of functional materials fabrication. The procedure
can be summarized as follows:

1. Analysis of needs can be written as a question: how device are we planning
to “synthesize” (what kind of application is planned for the material)?

2. Determination of material’s molecular structure in such a way, that
the structure fits assumed physical properties.

3. Synthesis of testing material (evaluating material) in order to establish
correct testing procedure and verify synthesis route.
(a) Designing of synthesis procedure.
(b) Realization of synthesis procedure.
(c) Possibly complete characterization of the material obtained. If the mate-

rial meets assumption, go to 4.
(d) Modification (optimization) of synthesis procedure – go to 3.b.

4. Synthesis of destination material .
(a) Working out synthesis procedure on the base of results obtained for

evaluating material.
(b) Realization of synthesis procedure.
(c) Material’s characterization. If material meets assumptions, procedure is

completed.
(d) Modification (optimization) of synthesis procedure – go to 4.b.

Above mentioned algorithm will be treated as a framework of the article.
However here we focus on two first point of it: analysis of needs and determina-
tion of material’s molecular structure.

2 Analysis of Needs

Computational Intelligence systems [3,5–7,16–18,24,25,27,29–34] has been a
subject of rapid development during a few last decades. Especially artificial
neural networks [2,4,21,22,26] revolutionized IT domain. Such a systems has
been found to be promising in some specialized applications, such as image
processing, speech synthesis and analysis, pattern recognition, high energy
physics and so on [15,23]. Especially Hopfield’s type neural networks led to
a breakthrough in the Neural Networks domain, allowing for the construction
of auto-associative memories [12] or systems for multi-criterion optimization
[1,10,13,19]. In contrary to other artificial neural networks there was no imita-
tion of biological structure, but projection of a spin-glass into computer science.
The main feature of spin-glasses, as far as Hopfield architecture is concerned,
is their complex energy landscape with numerous local minima. Such systems
are subjects of Minimum Energy Law (as all physical systems) – only minimum
energy configuration is stable. With a framework of Ising model, each interacts
with all remaining spins and external magnetic field. Structure of Hopfield’s-like
networks are just a computer simulation of spin-glass. Atoms were substituted
by neurons, exchange interactions by interconnections strengths.
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One can think, that we have perfect tool for multicriterion optimization.
Regrettably, a lot of attempts to using the Hopfield Neural Networks for mul-
ticriterion optimization brought rather disappointing results. We have found a
few reasons of this situation:

– Stacking of the network in local minima. In the original form, introduced
by J.J. Hopfield, the neural network has no possibility of local minima leaving
which does not exactly represent optimal solution.

– Errors connected with discretization. It must be remarked, that Hop-
field Neural Network only imitate spin-glass. Operation of Neural Network is
not really continuous, its only some approximation of analogue neurons inter-
actions. It involves numerous mistakes connected with problem’s projection
into energy landscape.

– Long operating time. Computer simulation works so slowly, that algo-
rithm’s using in a real-time working devices was impossible.

– Memory needs. During Hopfield’s-like structures operating huge amount of
memory is need for interconnections strengths values storing.

All above concerned one can say, that the most important disadvantage of
Hopfield’s like networks is the fact, that these structures only imitate spin-
glass. Ideal solution would be enlarged model of spin-glass, giving possibility
of atoms/nodes/neurons (next called processing units) configuration’s reading
and with possibility of energy landscape creation, by applying of interconnec-
tions strengths between processing units.

In this place we can therefore define precisely necessity: we need layout of
small, bistable units connected in such a way, that they can interact with each
other (parallel continuous operating). At the same time processing units should
be large enough allowing for reading of their configurations and control of inter-
connections weights. Such a layout can operate much faster and more precisely
as computer simulation of Hopfield network. Proposed here device works as spin-
glass, not only imitates it.

At the same time it is clearly seen, that it is necessary to construct novel
memory storage system, allowing for dense information writing. Such a device
can have a structure similar as presented above for spin-glass model, with the
exception of units interconnections.

3 Determination of Materials Molecular Structure

During designing molecular structure of materials with assumed properties it is
necessary to take into account not only assumed physical properties, but also
feasibility of synthesis procedure. It is worth to base assumed functional mate-
rial on some proven structure giving some possibility of fitting/adjustment of
molecular structure to assumed application.

The project of enlarged model of a spin-glass, working as ideal Hopfield
network was named molecular neural network . In our opinion such a sys-
tem should be composed of bistable magnetic units with nanometer dimension,
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distributed regularly on a substrate. Regularity of distribution facilitates local-
ization, connection and states reading. Dimension of processing units should be
adjusted in such a way to allow for their reading and obtaining large density of
their packing. Also feasibility of synthesis should be taken under consideration.
It is possible to obtain processing units with diameter of 3 nm. Such a dimension
allows for obtaining huge capacity: 13 · 1010 units in mm2, and states reading
will be possible (XMCD technique). Arrangement of processing units should be
2D hexagonal, what is feasible and allows for connections and reading. For the
reason of assumed units bistability, we cannot use ferro- or ferrimagnetic mate-
rial. It seems, that the best solution would be molecular magnets, e.g. Mn12

[20]. In the ground state such a magnet has spin S=10, so it is possible to read
magnetic state (nevertheless we must remark, that it will be difficult). Mole-
cular magnets should be separated from each other, and regularly distributed
on the surface. Such a distribution can be achieved by using of porous matrix.
In the case of obtaining thin porous layer with pores oriented perpendicularly
to substrate’s surface, assuming 2 nm of pores diameter, we are able to bound
individual Mn12 molecules at the pores bottoms. Mn12 molecular magnet has
diameter 1,2–1,8 nm, so only sole molecule has contact with pore’s bottom. With
using of proper anchoring units and effective removal procedure, we are able to
obtain precise matrix’s functionalization: each pore contains individual Mn12

molecular magnet. Matrix in the form of thin films with assumed parameters
can be made with the help of self-assembly methods. As it is known, it is pos-
sible to achieve regular, hexagonal pores arrangement. Schema of proposed thin
porous layer was presented in Fig. 1.

Fig. 1. Schema of thin silica layer playing the role of matrix for molecular magnets.

Schema of processing units system for molecular neural network was pre-
sented in Fig. 2.

Layer of silica containing propyl-carboxy acid groups can play a role of
anchoring layer in this case. Assuming of using derivative of Mn12 in the form of
acetate (Mn12ac16), we can bound molecular magnets to the surface. Addition-
ally propyl units plays a role of spacers, minimizing possibility of losing of Mn12

magnetic properties as a result of contact with surface. Control of processing
units interactions between each other can be realized through Fermi electrons,
as in the case of spin-glass. Exchange strengths can be tuned by adjusting of
electrons coherence. The problem of coherent electrons way can be overcome
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Fig. 2. Schema of the basic material for molecular neural network (system of processing
units).

by conversion into a spin-wave [14] and using of Datta-Das [8] transistor for
coherence adjusting. Here we must remark, that connection of processing units
between each other can be an extremely difficult task. Nevertheless in our opin-
ion scientific research should gives possibility to go beyond assumed frameworks,
or actually broaden all frameworks and limitations.

Similar molecular structure can be applied for super-dense magnetic memory
device. In this case however, silica pores should be filled with hard-magnetic
material. Assuming pore’s diameter about 2 nm, wall thickness 1 nm, it is possible
to obtain 13 · 1010 bits in mm2. States reading could be possible with Magnetic
Force Microscopy (MFM). Schema of such a device was presented in Fig. 3.

Fig. 3. Schema of molecular structure of material, that can be used as a super-dense
magnetic memory storage device.

One can think, that it is not possible to obtain ferro- or ferrimagnetic material
inside pores for a reason of superparamagnetic limit, but I must remark, that
despite of pores diameter of 2 nm their length is from 70 to 200 nm, depending
on synthesis route. Moreover our preliminary research confirmed possibility of
obtaining ferromagnetic material inside silica pores.
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4 Study of Feasibility

Synthesis of materials for applications in IT devices are extremely complicated.
Taking under consideration pioneering character of the devices, preparing of
target materials could take a few years. Nevertheless, preliminary research of
target materials has brought some successes: we obtained magnetite inside silica
pores (powdered material), what was confirmed by X-Ray scattering. It must be
remarked that we found a few phases of iron oxide and also iron. Nevertheless
we think, that obtaining a single magnetic phase is a matter of synthesis opti-
mization. The material shown permanent magnetization, what was confirmed by
magnetization measurement (SQUID). We observed hysteresis both at 2 K and
at room temperature. We also obtained thin silica films with assumed structure:
containing 2 nm pores perpendicular to substrate with 2D hexagonal arrange-
ment. To this end we applied Electrochemically Assisted Self-Assembly method
(EASA) [28]. As a substrate we used fluoride doped tin oxide (FTO), playing also
an electrode role. Obtained thin films were shown as TEM microphotography in
Fig. 4.

)b)a

Fig. 4. Thin silica layers obtained via Electrochemically Assisted Self-Assembly
method (EASA)

We also dealt with precise activation of obtained thin films with the pores on
bottom side only, according to the procedure worked out by our team. Molecular
structure of obtained thin layers was confirmed by Raman spectroscopy on the
base of comparison with non-activated thin layers. In the Raman spectrum we
found distinguished peaks taken from active, metal containing units. The results
obtained by us confirmed activation’s success.

All above concerned, in our opinion our research has open a way to physical
realization of molecular neural network. We must admit, that for physical realiza-
tion we need time, but concept’s feasibility has been confirmed. Also super-dense
magnetic memory storage seems to be feasible.
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5 Conclusion

In the paper we have presented completely novel concepts of devices for using
in IT technologies. It is molecular neural network and super-dense memory stor-
ages. Both devices are based on porous silica matrix. We shown preliminary
research and confirmed feasibility of proposed devices.
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29. Zalasiński, M., Cpa�lka, K.: A new method of on-line signature verification using a
flexible fuzzy one-class classifier. In: Selected Topics in Computer Science Appli-
cations, pp. 38–53 (2011)

http://dx.doi.org/10.1007/978-3-319-07173-2_20
http://dx.doi.org/10.1007/978-3-319-07173-2_20
http://dx.doi.org/10.1007/978-3-642-38610-7_48
http://dx.doi.org/10.1007/978-3-319-19369-4_23
http://dx.doi.org/10.1007/978-3-319-19369-4_23
http://dx.doi.org/10.1007/978-3-319-07173-2_38
http://dx.doi.org/10.1007/978-3-319-07173-2_38


Porous Silica Templated Nanomaterials for Artificial Intelligence 517
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Abstract. This paper presents a new methodology based on ellipti-
cal basis function (EBF) networks and an innovative feature extraction
technique which makes use of the co-occurrence matrices and the SVD
decomposition in order to recognize organic solar cells defects. The exper-
imental results show that our algorithm achieves an high accuracy of
recognition of 96% and that the feature extraction technique proposed
is very effective in the pattern recognition problems that involving the
texture’s analysis. The proposed methodology can be used as a tool to
optimize the fabrication process of the organic solar cells. All the tests
carried out for this work were made by using the organic solar cells real-
ized in the Optoelectronic Organic Semiconductor Devices Laboratory
at Ben Gurion University of the Negev.

Keywords: Organic solar cells · EBFs neural networks · Co-occurrence
matrix · Singular Value Decomposition

1 Introduction

The study of organic solar cells (OSCs) has been rapidly developed in recent
years. Organic solar cell technology is sought after mainly due to the ease of
manufacture and their exclusive properties such as mechanical flexibility, light-
weight, and transparency [1]. These properties enable OSCs to be used in uncon-
ventional applications which are not suited for conventional solar cells. Nowadays
the power conversion efficiencies of OSCs are higher than 10% [2].
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This relatively high efficiency and rather low manufacturing costs allows
OSCs to be used as an appropriate alternative to other power sources. Nev-
ertheless, currently OSCs are yet to be applicable. In order to extract their full
potential OSCs must be optimized. By using the power of computational cal-
culation it can be a relatively simple task to examine, compare, and correlate
between both theoretical parameters and physical properties of such device to
its performance. According to how the final outcome, i.e., the output power of
the device, is affected by its characteristics, e.g., electronic properties, geometry,
one can adjust these characteristics to enhance the device performance. It is not
yet clear what is the role of defects in the performance of organic solar cells [3].
Therefore, it is critical to examine the correlation between defects in the structure
of the device and its performance. Defects can be caused by a variety of reasons,
many of them are embedded within the organic materials and physics that gov-
erns those kind of devices. However, many of the defects can arise during the
OSC fabrication stage. These defects can emerge for example by scratches that
occurs during different stages of fabrication, or by trapped microscopic bubbles
during the spin coating stage. Thus, identification and inspection of defects can
lead to the improvement and preciseness in fabrication and to a more informed
decision of the materials that should be used. By taking microscopic images of
the morphology of the OSC and by using a state of the art mathematical models
for defects detection we were able to detect, identify, and classify these defects.
In most common approaches we can discuss various types of information analy-
sis where initial data is processed by application of some fuzzy measures [5] or
image processing for extraction of most important features [4,6–8]. In this paper
we would like to discuss a novel methodology based on neural network classifier.

2 Materials

Solar cells are devices that convert sunlight into electrical power. The process
of light conversion takes place in the organic layer, which will be referred as
the active layer. This active layer is a composition of two organic materials
(blend). These two materials are similar to the semiconductors used in the inor-
ganic industry. Just like in semiconductors, organic materials possess a band-gap
between two bands, namely, the Highest Occupied Molecular Orbital (HOMO)
band and the Lowest Unoccupied Molecular Orbital (LUMO) band; the occupa-
tion refers to the organic molecule electrons. The HOMO and LUMO of organic
materials are analogous to the conduction and valence bands in the inorganic
semiconductors respectively. Typically, the gap between HOMO and LUMO is
in the range of 1 to 3eV and thus electrons can be exited, for instance, by light
in the visible spectrum. Hence, it makes organic semiconductors appropriate for
solar cells. Another similarity refer to the materials type. Organic materials are
divided into two categories, electron donors and electron acceptors, which are
analogues to the n-type (donors) and p-type (acceptors) materials that comprise
the corresponding inorganic solar cells counterparts. Donors are hole transport
materials and acceptors are electron transport materials, i.e., each exhibits higher
mobility for its respective charge carrier.
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Fig. 1. The processes leading to photocurrent in the bulk heterojunction solar cell.
(1) light absorption at the donor lead to the generation of excitons, (2) exciton diffuse
towards donor-acceptor interface, (3) an intermediate step where exciton dissociate
into P − P state, (4) dissociation of P − P into free two charged polarons, (5) charge
transport towards the electrodes, (6) charge collection by the electrodes and charge
transport within the electrodes.

The main difference between the organic and inorganic solar cells is the low
dielectric constant of the former. As a result, the energy of light (photon energy)
is not suffice to separate the electrons and holes into free charges (the charge
carriers in a semiconductor). The physical process leading to the generation of
current [9] is illustrated schematically in Fig. 1. It is a sequence of the following
steps:

1. Light absorption leads to generation of excitons.
2. Exciton diffusion towards donor-acceptor interface.
3. An intermediate step where excitons dissociate into Polaron-Pair (P − P )

state.
4. Dissociation of P − P into positive and negative polarons.
5. Charge transport towards the electrodes.
6. Charge collection by the electrodes.

As sunlight absorbs in a molecule, an electron is excited from the LUMO
to the HOMO. The absorption occurs mostly in the donor material. However,
instead of free charges, an exciton is generated, an electron and hole bounded
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Fig. 2. An illustration of the morphology. The top gray strip stands for the ITO, the
bright and dark orange signifies the acceptor and donor respectively, the purple points
are the electrons and the arrows represents the path of the electrons to the ITO. (a)
A path for the negatively charged polaron. (b) there is no direct path for the polaron.
(Color figure online)

together by coulomb force within a molecule. It is a direct outcome of the low
dielectric constant. In order to separate the exciton into free charges, the exciton
must diffuse and encounter an interface between donor and acceptor materials
(heterojunction). The excitons have a very low diffusion length, in the order of
10 nm. Above this length, the excitons will recombine and will not contribute to
the output current. With the appropriate combination of donor and acceptor, the
exciton can lower his energy by transferring one of the charges to the adjacent
material. If exciton was initially created at the donor (acceptor), then electron
(hole) will transfer to the acceptor (donor), namely, electron is situated at the
acceptor and hole at the donor. Yet, the electron and hole are still coulomb
bound. This intermediate state between excitons and free charges is the Polaron-
Pair (P −P ). Depending on the electric field, the temperature, and the materials
parameters there is a finite probability for the P − P to decay to the ground
state or to be separated into two charged polarons (electron and hole), i.e.,
P − P dissociation. This non-zero probability ensures the generation of free
polarons. After the separation, the free polarons must diffuse and be collected at
the corresponding contacts. Negatively charged polarons move in the acceptor
material and are collected at the cathode and positively charged polarons move
in the donor and are collected at the anode.

As was mentioned before, the active layer is made of a blend of both the donor
and acceptor materials composed in a single layer. In this fashion, junctions
between donors and acceptors are spatially distributed throughout the active
layer. Hence, this type of OSC often called bulk heterojunction (BHJ). The
obtained phase separation (separation between donor and acceptor materials)
within the film is less than 30 nm [10] which is in the range of the exciton
diffusion length. Thus, regardless of where an exciton generates, it will most
likely encounter a junction. This formation enhances the exciton dissociation
within the active layer. However, defects in the structure of the active layer can
drastically reduce the output power. By inspecting the microscopic images of the
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active layer, one can examine whether the morphology is satisfactory or whether
it needs further optimizations.

Yet another very important issue is the transportation of free polarons from
the position of the specific junction to the respective contact. The downside of
this blend morphology is the large extent of disorder. In the path to the desired
contact, the free polarons can stumble upon different interface and recombine
again to P − P . Although it can lead again to the dissociation of P − P to free
polarons, it interferes their movement and increases the chance to decay to the
ground state. Therefore, knowing how the different materials and fabrication
processes affects the final morphology is crucial for the process of improvement.
This can be achieved by examining microscopic images and examine them by
means of computational models. An illustration of the morphology is shown in
Fig. 2. Once again, using such images one can detect defects that can impair the
path of free carriers to the electrodes.

3 Architecture of OSC

The OSC built up as an assemblage of several layers of different materials and
different functionalities. A typical cross-section of an OSC is shown in Fig. 3. It
composed of the following layers, in the direction of the incoming light, trans-
parent substrate, transparent anode, active layer, and cathode.

Fig. 3. A typical cross section of an organic solar cell. From the direction of the incom-
ing light, transparent substrate (glass), transparent anode (ITO), Hole Transport Layer
(PEDOT:PSS) optoelectronic active layer (P3HT:PCBM) and cathode (Aluminum).

The fabrication and measurements of the OSCs took place in the “Optoelec-
tronic Organic Semiconductor Device Laboratory” (OOSDL) in the department
of Electrical and Computer Engineering at Ben-Gurion University of the Negev
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in Beer-Sheva, Israel. In order to create large database, a series of samples has
been made, where each sample comprised of four solar cells.

The substrate of the sample is a glass with a thickness of 0.7 mm coated
with a 90 ± 10 nm layer of Indium Tin Oxide (ITO), i.e., the transparent anode.
The area of the substrate is 12 × 12mm2. The ITO covers only 6 × 12mm2 of
the glass and has a resistivity of 20 Ω/m2. The active layer of the sample is
a solution blend of [6, 6]-Phenyl C61 Butyric acid Methyl ester (PCBM) and
Poly(3-Hexylthiophene-2, 5-diyl) (P3HT) with 1:1 ratio. The solution is dis-
solved in chloroform with the aid of a magnetic stirrer for one hour to make a
total of 20 mg/ml. The preparation is a sequence of few procedures. First, the
substrate was cleaned in an ultrasonic bath with acetone, then methanol and
then isopropanol for 15 min each; next, it was treated with UV-ozone for 4 min.
To facilitate the conduction of holes from the active layer to the ITO we spin
coated on top of the glass+ITO a 30 nm layer of a transparent and conducting
conjugated polymer Poly(3, 4-ethylenedioxythiophene)-poly(styrenesulfonate)
(PEDOT:PSS). The spin coating was performed at 5000 RPM, and 1700 accel-
eration for 1 min. Afterwards, the sample was dried on a hot plate at 105◦ C for
an half an hour to remove the excess water, and then for another half an hour
inside a glove-box. Inside this inert atmosphere, the solution of P3HT:PCBM was
than deposited by spin-casting (1000 RPM, and 600 acceleration for 1 min) at
room temperature. At the top of the sample, the contact pattern was thermally
evaporated to create 80 nm thickness layer of aluminum, i.e., the cathode. The
sample was then annealed at 140◦C for 20 min. To expose the ITO, we screeched
the active layer with a toothpick. Finely, to make the contacts accessible for the
external probes, we deposited on top of ITO and aluminum a conductive silver
epoxy. A typical OPV sample realized is shown in Fig. 4.

Fig. 4. A typical OPV sample realized at the “Optoelectronic Organic Semiconductor
Device Laboratory”.
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4 Experimental Image’s Dataset and Acquisition System

The images acquisition is performed with a microscope camera DeltaPix, model
DpxViewPro 1.14.8 (see Fig. 5).

Fig. 5. The microscope used to explore the fabrication defects of the organic solar cells.

Microscopy was used to observe the various defects the surface morphology on
top of organic solar cells examined. We have acquired 240 images with resolution
of 1280 × 1024. Some devices analyzed are good, others with various kind of
defects.

A large number of defects have been observed which cracks, breaks and
scratches. Scratches are caused by mechanical damage or fabrication during the
handling and preparation while the shiny spots and the bubbles are due to the
water infiltration and at the exposition to the air at high humidity. In addition
the annealing process is responsible of the evident spots and the bubbles on
surface of samples caused by different gradient temperatures.

A critical aspect is to determine properly on the ITO/aluminum interface the
number and type of faults in order to understand the degradation mechanisms
providing better encapsulation strategies.

In Fig. 6 we can identify different scratches due to fabrication process at the
interfaces of OPV devices.

5 The Feature Extraction Methodology Based on Gray
Level Co-occurrence Matrices and Singular Value
Decomposition

The degradation mechanisms of the active inter-layers are fast involving the
diffusion of molecular oxygen and water into the device inducing chemical reac-
tions in polymer materials, degradation of interfaces, electrode reaction with the
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Fig. 6. Defects at the interface PSS and ITO-Glass/PSS and Glass (left), Defects at
the interface area on interface PCBM:P3HT on top of ITO-Glass/Aluminum (right).

organic materials, morphological changes due to temperature, and macroscopic
changes such as delamination, formation of particles, bubbles, and cracks [11].

The PEDOT:PSS is vulnerable to thermal degradation and also very sensitive
to moisture and oxygen involving the irreversible structural modifications. These
modifications give rise to a number of defects in the OPVs such as breaks,
scratches, spot, bubbles on surface of the device etc. In the SEM images of the
OPVs used in this paper, these defects manifest themselves as variation of the
image texture.

One of the most popular and powerful ways to describe texture is using of
color mapping co-occurrence matrix (GLCM). Since the use of the co-occurrence
matrices leads to a course of dimensionality we used the singular value decom-
position (SVD) to reduce the redundancy arising of description of the texture
by means of the GLCM.

When a high dimensional, highly variable set of data points is taken, SVD is
employed to reduce it to a lower dimensional space that exposes the substructure
of the original data more clearly and orders it from most variation to the least.
In this way, the region of most variation can be found and its dimensions can
be reduced using the method of SVD. This implies that we can achieve a good
identification of the most significant structures present in the image texture, by
taking only a few largest singular values [12].

Color Mapping Co-occurrence Matrix. A GLCM is a square matrix where
the number of rows and columns is equal to the number of gray levels in the
image that can reveal certain properties about the spatial distribution of the
gray-levels in the image texture [13,14]. The matrix gives how the pixel value
l1 of a reference pixel occurs in a specific relationship to a neighbouring pixel
with pixel value l2. So, each element (l1, l2) of the matrix represents the number
of occurrences of the pair of pixel with pixel values l1 and l2 which are at a
relative distance d from each other. There are many ways to specify the spatial
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Fig. 7. Co-occurrence matrix directions for extracting texture features.

relationship between two neighbouring pixels with different offsets and angles
(see Fig. 7).

Mathematically, the elements of a L×L gray-level co-occurrence matrix with
displacement vector d(= di, dj), for a given image I of size n × n is defined as:

MCO(l1, l2) =
n∑

i=1

n∑

i=1

{
1, if I(i, j) = l1 and I(i + di, j + dj) = l2
0, otherwise (1)

Figure 7 describes how to compute the GLCM. It shows an image and its
corresponding co-occurrence matrix using the default pixels spatial relationship
(offset = +1 in i direction). Each element of the GLCM is the number of times
that two pixels with gray tone l1 and l2 are in neighborhood at a distance d and
direction φ.

Singular Value Decomposition. SVD is a potent mathematical exploration
tool for matrices which gives minimum least square truncation error [15,16]. This
is because the total potential degrees of freedom of the decomposed matrices is
equal to the input host image. Further, SVD is a single path decomposition
algorithm. Singular values represent inherent algebraic image properties and are
not instable. Given an image I(x, y), with dimensions m×n, it can be factorized
with SVD :

I = US V T (2)

Where both U and V are the orthonormal matrices, U ∈ Rm×m, V ∈ Rn×n,
S = [diag(σ1, σ2, . . . , σq), 0] and q = min(m,n). Besides, the singular values
appear in descending order, i.e., σ1 ≥ σ2 ≥ . . . ≥ σq ≥ 0.
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The Feature Extraction. The training set must be thoroughly representative
of the actual population for effective classification We have calculated the co-
occurrence matrices of every image. For each channel (Red, green, Blue) we
have calculated the co-occurrence matrices for d = 1, 2 and in the four main
directions: 0◦, 45◦, 90◦ and 135◦.

The use of the co-occurrence matrices leads to a course of dimensionality
because these matrices are composed of two complementary subspaces called
signal subspace (the information suitable for defects classification ) and noise
subspace. To achieve the separation between signal and noise we have been used
the SVD and for each co-occurrence matrix we took the 12 largest singular
values (the criterium of truncation is σi

σi+1
� 10), thus obtaining for each image

a feature vector of 216 elements.
The magnitude of the singular values indicate the importance of the corre-

sponding directions (vectors). The singular values reflect the amount of data
variance captured by the basis elements. The first vector of the basis (the one
with largest singular value) lies in the direction of the greatest data variance.
The second vector captures the orthogonal direction with the second greatest
variance, and so on.

This is a useful procedure because the entries of co-occurrence matrices have
a large variance in correspondence of an irregular texture while a lower variance
when the texture is regular.

The Figs. 8 and 9 show a marked difference between features belonging to
the defective devices and the good ones. Then this feature set proves extremely
suitable for the problem classification addressed in this paper.

6 The Used EBF Classifier

A PNN is predominantly a classifier: Map any input pattern to a number of
classifications (in our case the neural network has to distinguish between two
classes: the defective devices and the good ones). A PNN is an implementation of
a statistical algorithm called kernel discriminant analysis in which the operations
are organized into a multilayered feedforward network with four layers:

– Input layer
– Pattern layer
– Summation layer
– Output layer

In this paper we make use of a particular kind of PNN: the EBF network [17]
that is a type of feedforward neural networks in which the hidden units evaluate
the distance between the input vectors and a set of vectors called function centers
or kernel centers (the centers are the data points of the training set), and the
outputs are a linear combination of the hidden nodes’ outputs. More specifically,
the k-th network output has the form

yk(x(t)) =
M∑

j=1

wk,j Φj(x(t)) (3)
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Fig. 8. Features of a defective device randomly choosen (up), Features of a device with
no defect randomly choosen (down).

where

Φj(x(t)) = exp
{

− 1
2σj

(x(t) − μj)T Σ−1
j (x(t) − μj)

}
(4)

μj and Σj are the function center (mean vector) and covariance matrix of the
j-th basis function respectively and σj is a smoothing parameter controlling the
spread of the j-th basis function.

We restricts Σ to two global and scalar smoothing parameter, σ1 and σ2,
where σ1 is used in those basis functions that have centers coming from the
good devices while σ2 for the defective ones. The determination of the smoothing
parameters is done by calculating the spreads of the training data set belonging
to the reference classes for σ1 and σ2 respectively.
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Fig. 9. Features of all defective devices present in the dataset in polar representation
(left), Features of all devices with no defect present in the dataset in polar representa-
tion (right).

With these assumptions we have that the input nodes (see Fig. 10) are the
samples of the feature set. The second layer (pattern layer) consists of the
Gaussian functions (5) formed using the training set of data points as centers.

y = e
‖X−Xi,j‖2

σ2 (5)

The third layer (summation layer) performs an weighted average of the out-
puts from the second layer for each class. The fourth layer (output layer) per-
forms a vote, selecting the largest value (the target values are: 0 for the defective
devices and 1 for the good ones).

Adding and removing training samples simply involves adding or removing
neurons in the pattern layer and a minimal retraining required.

For the training of the neural network simply note that the centers and
spreads are predetermined then only the weights wij is required to find. The
calculation can be performed by using the method of least squares.

The difference between PNN and EBF is that for EBF networks, discrim-
ination among all the known classes is considered during the training phrase;
whereas for PNNs this class discrimination is introduced during the recognition
phase.

7 Results and Discussion

To evaluate the pattern recognition algorithm, dataset is randomly split into
three parts: a training set consisting of 80 data points (48 data points represen-
tative of the various kind of defects and 32 representative of the devices with no
defects) a validation set consisting of 80 data points and a testing set consisting
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of 80 data points. The training set is used to find the model parameters in the
used EBF network. These parameters are the number of neuron for each class
(the defective devices and the good ones) and the weights value.

To find the optimal number of neurons we proceed as follows:

1. We use the data points of the training set as the centres of the network’s
neurons, so obtaining a network with 80 neurons split up into two classes (48
neurons represent the defects and 32 represent the devices with no defects).

2. We calculate the network’s weights by using the validation set.
3. We eliminate the neuron with a minimum weight and recalculate the net-

work’s weights by using the validation set. The procedure ends when the per-
formance, in terms of correct classification on the validation set, falls down
of the 2% with respect to the previous step.

The resulting network after the training phase is shown in Fig. 10). It consists
of 21 neurons (13 of them represent the defects and 8 represent the devices with
no defects).

Once the optimal parameters are found the trained algorithm is applied to
classify the data points in the testing dataset into one of the two classes. A
correct classification rate of 96% average has been obtained.

Fig. 10. Architecture of the proposed PNN classifier.
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8 Conclusion

This paper presents a new methodology based on elliptical basis function (EBF)
networks and an innovative feature extraction technique which makes use of the
co-occurrence matrices and the SVD decomposition in order to recognize organic
solar cells defects.

The organic solar cells used in this paper were realized in the Optoelectronic
Organic Semiconductor Devices Laboratory at Ben Gurion University of the
Negev. Microscopy was used to observe the various defects the surface morphol-
ogy on top of organic solar cells examined. We have acquired 240 images with
resolution of 1280 × 1024.

A large number of defects have been observed which cracks, breaks and
scratches. Scratches are caused by mechanical damage or fabrication during the
handling and preparation while the shiny spots and the bubbles are due to the
water infiltration and at the exposition to the air at high humidity.

The experimental results show that our algorithm achieves an high accuracy
of recognition of 96% and that the feature extraction technique proposed is
very effective in the pattern recognition problems that involving the texture’s
analysis.

The proposed methodology can be used as a tool to optimize the fabrication
process of the organic solar cells.

Acknowledgments. Authors acknowledge contribution to this project from the “Dia-
mond Grant 2016” No. 0080/DIA/2016/45 funded by the Polish Ministry of Science
and Higher Education.
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Abstract. In the last years, default prediction systems have become an
important tool for a wide variety of financial institutions, such as banking
systems or credit business, for which being able of detecting credit and
default risks, translates to a better financial status. Nevertheless, small
and medium-sized enterprises did not focus its attention on customer
default prediction but in maximizing the sales rate. Consequently, many
companies could not cope with the customers’ debt and ended up closing
the business. In order to overcome this issue, this paper presents a novel
decision support system for default prediction specially tailored for small
and medium-sized enterprises that retrieves the information related to
the customers in an Enterprise Resource Planning (ERP) system and
obtain the default risk probability of a new order or client. The resulting
approach has been tested in a Graphic Arts printing company of The
Basque Country allowing taking prioritized and preventive actions with
regard to the default risk probability and the customer’s characteristics.
Simulation results verify that the proposed scheme achieves a better
performance than a näıve Random Forest (RF) classification technique
in real scenarios with unbalanced datasets.

Keywords: Classification · Default prediction · Clustering

1 Introduction

Along with the impact of the economic crisis worldwide, the assets structure of
financial institutions has been remodelled due to the enormous bad debt acquired
by many companies. Therefore, personal consumer finance loans have attracted
great interest and even become a popular financial product. One of their main
goals was to substantially enhance consumer finance in order to stimulate con-
sumption and accelerate the economic recovery. However, the negative effects
have gradually emerged due to the intense competition in financial market and
the excessive number of financial loans that have been granted without certainly
knowing whether the borrowers could repay their debt on time.
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With the emergence of new Basel requirements [1] (i.e. Basel II, Basel III)
in which a global regulatory framework for more resilient banking systems is
presented, financial institutions started to develop risk control strategies and
analysis with the aim at ensuring a significant reduction of credit risk. In this
context, many studies highlight the importance of obtaining an effective con-
sumer loan default predicting model to make financial institutions and also the
banking industry able to reduce the overdue loan without worsening their loan
business [2–6]. Apart from focusing in the banking industry, related works based
on credit business and peer-to-peer (P2P) lending has attracted great interest
in the last years [7–12].

Specifically, authors in [2] propose the application of neural networks to credit
risk assessment of Italian small businesses. For that purpose, real data coming
from 76 distinct companies is utilized with the aim at detecting their economic
and financial situation and obtaining a considerable accurate outcome in the
default prediction model. Another related work is the one presented in [3] in
which a Partial Least Squares (PLS) regression method is proposed to model
the risk severity and its associated most influential variables in order to take
corrective actions and prevent the loan from defaulting. In this regard, authors in
[4] present a consumer loan default predicting model by means of the application
of DEA-DA (Data Enveloped Analysis - Discriminant Analysis).

One of the main differential contribution of this work is the integration of
non-financial related data, such as: personal information and money attitude of
the borrowers, in order to predict whether they are going to pay back on-time or
not. Likewise, the study proposed in [5] presents a credit-card-holder delinquency
and default risk forecast model in which real customer transactions and credit
bureau data is efficiently combined. More recently, authors in [6] propose a data
mining approach based on Random Forest (RF) to predict the performance of
the Peer-to-Peer (P2P) loan.

Regarding the prediction of probability of enterprise default, most of the
related works in the literature [13–15] are mainly focused on medium and large
enterprises that have detailed financial information. Less research is devised for
assessing the default risk of Small and Medium Enterprises (SMEs) [16–20].
The lack of models for evaluating the risk profiles of small firms is important
because SMEs represent a significant part of the economy of every country. In
this regard, authors in [20] propose the application of Artificial Neural Networks
(ANNs) to sample over 7000 Italian Small Enterprises (SEs). Results show that
the presented system based on ANNs outperforms traditional methods when
evaluating the SEs credit risk.

The presented work is then focused on providing a decision support system for
small and medium-sized companies that quantitatively infers the risk associated
to a new order considering the information of the different orders that have been
processed by this company in the past. Specifically, the presented information
is related to a Graphic Arts printing company in The Basque Country (Spain)
which one of its major concerns is being able to infer whether the different
orders that need to be produced would or not be paid back on time by the
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different customers. The proposed scheme for assessing the default risk, hereafter
named as DSSDP (Decision Support System for Default Prediction), is able to
predict whether a new order comes from a possible future default company and
allow prioritization actions with regard to the default risk probability and the
customer’s characteristics.

The paper is organized as follows: Sect. 2 presents the real environment
deployment. Secondly, a detailed explanation of the algorithm designed for
assessing the default risk is provided in Sect. 3. Finally, Sect. 4 shows the simu-
lation and experiments accomplished and final results and remarks are obtained
in Sect. 5.

2 Real Environment Deployment and Data
Characteristics

This paper proposes a novel Decision Support System for Default Prediction
(DSSDP) applied in a real case study of a small and medium-sized company of
The Basque Country that calculates the default risk prediction of a new order
based on the historical information stored at the Enterprise Resource Planning
(ERP) system. At the end of the billing period this company maintains a con-
siderable number of orders with uncollected amounts, which means that the
orders have not been paid on time. This situation leads the company to search
for actions that prevent the company from having accumulated orders without
being paid which severely affects its financial condition.

The available information at the ERP system consists of a set of different vari-
ables, such as: budget information, quality measures, production related data,
and so on, for which the variables presented in the following list are found to be
relevant features for the DSSDP:

The first indicators define in a general fashion the client and product type of
the order:

1. Client: Identifier of the client.
2. Product type: Identifier of the type of product.
3. Date: Date of the order.
4. Zone: Location of the order.
5. Market: Market information related to the order.
6. Internal codes of difficulty of the order: Difficulty level of the order.

In terms of budget related information, different variables are considered for the
study:

1. Budget amount: Amount of budget related to the order.
2. Budget code: Budget code of the order.
3. Budget margin: Margin data in percentage (%) for each budget for a specific

time set period.
4. Added value: Added value of the budget. This quantity is obtained by sub-

tracting to the budget the different subcontracts, consumption and materials
needed for the order.
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5. Budget maturity period: This quantity indicates the amount of time
between the date of the order for which a budget is formalized and the date
on which the order goes into production.

6. Outstanding amount: Outstanding amount in euros.

The production process has a set of magnitudes that describes distinct charac-
teristics, such as: cost, profitability, added value, and so on.

1. Production cost: Cost of production of the order in euros.
2. Production profit: Profitability of the order in euros.
3. Production added value: Added value of the order.
4. Production margin: The margin in percentage (%) of each order for a

specific period of time.
5. Production period: Delivery period of the order.

Regarding quality measurements, different indicators are defined for considering
the number and amount value of no conformities.

1. Number of no conformities: Boolean value that indicates the conformity
(0) or no conformity (1) of the order.

2. Amount of no conformities: Quantity of no conformities of the order.

Finally, there is also information with regard to commercial indicators, the com-
munication way and the number of commercial visits are taken into account in
the following indicators:

1. Communication: Communication way, i.e. (via web, telephone).
2. Number of commercial visits: Number of commercial visits to the specific

client that requests the order.

Summarizing, a total of 21 features are found to be relevant for obtaining
the probability of default risk of a new order. The outcome of the study is the
result of a feature selection process that considers the total of variables stored
at the ERP system of the company.

3 Main Procedure of the Proposed DSSDP Algorithm

The principal aim of the proposed DSSDP algorithm is to obtain the probability
of default of a new order by means of considering the available information per
client and order available at the ERP system.

Figure 1 depicts the general scheme of the proposed DSSDP. For generating
the clusters it employs an unsupervised K-means algorithm [21], in which each
order is defined by means of the 21 relevant features. In order to determine the
optimum number of clusters M and test the goodness of the obtained cluster
distribution a DPM (Default Prediction Metric) metric (Eq. 1) is defined. The
optimum number of clusters M is obtained by means of an exhaustive search
process with M in range {1,..., Mmax} in which each cluster distribution provided
by the K-means algorithm is evaluated with the above-defined DPM metric. Note
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Fig. 1. General scheme of the proposed DSSDP

that the maximization of this metric focuses on creating cluster distributions in
which the number of default orders is approximately 0% or 100% in order to
agglutinate the no-default and default orders in different clusters and minimize
the number of mixed clusters, i.e. clusters with similar number of default and
no-default orders. Having cluster distributions with a high or a low number
of default orders facilitates the default or no-default decision of a new order,
whereas having mixed clusters worsens the decision output.

In order to apply both strategies (agglutinate the no-default and default
orders in different clusters and minimize the number of mixed clusters), an
objective metric DPM that merges both concepts has been defined in Eq. 1 for
evaluating the obtained clustering solutions by the K-means algorithm.

DPM =
Pnd(%)

100 −
∑Mdo

i Pdci(%)

Mdo

(1)

where Pnd refers to the percentage of clusters in which there is no default orders,
Pdci represents the percentage of default orders per cluster i and Mdo the number
of cluster with default orders.

More specifically, the way the proposed DSSDP detects the default and no-
default orders consists on associating default orders in the same cluster by max-
imizing the DPM metric in an exhaustive search process; the distribution that
is obtained (with K-means) maximizes the percentage of non-default clusters
together with the number of default orders per cluster. Therefore, an optimised
cluster distribution will be one that contains a high number of clusters without
default orders and clusters with a significant percentage of default orders.

Figure 2 depicts an example of cluster distribution for which the default prob-
ability is computed for each cluster.

Note that the proposed DSSDP approach tries to agglutinate the default
orders in the same cluster while maximizing the number of non-default orders
in the remaining clusters.
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Fig. 2. Step 1 of the proposed DSSDP technique.
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Fig. 3. Step 2 of the proposed DSSDP technique.
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Fig. 4. Step 3 of the proposed DSSDP technique.

That being so, once the clustering distribution is settled, when a new order
arrives (x1, x2 and x3 in Fig. 3), the order is automatically associated to its
closest centroid (in terms of Euclidean distance) from the defined clusters, and
the risk of default given for the new order is the one associated to the cluster
that is assigned (Fig. 4). Obviously, the accuracy of the risk of default prediction
will highly depend on the homogeneity and optimal distribution of the clusters
created by the proposed model.

Then, based on the risk probability of the cluster to which the new order
is assigned and for comparison purposes, the proposed DSSDP approach gives
as output 1 in case the new order is suggested to be a defaulter order and 0
otherwise. Next Sect. 4 presents the results obtained by applying the proposed
DSSDP algorithm for Default prediction and compares the achieved results with
other artificial intelligence method of the literature.

4 Simulation Results

In this section simulation results obtained by the proposed DSSDP are evaluated
and compared towards another technique widely used in the literature for tack-
ling this kind of decision problems, i.e. Random Forest (RF). In order to make a
fair comparison a randomly chosen subset of test samples is separated and eval-
uated by means of the considered techniques along 20 Monte Carlo simulations.
In both schemes the 80% of the data corresponds to training data and the 20%
to testing data. Thus, among the total of 27439 orders that are kept in the ERP
system that correspond to 4 years of operation of 4 small and medium-sized
enterprises. 21951 orders correspond to training data and 5488 randomly chosen
orders are used for testing the system. The developed DSSDP tool takes the
necessary data from the ERP of the company and when a new order arrives it
presents a risk value (0 (no-default order) or 1 (default order)) for the incoming
order. The final results obtained by the proposed algorithm are then compared
with the real label of the data (default or no-default order based on the ERP
system information) in order to calculate the accuracy of the presented solution.
Moreover, a Random Forest (RF) classification approach (for which balanced
tests have been carried out) has been simulated and tested for comparison.
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In order to measure the accuracy of both techniques (the proposed DSSDP
and a RF) the confusion matrix has been computed in Eq. 2 for both approaches.
As can be observed the proposed technique for Default prediction detects as no-
default orders 5402 = 5399 + 3, i.e. only 3 orders have been wrongly detected
(False Negative - FN), whereas the RF classification scheme fails in detecting
FN = 15 no-default orders. In terms of default prediction, among a total of 29
default orders, the proposed scheme is capable of identifying 26 (True Positive
- TP) whereas the RF only detects TP = 14. However, the presented approach
wrongly identifies 60 (False Positive - FP) as default orders and the RF only FP
= 5. In this application domain, the false positives (FP) are not as important as
detecting the default orders because the company is willing to know the highest
number of possible default orders to take preventive actions which consist of
asking for a cash advance, among others.

∣
∣
∣
∣

TN FP
FN TP

∣
∣
∣
∣

DSSDP =
∣
∣
∣
∣

5399 60
3 26

∣
∣
∣
∣

RF =
∣
∣
∣
∣

5454 5
15 14

∣
∣
∣
∣

(2)

Table 1 depicts the comparison of the results obtained by the proposed
DSSDP and RF by means of three widely known indicators: Precision, Recall
and AUC (Area Under the ROC Curve), F1 score, Specificity (SPC) and False
Negative Rate (FNR). The Precision (P) in Eq. (3) is defined as the number of
true positives (TP) over the number of true positives plus the number of false
positives (FP). Recall (R) instead is defined as the number of true positives
(TP) over the number of true positives plus the number of false negatives (FN)
(see Eq. (4)). F1 score in Eq. (5) represents a weighted average of the precision
and recall with 1 as its best value and 0 the worst score. Specificity (SPC) in
Eq. (6) measures the proportion of negatives that are correctly identified. It
can be inferred but both techniques are able to identify a great proportion of
non-default orders. However, in terms of False Negative Rate Eq. (7), i.e. the
proportion of positives which yield negative outcomes with the test, is higher for
the RF model 51.73% with respect to 10.35% of the proposed DSSDP approach.

Note that in this application scenario (unbalanced with 0.6% of default prob-
ability), the capability of detecting the default orders is more relevant than the
prediction of no-default orders (Precision metric), since the company aims at
detecting the greatest number of defaulters in order not to lose money.

P =
TP

TP + FP
(3)

R =
TP

TP + FN
(4)

F1 =
2 · TP

2 · TP + FP + FN
= 2 · P ·R

P + R
(5)

SPC =
TN

TN + FP
(6)

FNR =
FN

FN + TP
= 1 −R (7)
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Table 1. Comparison of the mean results obtained by the proposed DSSDP approach
and RF along 20 Monte Carlo simulations

P (%) R (%) AUC [0–1] F1 [0–1] SPC [0–1] FNR (%)

RF 73.68 48.27 0.74 0.58 0.98 51.73

Proposed DSSDP 30.23 89.65 0.94 0.45 0.99 10.35

As shown in Table 1, an AUC of 0.94 is obtained by the proposed DSSDP
technique in contrast to the 0.74 value achieved by the RF model. Thus, the
proposed technique is capable of obtaining a higher true positive rate which
translated to a highest default detection.

5 Concluding Remarks

The presented paper proposes a novel Decision Support System for assessing the
default risk (named DSSDP) in small and medium-sized enterprises. Although
the data set is really unbalanced, as default orders suppose just the 0.5% of the
total of orders, the proposed technique is capable of ensuring a high number of
default orders detection without maximizing the number of clusters with few
elements. The DSSDP approach is then compared towards a näıve RF classifica-
tion scheme that reduces the false negative rate at the expense of minimizing the
default detection. Regarding the application domain, the main goal consists of
detecting the default orders with the aim at taking some preventing actions. As
this process does not translates in a greater investment of money at the expense
of the company, the DSSDP approach formulated as an ‘ad-hoc’ solution for the
considered default prediction problem achieves the best result in terms of default
detection.
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Abstract. In this paper, the two most popular Swarm Intelligence
approaches (Particle Swarm Optimization and Ant Colony Optimiza-
tion) are compared in the task of solving the Capacitated Vehicle Rout-
ing Problem with Traffic Jams (CVRPwTJ). The CVRPwTJ is a highly
challenging optimization problem for the following reasons: while the
CVRP is already a problem of NP complexity, adding another stochas-
tic layer to its definition (related to stochastic occurrence of traffic jams
while traversing the planned vehicle routes) further increases the prob-
lem’s difficulty by requiring that potential solution methods be capable
of on-line adaptation of the routes, in response to changing traffic con-
ditions. The results presented in the paper shed light on the underlying
differences between ACO and PSO in terms of their suitability to solving
particular instances of CVRPwTJ.

Keywords: Vehicle routing problem · Traffic jams · Particle swarm
optimization · Ant colony optimization · Imperfect information

1 Introduction

Capacitated Vehicle Routing problem (CVRP) is a popular NP-complete opti-
mization problem which consists in finding the set of routes of a minimum cumu-
lative length (cost) for a given number of trucks that serve a given set of clients.
All trucks start from and ultimately return to a pre-defined depot (with a certain
2D location). Each client is defined by its location on a plane and an amount of
goods (a demand) to be delivered to them in one shot (a client cannot be served
by multiple trucks). Each truck has some pre-defined capacity and all trucks (as
well as goods to be delivered) are homogenous. In short, the problem combines
the multiple-tour Traveling Salesman Problem with the Bin Packing Problem.
For its formal definition please refer, for example, to [10].
c© Springer International Publishing AG 2017
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There are many approaches rooted in Operation Research or Computational
Intelligence which can be applied to solve the CVRP (see, for instance, [10] for
their overview).

In this paper, similarly to [9], the baseline problem formulation is extended by
adding traffic jams which may occur on the edges (atomic parts of the routes)
and therefore increase the cost of their traversal. This extension leads to the
Capacitated Vehicle Routing problem with Traffic Jams (CVRPwTJ) specifica-
tion. Due to highly dynamic nature of CVRPwTJ, the methods used to solving
it must be able to swiftly adapt to the on-line changes in the cost function (the
cost of currently planned routes) due to frequently changing traffic conditions.

The proposed idea of solving the CVRPwTJ is based on the concept of
Swarm Intelligence (SI) which consists in having a population of simple objects
that encode solutions to the problem in the search space. These objects iter-
atively communicate and influence each other, which enables them to modify
the encoded solution. Each object has relatively simple rules and goals and the
complexity of the system is an emergent feature resulting from maintaining a
swarm as a whole. Two such metaheuristic SI methods are employed: Ant Colony
Optimization [2] (which uses the notion of an ant as the baseline element of the
swarm) and Particle Swarm Optimization (PSO) [4] (which refers to a particle
as an atomic object).

2 ACO in CVRPwTJ

Our implementation of the ACO approach is inspired by a classical algorithm
used to solve the Traveling Salesman Problem [2,3] which was adjusted to take
into account the CVRP specificity [1,11] and furthermore the stochastic nature
of the CVRPwTJ stemming from the existence of traffic jams in the problem
definition. The approach was initially proposed and described in detail in our
previous work [9] devoted to comparison of ACO and the Upper Confidence
Bounds Applied to Trees (UCT) method [7]. In this section the ACO-based
algorithm presentation is limited to introduction of its main components. For
the full coverage and in-depth description of the method please refer to [9].

Assuming that the number of available trucks is equal to k, the initial solution
is computed by the modified Clark and Wright (CW) Savings algorithm [13] and
used to deposit the initial pheromone traits on the initial k routes. Then, in each
time step of the algorithm, each ant seeks the solution for the remaining part of
the problem (i.e., the complete routes for k vehicles) using the current solution
as the starting point (state). Once the solution is found, its quality is evaluated
based on the cumulative length of all k routes and the pheromone is deposited
on the route’s segments.

For each of the k routes, the ant starts its search in the current vehicle’s
position and looks for the next most suitable customer to be added to the route
according to the current pheromone traits and considering the current (stochas-
tic, due to the existence of TJ) cost of traversing particular edges. If the space
left on the truck is not sufficient to serve any of the remaining customers or
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all edges from the current position to the remaining customers are jammed, the
truck returns to the depot to accommodate the left customers within a new
route.

A pseudo-roulette is used to select the next customer to be visited by an
ant. The greedy selection (i.e., of the closest, in terms of dynamic cost, yet not
visited client) takes place with probability 0.05. Otherwise, the roulette-wheel
method is applied, which selects customer j while being currently at customer i
with the following probability:

pij =
τα
ij ∗ ηβ

ij
∑

ij(τ
α
ij ∗ ηβ

ij)
ηij = (BASE/dij)2 (1)

where τij is pheromone amount deposited on edge eij and dij is the dynamic
(traffic-aware) cost of traversing this edge at the moment. BASE is a normal-
ization factor equal to the length of the initial (static) solution. Coefficients α
and β were set to 2 and 3, respectively, based a limited number of preliminary
tests.

Once solutions are found by all ants in the current iteration, the pheromone
deposit on the edge eij is incremented in the following way:

Δτij =
∑

a

δij(BASE/Da)2 (2)

where Da denotes a cost of solution s(a) found by ant a, and δij can take one of
the three values: 0, if eij /∈ s(a); 10, if eij ∈ s(a) but s(a) is not the best overall
solution; 20, if eij ∈ s(a) and s(a) is the generally best current solution (among
all solutions found by the ants in the current iteration).

The final step in the pheromone update procedure is the evaporation, which
is defined at the level of 90% of the previous amount (due to high degree of
system’s dynamism) and then confined to the predefined interval [τmin, τmax] by
Confτmax

τmin
:

τij := Confτmax
τmin

(0.1 ∗ τij + Δτij) (3)

Once the last iteration is completed by all ants in a given time step, the best
overall solution is found and used to move the trucks one step ahead (to the next
client) according to the schedule represented by this solution. At the beginning
of the next step, the best solution is left out, the pheromone traits are reset, new
TJ are distributed, and the system proceeds with solving the next step of the
problem. Please note, that resetting pheromone traits after each main simulation
step, i.e., when the new TJ are imposed on the routes, is indispensable, since
the problem is highly dynamic and traces from the previous step are misleading.
This necessity was fully confirmed in the preliminary simulations.

3 PSO in CVRPwTJ

In this section, the proposed approach to CVRPwTJ with the use of PSO meta-
heuristic is presented and discussed in detail.
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3.1 Problem Encoding

We use one of the standard CVRP encodings presented in the literature [5,6], in
which a population of M particles is maintained, and each particle is encoded
as a vector of length N , where N is the number of yet unvisited customers.
Each position in the vector is associated with a particular customer’s ID. This
association, i.e., positionIndex ↔ customerID is maintained by means of a
dictionary (see Sect. 3.2 for the details).

3.2 Initial Population

The modified CW algorithm [13] is used to obtain the initial solution to the
static problem, i.e., a set of initial routes. The dictionary, which maps indices
of the particle encoding vector to customers’ IDs is populated in the following
way:

int index = 0
for each route R in the initial solution

for each customer C in R
dictionary.Add(index, C)
index = index+1

Whenever a customer is visited by a vehicle, the dictionary is updated in a
way that it maintains the original order, but uses only indices that are smaller
than the number of unvisited customers (i.e., {0, . . . , N − 1}). More precisely,
if a given customer is visited, and consequently should be dropped from the
remaining schedule, all subsequent customers are shifted to the left (assuming
the schedule is sorted from left to right). The idea is depicted in Fig. 1.

In order to induce diversity within the swarm, only 20% of particles are ded-
icated to encoding the initial solution. The remaining 80% are initialized ran-
domly and afterwards undergo the corrective procedure (c.f. Sect. 3.5) if needed,
followed by a local optimization phase by means of 2-OPT algorithm [8].

3.3 Operational Scheme of the Proposed Method

The algorithm solves the problem iteratively, in discrete time steps. A
pseudocode of one time step of the method is listed in Algorithm 1.

In each step (which corresponds to atomic movement of vehicles to their
next assigned customers) the best solution from the previous step is reset and a
series of MAXPSO iterations is executed. For each particle, its velocity and new
position are calculated (the details are presented in the next subsection) and
then the vehicles’ routes are decoded to a vehicle-centric representation that
allows immediate analysis of the routes. Particles containing at least one route
(one vehicle), which does not obey the maximum capacity constraint, are marked
as invalid and undergo a corrective procedure (discussed in details in Sect. 3.5).

In the next step, for each valid particle (either initially or after correction), a
2-OPT local optimization procedure is executed. The best particle, i.e., the one
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Fig. 1. The top row presents an encoding of a sample solution (3 vehicles and 9 unserved
customers) stored in a particle. In the middle part a corresponding sample dictionary
state is shown with the customers (7, 2, . . . , 8, 6) indexed from 0 to 8. The lowest encod-
ing corresponds to the situation after the first customers assigned to vehicles 1, 2 and
3 (i.e., number 7, 1 and 9) have been visited and removed from the schedule. All the
remaining customers are shifted to the left and their corresponding indices are renum-
bered to (0, . . . , 5).

having the lowest total cost of routes, is stored. Once the MAXPSO iterations
are over, the vehicles move to the next customers based on the encoding kept
by the best particle.

3.4 Position and Velocity Update

The position of particle x at step t + 1 is updated according to the following
equation:

xi
t+1 = (xi

t + vi
t) mod K (4)

where xi
t and vi

t are the ith components of a particle’s position at time step t and
particle’s velocity at time step t, respectively, and K is the number of available
vehicles.

Particle’s velocity is updated according to the following equation:

vi
t+1 = inertia ∗ vi

t + u
(1)
[0;g](xgBest − xi

t) + u
(2)
[0;l](xlBest − xi

t) (5)

where inertia is a factor that specifies how much of the previous velocity is
retained; xgBest is the global best solution found so far; xlBest is the local best
solution (i.e., the one found by the current particle), g and l are global and local
attractors, respectively, and u

(1)
[0;g] and u

(2)
[0;l] denote random variables drawn from

the uniform distribution bounded by g and l, respectively.

3.5 Corrective Procedure

The DecodeRoutes procedure starts with an empty set of routes and iterates
over the vehicleIDs stored in the particle encoding vector. For each vehicleID
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Algorithm 1. A pseudocode of the PSO method. Procedures for calculat-
ing velocity and updating position are described in Sect. 3.4. Decode routes
and repair procedures are discussed in Sect. 3.5.
1 set iteration := 0;
2 Reset BestParticle;
3 while iteration < MAXPSO do
4 forall particle in Particles do
5 calculate velocity of particle;
6 update position of particle;
7 decode routes in particle;
8 if particle is not valid then
9 repair particle;

10 end
11 if particle is valid then
12 run 2-OPT for particle;
13 if cost of particle < cost of BestParticle then
14 BestParticle := particle;
15 end

16 end

17 end

18 end

it consults the dictionary to identify the client associated with the current index
and appends them to the route of vehicle vehicleID.

The above-described decoding process may create routes for which the total
sum of customers’ requests exceeds available capacity, in which case the cor-
rective Repair procedure is executed. Please note, that the available capacity
depends on two factors: the sum of all requests of customers that have already
been visited and those who are planned to be visited – the corrective procedure
can only influence the not yet visited customers. In the following description of
the corrective procedure each vehicle with exceeded capacity will be referred to
as ILV (illegal vehicle) and the remaining ones as LV (legal vehicles).

(1) First, ILVs are identified.
(2) For each ILV, a minimal number of customers, removal of whom would result

in a highest capacity within the allowed limit, is identified. First, the algo-
rithm tries to remove one customer starting from the one with the lowest
requested amount. If it finds a legal situation, it stops. If it does not, it will
investigate all pairs (again starting from the pair with the lowest cumulative
requested amount), etc.

(3) The identified sets of customers for each ILV are candidates for transfer to
other vehicles. Let us denote such sets of customers as TSETi, where i is a
vehicle’s identifier.

(4) An outerList is created, which contains all vehicles, sorted in descending
order, by cumulative amount of requests in TSETi. The initially LV have
the TSETi empty, therefore will be placed at the end of the list.
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(5) An innerList is created, which contains all vehicles, sorted in descending
order, with respect to their available space. In this step, the customers in
TSETi are ignored.

(6) In a double loop possible transfers between two vehicles are investigated.
The outer loop iterates over outerList, whereas the inner loop iterates over
innerList. The transfer algorithm is described below. If a transfer leads to
a legal situation (both vehicles’ capacities are within the limit) it is applied.

(7) If there are still vehicles with exceeded capacity, the algorithm will allocate
requests from the respective TSETi to new vehicles. If there are not enough
available vehicles to allocate all requests, then the particle is marked as
invalid in the current iteration of the PSO procedure. Such a particle may
potentially be repaired in subsequent iterations.

The transfer algorithm in point (6) above investigates, in a fixed order, three
possibilities of exchanging customers between two given vehicles (say k and l).
It returns success as soon as it finds the first legal situation, i.e., capacities of
both vehicles are below the limit.

(6a) Cross-pairing: customers from TSETk and TSETl are appended to the
customers of vehicles l and k, respectively.

(6b) After performing the cross-pairing, all customers from a more loaded vehicle
(by means of a sum of requests) are one-by-one tried to be transferred to
the other vehicle starting from the biggest request.

(6c) After performing the cross-pairing, all pairs of customers, one per vehicle,
are tried to be exchanged starting from the biggest requests.

4 Experimental Setup

Both methods are directly compared based on a set of widely-known benchmarks
taken from the literature (see Sect. 4.2 for their exact selection). While the com-
mon benchmark instances are static (their definition does not include dynamic
elements, such as traffic jams), they are extended to dynamic versions by adding,
stochastically distributed, traffic jams. More precisely for each benchmark set,
at each time step t a traffic jam of intensity It can be imposed on each edge with
probability P , independently of other edges.

The following ranges of TJ intensity were tested: P ∈ {0.02; 0.05; 0.15},
It = UINT [10, 20], Lt = UINT [2, 5], where UINT [a, b] denotes random uniform
selection of any integer x such that a ≤ x ≤ b and Lt(e) denotes a duration of a
TJ.

For each of the three values of P and each benchmark set 50 pairwise inde-
pendent distributions of TJ were samples and used in the experiments. Conse-
quently, for both ACO and PSO we obtained 50 independent results (for pairwise
the same sets of TJ distributions) which were subsequently averaged to yield the
final score.
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4.1 Steering Parameters

Both methods are used with the best parameterizations we were able to find.
This methods’ calibration was performed based on initial tests on 7 benchmarks
and 30 trials per benchmark (please recall that the final experimental setup
included 19 benchmarks, each tested 50 times).

ACO algorithm was run with a population of max(100, 2n) ants (where n is
the size of a benchmark set), for MAXACO iterations. MAXACO was set to 200
for benchmarks of size n < 70 and to 75 for benchmarks with n ≥ 70.

PSO method was run for MAXPSO = 200 iterations with the number of par-
ticles equal to 150 (for all benchmark sizes). The remaining steering parameters
in Eq. (5) were set as follows: inertia = 0.3, l = 0.3, g = 0.6.

The above parameters, for both methods, were selected based the assumed
reasonable time allotted for reaching the solution. Clearly, there is still possibility
of improvement of results with bigger populations (either of ants or particles),
but we believe that the current setup provides a good estimation of the general
quality of both approaches, and what is more important, based on the execution
times comparison it can be concluded that the selection is fair, i.e., not biased
towards any of the two proposed and investigated approaches.

4.2 Benchmark Problems

A set of 19 benchmark instances for the static CVRP problem was downloaded
from the webpage [12]. Dynamic traffic jams were added to these benchmarks
according to the procedure described above in this section. In order to maintain
diversity, those instances were chosen from five sets proposed by: Augerat et al.
(3 instances of “type A” and 3 of “type P”); Christofides and Eilon (2 instances);
Fisher (3 instances); Christofides, Mingozzi and Toth (2); Christofides (1), and
Taillard (5). The number of customers in the selected benchmarks varies from
19 to 150 and the number of vehicles (routes) required to construct the initial
solution is between 2 and 14. Moreover, the distributions of clients requests’ sizes
and their locations vary significantly from benchmark to benchmark.

5 Results

The results are presented in Table 1. First of all, a clear advantage of both pro-
posed approaches over the static solution based approach can be observed. While
this is an expected result, it is, nevertheless, worth noting that the improvement
stemming from application of noise-adaptive methods (ACO, PSO), is quite sig-
nificant, around 3–4 times, in most of the cases.

In a head-to-head comparison of both SI methods there is no clear winner,
although ACO seems to be slightly more effective, in general, than PSO. In
the summary of best results across all (instance, P ) pairs ACO wins 31 cases
compared to 26 wins of PSO (and none of Static). When it comes to stability
(repeatability) of results the order is reversed: clearly the more stable method
(with lower standard deviation) is PSO (46 wins out of 57 cases).
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Table 1. The average values and standard deviations (in parentheses) across 50 trials.
The Static column presents application of the initial solution (found at step 0, without
any TJ imposed yet) applied to (a dynamic version of) a benchmark set. The best result
for each pair (instance, P ) are bolded.

Closer examination reveals that PSO is better suited for the cases with lower
amount of noise imposed by traffic jams (P = 0.02) with 13/19 of won cases,
while ACO is superior for more noisy instances (P = 0.15) with exactly the
same balance. For the mid-range traffic jams intensity (P = 0.05) the advantage
is with the ACO approach, albeit, as stated above, in none of the cases is ACO
stronger than PSO in terms of results’ stability.

6 Conclusions

The paper compares the efficacy of two popular swarm-based methods (Particle
Swarm Optimization and Ant Colony Optimization) in solving the Capacitated
Vehicle Routing Problem with Traffic Jams. To this end a new approach to CVR-
PwTJ relying on the PSO algorithm has been proposed and experimentally com-
pared with the ACO-based method proposed by the authors in their previous
paper [9]. Experimental results presented in this study lead to the three follow-
ing conclusions: firstly, the use of swarm-based methods (either ACO or PSO)
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significantly improves the results compared to static (non-adaptive) approaches;
secondly, ACO seem to be slightly superior than PSO (at least in the context of
the particular benchmark selection), but at the same time the results yielded by
PSO have much lower variance; thirdly, for the cases of relatively low amount
of noise (by means of stochastic traffic jams) in the CVRPwTJ instance the
preferable method is PSO, while with more dynamic situations (higher amount
of noise) the ACO system manifests its upper-hand.
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Abstract. Recurrent neural networks are increasingly used to classify
text data, displacing feed-forward networks. This article is a demonstra-
tion of how to classify text using Long Term Term Memory (LSTM) net-
work and their modifications, i.e. Bidirectional LSTM network and Gated
Recurrent Unit. We present the superiority of this method over other
algorithms for text classification on the example of three sets: Spambase
Data Set, Farm Advertisement and Amazon book reviews. The results
of the first two datasets were compared with AdaBoost ensemble of feed-
forward neural networks. In the case of the last database, the result is
compared to the bag-of-words algorithm. In this article, we focus on clas-
sifying two groups in the first two collections, since we are only interested
in whether something is classified into a SPAM or an eligible message.
In the last dataset, we distinguish three classes.

Keywords: Recurrent neural networks · Long Short-Term Memory ·
Bidirectional LSTM · Gated Recurrent Unit · Text classification · Sen-
timent classification

1 Introduction

Human communication is a very complex and complicated process. One of the
most important elements in verbal communication are speech sounds combined
in words and sentences (phrases). We use dictionaries, i.e. collections of words
describing our surroundings, feelings and thoughts. Very important is their order
and context. In the paper we classify whole sentences into appropriate groups
using recurrent neural networks (RNNs) [18], namely Long Short Term Memory
(LSTM) [14,17], its Birecursive LSTM (BSLTM) variant and Gated Recurrent
Unit (GRU). LSTM were developed by Sepp Hochreiter and Jürgen Schmidhu-
ber. The first observations on this subject were made by Sepp Hochreiter in his
1991 thesis but the beginning of LSTM was in 1997 (see [14]). Their recurrent
network performed very well in comparison with previous RNNs, mainly thanks
c© Springer International Publishing AG 2017
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to partial solving vanishing gradient problem [13] in RNNs. In the paper we
use a variant with an additional modification, so called “peephole connections”,
proposed by Gers and Schmidhuber [8,10] with an additional link between the
gate layers and the cell state. There are also other LSTM modifications with one
especially interesting described in [7], where the Gated Recurrent Unit (GRU)
was used [5,14]. This is a truncated LSTM version without the output gate.
This translates into faster network learning but it is recommended to use the
classic LSTM network for more complex datasets. According to [22], GRU in
some cases performs slightly better then LSTM.

The characteristic feature of the RNN network are gradual calls of the net-
work over time. We do not provide all the input features for a single network call,
as is the case in FNNs [2,4] or convolutional networks. In the case of RNNs, we
gradually modify the final result. Intuitively, we can compare it to saying con-
secutive words in a sentence. Each subsequent word modifies the final meaning.
In the case of these networks, we can also preserve the order of words in context.
If we would like to use FNNs we would have to provide a whole sentence in one
go. No matter if the sentence started with one word or another, it is difficult to
implement such a FNN with the possibility of marking the occurrence of words.
Thus, LSTMs are better in sentence content classification. The advantages of
LSTM will be further described in the next chapter. Recursive networks are
very widely used. Examples can be found in modelling simple physical processes
such as ball bouncing [21]. Their greatest possibilities are seen in the translation
of the text [1]. Every call is analyzed and appropriate word is selected in another
language. If we use them for classification we are only interested in the result of
the last network call.

2 Long Term Short Term Memory Networks

LSTM networks have their origins in RNN from 1980s. Their architecture allows
for the accumulation of information during operation and uses feedback to
remember previous network call states. It is often possible to find information
that FNN networks are like RNN networks with only one call. This statement
has a lot of truth in itself since their basic principles are similar to classic neural
networks. Some mechanisms used in FNN are also applicable to recurrent net-
works. Classical recursive networks have a number of disadvantages [3] which
narrows their ability to solve more complex problems. The community started
to give them a special attention again with the advent of LSTM as it turned
out that this technique performs much better than classical recursive networks.
Detailed description of the architecture can be found for example in [17]. When
using this structure, we activate the same cell every time, modifying the state
of its internal structure. The most important elements of LSTM cells are

– cell state – the state of the cell passed in sequence after to the next steps,
– forget gate – the gate that decides what information should be omitted,
– input gate – a gate that decides what should be forwarded to the next acti-

vation.
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Fig. 1. Example of LSTM network call for text classification.

In short, we care about remembering some information that is crucial for the final
result and it is important to have some information omitted during the operation
of the network, as not everything affects positively the network performance.
A general network model used in this article is shown in Fig. 1. Each circle
represents an LSTM cell. The input is given as a one-hot vector representing
one word. Output h will return the result we are interested in.

2.1 Bidirectional LSTM

A single LSTM layer can, however, be too small in some examples. In the exper-
iment we have checked whether the use of two LSTM layers gives better results.
This model differs from the previous one in that the content is both propagated
forward and backward through the network. Unlike in FNN it is not backprop-
agation learning. Originally, this structure is taken from [12]. The bidirectional
network example is shown in Fig. 2.

2.2 Gated Recurrent Unit

Gated Recurrent Unit (GRU) was first described by Cho et al. in [7] and has a lot
in common with LSTM. Forget and input gates are merged into a single “update
gate”, so was the cell state and hidden state. A more accurate comparison of
LSTM to GRU can be found in [6]. In both cases, they are RNNs where the
most important is their last state, which has the most influence on the current
state of cells. Most importantly, in the case of GRU, control is done through the
update gate.
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Fig. 2. Bidirectional LSTM [11]

3 Experiments

3.1 Experimental Setup

We used three datasets, i.e. Spambase Data Set (1999), Farm Advertisement
(2011) and Amazon book reviews Data Set (2016). The SMS spam dataset con-
tains a set of labeled messages that are collected from a UK forum. The data
set consists of 13.4 % spam messages and 86.6 % eligible messages [19]. A second
database was collected from text advertisements found on 12 websites that deal
with various farm animal related topics. There are 53.3 % accepted messages and
46.7 % rejected messages [12]. The last dataset contains 213.335 book reviews for
8 different books. The experiment was limited to five books. In selected books
the amount of negative and neutral opinions was higher. For this experiment,
the opinions are divided to three classes and presented in 1–5 scale. Score 1 and
2 are labeled as negative, score 3 represents a neutral comment, 4 and 5 rep-
resent a positive comment. From the set we took only comment titles, farther
content were not considered. The aim was to classify the content as negative,
neutral or positive on the basis of the opinion title. Table 1 contains the per-
centage distribution of opinions of selected books. The number of negative and
neutral opinions was doubled for training to reduce imbalance with the number
of positive opinions.

In the this section we compare the results of RNNs with the bag-of-word
algorithm which consists in choosing characteristic words for a given class. We
assume that some words give more meaning to a given sentence, and if the num-
ber of occurrences of the characteristic words for the assumed class is large then
we associate the sequence with this class. We can use various textual features
[16]. The SPAM SMS problem is still very important as despite the age of tech-
nology we still obtain promotional offers of various products or services. In the
case of short messages the spam filter should be almost faultless as it is very
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Table 1. A summary of the Amazon dataset

Title Bad Neutral Good Total number of texts

The martian 2.31 % 13.34 % 84.35 % 22571

The goldfinch 16.22 % 23.57 % 60.22 % 22863

Fifty shades of grey 36.2 % 7.65 % 56.24 % 32977

Gone girl 22.64 % 11.94 % 65.42 % 41974

The girl on the train 19.92 % 11.2 % 68.87 % 37139

important for users to receive all legitimate messages. The last case considers a
problem of book description and evaluation.

3.2 Grammar and Punctuation in Sequences

All data were normalized in the way that grammar and punctuation did not have
influence on the results. It was important to obtain only a pure word stream
which was better for neural network training. Namely, we took the following
assumptions:

– only small letters were used,
– all special marks were deleted (e.g. . , %, ?),
– all numerical data were replaced by “SPEC-NUM” mark,
– for every dataset we created a special dictionary of unique words.

3.3 Word Representation

We created dictionaries of unique words for all three datasets without ordering
them. During training, the data from the dictionaries were used to modify LSTM
on the basis of only one word, (similarly to [15]) and an example is shown in
Fig. 1. The number of input vector elements is equal to the number of words
in the dictionary. Every word is represented by one vector value. We create as
many input vectors as the number of words in one sequence. In this case the
sequence is one sentence, one set of words, for which the classification result will
be expected. For a FNN network it is possible to conclude the whole sequence
by using one vector. All used words were represented by “1” (binary TRUE) and
unused words “0” (binary FALSE). For RNN it is usually necessary to create a
so-called one-hot vector where the value will be available only for one word what
is the simplest possible method of representing input data.

3.4 Training

LSTM network learning is a specific process. The idea of recursive networks
described earlier does not imply a fixed length of phrase and hence the number of
network calls. In this case, we are required to use a special learning method called
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back propagation through time (BPTT) [9,23]. This algorithm was created with
the intention of recursive networks. It is derived from the classical BP algorithm
for FNNs except that the gradient is propagated backwards by all network calls,
which entails a high memory requirement. For the first dataset (SPAM SMS) it
was not so much important as sentences were not too long, so the the network
was unfolded reasonable number of times. Much more demanding was the case
with the Farm Advertisement dataset as the dictionary was much longer and so
were the sentences. With 2 GB memory on the NVIDIA GeForce GT 740M GPU,
the calculation ends with an error of insufficient memory available. To solve this
problem, learning in this case was transferred to the Intel i5 2.6 GHz CPU with
12 GB RAM, however the memory was not fully utilized in this experiment. The
network was implemented and trained using Microsoft CNTK [11] with the SGD
(Stochastic Gradient Descent) algorithm.

Fig. 3. Learning error.

The learning process can be compared on the example of Farm Ads. The
internal parameters of the cells have been set to comparable values. Figure 3
shows that GRU achieved the worst result, but it was achieved in 346 min of the
learning process. After this time, it oscillated around the constant value. Unlike
in the case of GRU, LSTM and BLSTM needed a longer learning time, but the
training error become lower. In this case, the graph shows that BLSTM after
277 min had smaller error than the LSTM.

4 Results

Graph in Fig. 4 shows an example of LSTM operation on one of the used datasets.
For the RNN network, we can see the classification result after consecutive words
in the sequence. Each line represents the result returned by the network. In this
case, the sequence can be classified into three different classes. It is important
to note how certain words affect the result, for example “cool” greatly increases
the positive and the neutral outputs and sets low in the “bad” output.



LSTM Recurrent Neural Networks for Short Text Classification 559

Fig. 4. An example of the incremental LSTM operation.

4.1 Results All Datasets

The results of the experiment are presented in Tables 2, 3 and 4. The result
from the first dataset is very satisfactory (Table 2). The dictionary we worked
on contained only 9,000 words as during our empirical tests it turned out that
increasing this vocabulary did not improved the network performance and only
training time was increased. In the case of the Amazon book reviews dataset
(Table 4) we created one dictionary for all books. It should also be noted that
GRU is not a good choice for classification based on very short phrases such as
book titles and is better suited for simple datasets such as for example the SMS
SPAM dataset.

Table 2. Results obtained on the SPAM Collection dataset.

Dictionary size 9054

Number of outputs 2 (spam, ham)

Dimension, hidden layer 140

Accuracy, LSTM 99.798 %

Accuracy bidirectional LSTM 99.834 %

Accuracy GRU 99.945%

The results obtained on the first two datasets can be compared to ones from
[19]. Table 5 presents results from the literature and our results. It was more diffi-
cult to compare the outcome of the experiments on the third dataset. At the time
of writing, the only available results were based on [20] where the bag-of-words
model classifies whether the opinion is negative or positive with 60 % accuracy.
In our case, we tried to classify into three different classes and in the best case
we obtained 86.4 % accuracy. We worked on the comment titles whereas in [20]
whole comments were analyzed. Nevertheless, both LSTM and BLSTM resolved
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Table 3. Results obtained on the Farm Ads dataset.

Dictionary size 54856

Number of outputs 2 (spam, ham)

Dimension, hidden layer 80

Accuracy, LSTM 94.497 %

Accuracy bidirectional LSTM 96.017%

Accuracy GRU 87.521 %

Table 4. Results obtained on the Amazon book reviews dataset.

Dictionary size 16201

Number of outputs 3 (good, neutral, bad)

Dimension, hidden layer 140

Accuracy, LSTM 84.415 %

Accuracy bidirectional LSTM 86.4%

Accuracy GRU 75.821 %

Table 5. Results of classification accuracy comparison of various algorithms on two
datasets.

Metod SPAM Collection Farm Ads

LSTM 99.798 % 94.497 %

Bidirectional LSTM 99.834 % 96.017 %

GRU 99.945 % 87.521 %

FNN [19] 98.58 % 94.34 %

AdaBoosting [19] 98.98 % 84.03 %

the problem more accurately. However, LSTM training consumes more compu-
tational resources and requires more time than the bag-of-words algorithm.

5 Conclusion

Proper understanding of written texts by the reader is sometimes difficult if the
author does not express them clearly. Computer text undestanding is even more
challenging. Attempts that use e.g. the bag-of-word algorithm are not yet fully
satisfatory. The paper shows that much better solutions are recursive neural
networks, especially in both LSTM and BLSTM form. In some cases it is also
possible to use GRU. Classical FNNs generally give slightly worse results and
only in the case of the Farm Ads dataset they are very close to LSTM.

In the Amazon book reviews dataset there are texts that are classified as
negative as well as positive. In this case, the full comment description is neces-
sary, limiting to the review titles only does not give perfect results and achieving
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100 % correct classification is not possible. It also important to take into account
that RNN networks do not handle well very long phrases. Some problems appear
already during the learning process, i.e. large memory requirements and a large
value of error after more network calls. Moreover, in a long sentence, its first
part can represent one class and the second part another one.

LSTM, BLSTM and GRU seems to be very similar constructions but as it
has been shown in the experiments that GRU is well suited in simple cases where
we want to obtain fast results. Advantages of GRU are faster training as they
require less number of epochs to obtain the final result. Results achived by LSTM
and BLSTM networks are more precise, but it is necessary to spend more time
for the training process. GRU does not work with very short phrases such as in
the case of third dataset. Each of the presented configurations has advantages
and disadvantages and the type of dataset should be taken into account when
the decision on the choice of the RNN network model is made.
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Abstract. The aim of this study was to propose a classification method
for documents that include simultaneously text parts in various lan-
guages. For this purpose, we constructed a three-leveled classification
system. On its first level, a data processing module prepares a suitable
vector space model. Next, in the middle tier, a set of monolingual or
multilingual classifiers assigns the probabilities of belonging each doc-
ument or its parts to all possible categories. The models are trained
by using Multinomial Näıve Bayes and Long Short-Term Memory algo-
rithms. Finally, in the last component, a multilingual decision module
assigns a target class to each document. The module is built on a logistic
regression classifier, which as the inputs receives probabilities produced
by the classifiers. The system has been verified experimentally. Accord-
ing to the reported results, it can be assumed that the proposed system
can deal with textual documents which content is composed of many
languages at the same time. Therefore, the system can be useful in the
automatic organizing of multilingual publications or other documents.

Keywords: Multilingual text classification · Compound classification
system · Multinomial Näıve Bayes · Long Short-Term Memory

1 Introduction

Nowadays, we are deluged by data coming from various sources that are spread
electronically by new media, especially the Internet. Since people cannot cope
manually with such variety and quantity of data, it is advisable to apply machine
learning methods in modern information systems to provide them appropriately
selected information. More specifically, the challenge is to organize and ensure
quick access to scientific publications, which may be written in many languages.
We want to classify a publication document into the multi-class topics such
as Applied Sciences, Arts & Humanities, Economic & Social Sciences, General,
Health Sciences, Natural Sciences.

There are many approaches to text classification. When input documents
are in the same language, there is a monolingual problem. On the other hand,
when entire documents are written in various languages, there is a multilingual
c© Springer International Publishing AG 2017
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classification task, which further can be divided into poly-lingual and cross-
lingual issues (for more, see Sect. 2). Nonetheless, we assume that documents
under examination may consist of text parts in many languages at the same time,
e.g., a publication may comprise a title and keywords concurrently in English,
Spanish and Polish, an abstract in English and Polish, and the rest only in
Polish. Such classification problem was not discussed in the literature yet.

Our hypothesis is that a compound system containing (i) a pre-processing
layer, (ii) monolingual or multilingual classifiers of whole documents or their
parts, (iii) and a multilingual decision module can classify before-mentioned
documents sufficiently, and in this way, may help to organize multilingual pub-
lications. We have designed and performed a series of experiments using the
proposed compound system and single classifiers as a baseline. The tests have
been carried out using our dataset of publications.

We have to mention that are some works exploring the concept of monolingual
classifiers used to the categorization of multilingual documents. However, rather
than introduce a decision module like in our approach, they use a language
selection procedure to choose a suitable monolingual model [6] or select the final
category as a (weighted) sum of outputs or output decisions [7]. We have to
admit that our study is inspired by the idea of a system integrating various
methods for better classification of multilingual resources [11].

This study is an extended version of our previous work [16]. It contains
additional experiments, which are important to discuss all advantages and dis-
advantages of proposed methods of multilingual classification. More precisely,
we compare (i) Multinomial Näıve Bayes (MNB) vs. Long Short-Term Memory
(LSTM), (ii) a separate multilingual model vs. a compound system, and (iii) a
decision module, which integrates multilingual models based on document parts
vs. monolingual models based on entire documents. The article brings significant
and additional findings in comparison to the previous work.

The paper is structured as follows: Sect. 2 covers the review of related works;
Sect. 3 discusses the proposed methods; Sect. 4 contains experiments and their
results; finally, conclusions and references are included.

2 Related Works

In this section, we briefly analyze works concerning the text classification issues
with the particular focus on multilingual approaches.

The text classification problem is widely recognizable in the literature.
According to a comprehensive literature review [10] including the period since
1997 to 2012, the most popular machine learning algorithms applied to this task
are as follows: Support Vector Machines (SVM), k-Nearest Neighbors (KNN),
Näıve Bayes (NB), Artificial Neural Networks (ANN), Rocchio, and Association
Rule Mining (ARM). Whereas, features in input data are the most often selected
or transformed by the following methods: Chi-squared test (CHI), Information
Gain (IG), Mutual Information (MI), Latent Semantic Indexing (LSI) or Singu-
lar Value Decomposition (SVD), Document Frequency (FD), and others. Almost
all works use Vector Space Model (VSM) to represent documents.
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We have to note that the above review concerned mainly monolingual prob-
lems, whereas multilingual classification tasks are becoming more common nowa-
days. There are three main approaches to this issue, namely (i) cross-lingual
translation, (ii) cross-lingual Esperanto, and (iii) poly-lingual [17].

The cross-lingual Esperanto approach is when all documents are translated
into a chosen language. On the other hand, the cross-lingual translation (mul-
tiview) approach is when a labeled set is available only in one language, and it
needs to be translated into other languages [8,17,20]. A monolingual classifier
is trained on original documents and their translated version [1], however, these
two steps may be merged to one by the use of the M1 statistical word align-
ment model [14]. Since machine translation is an error-prone process, there are
proposed various strategies. It is easy to notice that a document in the orig-
inal language and its translated version represent the same object. Thus, two
separated classifiers, each trained on the different language, should produce sim-
ilar results. Minimization by the gradient descent algorithm of train losses on
both datasets may improve the performance of a classifier trained on the trans-
lated documents [8]. An objective function to minimalize may take into account
misclassification of monolingual classifiers and disagreement of different views
(monolingual classifiers) on the same document [1]. Instead of the minimiza-
tion approach, a final decision in a multiview environment may be taken by a
majority voting procedure of outputs from the Gibbs classifier [3].

Additional views added by machine translation improve the quality of clas-
sification [3]. For instance, if a classifier was trained on translated dataset from
another manually labeled set, it is possible to improve its performance by using
the expectation–maximization procedure, i.e., unknown labels are guessed in an
expectation phase, whereas estimates of final classifier parameters are found in
a maximization stage [17]. Instead of multi-view approaches, multilingual clas-
sification may utilize ontologies, e.g., the concept of region ontology mapping
make use of semantic networks of ontologies, where an entire region is taken into
account rather than an individual concept [5].

The poly-lingual approach is when labeled training sets are available for
each considered language [2,19]. The main idea of multilingual classification is
to develop a universal algorithm (not a model) that can deal with documents in
various languages. The crucial issue is to use such representation of documents
that is language independent [19]. A self-organizing map may automatically
arrange multilingual documents into monolingual clusters producing a keyword
cluster map and a document cluster map as well as associations between nodes
and hierarchy [21]. Another scenario is when the same documents are available
concurrently in many languages, but some of them are labeled, whereas most of
them are not. In this case, for each language can be trained a monolingual model
and then disagreement of the models on the unlabelled set may be minimized [2].

3 Methods

In this section, we define the problem to solve and discuss the proposed
approaches to multilingual classification.
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3.1 The Problem to Solve

Let us consider documents (publications) comprising text parts concurrently in
various languages. A document d may be composed of several text parts f that
are substantially different from each other. These parts could be for instance a
title, an abstract or an introduction, a chapter, references, and so on. All parts
may appear many times in many languages in one document. For instance, an
introduction may be included twice, once in English and once in French, but all
chapters may be published only in Chinese, whereas a title could be presented
in English, French, German, and Chinese.

More precisely, let us define a set of publications D. Each publication is
considered as a separate document di, i = 1, 2, ..., I, where I is the number
of documents. We assume that each document di may contain several parts
f t,l

i , t = 1, 2, ..., T , where t is the type of a part, l is its language, and i is the
document index. Additionally, we should be aware that there is no guarantee
that each part type f t,l

i exists in each document. Our task is to assign the
documents di ∈ D into relevant to them classes (scientific domains) cj ∈ C,
where j = 1, 2, ...J is the class index, and J is the number of classes [16].

3.2 Training Algorithms

In our previous work [16], we found out that the Multinomial Näıve Bayes (MNB)
algorithm is suitable to train multilingual text classifiers. Thus, we decided to
use it in the new experiments. The MNB approach assumes that a word position
in an analyzed document does not affect classification results. Of course, this
assumption is untrue in real texts, where words in sentences are logically linked
(dependent). Although these classifiers work surprisingly well in practice, we
decided to check experimentally an algorithm that takes into account words
position in sentences. We have chosen the Long Short-Term Memory (LSTM)
algorithm [9], which was invented almost twenty years ago, but nowadays is
widely used in natural languages processing tasks due to its recurrent nature.

3.3 Modeling Procedures

We propose several approaches considering various representations of input doc-
uments, classifiers organization, and final prediction regarding a target class.

One Multilingual Model Without a Decision Module. It is a simple
modeling approach, which is a baseline to compare succeeding more advanced
systems. Only one model is trained on a whole data set without considering
languages included in input documents. The model assigns a class to a document
under examination without any additional decision module. The documents are
represented as a bag of words in two following ways:

A: An entire document di is transformed to one bag of words (Fig. 1A).
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Fig. 1. The modeling procedures of a multilingual model (A, B) or models (C).

B: A document di is split into its parts f t
i . Then, each part is transformed into

a bag of words. Next, a prefix corresponding to a particular part f t is added
to each word. In this way we distinguish words occurring in different parts of
the document. For example, if a word model appears in a title and keywords,
it is represented as t model and k model (Fig. 1B).

Then, the documents (their bags of words) are transformed into a Vector Space
Model, which can occur in two ways depending on a training algorithm: (i) TF-
IDF, when a model is based on MNB; (ii) Word2vec, when LSTM is used [12].

Several Multilingual Models and a Decision Module. It is possible that
each part of a document has the different impact on a target category of the doc-
ument. For instance, keywords provided by an author may be more significant
than an abstract. Based on this assumption, we propose a compound classifica-
tion system containing (i) a preprocessing layer, (ii) a set of multilingual models,
where each classifier corresponds to a particular part of a document, and (iii) a
decision module combining outputs of all models and producing the final cat-
egory of a processed document. The preprocessing layer splits documents into
their parts, generates a bag of words for each document part, and then repre-
sents them as Vector Space Models. In this way, we can train a separate model
for each document (paper) part (Fig. 1C). Since we use all data irrespective of
language, the models cover multilingual information. During the classification
procedure, the decision module integrates all outputs produced by multilingual
classifiers (for more details, see the last paragraph of this subsection).

Several Monolingual Models and a Decision Module. Instead of modeling
each document part separately, we can train monolingual classifiers on selected
monolingual documents. In this way, we achieve a set of monolingual classifiers.
More specifically, we propose the multilingual classification system, which is
composed of (i) the preprocessing, (ii) classification, and (iii) decision layers like
in the paragraph above. However, the classification layer contains monolingual
models.

A Decision Module. The most interesting part of the system is a multilingual
decision module, which works the same in both cases, i.e., multilingual models
representing multilingual document parts and monolingual models representing
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Fig. 2. The compound classification system.

whole monolingual documents (Fig. 2). The data preprocessing layer receives
documents di and transforms them to a VSM that is suitable to a chosen training
algorithm. These vectors are inputs of the classifiers m = 1, ..., M . Each classifier
m produces the probabilities pi

j,m of belonging of a document di or its part f t
i

is to each possible category cj . The multilingual decision module is an ensemble
of one vs. others logistic regression classifiers that integrates these probabilities.
It finally chooses the target category according to the following criterion:

di ∈ cj if h(ϕi) > hth

di /∈ cj if h(ϕi) ≤ hth
, (1)

where hth is the decision threshold and h(ϕi) is the logistic regression function

h(ϕi) =
1

1 + e−ϕi
. (2)

and ϕi is the weighted sum of probabilities that are generated by the classifiers

ϕi =
M∑

m=1

(
wj,m · pi

j,m

)
, (3)

and wj,m are weights of the regression model calculated in a supervised way [16].

4 Experiments

In this section, we present the experiments and their results to verify the
approaches to multilingual classification discussed in the previous section.

4.1 Setup

The experiments are performed on our dataset of publications, which is the
part of a recommender system of reviewers and experts [15]. There are almost
five million publications, where all of them contain a title, and almost all them
contain a source, two-thirds of them contain a Polish or English abstract, and
they are also described by keywords. The dataset has been labeled automatically
[16] by using the Ontology of Scientific Journals (OSJ) [18] giving 2,733,991
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publications in English and 119,312 publications in Polish, where some of them
are multilingual.

For the purpose of the experiments, we selected monolingual and multilingual
documents from this dataset randomly. They are multilingual in this way that
they include sentences concurrently in two languages, i.e., Polish and English.
The resulting dataset has been divided into equal subsets, where each of them
contains a different distribution of languages as presented in Table 1. We have
to note that the distributions were calculated as the ratio of a words number in
a particular language to the total number of words in each document excluding
stopwords. Since it is impossible to find documents containing strict language
proportions, the numbers 25, 50, and 75 in Table 1 should be understood as the
centers of a certain range, whereas proportion 0% to 100% indicates monolingual
documents.

Table 1. The percentage distribution of texts in Polish (PL) and English (EN) in the
equal subsets of the dataset.

Subset no. 1 2 3 4 5

PL % 0 25 50 75 100

EN % 100 75 50 25 0

Our goal is to assign each document di to one of six top-level domains cj=1,..,6

of OSJ, namely Applied Sciences, Arts & Humanities, Economic & Social Sci-
ences, General, Health Sciences, Natural Sciences. The computations are carried
out with the use of the scikit-learn library [13] implementing the MNB algorithm
and the Keras software [4] implementing the LSTM algorithm. The quality of
each experiment is measured by F-score, precision, recall, and accuracy, which
are calculated on the 10-fold cross-validation multilingual sets.

4.2 Experiments Description

We prepared four experiments regarding the various combinations of modelling
approaches described in Sect. 3. More specifically, they are as follows:

Experiment 1. Only one multilingual model is trained on the entire documents
(transformed to the bags of words) by using two different algorithms, i.e., (i)
the MNB with the TF-IDF data representation and (ii) the LSTM with the
word2vec data model.

Experiment 2. Only one multilingual model is trained on the document parts
(transformed to the bags of words) by using the MNB algorithm with the
TF-IDF data representation.

Experiment 3. The multilingual modules, each representing the document
parts (titles, abstracts, keywords, authors) separately, are trained by using
the MNB algorithm with TF-IDF data representation. Then, the decision
module integrates classifiers outputs and chooses the target class.
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Experiment 4. The monolingual modules, each representing different language
(Polish, English) separately, are trained by using two different algorithms,
namely (i) MNB with the TF-IDF data representation and (ii) LSTM with
the word2vec data model. Then, the decision module integrates classifiers
outputs and chooses the target class.

In experiments 3 and 4, the decision threshold hth of the logistic regression
function h(ϕi) (1) is equal to 0.5.

4.3 Results and Discussion

Table 2 includes the results of all experiments achieved when only the MNB algo-
rithm was used. We deliberately excluded the results of the models trained by the
LSTM algorithm, because it helps us to compare different modeling approaches.
It is clearly depicted that the compound system, which contains the set of mono-
lingual or multilingual classifiers and the decision module (experiments 3 and 4),
categorizes publications better than both single classifiers (experiments 1 and
2). Moreover, it is advisable to split a document (publication) into its parts and
train a multilingual model for each part (experiment 3) rather than prepare a
separate monolingual model for each language (experiment 4). If we compare
the results produced by single classifiers (experiment 1 vs. experiment 2), we
also observe the slight advantage of the decomposition approach (documents vs.
their parts).

Table 2. The results of experiments 1–4 produced by the models trained only by the
MNB algorithm.

Experiment no. 1 2 3 4

Precision 0.85 0.85 0.92 0.87

Recall 0.80 0.82 0.92 0.87

F-score 0.82 0.83 0.92 0.87

Accuracy 0.80 0.82 0.92 0.87

The detailed results of experiment 3 (Table 3) confirm our intuition that each
part of a document (publication) has a different influence on its category. Unsur-
prisingly, the keywords provided by authors describe best the whole document.
In this experiment, only the MNB algorithm was used for clarity of presentation.

It is remarkable that the decision module distinctly improves the classifica-
tion quality by integrating outputs of all multilingual classifiers that separately
perform worse than the whole system (Table 3). However, we do not observe
such phenomenon in the case of the system with monolingual classifiers and the
decision module (experiment 4). The Polish and English classifiers trained by
the MNB are better than the whole system. On the contrary, we observe the
opposite results, when the models are trained by the LSTM (Table 4). Thus,
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Table 3. The detailed results of experiment 3, where the models were trained by
the MNB algorithm. The columns T (titles), Ab (abstracts), K (keywords), and Auth
(authors) show the outputs of multilingual classifiers; the column Total includes outputs
of the decision module.

Classifer T Ab K Auth Total

Precision 0.75 0.70 0.81 0.72 0.92

Recall 0.69 0.65 0.77 0.60 0.92

F-score 0.70 0.64 0.78 0.65 0.92

Accuracy 0.69 0.65 0.77 0.60 0.92

Table 4. The detailed results of experiment 4 with the use of MNB and LSTM algo-
rithms. The columns PL (Polish) and EN (English) show the outputs of monolingual
classifiers; the column Total includes outputs of the decision module.

Classifer PL EN Total

Algorithm MNB LSTM MNB LSTM MNB LSTM

Precision 0.92 0.86 0.85 0.82 0.87 0.88

Recall 0.90 0.86 0.81 0.82 0.87 0.88

F-score 0.90 0.86 0.82 0.82 0.87 0.88

Accuracy 0.90 0.86 0.81 0.82 0.87 0.88

Table 5. The comparison of the MNB and LSTM algorithms.

Experiment no. 1 4

Algorithm MNB LSTM MNB LSTM

Precision 0.85 0.87 0.87 0.88

Recall 0.80 0.87 0.87 0.88

F-score 0.82 0.87 0.87 0.88

Accuracy 0.80 0.87 0.87 0.88

we can conclude that the system with monolingual classifiers is dependent on a
dataset and training algorithms.

Experiments 1 and 4 compare the MNB and LSTM algorithms (Table 5).
Although the single multilingual model trained by the LSTM algorithm is better
than that based on the MNB algorithm (experiment 1), the multilingual classi-
fication system (experiment 4) works almost the same in the case of using both
algorithms. Since the LSTM networks require pretty much more computational
power than the MNB algorithm, we suggest that it is better to use the simple
MNB with only slight expense on the classification quality. We have to note that
the units number of the LSTM network has been selected experimentally. It was
equal to 256 units (Table 6).
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Table 6. The selection of the units number of the LSTM network.

Units number 256 512 128

Precision 0.87 0.87 0.86

Recall 0.87 0.87 0.86

F-score 0.87 0.87 0.86

Accuracy 0.87 0.87 0.86

5 Conclusions

The objective of this work was to propose a classification system that can cat-
egorize multilingual documents (publications). We have to underline that these
documents are multilingual in this sense that they can contain text parts simul-
taneously in different languages.

We proposed the various combinations of the compound classification system
composed of three layers as follows: (i) a preprocessing layer generating a VSM
model, (ii) monolingual classifiers representing diferent languages or multilingual
classifiers corresponding to different text parts, and (iii) a decision layer inte-
grating the outputs of all classifiers and producing the final prediction regarding
a target class. A baseline was a single multilingual model.

The system has been verified experimentally. According to the reported
results, we found out that is advisable to decompose documents to its parts
and then create a multilingual model representing each text part. What is inter-
esting, the decision module integrates classifiers outputs in this way that the
whole system is recognizable better in the categorization of documents than
its each classifier working independently. We also observed that the Multinomial
Naive Bayes algorithm describes documents sufficiently well and there is no need
to introduce more computationally demanding algorithms like Long Short-Term
Memory, which became quite popular nowadays.

Based on above findings, we believe that the proposed system can classify
multilingual documents containing the text parts in various languages at the
same time. The further works would consider a dataset of multilingual documents
containing concurrently many languages in one document in order to conduct
experiments and better evaluate the proposed approach. The dataset should be
available publicly.
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A., Ga�l ↪eżewska, M.: A recommender system of reviewers and experts in reviewing
problems. Knowl.-Based Syst. 206, 164–178 (2016)

16. Protasiewicz, J., Stanislawek, T., Dadas, S.: Multilingual and hierarchical clas-
sification of large datasets of scientific publications. In 2015 IEEE International
Conference on Systems, Man, and Cybernetics, pp. 1670–1675. IEEE (2015)

17. Rigutini, L., Maggini, M., Liu, B.: An EM based training algorithm for cross-
language text categorization. In: The 2005 IEEE/WIC/ACM International Con-
ference on Web Intelligence (WI 2005), pp. 529–535 (2005)

18. Science-Metrix. Ontology of scientific journals (v1.03), September 2011
19. Suzuki, M., Yamagishi, N., Tsai, Y.-C., Hirasawa, S.: Multilingual text categoriza-

tion using Character N-gram. In: IEEE Conference on Soft Computing in Industrial
Applications, SMCia 2008, pp. 49–54 (2008)

20. Xiao, M., Guo, Y.: Semi-supervised representation learning for cross-lingual text
classification. In: EMNLP, pp. 1465–1475. Citeseer (2013)

21. Yang, H.-C., Hsiao, H.-W., Lee, C.-H.: Multilingual document mining and naviga-
tion using self-organizing maps. Inf. Process. Manage. 47(5), 647–666 (2011)

https://github.com/fchollet/keras
http://dx.doi.org/10.1007/978-3-540-71496-5_49
http://arxiv.org/abs/1301.3781


Cognitive Content Recommendation
in Digital Knowledge Repositories –

A Survey of Recent Trends

Andrzej M.J. Skulimowski1,2(&)

1 Chair of Automatic Control and Biomedical Engineering,
Decision Science Laboratory, AGH University of Science

and Technology, 30-050 Kraków, Poland
ams@agh.edu.pl

2 International Centre for Decision Sciences and Forecasting,
Progress & Business Foundation, 30-048 Kraków, Poland

Abstract. This paper presents an overview of the cognitive aspects of content
recommendation process in large heterogeneous knowledge repositories and
their applications to design algorithms of incremental learning of users’ pref-
erences, emotions, and satisfaction. This allows the recommendation procedures
to align to the present and expected cognitive states of a user, increasing the
combined recommendation and repository use efficiency. The learning algo-
rithm takes into account the results of the cognitive and neural modelling of
users’ decision behaviour. Inspirations from nature used in recommendation
systems differ from the usual mimicking the biological neural processes.
Specifically, a cognitive knowledge recommender may follow a strategy to
discover emotional patterns in user behaviour and then adjust the recommen-
dation procedure accordingly. The knowledge of cognitive decision mechanisms
helps to optimize recommendation goals. Other cognitive recommendation
procedures assist users in creating consistent learning or research groups. The
primary application field of the above algorithms is a large knowledge reposi-
tory coupled with an innovative training platform developed within an ongoing
Horizon 2020 research project.

Keywords: Research recommenders � Scientific big data � Personal learning
environments � Preference modelling � Mobile and ubiquitous learning

1 Introduction

Cognitive and biological inspirations are increasingly common in the design of
advanced software systems. This is due to the fact that basic biological observations
and the knowledge of cognitive mechanisms intervene in the background of virtually
all creative processes. These include the design and implementation of web applica-
tions, where interaction with users plays a primary role.

This paper presents research on eliciting optimal functional architectures of rec-
ommendation systems supporting users of scientific and learning repositories. Such
systems are expected to facilitate the use of large scientific knowledge bases and their

© Springer International Publishing AG 2017
L. Rutkowski et al. (Eds.): ICAISC 2017, Part II, LNAI 10246, pp. 574–588, 2017.
DOI: 10.1007/978-3-319-59060-8_52



future successors - global expert systems (GESs, cf. [37, 39]). The latter will ensure
access to all web-based knowledge sources, including data and multimedia repositories
as well as the Internet of Things (IoT)-based real-time data streams from sensors and
actuators. GESs will also encompass real-time and archive information concerning
human and artificial users of mutually connected social networks. The emergence of
GESs and their impact on the future of scientific research has been studied recently in
[37, 39, 40]. The above-cited research reveals a growing need to support the users of
heterogeneous large-scale repositories while searching, classifying, analysing,
managing, and further use of the retrieved content. Appropriate software agents
endowed with the usual expert system functionalities to support users of large-scale
scientific repositories can greatly increase the efficiency of users’ interaction with such
systems, cf. e.g. [17, 21, 25, 26, 49]. We will argue that the ability of such agents to
align with the individual cognitive phenomena of the users determines a most
promising development trend of such applications [14].

The agents will address the issues related to the following general development
trends of scientific repositories that have been identified and studied in [40, Chap. 5 and
8], and investigated further in [39] and in H2020 project MOVING [19]:

• a growing number of users with an increasing diversification of individual prefer-
ences and learning goals,

• a growing number of interconnected knowledge units,
• a growing diversity of content stored in knowledge repositories,
• a growing level of integration of heterogeneous information sources,
• an increase in the amount of information and sophistication of information pro-

cessing within individual units,
• a growing mean intensity of information exchange (in bauds) and the total amount

of information exchanged within an individual session (in bits).
• a rapidly growing need to assist the users by informed recommendation of content

and services of knowledge repositories.

The above trends are the main reason of the growing complexity of research and
learning supporting applications, including recommenders. A need to acquire knowl-
edge on the new functionalities and the corresponding users’ skills is at the same time
an important source of difficulty when these systems are used by the learners. This is
why identifying the learner’s momentary emotional state by the learning application
[31, 32] can be as relevant as the elicitation of users’ preferences to be used by learning
and research recommender systems. This paper studies the related issues in the context
of selecting the best recommendation methods.

Due to a close relationship between the decision support (DSS) and recommen-
dation systems, cognitive research and/or learning recommenders can benefit from the
existing contributions of the cognitive DSS theory and implementation experience. It
turns out that the cognitive science inspirations [28, 48] are becoming common in open
and distance learning environments. They often occur in the design of various
advanced learning software systems. This is due to the fact that the basic biological
observations and the knowledge of cognitive mechanisms intervenes in the background
of virtually all creative processes, including the design and implementation of web
applications, where the interaction with users plays a primary role.
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The results here presented should contribute towards designing automatic decision
pilots, a subclass of cognitive recommenders, providing rankings and implementing
constraints, but not the final choice. They have been studied with the aim to facilitate the
use of a large innovative knowledge repository storing mostly scientific papers, massive
open online courses (MOOCs), and economic information (cf. [24]). Content-based
recommendation for this repository, including the performance measurements and a
comparison of 12 approaches focused on methods of scientific papers recommending in
the area of the economy has been recently presented in the above cited paper [24]. Other
methods of recommending learning- and research-related content are also discussed in
[2, 8, 25, 26]. Issues related to distance learning are studied in [28, 48].

2 Cognitive Inspirations of Recommender Systems

We will start this section by presenting a formal background of recommendation
systems that will be useful to defining a family of recommenders fitting best the needs
of knowledge repositories.

2.1 A Formal Background of Recommendation Systems

A general single set recommendation problem can be formulated in the following way:

F : U � U0 ! Rnð Þ ! min Pð Þ ð1Þ

G : 2V �P ! Rm
� � ! min Qð Þ;V :¼ u; f uð Þð Þ : u 2 U; f uð Þ 2 Rpf g ð2Þ

C � argmin F� uð Þ : u 2 U0 [ argmin G Vr; prð Þf gf g ð3Þ

where F = (F1,…,Fn) and G = (G1,…,Gm) are vector performance criteria, the first one
of the decision maker D who selects items from a certain subset U0 of the set of all
admissible or available items U, the second of the recommendation system owner S(X).
Equation (1) describes the item selection problem without recommendation, where the
set U0 contains admissible items D is initially aware of or with features known to D. We
assume that the function F may be represented as a composition of a selection function
F* defined on a set of characteristics of items from U0 expressed by certain features, and
a function f associating features to items, i.e. F = F*

°f. The recommender X is an
artificial agent that recommends a subset of admissible items to the decision maker
D together with an information about their p features represented numerically for data
processing. It is assumed that D takes into account the same features of items from the
subset U0 known to D prior to the recommendation. It can be an essential subset of U.

When recommending admissible items to D, X takes in to account an estimation pr
of D’s preference structure P from the set of all feasible preference structures P. By
definition, a preference structure is a partial ordering of F(U0) conforming to the natural
componentwise order in Rn. In this paper we will not study in detail the course of the
estimation process and the properties of P, focussing on cognitive aspects of recom-
mendation and on digital repository applications. The final choice C of the decision
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maker D depends on D’s preference structure P and on the recommendation that is
modelled by Eq. (3).

In the most common case, where a recommender presents an ordered sequence of
items to a potential customer, the set of all k-permutations of U, for k = 1, 2, … K,
� #U is used instead of 2U, i.e. the second equation of the recommendation problem
(1–3) is replaced by

ðG : [ K
i¼1U

i �P ! RmÞ ! minðQÞ ð4Þ

yielding the ranking-based recommendation problem (1, 4, 3) with similar solution
principles as in the problem (1–3).

Both recommendation processes exemplify multicriteria recommenders that have
been studied e.g. in [1, 22]. While D makes decisions usually taking into account n > 1
criteria, the goal of a recommendation system is most often to maximize its owner’s
profit so that frequently p = 1 [7]. When recommending items from a not-for-profit or
institutional subscription-based knowledge repository, it is likely that the sets of criteria
{G1,…,Gn} and {F1,…,Fn} coincide or overlap considerably. This is the case when
G includes indices describing the efficiency of the learning or research process that are
also followed by the users. For example, the repository content recommender may be
designed to optimize the recommendation criteria such as:

• the degree of representativeness of a scholarly literature necessary to complete a
specific research or learning task.

• the precision of the recommended literature set (with respect to the user’s learning
goal).

• the goodness of fit of recommended courses to the individual learning preferences.
• increasing the creativity of learners beyond the momentary learning goal [34].

To create a common base to classifying intelligent agents, including cognitive
recommenders and autonomous decision-making systems, in [36] we defined the three
levels of freewill. Freedom of choice of the 1st order is the ability to choose when a set
of choice criteria for a given set of admissible alternatives is specified, freedom of
choice of the 2nd order allows the decision-maker to relax the constraints, finally,
freedom of choice of the 3rd order is the power to select one’s criteria of choice in the
feature space of real-life objects selected by an intelligent artificial agent.

According to the above taxonomy, recommenders are autonomous systems of the
1st or 2nd order, depending on the fact whether implementation allows the agent to seek
for information in the open web [12]. This is not allowed for the here presented
knowledge repository, however. In addition, recommenders are given the capacity to
learn from their past decision and efficiency experience.

2.2 Research Issues in Cognitive Recommendation and Decision Support

The predominant mechanism of cognitive inspirations in recommendation systems is
somehow different than the usual mimicking living systems. As it has been evidenced
by the results of a recent foresight project [40, Chap. 4], the overall development trend
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of recommender systems follows a strategy to discover the cognitive aspects of user
behavior and adjust the recommendation procedures correspondingly, so that the rec-
ommendation goals are optimized [3, 27].

During the last two decades the theory of recommenders has become an interdis-
ciplinary research field [4], [40, Chap. 5] situated partly within

• Decision science, specifically modelling real-life decision problems and processes,
• Computer science in terms of the implementations and computer architecture of

recommenders and decision support systems, both regarded as a subclass of intel-
ligent systems, and

• Cognitive science and mathematical psychology.

Although decision-processes related to applying recommendations involve
highest-level cognitive functions of the human mind, their appurtenance to the Cog-
nitive Science is sometimes neglected when designing recommender systems. The
reasons for that are threefold:

• A partitioned character of research on elicitation and modelling of human prefer-
ences, where the psychometric research does not meet the prevailing theoretical
studies on decision analysis, and the recommender systems are designed without
paying enough attention to the real-life human decision-making mechanisms.

• The tendency to restrict modelling human decisions to cases, where the
decision-maker(s) is either able to formulate criteria of choice or able to explicitly
define a set of admissible alternatives. What follows, is a mathematical program-
ming or a gaming problem, and the subsequent efforts are concentrated on solving
it, without taking care about cognitive phenomena, such as rapidly changing
preferences, an extension/contraction of the decision scope resulting from different
cognitive processes.
Finally,

• The lack of adequate decision models when the information underlying
decision-making has a multimedia form. In such situations autonomous learning
support systems need to elicit users’ preferences concerning the sequence and
relevance hierarchy of learning goals. These, in turn, can be used for further rec-
ommendations after being implemented in tailored recommender systems.

Further drawbacks concerning the current state of research on decision models
for recommendation systems originate from the relatively low linkage of
recommendation-suitable models to the theory of decision support systems (DSS). This
issue can be described as follows:

• A difficulty in applying decision-making procedures arises in situations where the
decision-maker’s preference structure is non-compatible with the data available or
must be gradually elicited. The awareness of the relevance of using cognitive
decision-making mechanisms to increase the efficiency and adequacy of recom-
mendation in the above mentioned situations is still insufficient.

• The application of a variety of so-called interactive decision-making algorithms that
are very popular in DSS can face different problems in recommenders [32] where
decisions are made quickly, leaving no space for a long dialogue as it is usual in
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interactive DSS. In addition, processing such a dialogue does not guarantee a final
success in form of a convergence to a satisfactory compromise learning plan. The
convergence conditions of interactive procedures may be non-compatible with the
process of cognitive decision-making, neglecting spontaneous discoveries of
potential solutions better than the next candidate for compromise solution generated
by the formal procedure. Even a simple ‘change of mind’ by the decision-maker
during the procedure can perturb the convergence.

• Unlike the human-expert advising that is capable of mitigating the results of
incorrect recommendations, the existing recommenders act according to the prin-
ciple that, once an item is selected, and this choice is registered, the role of the
expert system is finished. When external circumstances that influenced the choice
change, the decision-maker might wish further assistance to re-examine the choice,
and – sometimes - change the decision. This is not straightforward in recommender
systems, the decision maker must usually repeat the whole procedure.

• The crucial role of an ability to learn based on previous choices can be greatly
enhanced by estimating the emotions of decision makers, cf. [14, 31].

Having said the above, one should observe that the appearance of cognitive phe-
nomena has contributed recently to a remarkable change in the practice as well as in the
philosophy of designing recommendation systems [50].

3 Principles of Cognitive Content Recommenders

When selecting recommendation principles most suitable for a learning platform, we
will refer to the commonly approved taxonomy of recommendation methods, such as
the breakdown into collaborative filtering and content (or item)-based recommendation
[4, 5]. In addition, to respond to the needs of specialized recommenders designed for
content recommendation in knowledge repositories, learning platforms and learning
management systems (LMS), their functionalities should be split into content search-
ing, filtering and presenting to the users (knowledge extraction and processing), and in
recommending learning activities, following the phases of a holistic preference learning
process.

Learning recommendation algorithms may recommend items (research papers,
laboratories, courses, books, videos) as well as intangibles, actions to be taken, or other
users or user groups as research or learning partners, cf. e.g. [10, 15, 16, 23, 29, 42].
Here, items denote either:

• Digital documents, such as research papers or books.
• Online courses, including MOOC, or educational games.
• Quantitative or qualitative datasets.
• Videos and graphic digests.
• Laboratories.
• Research or learning-oriented software.

Content-based recommendation is a natural way of recommending these items, but
social and other recommendation modes can also be used. Collaborative filtering may
be misleading as the most used (or most cited) items do not necessarily have to satisfy
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the needs of a particular user [5]. Similarly, a big diversification of research and
learning goals makes it difficult to apply the similarity of users’ activities when using
knowledge repository items. Furthermore, the recommendations may be hybrid [8] or
complex, pointing out objects, actions, and/or persons at one time.

For a given collection of recommended items stored in a knowledge repository, we
will investigate the following content recommendation problems:

• Direct item or content based recommendation by providing a list of items (problem
(1–3), in some cases also (1, 4, 3)):

• Indirect content recommendation by providing a query extension to the user.

The latter problem can be converted to the first one by considering the anticipated
properties [38] of results of search with the recommended query. Based on the analysis
of current approaches to learning and research recommendation, we will specify
automatic decision pilots, a subclass of cognitive content-based recommenders.
Decision pilots provide sets or rankings of items and implement constraints, while the
final choice is performed by a user. Finally, we will propose a hybrid cognitive rec-
ommendation engine, endowed with supervised learning schemes that make it possible
to achieve a high level of user satisfaction with the recommended content. The satis-
faction measurements rely on the subjective user assessments [11] and on an automated
evaluation of learning resources [6]. They can be estimated as an aggregation of user’s
interest scores assigned to the recommended query responses or to the items recom-
mended directly. Query processing will apply knowledge fusion methods such as
combinations of recommendations, ex-post assessments of retrieved content and other
methods [35].

3.1 The Design of Cognitive Decision Pilots for Research Recommenders

The application of recommenders does not deny the traditional worth and the role
played by the intuition and experience of the decision-maker. They remain relevant, but
can be enhanced by a computational-system that ensures

• A systematic survey and automated evaluation [6] of learning and research
resources available on the knowledge platform,

• A personalized learning or research items acquisition and presentation (cf. [30, 46,
47]).

The decision pilot can be regarded as a content recommender engine responsible for
the automated assessment of items, formulating and solving problem (1–3) or (1, 4, 3)
and gathering and representing the knowledge about the decision makers’ preference
structures based on cognitive behavioural analysis [33]. The degree of satisfaction of
the decision-maker with the recommendations thus generated supplies the information
about the model quality and creates the basis for a supervised learning scheme.

The cognitive approach applied in decision pilots is based on the following key
principles:

• All information resources available are explored to a maximum extent possible,
observing user-defined temporal processing constraints.
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• Inconsistent or contradictory content in the repository (e.g. article duplicates with
mistakes in title or other metadata) can be disambiguated or judged on their use-
fulness before passing them to the recommended set.

• The recommendation can be performed incrementally in an open information space,
i.e. in the situation, when there is an inflow of items to the repository in real-time or
if real-time processing of visual or audio information is required.

• The elicitation of users’ preferences is performed in real-time as well.

Nervous, tired or irrational knowledge platform users may exhibit behaviour that
leads to a chaotic choice of decisions, such that the conditions for terminating the
decision-making process were never fulfilled. This may likely happen with some
learners prior to exams, seeking information in a hurry etc. This is why in some situ-
ations hurrying or tired decision-makers may especially need a quick and efficient
decision aid. The recommenders designed based on automatic decision pilot principles
will be able either to recommend deferring the learning strategy choice to a more
suitable moment or to generate a ‘cautious’ recommendation. By ‘cautious’we mean the
selection of an item or a set of items which conforms in a maximum way to the decisions
made previously by this system’s user based on an individual cognitive decision model.

Based on real-life experience with DSS we assume that mutually inconsistent or
contradictory information found in the repository or received from the decision-maker
can be treated as a result of different cognitive processes. An identification of such
processes makes possible a reconstruction, re-definition or averaging of faulty
resources, converting them to useful material. Thus the recommendation process avoids
becoming loopy or inconsistent and the finally generated output does not depend on the
subjective sequence in which the additional information was processed.

Moreover, this assumption emphasizes the need to understand human cognitive
processes that accompany decision-making. Incorrect or inconsistent statements are
often caused by the shortcomings of human perception of decision objects features.
A recommendation system based on an intelligent decision pilot is capable of tracing
the learning processes on the platform, find and indicate the possible source of
inconsistencies using a cognitive perception model.

Similarly as in case of using price comparison engines and recommenders to
support goods selection in e-commerce systems, the quick changes of research or
learning resources available in a digital repository affect the recommendation process.
In such situations optimal stopping rules should be applied. The expected rise of
information inflows from the web [39] to knowledge repositories will create further
needs for more adequate cognitive recommendation mechanisms.

As an example of a cognitive extension of a decision approach, the procedure
which measures the user’s reply time in defining aspiration levels for learning in the
well-known reference set method [36], then using the observation that for a certain
group of users, the faster the reply is generated, the higher the probability of getting a
correct reply. Another real-life cognitive observation that can be applied when
designing decision engines for recommenders is the bicriteria trade-off hypothesis. This
states that irrespective of the number of criteria used to make the choice, decision
makers intuitively try to group them into two aggregated criteria then solve the bi-
criteria problem thus formulated. This hypothesis should be a subject of further
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psychometric investigation to find factors that influence the sequence of aggregation,
relating them to the feature perception and selection during recommendation processes.

3.2 Implementing Cognitive Content Recommenders for a Learning
Platform

Successful implementation of cognitive recommenders in learning and research have
been reported e.g. in [25, 26, 43, 44]. Some of the solicited principles of recommen-
dation systems capable of facilitating the use of a learning platform [19] and making it
attractive for its users can be listed as follows:

• Irrespective of how advanced mathematical methods are used to process the
underlying information and to generate the recommendation, the sophisticated
procedures should not be directly visible to the users (maths ignorance assumption).

• The quality of automated recommendation should be enhanced by the collaborative
systematic verification of the platform content, by its administrators and involving
the users.

• A trust-credibility system should be designed and implemented: trust regarding the
users, credibility regarding the content items stored on the platform. Different trust
and credibility models can be taken into account (cf. [9, 13, 20, 45]) focussing on
those that allow for dynamic changes of trust and credibility measures in real-time.

• A user-friendly recommendation assessment coupled with supervisory learning
mechanisms should be built into the recommendation system. If necessary, the user
should be able to redefine the recommendation with a dedicated intelligent agent so
that the user’s preferences were satisfied to an optimal extent.

After a cold start and reaching a critical number of users, the recommendation
algorithms will be gradually improved as well as new cognitive decision making
procedures and preference elicitation methods will be added. The use of additional
preference information in form of reference sets [36] and bicriteria trade-offs seems
especially well suited to generating compromise recommendations and choose satis-
factory items. The recommendation will be supplemented by extensive visualization
and guideline procedures, providing the graphical and video object recommendations
in an annotated form. Conversely, the feature space methods that originate from image
processing may be adapted for use with text and multimedia files [18]. In the mid-term
future, human experts will only play the role of platform supervisors taking care about
management issues and ordering missing items and data.

3.3 Search Strategy Recommendation as a Cognitive Process

A relevant issue that needs to be considered when designing a content recommendation
system for a digital repository is the choice of a search-and-survey strategy to process
queries capable of reviewing a very large number of feasible information sources. The
survey planning approach, presented e.g. in [30], cannot be used in a dynamically
changing environment with a very large number of potential knowledge sources, out of
which only a quotient is explicitly known ex-ante. Also, classical precision-and-recall
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assessment of responses to the query will fail for a number of reasons. In particular, the
user will not be able to assess the results on his/her own and will be forced to delegate the
judgment regarding the quality of the reply and corresponding decisions to autonomous
agents. A heuristic search-and-survey procedure can be designed making use of the
creative decision process notion [36], where the user defines an initial subset of infor-
mation sources according to some criteria, assigns them trust coefficients and activates
the procedure that runs recursively at each information source, transforming them to
autonomous agents with similar capabilities as the user. The design of such a procedure
can be accomplished based on the creative decision process definition provided in [36].

Further development of cognitive features of the learning platform may involve using
specialized brain computer interfaces (BCI, [41]) to elicit users’ preferences and identify
emotions in an efficient direct way. BCI can also be helpful in adding the above men-
tioned creativity-support-system functionalities to the knowledge repository [34]. Ulti-
mately, sophisticated query design, extension, and recommendation procedures will
allow the innovative learning platform [19] to develop towards a genuine GES [37].

4 Discussion and Conclusions

Intelligent cognitive recommender systems constitute a new market and a social
challenge. Their implementation horizon, from the current stage of development – the
item search and price comparison machines, seems more or less equivalent to the
expected start of implementing a new class of innovative learning platforms exem-
plified by [19]. Cognitive recommendation software can create a new market trend,
following the research trend evidenced in [40] and shown in Fig. 1 below.

Fig. 1. Bibliometric trends based on Web of ScienceTM (WoS) data from the period of 1997–
2015 with ARIMA(2,1,0) forecasts until 2030. Left and right scales show the number of records
in WoS for the corresponding queries.
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The above trend, as well as the rise of multicriteria recommenders, will be
enhanced by a rapid development of natural-language-based and multimedia search
engines.

New decision-making concepts and methods make it possible to design intelligent
autonomous recommendation systems, able to make discoveries, anticipate the con-
sequences of the decision made (cf. [38]) and enhance the quality of interaction with
users. An anticipated application is an innovative knowledge repository coupled with a
training platform developed within the ongoing EU Horizon 2020 research project
MOVING [19]. Due to a growing importance of multimedia courses and other content,
it is indispensable to combine visual information processing with recommendation and
decision support algorithms, which is also a subject of the MOVING project.

The recommender design approach proposed in this paper extends the recom-
mendation process to the incremental learning of users’ preferences, emotions, and
satisfaction while using large heterogeneous knowledge repositories. Then the rec-
ommendation mechanisms are adjusted to align to the present and expected cognitive
state of a user. Thus the recommendation, user interaction with the repository and
recommendation algorithms updates are combined in one anytime procedure with
several levels of interaction. We claim that this principle will become the standard in
future recommendation and decision support systems, and its successful implementa-
tion will be a decisive factor for the dominance on the intelligent recommender market.

The recommendation systems here described are assumed to work without any
idealistic presumptions concerning the rational behaviour of users, and they are
endowed with the capacity to check the consistency of a user’s input and correct the
choice. Together with content understanding capabilities, they will be able to propose
optimal learning strategies based on multicriteria optimization algorithms when
embedded in both, mobile and stationary systems. One further potential application
involves providing support to group learning, where the members are matched by a
recommendation mechanisms taking into account the expected compliance of users
attitudes towards learning and their psychological profiles. Such systems will be able to
manage the credibility and trust in group learning [37]. User reputation management
mechanisms will be used to optimize the recommendations to the users to taking part in
common learning or research. The recommendation will be enhanced by the activity of
autonomous agents searching for statistical, patent, or bibliographic information. We
expect that future recommenders will be endowed with a growing number of cognitive
features and multicriteria decision algorithms. The latter will support increasingly
autonomous and complex interaction of such systems with knowledge repository users.
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Abstract. Business Process Model and Notation is a standard for
process modeling. However, such models do not specify the time issues
such as time of performing tasks or time of utilizing the resources. We
propose the complementary UML sequence model generated from the
BPMN model. Such a model can support time specification and provide
direct time visualization. It is also suitable for validation in terms of
time matters by domain experts as well as can be used to estimate and
test methods in the systems based on random examination of the critical
paths.

1 Introduction

Process models are commonly exploited for supporting communication between
business domain experts, software engineers as well as other people with technical
knowledge. However, crucial characteristics – i.e. time – might be represented
using pure BPMN in a very limited way. Thus, other notations or descriptions
must be provided for specification of such matters.

As BPMN (Business Process Model and Notation) [1] and UML (Unified
Modeling Language) [2] are standardized by the OMG (Object Management
Group) consortium, their integration and interoperability is not provided. The
aim of our research is to examine a possibility of combining these two widely used
standards: BPMN and UML. Especially, this paper is concerned with the trans-
lation from the BPMN representation to UML model, which can be interpreted
by business analysts or software engineers in terms of time issues for validating
the process.
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1.1 Paper Motivation

A possibility of time specification is usually very limited in BPMN-models. In
particular, they do not support any specification of such temporal issues as task
preforming or temporal aspects of utilizing the resources. Therefore, such matters
should be specified outside the original model. We also need some methods of
test pattern generations. Unfortunately, the method ATPG (Automatic Test
Pattern Generation) is not effective for testing object-oriented systems based on
UML or BPMN models. As a unique remedy for this difficulty, an interesting
alternative to the ATPG testing Object-Oriented Systems by Using a Random
Sequence Diagrams of UML in [3] was proposed.

Nevertheless, the main problem – the reliability of the testing and estimation
of a random sequence length (when testing the system with random sequences)
– still remains unsolvable. This problem requires to achieve a desired level of
quality tests.

These shortcomings form the main motivation factor – to propose a new
complementary UML sequence model generated from the BPMN model. Such a
UML model seems to be also suitable for validation of models in terms of time
matters by domain experts. In addition, some new test methods – as naturally
associated to these models – will be proposed. It seems that this method may
support the estimation problem of the random sequence length. This method
allows users to test the random system object using data from UML diagrams.
It seems that this method constitutes a promising tool for extracting additional
knowledge from UML-model based on the initial BPMN one.

The discussed method tests the system in the pseudorandom manner by
computing the probability (Pk) of the every tested object and by establishing the
length (L) of random path. However, the quality of the length of the test which
warrants the suitable fault coverage is essential. This method will be described
in detail later. We only underline that it is designed to estimate and to test
the undetectable error in the object system by using UML diagrams. This task
will be achieved by proving which of the tested paths give greater probability of
tested objects to be selected, and which of them give smaller one. Finally, these
tests will examine random critical paths.

The rest of the paper is organized as follows. In Sect. 2, the OMG standards–
exploited later in the paper analysis – are presented. In addition, a short overview
of the possibilities of representing time issues in these standards is also discussed.
Section 3 describes the random testing approach. In Sect. 4, we provide our pro-
posal of the translation from BPMN to UML model and in Sect. 5 the illustra-
tive case study example for this approach is presented. Section 6 summarizes the
paper results.

2 Standards for Modeling Systems

2.1 Business Process Model and Notation

BPMN [1,4] provides a metamodel for a representing business processes. These
processes may be defined as collections of related tasks for providing certain
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services or producing specific products for customers [5]. Although BPMN pro-
vides several diagrams, mainly process diagrams are used, as the modeling
process can be supported with workflow tools and such models can be directly
executed in process engines [6].

2.2 Time Representation in BPMN Process Models

If it comes to the time-related issues in BPMN, some of them can be represented
directly in the model (see Fig. 1). Timers are supported as Timer start and Timer
intermediate events (Fig. 1(a)), specified with one of the following properties:

– time date – it specifies a fixed date when trigger will be fired,
– time duration – it specifies how long the timer should run before it is fired,
– time cycle – it specifies repeating interval, which can be useful for starting

process periodically or for sending multiple reminders for overdue user task.

Such timers are often used with the BPMN event-based gateways. Event-based
gateways with timers (Fig. 1(b)) work like exclusive gateways. However, there
is no condition that must be satisfied but some events which must occur are
specified in this case. Timer boundary events support following additional or
alternative control flow when the timer is fired (Fig. 1(c)). They can (but do
not necessary have to) interrupt the task or subprocess associated to them.
Finally, event-based subprocesses are simply such subprocesses which are started
by a timer event (Fig. 1(d)).

Apart from the time issues which are basically supported by the existing
BPMN elements, some issues can be modeled indirectly or time related issues
can be enforced in the model using very complex combination of elements [7].
As there are many equivalences in BPMN [8], some time patterns are not the
only one that are possible. One can also notice that the model is quite complex
and requires additional BPMN elements in some cases.

Simpler models for these relations might be found in [9,10]. However, they
require additional non-standardized elements. Thus, they extend the BPMN
notation. Furthermore, time-related aspects of process models were surveyed by
Cheikhrouhou et al. in [11,12]. Their survey focused on the existing approaches to
specifying and verifying temporal aspects of processes, not focusing on processes
represented using the BPMN notation, but rather temporal constraints specifi-
cation methods.

The detailed description how the existing time patterns from the literature
can be used in BPMN as well as how they can be supported with temporal log-
ics can be find in our previous work [7]. The objective of time patterns [9,13]
is to facilitate the analysis and comparison of PAIS (Process-Aware Informa-
tion Systems) Time constraints for specific patterns may be used for generating
optimized plans for processes modeled in a declarative way [14]. Temporal infor-
mation along with resources can also be modeled using a modified Petri Net [15].
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Fig. 1. Time Representation in BPMN process models

2.3 Unified Modeling Notation

In practical software design, UML is the standard for modeling software appli-
cations [16]. This graphical modeling language, which has become the dominant
notation among software engineers, provides diagrams to capture many views like
user requirements (use case diagrams), collaboration between parts of software
(collaboration diagrams), implementation details (class, sequence or statechart
diagrams) as well as software integration (component and deployment diagrams).

2.4 Time Representation in UML Sequence Diagrams

UML Sequence diagrams support time issue specification [2], such as: duration
constraints and observations or time constraints and observations (see Fig. 2).

3 Random Testing

Quality tests (QT ) determine the quality of the tests that are recorded during an
application testing. Qualitative research can be determined by two parameters:
a code coverage and a case coverage [3]. In [17] test quality (quality of testing) was
used for random testing methods. This method includes a set of test scenarios S
which can occur, and the errors E = {e1, e2, ..., el}. Assume that a probability
space Ω =

(
S,F , pi

)
is given, where |S| = n for a fixed n, F ⊆ |n||k| and

pi : F → [0, 1] is a usual probability (measure) and i ∈ A – a set of agents.
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Fig. 2. A UML sequence diagram presenting ways of time specification [2]

Denote also by Sk a set of k-element sequences {sj
k} of elements from S which

detects an error ej , where 1 ≤ j ≤ l.
This allows to observe – due to [17] – that:

– The probability pi({sj
k}) (i ∈ A) of the fact (that) the random sequence does

not test the error ej is equal:

pi({sj
k}) = 1 − |Sk|

|S| (1)

– The probability p of the fact that the random sequence does not test all errors
from E satisfies the inequality:

maxipi({sj
k}) ≤ p ≤ Σipi({sj

k}) (2)

These ‘local’ and ‘global’ computations may constitute – depending on the
results to be obtained – a promising measure of a system confirmation or fal-
sification. It corresponds to the concept of measuring the quality test (testing
quality of QT ) – introduced in [17]. Since – as stated above – 1 − QT = 1 − p,
the value QT essentially depends on the ‘global’ probability p and the ‘local’
probability pi for each sequence {sj

k} ∈ Sk detecting errors ej ∈ E and for an
agent i ∈ A and 1 ≤ j ≤ l.

It is easy to observe that each such local and global probability encodes some
piece of information about the lenght of the random sequence – as observed in
[17]. In order to compute the required length of the random sequence one can use
the following reasoning. Taking into account the Eq. (1) for pi and the inequalities
(2), we can put:

QD =| 1 − maxpk | . (3)

Since (from Eq. (2)):
maxi{pi} ≤ Σipi, (4)
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thus we also obtain:

1 − maxi{pi} ≤ 1 − Σipi = 1 − Σi(1 − |Sk|
|S| ) ≤ 1 − p. (5)

If we establish now p to achieve:

QD = 1 − p (6)

and write QL
D = (1 − p)L, where 1 ≤ L ≤ k, then the length of the required

random sequence:

L =
logQL

D

log(1 − p)
. (7)

To summarize this reasoning – this method tests the system in the pseudo-
random manner by computing the probabilities of every tested objects to make
them us to establish the required length (L) of the test random sequence.

4 Translation Algorithm

In this section, a translation algorithm – describing how to transform a BPMN
model into a UML model – is proposed. This algorithm may be depicted as
follows:

1. Create a UML sequence diagram.
2. For each lane create a lifeline representing an individual participant in the

interaction. If there are no tasks in the pool (collaborative public process
model), create an actor representing such an empty pool.

3. According to BFS (breadth-first search) algorithm, traverse the process model
(graph) performing the following actions for every visited element or flow:
(a) for a message flow incoming from the empty pool, add a call message

corresponding to the flow (a call message from the actor to the lifeline
of another participant),

(b) for a message flow outgoing to the empty pool, add a return message with
the object associated with this message flow (a return message from the
participant to the actor),

(c) for a sequence flow with associated data object, add a return message
passing the information (from data object) back,

(d) for a task or subprocess:
i. if there is no incoming message flow as well as no incoming sequence

flow with associated data object, add a sequence message defining
a communication between participants (previous and current partic-
ipant) or a self message if the current participant is the same as the
previous one.

ii. if there is an incoming message flow or sequence flow with associated
data object, add a self message in the corresponding participant.

iii. if there is a loop marker in the task or subprocess, add a loop inter-
action fragment over the corresponding flows.
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Table 1. Mapping of elements from BPMN to UML

BPMN process model UML sequence diagram

Message flow Call, self or return message

Sequence flow with data object Return message

Task or subprocess Sequence message or self message

Loop marker Loop interaction fragment

Exclusive gateway Alternative combined fragment

Parallel gateway Parallel interaction fragment
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Fig. 3. A BPMN model specifying the ATM case example

To sum up, the mapping presented in Table 1 was specified.
In the following section, the case study presenting our solution using the

ATM benchmark example (see Fig. 3) is described.

5 Case Study Example

Our solution will be presented using an excerpt from the ATM case study exam-
ple presented in Fig. 3. ATM can handle one person at a time. Support comes
down to insert the card into the reader and enter a PIN. These data will be han-
dled by the bank for verification. After PIN authorization, the user can make
multiple transactions during a single session. The card is returned only after the
last transaction. We manually transformed the BPMN model presented in Fig. 3
into the UML model. The result of the translation using the algorithm provided
in the previous section is presented in Fig. 4.
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Fig. 4. A UML model specifying the ATM case example

5.1 Testing Results

Let us assume that a 3-elemental set of objects (agents) is given:

A = {actor(A),usecase(U), scenario(S)}

Then, we randomly select and determine the probability for a given actor
(PA), the use case (PU ) and scenario (PS). In our example, we discuss the actor
for a use case Customer, Session Manager and its scenario. First step consists
in selecting a random actor Customer. Then the use case for the actor Session
Manager is selected. Next, the initial test cases can be identified in the design
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process. The next step is selection of the test scenario (Check PIN). The proba-
bility of drawing Customer is 0.33, the case of Session Manager is equal to 0.33,
and the scenario Card Reader 0.02. Then, select the next item. The algorithm
terminates when it reaches the final outcome. The results of probability and
length (Eq. 7) of the random sequence. Information concerning the probability
of drawing a path and the length of random sequences. Probability values of
detectable error detection hardest are PE = 0.16, random sequence of length
L = 37.88, while random sequence of length is L = 369.55 and it is the longest
path in the example.

6 Concluding Remarks

It seems that the paper objectives – to provide an interoperability solution for
transforming a BPMN process model into a UML sequence model – have already
been satisfied. Indeed, the algorithm which describes such translation was pre-
sented. The result of the algorithm is a UML sequence model consistent with
the source BPMN model. As the UML model natively supports modeling time
issues, our solution can be used for validating such issues by people aware of
these notations like business analysts, software engineers, as well as other people
familiar with the company processes. Moreover, the UML model can be formally
described [3] for estimating and testing methods of the system objects using
random sequences examination of the critical paths. In future, such description
can be transformed to the algebraic logical meta-model for solving the process
optimization problems [18,19].
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Abstract. The paper presents a method of using the Alvis formal mod-
elling language and related software to model and simulate multi-agent
systems. The approach has been illustrated with an example of a rail-
way traffic management system for a real train station. One of the main
advantages of this approach is the possibility of including artificial intel-
ligence (AI) systems encoded in Haskell into Alvis models. Moreover,
Alvis models can be developed at the level very close to the final imple-
mentation of the corresponding real system. Thus simulation logs can be
treated as a virtual prototype logs.

Keywords: Alvis language · Alvis Toolkit · Multi-agent systems · Sim-
ulation · AI systems

1 Introduction

A multi-agent system is defined as a system composed of multiple interacting
computing elements called agents with two important features: agents perform
autonomous (to some degree) actions and are capable of interacting with other
agents [17,18]. The implementation of multi-agent systems requires taking into
account issues such as communication between agents, synchronization, mutual
exclusion over shared resources, livelocks, deadlocks, etc. In this paper we want
to show that both the Alvis language and the related software can be used
for modelling, simulation, and even formal verification of multi-agent systems.
Alvis has been designed as a formal language for modelling of concurrent sys-
tems. Both simulation and formal verification of models may take the passage of
time into account (we define execution time of each statement). Execution of a
model (simulation or generation of a labelled transition system – LTS graph) is
based on the intermediate model implemented in Haskell (code generated by the
Alvis Compiler). The generated source code is available for the user, which allows
to modify it before the execution e.g. including user-defined Haskell functions.
Such functions are used in expressions that assign new values to parameters of
an agent. Evaluation of such an expression is seen as a single model step but may
c© Springer International Publishing AG 2017
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include complex operations on the data stored by the agent, e.g. one can include
artificial intelligence techniques into the model, if a decision support multi-agent
system is being developed [6]. The compression of a complex logic and compu-
tation into a single model step speeds up simulation and allows verification of
even more complex systems that suffer from combinatorial explosion.

The paper is organized as follows. A short introduction to the tools support-
ing Alvis is presented in Sect. 2. The railway traffic management system case
study is described in Sect. 3. Conclusions and future work are described in the
final section.

2 Introduction to Alvis Toolkit

The Alvis language [14–16] and related tools (Alvis Toolkit) are being developed
at AGH-UST in Kraków, Department of Applied Computer Science. The project
website is located at (http://alvis.kis.agh.edu.pl). The aim of the project is to
provide a formal language with engineering-like look and style.

An Alvis model is a system of agents that run concurrently, communicate
with each other, compete for shared resources, etc. Alvis provides two types of
agents – active that are threads of control in a concurrent system and passive that
provide a mechanism for the mutual exclusion and data synchronization. A model
is composed of two parts (levels). The graphical level is called the communication
diagram [14]. The layer takes the form of the directed graph with nodes repre-
senting agents and edges representing communication channels between ports
of agents. Agents may be grouped into subsystems represented by the so-called
hierarchical agents, which introduce a hierarchical structure to the communica-
tion diagram. The second level contains the Alvis code that defines the behaviour
of active and passive agents. Alvis provides only a few control statements and is
supported by the Haskell functional programming language [12]. A short survey
of the Alvis graphical components and the code statements is given in Fig. 1.
For more details see the project website.

Models are developed using Alvis Editor. The editor is implemented in the
Java language and provides the following functionality: basic hierarchy edi-
tor/viewer, visual diagrams editing, textual editor with syntax highlighting, code
folding and code completion. An Alvis model is stored as an XML file and trans-
lated into its Haskell representation using Alvis Compiler. This Haskell model
representation may be used to generate the model state space (in the form of the
labelled transition system – LTS graph [16]) and to simulate the model behaviour
(including step-by-step simulation).

One of the main advantages of this approach is the accessibility of the Haskell
source code for the users. A developer may modify the code including for example
his own verification methods implemented in Haskell. Moreover, he may modify
the main function to decide what kind of operations to be performed on the
model.

Let us focus on the Alvis exec statement, which is crucial for the presented
approach. The statement is represented by the assignment operator (=) that

http://alvis.kis.agh.edu.pl
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Fig. 1. Elements of Alvis language

takes an agent’s parameter as its left-hand side argument and a Haskell expres-
sion as the right-hand side argument. The statement evaluates the expression
and assigns its result to the parameter. This is represented as a single step in the
description of the corresponding agent behaviour. The most important feature of
this statement is that the Haskell expression may contain any user-defined func-
tion. For example, it enables a developer to include artificial intelligence systems
into an agent’s behaviour. In other words, an agent may use rule-based system,
decision tree, neural network, etc. to take decisions as long as it is possible to
implement such systems in Haskell. An example of including a rule-based system
into an agent code is presented in Sect. 3.

3 Case Study

The model of a railway traffic management system for the Czarna Tarnowska
train station was chosen to illustrate how to use the Alvis Tools to simulate
multi-agent systems. The station belongs to the Polish railway line no 91 from
Kraków to Medyka [13]. The system is used to ensure safe passing of trains
through the station. It collects some information about current railway traffic
and uses a rule-based system to choose routes for trains. The topology of the
train station with original signs is shown in Fig. 2. The letters A, B, D, etc. stand
for light signals, the symbols Z3, Z4, Z5, etc. stand for turnouts and JTA, JTB,
JT1, etc. stand for track segments.

A train can ride through the station only if a suitable route is prepared
i.e., suitable track segments are free, related turnouts and light signals are set,
and exclusive rights to these elements are guaranteed for the train. There are six
incoming routes and six outgoing routes in this system. For example, the symbol
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Fig. 2. Topology of the train station (Czarna Tarnowska)

Table 1. Relationships between routes: x – mutually exclusive (different position of
turnouts); xx – mutually exclusive (safety reasons)

B1 B2 B3 B4 R2 R4 F2W G2W K1D L1D M1D N1D

B1 – x x x xx

B2 x – x x xx x x

B3 x x – x

B4 x x x – xx xx x x

R2 xx xx – x xx x x

R4 xx x – x x

F2W x x – x

G2W x x xx x –

K1D x x – x x x

L1D x x x – x x

M1D x x – x

N1D xx x x x –

B4 stands for the incoming route from the light signal B to the track no. 4. The
symbol F2W stands for the outgoing route from the track no. 2 (from the light
signal F) to the right (to Wola Rz ↪edzińska), etc. The route B4 can be used by
a train only if: turnouts 7, 8, 15, 16 are closed, turnouts 3, 4, 6 are open, and
the track segments JTB, JT4, JZ4/6 (a segment between turnouts 4 and 6), JZ7
(diagonal segment leading to the turnout 7) and JZ16 are free. Table 1 shows
which routes are mutually exclusive.

The Alvis model of the railway traffic management system is composed of
the following agents:

– CentralController – receives requests from passing trains and based on the
current traffic determines the incoming and/or outgoing routes;

– LightSignals – manages the state of the light signals;
– TrackSegments – stores information about the state of the track segments

(passive agent);
– Train1–8 – simulate the train traffic in the considered system;
– TrafficController – manages the train traffic.
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Fig. 3. Communication diagram – primary page

The communication diagram of the model is shown in Fig. 3 (the primary
page) and Fig. 4. The Trains1–8 and TrafficController agents are placed on a
separate page, and are represented by the hierarchical agent Trains on the pri-
mary page. This way one can easily manage the number of trains multiplying
Train agents on the subpage. All of these agents are connected with Central-
Controller, LightSignals and TrackSegments agents in the same manner as the
hierarchical agent (rules for the application of hierarchical diagrams in Alvis are
described in [14]).

To introduce the possibility of defining the behaviour of agents in Alvis we
will focus on the CentralController agent. The code layer for the agent is pre-
sented in Listing 1.1. The dynamics of the agent is based on an infinite loop
in which it tests whether another agent initiated a communication on the port
request (request for a new route) or relRoute (release of an already completed
route). Determination of a new route is based on the rule-based system taken
from [13] but encoded using the Haskell language (see Listing 1.1 line 11). A
piece of the findRoutes function source code is shown in Listing 1.2.

Listing 1.1. CentralController – implementation
1 agent CentralController {

2 train :: (Int,Int) = (0,0); -- current train type and position
3 trainRoutes :: (Int,Int) = (0,0); -- new routes to set
4 route :: Int = 0; -- route to release
5 setRoutes :: [Int] = [0,0,0,0,0,0,0,0,0,0,0,0]; -- already set routes
6 segmentsState :: [Int] = [0,0,0,0,0,0,0,0,0,0,0,0,0]; -- state of track segments
7

8 loop {

9 in (0) request train { success {

10 in getState segmentsState;

11 trainRoutes = findRoutes train segmentsState setRoutes;

12 out setRoute trainRoutes;

13 out routes trainRoutes;

14 setRoutes = updateSetRoutes trainRoutes setRoutes; }}

15 in (0) relRoute route { success {

16 setRoutes = decList (route-1) setRoutes; }}

17 delay 1;

18 }}
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Fig. 4. Communication diagram – Trains subpage

Listing 1.2. findRoutes function implementation
1 findRoutes :: (Int,Int) -> [Int] -> [Int] -> (Int,Int)

2 findRoutes (tt,jt) [jta,jtb,jt1,jt2,jt3,jt4,jt6,jtp,jtr,joa,job,jop,jor]

3 [b1,b2,b3,b4,r2,r4,f2w,g2w,k1d,l1d,m1d,n1d]

4 | tt==1 && jt==11 && jt1==0 && jop==0 && b1==0 && b2==0 && b3==0

5 && b4==0 && k1d==0 && l1d==0 && m1d==0 && n1d==0 = (1,11) -- (b1, m1d)
6 | tt==1 && jt==11 && jt1 > 0 && jt3==0 && jop==0 && b1==0 && b2==0

7 && b3==0 && b4==0 && k1d==0 && l1d==0 && m1d==0 && n1d==0 = (3,12) -- b3, n1d
8 -- ...
9 | otherwise = (0,0)

The rule-based system contains 27 conditional and 2 decision attributes. The
conditional attributes provide information about the considered train type (pass-
ing through the station (1) or stopping at the platform (0)), its position, current
status of track segments (a segment is free (0) or it is taken (>0)), and already
set routes (a route is already set (1) or not (0)). The decision attributes represent
the incoming and outgoing routes that will be prepared for the train or 0 if the
corresponding route cannot be set at the moment or is superfluous.

Depending on the main function included into the Haskell source code, the
middle-stage model can be used to generate the complete LTS graph or to sim-
ulate the model behaviour (interactively or automatically). The LTS graph or a
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trace of a simulation path can be saved to a file using several formats, among
others dot or CSV. In case of the considered model the simulation collecting
traces was performed. The length of each trace was 50000 steps. The simulation
was performed using 20 different scenarios of train traffic which was achieved by
modifying the behaviour of the TrafficController agent. A small portion of the
collected data is shown in Listing 1.3.

Listing 1.3. Collected traces of simulation paths (CSV format)

"timeout(CentralController),timeout(LightSignals),timeout(Train1)",0,0,0,0,0,...

"loop(CentralController),loop(LightSignals),loop(Train1)",0,0,0,0,0,0,0,0,0,...

"in(CentralController.request),in(LightSignals.test),out(Train1.request)",0,...

"in(CentralController.relRoute),in(LightSignals.turnOff)",0,0,0,0,0,0,0,0,0,...

"delay(CentralController),in(LightSignals.setRoute)",0,0,0,0,0,0,0,0,0,0,0,0,...

"delay(LightSignals)",0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,...

"time",1,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,1,0,1,0,0,0,0,...

"timeout(CentralController),timeout(LightSignals)",0,0,0,0,0,0,0,0,0,0,0,0,0,...

"loop(CentralController),loop(LightSignals)",0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,...

"in(CentralController.request),in(LightSignals.test)",0,0,0,0,0,0,0,0,0,0,0,...

"in(CentralController.getState),in(LightSignals.turnOff),in(Train1.routes)",...

"in(LightSignals.setRoute),out(TrackSegments.getState)",0,2,3,0,0,0,0,0,0,0,...

"delay(LightSignals),exit(TrackSegments)",0,2,3,0,0,0,0,0,0,0,0,0,0,0,0,0,0,...

"exec(CentralController)",0,2,3,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,1,1,0,0,0,...

"out(CentralController.setRoute)",0,2,3,0,11,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,1,...

"time",1,2,3,0,11,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,1,1,0,0,0,0,0,0,0,0,0,0,0,0,...

The data obtained from the simulation were processed using several Python
scripts. First of all, transitions labels and values of parameters were filtered to
form the raw CSV files (see Listing 1.3). Then, received records were extended
with the information about the source model, the simulation number, the step
number and accumulated model-time passed up to that step. Finally, the data
were placed in a database.

To analyse the collected data the Python [4] and R languages [8] (with addi-
tional frameworks) were used. First, the data were used for preliminary assess-
ment of the correctness of the model – values taken by the parameters were
examined to find possible inconsistencies in the model. Then, a series of statis-
tical analyses focused mainly on time properties was performed, e.g.

– the maximum number of trains running through any track segment at the
same time;

– throughput – the number of trains passing through the station within a certain
period of time;

– the average (maximum) time a train waits to enter the station;
– the average (maximum) number of requests sent to the central controller

before obtaining a route;
– the average (maximum) time a train passes through the station;
– intensity of use of individual track segments.

For example, simulated time of passing through the stations for 8 types of
trains used in one of the scenarios is presented in Fig. 5.
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Fig. 5. Simulated time of passing through the stations for 8 types of trains used in
the model. Every subplot presents single train statistics and the density plots with
measurement points marked as black crosses.

4 Conclusions and Future Work

Alvis is a formal modelling language and with its syntax, similar to high level
programming languages, it seems to be more convenient to use by engineers
than formalisms like Petri nets, process algebras or time automata. Comparison
between the model presented in this paper and the same model encoded in Petri
nets [13] seems to confirm that thesis. The main advantage of formal methods is
the ability to generate a state space of the given model and to use mathematical
methods to check model properties. In case of more complex systems, generation
of the complete state space may be impossible due to the state space explosion
problem. However, even in such situations, formal models with unambiguous
semantics are useful to better understand the developed system and can be used
for simulation of the system behaviour. It has been shown in the paper that Alvis
and related software can be used to model and simulate multi-agent systems.
One of the main advantages of this approach is the possibility of modelling
real systems at the level very close to their final implementation. Moreover, a
developer may include AI systems in the form of rule-based systems, decision
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trees, neural networks, etc. into Alvis models. Alvis architecture is quite flexible.
Any system that can be encoded as a Haskell function can be easily included into
model. Moreover, such operation does not enlarge resulting system significantly.
It will be still represented as a single model transition.

Alvis was not designed for simulating or executing multi-agent systems, how-
ever it has some small advantages over well known environments like MAGE [7],
MaDKit [3], Repase [11] or Jade [1]. First of all, its communication behaviour is
strictly, mathematically defined. User can apply it as a conversation framework.
Moreover, multi-agent world is quite dominated by the Java language. Alvis
runtime is implemented in Haskell which provides highly optimized executable
code from the start. This language has however steep learning curve, but due
to its type system it provides very flexible setting for experimentation. Unfor-
tunately, current implementation of Alvis runtime lacks distribution features,
thus its ability to execute very large systems might be limited. However, there
are ongoing experiments to exploit Haskell’s deterministic parallelism [9,10] and
distribution [2].

Future work on the simulation environment based on Alvis will focus on
developing export functions for direct cooperation with popular data mining
tools like the R language or Weka and Pentaho tools. Another promising idea is
to develop a dedicated Haskell-based query language to explore LTS-graphs or
simulation logs. Moreover, we are going to check the suitability of Alvis models
for modelling malware detection systems [5].
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Abstract. We investigate a machine learning approach to ontology
instance matching. We apply syntactic and lexical text analysis as well as
tensor-based data representation as means for feature engineering effec-
tively supporting supervised learning based on logistic regression. We
experimentally evaluate our approach in the scenario of the SABINE
Data linking subtask defined by Ontology Alignment Evaluation Initia-
tive. We show that, as far as the prediction of non-trivial matches is
concerned, the use of the proposed tensor-based modelling of lexical and
syntactical properties of the ontology instances enables achieving a sig-
nificant quality improvement.

Keywords: OAEI · Ontology instance matching · Machine learning ·
Tensor-based data modeling · Natural Language Processing · Syntactic
analysis

1 Introduction

We propose a tensor-based approach to feature engineering that is applicable to
a machine learning system based on a logistic regression algorithm. The purpose
of the system is to estimate the degree of similarity between pairs of ontology
instances described using the form of OWL Aboxes [1]. Instance matching is
one of the ontology matching problems investigated by the main tracks of the
Ontology Alignment Evaluation Initiative (OAEI) [12] – the major contest and
research forum for ontology matching solutions. In this paper, we show the use of
the dataset of the OAEI SABINE data linking subtask. SABINE is an ontology
matching benchmark focused on the domain of European politics. The data
linking subtask of the SABINE task is devoted to the problem of finding matches
between instances of the class ‘Topic’ and DBpedia entities. Both the ontology
topics and DBpedia entities are given as OWL files. Additionally, the subtrack
provides the third file that contains the set of reference alignments of ontology
instances.

What is specific for the SABINE task (as the only such task among the OAEI
tasks) is that the content of the SABINE target OWL document enables syn-
tactic feature engineering: this document contains ontology instances’ properties
c© Springer International Publishing AG 2017
L. Rutkowski et al. (Eds.): ICAISC 2017, Part II, LNAI 10246, pp. 609–622, 2017.
DOI: 10.1007/978-3-319-59060-8 55
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definitions in natural language – they have the form of sequences of English lan-
guage sentences. An original hypothesis of the research presented herein is that
such sentences (i.e., sentences describing ontology instances) may be analyzed
syntactically to extract features of the new kind – syntactical features – that are
valuable for supervised learning.

In this paper, following the assumptions made by other researchers [9,20],
we treat the ontology alignment problem as a binary classification problem.
Similarly to the authors of [2], we investigate the use of a machine learning
system based on supervised learning. Therefore, the presented research is not
supposed to follow all the present rules of the OAEI contest [1,12] since these
rules do not allow for the use of reference matches for the machine learning
model training.

In the proposed system we use Logistic Regression (LR) – the method that
has been already successfully used in the ontology alignment scenario [2,4]. As
it has been found [3,4], LR enables to deal with the sample data described using
heterogeneous features. Such an advantage is crucial from the perspective of our
research since it allows us to smoothly introduce the results of syntactic text
analysis into the learning model.

2 Related Work

In recent years, an increasing interest of the research community in the ontology
matching field has been observed [13] and many research activities in this domain
have been presented on the OAEI forum [12].

In this paper we aim at putting some light on the practical value of supervised
learning solutions applied to the ontology instance alignment task, in particular
in the application scenario simulated in the OAEI SABINE task [1]. Unfortu-
nately, the use of supervised learning violates the current rules of the OAEI
contest. In consequence, recently proposed ontology alignment solutions based
on supervised learning techniques, e.g. [2], have been presented to the OAEI
community as non-contest contributions.

Tensor-based methods are not popular among approaches to ontology align-
ment. So far, tensor modeling has been only used to address Subtask#4 of the
OAEI Anatomy track [16,17]. The solutions presented in [16,17] are based on the
model of the 3rd order tensor used to represent the Resource Definition Frame-
work (RDF) triples describing ontology resources. In this paper, we provide
completely different solution which assumes an application of tensor modeling
to feature engineering, rather than as a basis for tensor decomposition.

To estimate a potential instance match or mismatch, several competing
strategies are usually being applied to the same pair of entities. Subsequently,
the best performing matcher is chosen [5,20] or all of the resulting matching
scores are combined [14]. Such an approach requires to be automatically tuned
at runtime. The AML matcher, introduced in [5], uses the string similarity, word
similarity, and WordNet similarity between the properties of the instances. The
system enabled to achieve the highest data linking precision in the latest OAEI



Tensor-Based Syntactic Feature Engineering for Ontology Instance Matching 611

contest in the Instance Matching track [11]. In [20], the authors – additionally
to the label-based approach – used a structure-based approach when the literal
properties of the instances are not similar. Using such a supplementary informa-
tion enabled to achieve the highest recall on the SABINE data linking task [11].

While various semantic modelling methods have been successfully used by
the authors of many matchmaking systems of the OAEI contest, none of these
systems exploits results of any kind of syntactic analysis of natural language
text. Nevertheless, an approach, in which rules and syntactic text analysis pro-
vide additional binary features for LR, was used in other applications of data
mining. In [19] more than 30 rules for fraud detection were successfully used
to estimate fraud likeliness by means of LR. In [7] several Natural Language
Processing (NLP)-based and rule-based features provided by the experts were
used in a hybrid classification system. The solution proposed in [2] (presented
to the OAEI community as a non-contest contribution) applies the LR algo-
rithm to learn an optimal combination of both lexical and structural similarity
weights. The approach of [4] uses LR to customize the ontology alignment sys-
tem by determining the weights assigned to different strategies based on user
feedback, which may be also seen as a feature engineering solution. However,
none of presented approaches exploits syntactical features nor uses tensor-based
feature engineering that involves multi-linear representation of feature values.

3 Ontology Instance Matching System with Tensor-Based
Syntactic Feature Engineering

The proposed Tensor-Based Syntactic Feature Engineering System for Ontology
Instance Matching (TSFES-OIM) consists of several modules corresponding to
consecutive data processing steps, as presented in Fig. 1.

ontology data 
parsing and 

preprocessing

syntactic 
analysis

application of 
rules

LR-based 
prediction 
algorithm 

exploiting the 
engineered 

features

application of 
tensor-based 
feature rep-
resentation 

Fig. 1. Ontology instance matching system with Tensor-Based Syntactic Feature Engi-
neering.

3.1 Application of Syntactic Analysis to Instance Property
Extraction

In accordance to the above-presented data processing flow of TSFES-OIM,
the syntactic analysis of ontology properties which are given as sentences,
e.g., abstracts describing the ontology instances, is performed after the basic
(i.e., non-syntactic) ontology parsing and pre-processing. The basic parsing and
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pre-processing step includes the extraction of ontology instances’ properties.
Then, in the case of properties which are given as text in natural language –
in the current implementation of TSFES-OIM we support English only – the
syntactic text analysis is performed by the execution of the following steps:

– the Stanford Parser (version 3.7.0) [18] is used to construct the syntax tree
of each sentence,

– on the basis of the syntax tree, the noun phrases with adjectives are extracted
separately from the sentences’ subjects and from objects of verbs - in the cases
of complex or compound sentences, the extraction algorithm explores all their
clauses.

As a result of the execution of the above-specified steps, the additional syntac-
tical properties of ontology instances are added to their original pre-processed
representations to form the input data of the rule-based augmentation.

3.2 Rule-Based Augmentation of Matches Representation

Effective firing of the rules requires the availability of the data structures that
enable the random access to all the matched instances’ properties. In the context
of the application scenario investigated in the research presented herein these
data structures should provide the access to syntactical properties of the text
representing the instances being matched.

The proposed approach to data augmentation differs from the popular
approaches to data augmentation [1,4]. In particular, in our approach augmen-
tation of the core training data involves augmentation of the core training data
tuples (i.e., the pairs representing the reference matches), not just augmentation
of the elements of these tuples. Specifically, the augmentation process involves
the application (i.e., the firing) of rules that are manually defined for Cartesian
products of the matched instances’ properties, i.e., that represent some proper-
ties of the reference matches, not just the properties of the matched ontology
instances. To achieve this goal we created a set of logical rules which are able
to determine syntactic relations between textual parts of data representing the
instances and their appropriate matches (i.e., other instances). Each logical rule
is of the following form:

if set of conditional elements
then return 1
else return 0

(1)

Logical rules (1) return only boolean values: True or False, represented herein as
1 or 0 respectively. Each set of conditional elements contains conditions that are
checked when a rule is fired (executed). The conditions check if there is a relation
between ontology instances. In such a way, the conditions provide a syntactic
analysis of the textual parts of data.
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3.3 Tensor-Based Model for Instance Matches Representation

We use a tensor-based data model to represent pre-processed and enhanced
data on matches between ontology nodes. The model is based on the concept of
Multi-Tensor Hierarchy Network (MTHN) proposed in [15]. The model is used
to represent features of the ‘event’ of matching two nodes from two ontologies.
It is worth to note that the proposed model has the most distinctive property
of any tensor-based data representation in which vector space dimensions rep-
resent feature values, rather than data/training examples [10,16]. Thanks to
this property, any conjunction of the features’ values may be represented by its
dedicated tensor entry. Moreover, the use of the multi-tensor hierarchy network
provides simple means for representing the conjunction features’ subset as the
corresponding tensor network node – the arity of the conjunction tuple equals
to the level of the tensor network.

The formal definition of the tensor-based data representation model used
herein is given in [15]. In this paper we use the model in a form adapted to
the ontology alignment task and extend the way the MTHN is exploited. In
particular, we use the notation in which A,B, . . . denote sets, A,B, . . . denote
tensors and a, b, . . . denote scalars. We define an n-order tensor:

T = [ti1,...,in ]m1×···×mn
,

in a tensor space I1⊗· · ·⊗In, where each Ii, 1 ≤ i ≤ n indicates a standard basis
[10] of dimension |Ii| = mi used to index elements of the domain Fi – the domain
of the feature i. In the case of the ontology alignment application scenario, each
tensor entry represents the existence of the given ontology instance matching,
what is formally described as the function ψ : F1 × · · · × Fn → [0, 1] indicating
the similarity between all the compared ontology instances.

The MTHN-based model enables to represent all the properties obtained as a
result of data pre-processing (properties of ontology instances) and application of
rules (properties of the matches) as tensor modes corresponding to basic features
as well as all possible combinations of features – by means of tensors constituting
the nodes of MTHN. Each tensor of the MTHN network stores the representation
of feature values conjunctions. To describe MTHN we use [n] = {1, 2, . . . , n}
to denote the set enumerating features describing the matching existence. For
each subset S = {p1, . . . , pk} ⊂ [n] we construct the k-th order tensor T(S)
with modes corresponding to features’ numbers from S. Tensors T(S) form the
hierarchical network of 2n tensors consisting of:

– level 0 of MTHN – containing one node which is the tensor of order 0, i.e.,
T(∅),

– for k ∈ {1, . . . , n − 1}: level k of MTHN – containing
(
n
k

)
kth-order tensors

T({p1, . . . , pk}),
– level n of MTHN – containing one node – the tensor of order n, i.e.,
T([n]) = T.

The following modifications of the model have been introduced herein when
compared to the model presented in [15]:
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– we add modeling of new type of binary modes corresponding to features
obtained by rule-based augmentation,

– as a consequence of adding rule-based modes, we apply our model for much
bigger total number of modes (we use the total number of modes greater than
20 whereas in [15] we limit to n = 4),

– we apply the new method of feature selection by limiting the level up to
which MTHN is used (‘explored’); such an MTHN ‘pruning’ is necessary for
the feasibility of the case of n > 20 (due to the problem of combinatorial
explosion).

The MTHN obtained in the above-described way is used to represent the
instances’ feature values for the purposes of logistic regression application in
the core of the recommendation engine used for the ontology instance matching.
As the final result of feature engineering, each matching sample is augmented
by (i) values of matched ontology instances’ features, (ii) values of the align-
ments’ features (obtained using the rule-based method), and (iii) values of the
conjunctions of the feature values stored at MTHN nodes up to the given level.
In particular, the use of conjunctions of features values defined by rules, i.e.,
conjunctions of the rules application results, gives the possibility to take into
account the new features, application of which, as we shown in the experiments
presented in this paper, may improve the performance of LR-based ontology
instance alignment recommendation.

3.4 Supervised Learning Based on Logistic Regression

The TSFES-OIM is a machine learning system that uses reference alignments
to learn the model. We apply the LR algorithm [4,6] to learn the weights of the
feature values defined using the tensor-based model described in Sect. 3.3. The
learned weights are used to generate the matching results in a way that follows
the assumption of the OAEI SABINE task – according to which the system is
expected to find all ‘1:n’ type alignments [1]. Therefore, our system generates
the matching results such as at most a single target instance is assigned to each
of the SABINE source instances.

In our implementation of the LR algorithm, we use stochastic gradient
descent to learn the model weigths, cross entropy between the recommenda-
tion results and the reference results as the loss function, and L2 regularization
(with regularization parameter equal to 0.000001). We set learning rate to 0.01.
The loss tolerance for the stopping criterion was set to 0.00005. Following the
authors of [8] we set the minimal number of stochastic gradient descent iterations
to 5.

4 Evaluation Methodology

Being based on a supervised learning technique, our ontology instance alignment
system (in all of its variants) requires the availability of a subset of the reference
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alignments set (in case of OAEI being referred to as ‘expert matches’). Just
like the authors of any machine learning systems applied to OAEI tasks, we
assumed that the user of the ontology instance alignment system is provided with
automatic ‘recommendations’ of the most probable ‘missing’ matches and that
these matches are interactively ‘suggested’ to the user by the ontology instance
alignment system. In our dataset-based experiments, we treated a random subset
of the reference alignments set as the training set representing the user feedback
‘observed’ by the machine learning system during the process of manual ontology
instance alignment.

4.1 Dataset Use

We used the dataset of the OAEI SABINE data linking subtask which is a
subproblem of the OAEI SABINE task. The SABINE task is one of the three
independent tasks of the OAEI Instance Matching track which is aimed at eval-
uating the performance of tools estimating the degree of similarity between pairs
of instances – OWL Aboxes [1]. In particular, the SABINE dataset includes an
ontology with about 500 topics in the domain of European politics for Social
Business Intelligence. For the case of SABINE data linking subtask, the dataset
consists of three parts: (i) the sabine source.owl file containing descriptions of
407 instances of OWL class ‘Topic’, (ii) the sabine target.owl file containing
descriptions of 1127 DBpedia entities, and (iii) the refalign.rdf file containing
the information of 338 matches between instances from sabine source.owl and
DBpedia entities from sabine target.owl with the matches’ weights being num-
bers from the range of (0.5, 1].

Similarly to the authors of [4] we assumed that each pair built from an
instance of sabine source.owl and a DBpedia entity of sabine target.owl (repre-
senting a ‘potential match’) that does not appear in the refalign.rdf document,
should be explicitly represented as a non-match sample (indicating the lack
of matching between the two instances). Following this assumption we comple-
mented the set of original 338 reference matches with 1127×407−338 = 458, 689
non-matches.

We performed our experiments (collectively presented herein) with the use of
multiple random subsets of the reference alignments set given in the refalign.rdf
document; these subsets served as the training sets. To move towards cases of
using unsupervised learning techniques (i.e., a case of training ratio equal to
zero), we performed experiments for training ratio equal to 0.1 and 0.05. As in
[4], we generated a set of training tuples in two-step procedure. In case of the
experiments presented herein, the procedure included: (i) random selection of a
subset from 407 ‘Topic’ class’ instances of SABINE ontology according to the
given training ratio and (ii) construction of the training set from all the reference
alignments and the non-matching samples concerning selected instances. All the
remaining samples (both matching and non-matching ones) were used as the test
set elements. We repeated each experiment 20 times (for different random splits
of the dataset into the training set and the test set) and provided the results
in the form of average precision values and the corresponding standard error
values.
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4.2 Matching Quality Measures

In correspondence with the rules of the OAEI contest, we measured the perfor-
mance of the evaluated algorithms using precision and recall [12]. Similarly to
the evaluation of the SABINE subtrack of OAEI [1], when calculating precision
and recall we treat all the reference alignments for which the provided similarity
measure is greater than 0.5 as positives. We present the measurement results
by means of precision versus recall curves, what enables a deeper analysis of
compared approaches’ performance – in particular as far the identification of
non-trivial matches is concerned.

5 Evaluated Systems

Due to the rules of OAEI – forbidding the use of the alignments set as the
training set – the results of the experimental evaluation presented herein, are only
‘asymptotically comparable’ to the official results reported in [5,20]; one may see
the OAEI contest results as corresponding to the special case of applying machine
learning to ontology alignment in which the training ratio is equal to zero. On the
other hand, in our experiments we have juxtaposed the matching quality of the
solutions proposed in this paper with the quality of the StringEquiv – the main
baseline matcher of the OAEI contest. StringEquiv is based on string equality
of lowercased local names of entities [1]. It is worth being noted that, despite its
simplicity, over the years of the OAEI contest, StringEquiv outperformed many
ontology alignment systems submitted by the contest competitors [1].

In our experiments we compared the following matchmaking systems:

– the StringEquiv matcher – the baseline OAEI method [12],
– TSFES-OIM(1) - TSFES-OIM variant exploiting the non-syntactical rules

(i.e., the rules which do not operate on the results of syntactic analysis) and
MTHN-based features representation up to the level 1 (i.e., do not exploiting
the conjunctions of rule-based features’ values),

– TSFES-OIM(1S) - exploiting the syntactical rules (i.e., the rules applied to
the syntactic analysis results) and limited to MTHN features representation
up to the level 1,

– TSFES-OIM(2) - exploiting non-syntactical rules and the MTHN-based fea-
tures representation up to the level 2 (i.e., using conjunctions of rule-based
features’ values),

– TSFES-OIM(2S) - exploiting syntactical rules and the MTHN-based features
representation up to the level 2.

The following groups of rules were used in the case of TSFES-OIM(1) and
TSFES-OIM(2):

– rules comparing the label of the source instance and the label of the target
instance,

– rules comparing the labels of the source instance aliases with the label of the
target instance,
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– rules comparing the labels of the source instance and its aliases with the noun
phrases extracted from the target instance abstract, i.e., the abstract of the
given DBpedia entity.

For TSFES-OIM(1S) and TSFES-OIM(2S) the set of applied rules was extended
by the following groups of syntactical rules:

– rules comparing the label of the source instance and its aliases with the
noun phrases extracted from the first-sentence subjects of the target instance
abstract,

– rules comparing the label of the source instance and its aliases with the noun
phrases from subjects of all sentences of the target instance abstract,

– rules comparing the labels of the source instance and its aliases with the
noun phrases extracted from the first-sentence objects of the target instance
abstract.

Each of the above-mentioned six groups of rules consists of (i) the rule checking
exact phrase equality, (ii) the rule checking lowercased phrase equality, and (iii)
the rule checking whether the compared phrases share the same word. In the
case of the group of rules comparing the labels of source and target instances, we
additionally use (iv) the rule checking whether labels share the same lowercased
word, and (v) the rule checking whether the labels are equal after omitting
special characters. Finally, in our experiments we used 3 × 3 + 2 non-syntactical
rules and 3 × 3 syntactical rules.

6 Evaluation Results

Figures 2 and 3 present the precision-vs-recall curves for all the above-specified
systems and all the training ratio values. The vertical coordinate of each point of
each curve represents an average over the set of precision values corresponding
to the given recall value of the point. This set has been obtained by multiple
random splitting of the dataset into the training set and the test set before each
individual experiment. The error bar of each point represents the standard error
of the precision averaged across the individual experiments.

Both the Figs. 2 and 3 present both the whole precision-vs-recall curves (the
upper subplots) as well as their parts – ‘zoomed-in’ to the ranges of precision and
recall showing the systems’ ability to identify non-trivial matches (the bottom
subplots). When compared to the OAEI baseline method (StringEquiv), all the
evaluated variants of the TSFES-OIM system may be seen as clearly improving
the matchmaking quality: they enable achieving high precision despite exceeding
the recall beyond the level achievable by means of the baseline method. Moreover,
it may be seen that the best results are achievable by means of the system
TSFES-OIM(2S) in case of which both the syntactical rules and the MTHN
feature representation (up to the second MTHN level) are used.

There are no results in literature which may be directly compared with our
results. The SABINE data-linking subtask is a new problem defined for the 2016
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Fig. 2. P(R) curves for training ratio equal to 0.1.

OAEI contest edition. The only results in this subtask were provided by the
AML system [5] (precision = 0.926, recall = 0.855) and the RiMOM system [20]
(precision = 0.424, recall = 0.917). Although OAEI results of AML and RiMOM
systems could not be used for a direct comparison with TSFES-OIM results (due
to the application of a different evaluation methodology), one may observe that
an application of these systems may lead to higher recall values. This observation
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Fig. 3. P(R) curves for training ratio equal to 0.05.

is easily explainable by the fact that these systems use structural and semantic
analysis in parallel to the lexical analysis of labels. In this paper we have focused
on the impact of syntactic analysis results on the matching system performance.
We have not investigated the analogical impact of semantic and structural
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similarities of ontology instances. However, due to the ability of the LR algo-
rithm of using various types of variables, our approach may be easily extended
by the use of features other than lexical and syntactic. We plan to investigate
such an extension as a part of our future work.

7 Conclusions

We show that the logistic regression algorithm, supported by the proposed
tensor-based feature engineering methods, may be effectively applied in the
ontology instance matching scenario. As indicated by high precision values
observed for recall exceeding the values achievable by means the OAEI’s baseline
method, following the proposed approach enables successful automatic identifi-
cation of many non-trivial matches, without leading to many false positive ones.

Furthermore, the results of the evaluation presented herein indicate that, in
the investigated scenario, both the tensor-based lexical properties representa-
tion and the tensor-based syntactical properties representation enable achieving
a significant improvement of the matching quality. Moreover, we show that the
highest matching quality is achievable when both these feature modeling meth-
ods are applied together.

One of the key finding of the research presented in the paper is that modeling
of conjunctions of rule-based feature values, i.e., conjunctions of rules’ firing
outcomes – rather than, e.g. conjunctions of rules – gives the possibility to take
a tangible advantage from the use of conjunctive features at the supervised
learning stage. As we shown in the experiments presented in this paper, the use
of such features may significantly improve the performance of LR-based ontology
instance matching prediction.

In this paper we emphasize the practical value of syntactical features mod-
elling. We do so because, to the best of our knowledge, until now no authors
– neither those investigating ontology matching problems nor those conducting
research activities in the more general field of machine learning – presented any
such findings.
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Abstract. Design of Business Intelligence systems capable of effectively
handling a domain knowledge is a well known, but currently not solved
challenge for both Software and Knowledge Engineers. There exist sev-
eral approaches to extract and model the Business Knowledge, most
notably Business Processes and Business Rules. However, each of them
has its own weaknesses and therefore it is often desirable to build hybrid
models composed of several knowledge representations. In this paper we
describe an extension to Business Rules in order to facilitate creation of
such heterogeneous systems. This is achieved by introducing semantic
annotations to existing rule modeling languages. We also present how
the additional semantic information is leveraged in the Prosecco project.

Keywords: Semantic annotations · Rule systems · Business intelligence

1 Introduction

One of the crucial problems occurring during implementation of a complex infor-
mation system is a constantly changing set of its requirements. Therefore, even
if it is possible to express the problem’s domain knowledge in terms of a pro-
gramming language, it should be avoided, because the knowledge encoded in
not dedicated and unrelated representation tends to be difficult to change. In
other words, small modification of the system’s definition may lead to the unpre-
dictably big changes in its implementation. This software engineering issue is
one of the main reasons of migration from waterfall models to more incremental
development techniques.

Rule–based systems provide an elegant solution to this problem by an appli-
cation of the knowledge engineering methods. Within this paradigm system is
separated into two isolated parts: first responsible for the runtime, so called
rule engine, implemented in a selected technology; and second part containing a
mutable knowledge base represented as a set of rules and facts. Each rule indi-
vidually encodes a certain part of the knowledge, effectively separating concerns
about system’s behavior.
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The Prosecco (Processes Semantics Collaboration for Companies) project1

was a research and development project funded by NCBR (2012–2015), created
in order to provide Small and Medium Enterprises (SME) with adequate man-
agement tools. Specifically, the main goal of the project was to simplify design
and configuration of the Business Process Management (BPM) systems. Prop-
erly prepared BPM systems can significantly improve competitiveness of com-
pany, supporting not only the management, but also strategic planning within
the SME sector. To achieve this goal, the domain knowledge has to be properly
encoded and leveraged. The Prosecco system supports this task with a rich and
heterogeneous repository of formalized knowledge. The repository contains three
different types of components: (1) hierarchic Business Vocabulary represented in
a form of a formal ontology, (2) BPMN (Business Process Modeling and Nota-
tion) [14] components representing the independent elements of the modeled
business processes, and (3) business rules responsible for modeling constraints
and effects occurring within the SME domain.

Heterogeneous character of the repository combined with its size, revealed
several shortcomings of rules’ storage and execution methods. Three main issues
were identified during implementation and design phases:

P1 The rule systems of practical value tend to be very complex, containing rules
with no clear structure and meaning. There is no standard tool to effectively
query rule bases in order to find interesting parts of the system.

P2 The interoperation between different models and representations depends
on the ability to recognize the same concepts occurring at different levels of
abstraction. Due to the inherent heterogeneity of the repository, certain form
of concept aligning has to be introduced.

P3 Despite being a declarative and unambiguous, rule systems tend to semanti-
cally differ from natural notions used in the business domain. Such semantic
gap hinders the communication between user and system, preventing effective
analysis of the system behavior and design.

In this paper, we propose a solution for all the P1–3 problems by augmenting
the rule systems with semantic annotations. The ontology describing the vocab-
ulary of a modeled domain is used to specify context and notions represented
by rules and their components. Then, the semantic technology tools are used
to query the repository of rule models in systematic and context-aware way.
Furthermore, we demonstrate its practical use in the Prosecco BPM system.

The rest of the paper is composed as follows. In Sect. 2, the current state of
the art is presented. Motivation and original contribution of the paper are laid
out in Sect. 3. Then in Sect. 4, details of the proposed solution are discussed as
well as the implementation used in the Prosecco project is described. Section 5
demonstrates the current application of the semantic annotations in the Prosecco
project. The paper ends with a list of future challenges and short summary in
Sect. 6.

1 See http://prosecco.agh.edu.pl for the project website.

http://prosecco.agh.edu.pl
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2 Related Works

There exist multiple proposals of integrating rules with ontologies. Most notably
OWL–RL [15] is a subset of Web Ontology Language combining basic rules with
semantic description of the domain. Semantic Web Rule Language [8] (SWRL)
extends the OWL with the capabilities of Rule Markup Language in order to
perform first order inference using facts and class instances stored in a triple
store. SWRL Editor [16], designed to enhance the interoperability of SWRL rules
with different technologies, contains a SWRL Factory component which allows
storing SWRL rules within ontology and manipulate them using a Java code.
For a deeper insight on issues regarding combining rule systems and ontologies
reader can refer to [18]. The paper [5] presents the current state of the art of
research in the domain.

Description of the Prosecco architecture, along with the detailed presenta-
tion of the SME ontology can be found in [11]. It includes an analysis of design
choices and methodology of building a business domain ontology, with a spe-
cial treatment on its role as a Business Vocabulary. In order to provide system
with serializable and Java-compatible representation of the domain, ontology
is translated to an executable model in a form of the Plain Old Java Objects
(POJO). The POJO model itself is a simple object based structure responsible
for communication within the system, effectively forcing concept alignment in
its components.

Related problem of enhancing business modeling tools with semantic layer
was examined in [9]. Applications analyzed there, use ontologies to provide user
with intelligent mechanisms useful both during modeling phase, and during exe-
cution phase, when system uses semantic information to select appropriate ser-
vices for current task. Extension of a popular BPMN modeling and execution
environment Activiti [17] with automatic recommendations has been described
in [2]. Serialization of the BPMN models into the ontology–based representation
was proposed and discussed in SUPER project [19], which developed several
ontologies capable of capturing the BPMN structure. In the case of combining
Business Processes with Business Rules, the overview of the existing approaches
can be found in [13] and the presentation of the prototype hybrid environment
is described in [10].

The HeaRT rule engine [3] is one of the rule execution environments in the
Prosecco project. It uses the Extended Tabular Tree (XTT2) rule representa-
tion [12], which is characterized by the clear structure, composed of intercon-
nected tables, meant to be easy to visualize and understand. There exist tools
capable of statically verifying certain aspects of rules represented in XTT. Pellet–
Heart [1] discusses former attempt of connecting HeaRT with Semantic Web
Stack by usage of an automatic reasoner.

3 Motivation

The primary motivation for the work presented in this paper is to provide a solu-
tion to the problems stated in Sect. 1. Despite many advantages, current systems
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combining ontologies with rules, presented in Sect. 2 are not applicable in the
case of the heterogeneous system, such as the one used in Prosecco. Current
state-of-the-art solutions aim at embedding an ontology inside the broader rule
based model, therefore they depend on ontology as a knowledge base. However,
in the Prosecco, ontology performs only a role of business vocabulary; other parts
of the system make use of independent, business tailored solutions with under-
lying specific knowledge storage technologies. Usage of SWRL would require
a global migration from the existing architecture, at the same time not solving
issues regarding interoperation with different knowledge representations existing
within the system. Furthermore, rule languages used in previous works are not
entirely expressible in terms of SWRL. For the reasons stated above, proposed
solution provides a semantic layer, above the rule representations, leaving the
existing business logic intact and at the same time solving the three problems
we identified.

4 Proposed Solution

One of the main goals of the modern web technologies is to provide users efficient
and precise ways of finding and obtaining interesting knowledge from a flood of
irrelevant facts and data. Semantic Web Stack [7] is a growing set of technologies
aimed at enriching data with semantic meaning, used later to perform reasoning
and communicate with user. This section describes how the already mature part
of the Semantic Web technologies can be used to capture semantics of a rule
model. Next, the current implementation of semantic annotations in selected
rule execution environments is presented. Finally, applicability of the introduced
techniques is shortly analyzed taking into consideration available technologies
and character of the system.

4.1 Representing Rule Models in Ontology

The problem of representing rule models within an ontology consists of two parts.
First, the common structure of the models has to be represented as a TBox part
— namely classes corresponding to the appropriate components of the model
have to be defined. Depending on the requirements, a proper granularity has to
be chosen. A fine-grained view of the rule model could represent every condition
and effect of rule as a separate entity, while a coarse-grained view could treat a
model as an indivisible whole. Beside the pragmatical reasons, also the specifica-
tion of the modeling language has to be taken into consideration. Table 1 shows
a comparison of XTT2 and Drools modeling languages considered in our work.
XTT2 was used as a base due to the richer structure of its models. Due to the
major differences between the languages, we have decided to define two separate
TBoxes within corresponding ontologies. Figure 1 presents a hierarchy of classes
used to capture structure of a XTT2 model. The ontology related to Drools rep-
resentation is analogous and consists of three classes: DroolsModel, DroolsRule
and DroolsFactType; the matter of extending it is described as a future challenge
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Table 1. Structure of a XTT2 model compared to the Drools equivalents.

XTT2 component Description Drools equivalent

Type Defines a discrete set of
admissible values (numeric
or symbolic)

Fact types describe the
structure of facts contained
in a knowledge base

Attribute Named container for a
value of specified type. The
contained value can change
in time

There is no equivalent.
Drools use a knowledge
base with a dynamic
amount of facts

Rule Consists of at least one
test and effect depending
on the attributes values

Rules are dispatched based
on the state of facts in the
knowledge base

Table Groups rules with similar
structure and meaning.
Declares use of attributes
and potentially modifies
inference flow

There is no independent
component of this kind.
Arbitrary sets of rules can
be grouped using special
attributes

Fig. 1. TBox corresponding to the structure of a XTT2 model

in Sect. 6. The selected granularity reflects the level of abstraction sufficient to
solve P1–3 problems presented in Sect. 1.

Next, the resulting rule-model ontology has to be combined with a problem
domain (in the Prosecco case a SME) ontology. This can be achieved with a
built-in OWL2 construct ‘owl:imports’2 which effectively imports all the axioms
and classes from an external ontology. This approach has several limitations [6].
In fact, the problem domain ontology is effectively polluted with rule-specific
2 For more information, please see: https://www.w3.org/TR/owl-semantics/.

https://www.w3.org/TR/owl-semantics/


628 M. Ślażyński et al.

knowledge. However, due to the small size of the rule-model ontology, we consider
this problem as negligible. The second issue concerns inter-ontological relations
between rule knowledge components and problem domain elements. In order to
make our solution as domain-independent as possible, we had to define them
inside the problem domain.

4.2 Semantic Annotations

Having a specified TBox we need to take care of populating the corresponding
ABox with individual models, rules, tables, etc. As far as the structure of rule
model can be directly inferred from its unmodified representation, the meaning of
rules and their connections to the problem domain require an additional knowl-
edge. In order to achieve this goal, both the HMR3 and Drools Rule Language
(DRL) were extended with annotation mechanism based on the Java annota-
tion syntax4. There are two types of annotations allowed: one which describes
data-type attributes of entities and other that defines inter-ontological relations
between entities. These two types of annotations are encoded with @Attribute
and @Relation keywords respectively. To define an attribute for a particular
XTT2 element, it is required to include the following code before the definition
of this element in HMR:
@Attribute(name=<attribute name>,

value=<attribute value>)

where name denotes attribute name in the ontology, and value denotes its
value.

Similarly, to define an inter-ontological relation for a particular XTT2 ele-
ment, it is required to include the following code before its definition:
@Relation(name=<relation name>,

subject=<URI of the individual>)

where name denotes a name of the relation and subject represents a problem
domain entity with which the chosen XTT2 component should be related. A
shorter, more natural version of this statement is also available in a form:
@<relation name>(subject=<URI of the individual>)

Listing 1.1 contains an example of the HMR code with semantic annotations.
In the example, rule’s definition (keyword ‘xrule’) is annotated as being not valid
(a user defined data-type attribute) and is related to the individual located at
URI ‘user11’. The ‘defines’ relation is used to force an URI of the entity within
the ontology.

3 HMR stands for HeKaTe Meta Representation, a human readable format to repre-
sent XTT2 models. For a detailed specification of the language see: http://glados.
kis.agh.edu.pl/doku.php?id=pub:software:heartdroid:documentation:hmr.

4 For more details on the annotation system in Java see: http://docs.oracle.com/
javase/specs/jls/se8/html/jls-9.html#jls-9.7.

http://glados.kis.agh.edu.pl/doku.php?id=pub:software:heartdroid:documentation:hmr
http://glados.kis.agh.edu.pl/doku.php?id=pub:software:heartdroid:documentation:hmr
http://docs.oracle.com/javase/specs/jls/se8/html/jls-9.html#jls-9.7
http://docs.oracle.com/javase/specs/jls/se8/html/jls-9.html#jls-9.7
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@Relation(name=concerns, subject=user11)
@Attribute(name=valid, value=false)
@Defines(subject=rule123)
xrule ’calculateFee’/2: [spentTime eq ’MoreThanDay’]
==> [userFee set 100.0].

Listing 1.1. Example of HMR code with semantic annotations included

DRL is extended analogously, with a small difference in the location of the
annotations. Due to the language specifics, they have to be put after rule decla-
ration. An example of the same rule written in Drools language is presented in
Listing 1.2.

rule "Calculate fee"
@Relation(name=concerns, subject=user11)
@Attribute(name=valid, value=false)
@Defines(subject=rule123)

when
u : User(URI == "user123",

spentTime == "MoreThanDay")
then

u.setFee(100.0);
end

Listing 1.2. Example of Drools rule with semantic annotations included

4.3 Analysis of Applicability

A simple Java API is available for the introduced annotation system giving access
to the annotations in a well structured manner. Combined with Apache Jena5, it
allows to automatically generate appropriate individuals in the problem domain
ontology. What is equally important, it is also possible to find the specific com-
ponent based on the URI of the corresponding individual. One of the available
tools allowing that is SPARQL6: an SQL-like language designed to express non-
trivial semantic queries based on relationships and values of attributes in the
ontology. It is supported by most of the semantic reasoning engines, such as
HermiT, Jena, Pellet, TrOWL and much more [4].

The most notable constraint of the applicability of this solution is only one-
directional communication between rule model and ontologies. Because of that,
currently there is no method to validate the annotations with contents of the
ontology – a minor spelling error can potentially lead to the mismatch with
the rest of the system. Furthermore, every change in the ontology has to be
additionally checked and reflected in annotations. This can become problematic
in case of a constantly evolving or immature ontologies.

5 Application Study

The Prosecco project makes use of several independent business solutions,
connected in order to design and configure BPM systems targeted at SME
5 For a full listing of Jena’s capabilities see: https://jena.apache.org/.
6 For a complete specification, see: https://www.w3.org/TR/sparql11-query/.

https://jena.apache.org/
https://www.w3.org/TR/sparql11-query/
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customers. Figure 2 shows a part of Prosseco’s architecture, relevant directly
to the scope of this paper, leaving aside the execution environment of modeled
processes and its connection with the configurable BPM system. The User Inter-
face block represents tools available to the end user of the system; it includes
hybrid modeling environment, capable of combining Business Processes with
Business Rules, and a monitoring component designed to analyze traces of their
execution. Both these tools have access to the vast repository of existing com-
ponents, which can be modified or extracted to built new models, tailored to fit
needs of a specific company.

In order to maintain consistency of knowledge distributed across different
representations, there was introduced an ontology containing business vocab-
ulary used in the domain. It contains 86 major concepts partitioned into eight
types, including structure of the company, its resources, partners, documents and
also more abstract ones describing the typical processes and events happening
during the life of SME company.

The following paragraphs describe, respectively to the problems P1–3 intro-
duced in Sect. 1, and how the semantic annotations were used to improve the
Prosecco system.

P1 — Rule Models Filtering: As noted previously, user of the modeling envi-
ronment can take an advantage of the already prepared components. This way
he or she does not have to repeat work and can rely on the experience of experts
responsible for the contents of the repository. The biggest issue connected with
this approach is size and amount of the models contained in repository; it would
be a time-consuming task to manually search the database element by element.
What is more, there is no reason to assume, that user knows the contents of
repository enough to recognize the components related to his or her current
modeling task. Because of that the recommendation system, as shown in Fig. 2,
was created. This tool has insight into the currently designed model and based
on that, it proposes a suitable elements from the repository. To do that, it relies
on the meaning of the elements already used in the model and looks for the
components involved with the similar concepts. An example of two semantically
annotated rule components is shown in Listing 1.3.

@Used_by(subject=Office_worker)
@Is_involved_in(subject=Shopping_list)
xschm ’calculates remaining budget’:
[expenseAmount, sumOfExpenses, currentBudget] ==> [budgetExceeding].

@Used_by(subject=Office_worker)
@Confirmed_by(subject=Board)
@Is_involved_in(subject=Shopping_list)
@Affects(subject=Budget)
@Deprecated
xschm ’evaluates possibility of financing’:
[expenseAmount, budgetExceeding] ==> [expense].

Listing 1.3. Example of simple HMR component used in the Prosecco project
annotated with semantic information (concept and relation names translated to
English).
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In case the user was trying to model the process of shopping in a company,
the recommendation mechanism recommends usage of the elements, based on
shared concepts, like “Shopping List” or “Budget”. This can be easily achieved
with a SPARQL query similar to presented in Listing 1.4. The same mechanism
can be also used in an explicit search of components within repository.

SELECT ?component
WHERE

{ ?component psc:Is_involved_in psc:Shopping_list}
UNION

{ ?component psc:Affects psc:Budget}
?component rdf:type xtt:XTT2Table

Listing 1.4. An example of SPARQL query used by recommendation engine

P2 — Concept Alignment: The proper use of the modeled vocabulary in
the resulting BPM system is ensured by its data model, which is automatically
generated from the ontology. However, it would be preferred to find potential
mismatches still during the modeling phase, before any deployment is attempted.
This problem affects mostly rules making assumptions about structure of entities
represented in the resulting system. In situation, when user models rule compo-
nent that share input with different representation, e.g. an activity from BPMN
process, the modeling environment should recognize semantic mismatches and
propose an adequate equivalent. Having an annotated attributes in rule compo-
nents, as shown in Listing 1.5, would render this problem as a simple semantic
reasoning task of asserting identity between entities.

@Relation(name=owl:sameAs,
value=rdf:about="http://dbpedia-live.openlinksw.com/ontology/budget")

xattr [name: projectBudget,
abbrev: budget, class: simple,
type: real, comm: inter ].

Listing 1.5. An HMR attribute annotated with semantic description.

In case of Drools fact types the same annotation is used to ensure, that its
structure reflects the one modeled within the ontology.

P3 — Semantic Documentation: The last, but also important problem
regarding the complexity of the repository, is so called semantic gap between
the formal models and the natural meaning of concepts, as they are perceived
with the business domain. It is very difficult, if not impossible, to create for-
malized, abstract descriptions without loss of expressibility with respect to their
natural equivalents. Currently, this difficulty is solved in Software Engineering
by documenting code, often in a form of in-line comments within the models.
The main disadvantage of this approach is that the natural language used to
explain the code is not understandable by the computer program. Semantic
annotations allow to “comment” knowledge components with fixed set of rela-
tions and attributes, e.g. the @Deprecated annotation in Listing 1.3 informs
the user, that related component is now discouraged to be used in new mod-
els. Furthermore, the natural language description can still be used in form of
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Fig. 2. Part of the Prosecco system’s architecture containing a semantic repository

Fig. 3. An annotated relation from Prosecco domain ontology, seen within Protege
editor

annotations connected to specific ontology concepts. The Protege7 environment
allows creation of annotations in separate languages, tracks usage of relations
across different concepts and displays formal attributes of the relation. An exam-
ple of annotated relation from Prosecco ontology is presented in Fig. 3.

7 Protege is an ontology editor. For details see http://protege.stanford.edu/.

http://protege.stanford.edu/
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6 Summary and Future Works

In this paper, a technical solution to combine strengths of the Semantic Web
with business rules was presented. Such a tool proved to be useful in domain
of big heterogeneous systems, providing user with ability to efficiently query
the rule model components based on their meaning. Furthermore, it enforces a
consequent use of business vocabulary, thus aligning concepts within models on
different levels of abstraction.

The further research will focus on two possible extensions. First, current rep-
resentation of the Drools model lacks much information about its hidden struc-
ture. The grouping and flow dependency aspect represented in the special rules
attributes should be taken into consideration. Furthermore, the structure of the
fact types could be aligned with the classes contained in the Business Vocabu-
lary. This enhancement would improve further integration of Drools models with
the rest of the system.

Second, XTT2 tables could be automatically populated, based on their
semantic annotations and contents of problem domain ontology. Generated
tables would consist of rules capable of identifying specific instances from domain
ontology. Such simple, but difficult to manually create, expert systems would
extend possibilities of mediation with user in order to gather information about
the current context.
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Abstract. This article concerns identifying objects generating signals
from various sensors. Instead of using traditional hand-made time series
features we feed the signals as input channels to a convolutional neural
network. The network learned low- and high-level features from data. We
describe the process of data preparation, filtering, and the structure of
the convolutional network. Experiment results showed that the network
was able to learn to recognize objects with high accuracy.

Keywords: Convolutional neural networks · Time series classification ·
Accelerometer · Gyroscope

1 Introduction

Artificial intelligence in recent years is widely used in business systems. Com-
bining artificial intelligence with the Internet of Things (IoT) concept, which
deals with the collection of information by uniquely identified devices and items,
enables building intelligent infrastructure that can have a wide range of applica-
tions. Time series and data streams are very important in real time classification.
Examples may be medical or industrial systems that in the case of detecting an
anomaly can inform the physician or a supervisor about the abnormalities that
the system has detected. Accelerometers and gyroscope sensors are the basic
accessories used in mobile devices. There are many systems that have a wide
range of applications based on the operation of individual sensors.

Convolutional neural networks (CNNs) have been used recently extensively
in the literature. They allow to depart from traditional hand-made features
[4,5,7,10,16,18,19] to features that are designed automatically in the process
of training from data. They are better in this task than traditional feedfor-
ward neural networks [3]. In [15] the authors predict in real time seizures from
c© Springer International Publishing AG 2017
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EEG signals. Novel machine learning techniques outperformed existing classi-
fication methods. They obtained 71 % accuracy and 0 false positives on the
21-patient Freiburg dataset. Apart from spatio-temporal data, CNNs are uti-
lized to visual object recognition [13], speech [1], natural language processing
[6], etc. According to many sources, deep neural networks are much more effi-
cient than shallow architectures despite deep learning creates new challenges in
comparison to standard gradient-based algorithms. In this paper we use convo-
lutional neural networks [14] for classifying time series. Multichannel ability of
CNNs can have many applications in e.g. processing sound or data from various
sensors where one dimensions is time. An example can be health care and Con-
gestive Heart Failure Detection [20], where authors used a multichannel CNN
and a one-dimensional time series is fed to every input. In [9] authors identify
smartphone users by their gait using statistical measures preceded feature dimen-
sionality reduction by random projections. Similarly, in [8] they use also random
projections but followed by the Jaccard distance computation between proba-
bility density functions of the projected data. In [11] nearest neighbors are used
to classify acceleration data from a smartphone. Authors of [2] compare several
classifiers, i.e. k-Nearest Neighbors, Gaussian Mixture Models, Support Vector
Machines, Random Forest, k-means and Hidden Markov Models and showed that
at that time k-NN achieved the best accuracy on human activity classification.
Of course, k-NN drawback is the necessity of storing whole datasets. An autocor-
relation matrix of fast Fourier transform features is used in [12] to analyze 3-D
acceleration signals regardless of the orientations of the accelerometer obtaining
50% accuracy.

In the paper we use data from sensors to train and test convolutional neural
network in CNTK (Microsoft Cognitive Toolkit) software. The training and test
data preparation software was written using Microsoft Visual Studio 2015, .NET
4.5, and the C# programming language. In the next section we describe the
collected data and experiments with CNN learning are presented in Sect. 3.

2 Data Collecting

We used time series from a custom-made devices with three-axis accelerometers
and gyro sensors. Gyroscope is a device for measuring angular position based
on the principle of angular momentum preservation. It measures the angular
velocity of rotating objects relative to the X, Y, and Z axes. The unit of mea-
surement is degrees per second. Sensor operating range is ±245, 500, and 2000◦/s
and examples of positions are presented in Fig. 1.

The purpose of the accelerometer is to measure linear acceleration of its own
motion. In addition to determining the values of linear acceleration, it is possible
to determine the spatial arrangement of the object with the sensor attached. Unit
of measurement is g (earth acceleration). The accelerometer used by us can be
scaled within range 2, 4, 6, 8, or 16 g. An example graph generated from the
recorded data from a device with sensors attached is shown in Figs. 2 and 3.
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Fig. 1. Various angular positions of gyroscope sensor.

Fig. 2. Example of collected accelerometer data.

Fig. 3. Example of collected gyroscope data.
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Fig. 4. Examples of data acquisition intervals for gyroscope time series.

Figure 4 shows various stages of data acquisition:

– the device starts to move - interval X1 in the figure,
– movement to the indicated destination - interval X2 in the figure,
– changing the direction of movement - interval X3 in the figure,
– return to the place where the recording was started - interval X4 in the figure,
– the device stops - interval X5 in the figure.

Data from the X2 range was used to prepare training samples for the convolu-
tional network, whereas X4 data was used to test the network.

3 Experiments

The main problems we had to cope in designing the convolutional network for
device profiles based on 3-axis gyro and accelerometer sensors were twofold. We
had different data length. The recording time of profiles for the same movement
length was different over time, so the number of samples was varying. The inter-
val for one sample was of great importance for the time it took to train the
network. The larger the sample, the more time was needed to train the network.
Preparation of training data for 50 device profiles was performed by an algo-
rithm that recalculated the number of samples for each of N profiles. Sample
size for one channel was selected from values 0.5 s, 1 s and 2 s (Table 1). In the
process of preparing the training data, the data range marked with X2, shown
in Fig. 4, is the stage of the device in the direction to the target. Only these data
were involved in the convolutional network learning. The preparation of the test
data was done in the same way as the training data, except that the data that
was used are indicated by X4 in Fig. 4 and are the return stage of the device.
Convolutional neural network was simulated using the CNTK (Microsoft Cogni-
tive Toolkit). The configuration file allows to build nearly any network structure.
Table 2 shows various parameters of the network used for device classification.
The structure of the entire network architecture was presented according to the
operation sequence in Table 3.
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Table 1. Relationship between the length of the interval and the number of samples

Interval [s] Number of samples for one channel Data for 6 channels

0.5 s 24 24 * 6 = 144

1 s 48 48 * 6 = 288

2 s 96 96 * 6 = 576

Table 2. CNN parameters used during experiments.

Parameter name Value

Image shape 48 × 1 × 6

Label dimension 30

Features dimension 288

Feat scale 1/1024

Epoch size 60000

Max epochs 15

Learning rates per sample 0.001 * 10:0.0005 * 10:0.0001

Dropout rate 0.5

Table 3. CNN structure

Parameter name Value

1 Feat scale 1/1024

2 Convolution layer 128 feature map, (32:1) – capacity, padding

3 ReLU Activation

4 MaxPoolingLayer (16:1), stride = (3:1)

5 Convolution layer 256 feature map, (3:1) – capacity, padding

6 ReLU Activation

7 MaxPoolingLayer (8:1), stride = (2:1),

8 Dense layer 100

9 Dropout 0.5

10 ReLU Activation

11 Linear layer 30 profiles

The network has six input channels (axis X, Y, Z for accelerometer and gyro-
scope). Each channel is sequentially sampled and the input data has been scaled
according to the “Feat Scale” parameter listed under “1” in Table 3. The next
step is convolution with 128 feature maps of size 32. After the first convolution,
the ReLU activation function is applied followed by a 3:1 pooling. Filters are set
by default in the CNTK software for the normal distribution. In the next step
after activation, there is another convolution layer consisting of 256 feature maps
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of size 3. Similarly to the previous convolution, the ReLU activation function
was used and pooling in this case with 2:1 stride. In step 8 in Table 3 there is a
Dense Layer composed of 100 neurons. Dropout [17] rate is 0.5. In the next step,
the ReLU activation function is called. The last step is a linear layer, which is
designed to classify samples for 50 profiles. The learning process took 15 epochs.
In the first 10 epoch the learning rate was 0.001, but in the next 5 epochs it
dropped to 0.0005.

To find the optimal CNN structure we performed several test for 50 device
profiles using 2 GB NVidia Geforce GT650M GPU. After many experiments the
best results are presented in Table 4.

Table 4. Accuracy for optimal CNNs.

Id Sample length Number of epochs Accuracy on test data Learning time

1 0.5 s 15 70.00 % ∼3min

2 1.0 s 15 87.60 % ∼6min

3 2.0 s 15 88.10 % ∼20min

The best network performance for identifying device profiles based on sensor
data has been achieved by a network in which six channels was fed with 2 s
samples, however the training time was much longer than in the case of the 1 s
samples.

4 Conclusion

Artificial intelligence and machine learning methods are used extensively to ana-
lyze data from many sensors. With the advent of the Internet of Things we have
more and more data to process.

Especially convolutional neural networks are very successful, mainly in com-
puter vision. In the paper we used them to classify devices by using data from
accelerometers and gyroscope sensors that are one of the basic accessories used
in mobile devices. We used a custom made device to collect data from devices.
The CNNs utilized one-dimensional feature maps to analyze time series from the
sensors. We achieved very good accuracy with relatively small CNN working on
six input one-dimensional time series.
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recognition in AAL environments using random projections. Comput. Math. Meth-
ods Med. 2016 (2016)
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Abstract. The traveling salesman problem (TSP) is one of the most
studied problems in combinatorial optimization due to its importance
and NP-hard numerous approximation methods were proposed to solve
it. In this paper, we propose a new hybrid approach which combines
local search with the ant colony optimization algorithm (ACO) for solv-
ing the TSP. The performance of the proposed algorithm is highlighted
through the implementation of a Decision Support System (DSS). Some
benchmark problems are selected to test the performance of the pro-
posed hybrid method. We compare the ability of our algorithm with the
classical ACO and against some well-known methods. The experiments
show that the proposed hybrid method can efficiently improve the qual-
ity of solutions than the classical ACO algorithm, and distinctly speed
up computing time. Our approach is also better than the performance
of compared algorithms in most cases in terms of solution quality and
robustness.

Keywords: Traveling Salesman Problem · Ant Colony Optimization ·
Meta-heuristic · Decision Support System

1 Introduction

The Traveling Salesman Problem (TSP) is the most well-known and extensively
studied in the area of combinatorial optimization [1–3], which can be described
as follows: Given a one salesman and a set of N cities within specific area. The
salesman has to visit each one of these cities starting from a certain one city
and returning to the same city. The TSP aims to minimize the total travel dis-
tance circuit (Hamiltonian circuit) passing through each city only once. It has
important applications to real life problems, such as planning bus or taxi lines,
regular distribution of goods, finding of the shortest of costumer servicing route,
vehicle routing problems, etc. TSP is one of the best known NP-hard problems
[4], which means that there is no exact algorithm to solve it in polynomial time.
The minimal expected time to obtain optimal solution is exponential. Therefore,
the utilization of the heuristic techniques are necessary to obtain a good solu-
tion. The Tabu Search by Gendreau et al. [8] and Knox [7]; Simulated Annealing

c© Springer International Publishing AG 2017
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646 I. Kaabachi et al.

by Geng et al. [10] and Allwright and Carpenter [9]; Particle Swarm Optimiza-
tion by Pang et al. [13], Shi et al. [15], Wang et al. [14], and Zhong et al. [6];
Neural Networks by Ghaziri and Osman [11] and Leung et al. [12] have been
applied to solve this problem with more or less success. Aside from the above
works, several hybrid methods have also been developed to TSPs. Gunduz and
Kiran [21] presented a new hierarchic method based swarm intelligence algo-
rithms for theTSP. Masutti and Castro [22] proposed some modifications on the
RABNET-TSP, an immuneinspired self-organizing neural network, for solving
the TSP. On the other hand, the Genetic Algorithm and Ant Colony Optimiza-
tion (ACO), can be good candidates to find a good quality solutions for the
TSP within an acceptable time. In [5], the authors present a genetic algorithm
operators to reduce the total distance and time for the TSP. So, a new crossover
method, the sequential constructive crossover method is used. They also pro-
pose a binary matrix representation of chromosomes. The proposed method is
produces the high quality solutions in reasonable time. Gambardella and Dorigo
[17] conducted the first work into ACO in the TSP. Their algorithm was tested
and compared to other algorithms such as Simulated Annealing, Elastic Net and
Self Organizing map. The tests were performed on a set of 50 node graph prob-
lems. Subsequently, many of the proposed ACO algorithms [16,18] have initially
been applied to the TSP. Despite that the TSP was the first problem to be
solved by the ACO, it still inspires researchers. In [24] several ACO algorithms
is used in order to solve a bi-criteria TSP to compare them and discuss their
characteristics. More recently, Tavares and Pereira [25] proposed a system to
evolve strategies for updating pheromone trails and the TSP was used as a test
case. Although in general ACO algorithms give a high-quality solutions, there
are cases where an hybridization algorithm, proves to be necessary. Therefore, in
the recently years researchers have developed hybrid algorithms between ACO
and other metaheuristics, such as the Local Search [26], Simulated Annealing
[27], Genetic Algorithm [28].

The main research contributions of the present paper are (1) to propose
a Hybrid ACO algorithm (HACO) for solving the TSPs, (2) to compare the
obtained solutions with the classical ACO and our hybrid approach, (3) to
develop a decision support system (DSS) that use to solve the TSP, and (4)
to show the superiority of the proposed HACO against some well-known meth-
ods. The remainder of this paper is organized as follows. The HACO algorithm is
proposed in Sect. 2. The main steps of the proposed DSS are outlined in Sect. 3.
In Sect. 4, the computational results are presented, followed by the conclusion
in Sect. 5.

2 DSS Architecture Embedding a HACO

We develop a Decision Support System (DSS) for solving the TSP in order to
find to best salesman routing. This latter leads to find the best way to generate
salesman’s route. The DSS, that integrates the proposed HACO, has to cope with
multiple system constraints while optimizing the TSP objective. The purpose of
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Fig. 1. A HACO based DSS for solving the TSP

using a DSS is to give users a flexible and user-friendly web based application
and help them to make decisions about problems that may be rapidly changing
and not easily specified. As delailed in Fig. 1, the proposed DSS consists of three
parts: data inputs, resolution process and best solution display. The DSS starts
by extracting the input data as: The number of cities, the geographic coordinates
of the cities to find the distance matrix. The routing data is to be performed in
order to generate the appropriate pathway. We then run the DSS, integrating the
proposed HACO, on different benchmarks until they reach the stopping criterion.
Finally the best solution that fully satisfies all users’ requirements is displayed.

3 Hybrid Ant Colony Optimization Algorithm

The notations related to the proposed HACO are presented below:

– Tij Trail intensity on edge {i, j}.
– I ij Inverse of the distance of edge {i, j}.
– m Number of ants.
– N Number of cities.
– V ij The attractive value of edge {i, j}.
– Li The list of all feasible cities that has not been visited by the ant.
– Lbest The length of the best solution found.
– Tabs The list for first visited city by all ants.
– Tabi The list for the cities visited by ant i.

At the beginning of HACO, we generate initial solution randomly by starting the
route from a certain one city.We need to create the initial solution to initialize
the trail intensities. The major part of literature of ACO used initial solutions
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to initialize trail intensities. Therefore, the proceeding of the algorithm is not
affected by the initial trail intensities chosen, because at the beginning all edges
disposed the same amounts. We use m ants, each ant generates a complete tour
(ant solutions of HACO), these ants travel from one city to another city to
construct routes solutions of the TSP. Each ant starts its route from a certain
one city then continues by selecting next city randomly.

Each ant travels between two cities based on two attraction measures rep-
resenting the probability function, the distance from current location to the
proposed city (edge {i, j}) and the trail intensity on this edge. Two attraction
measures representing the probability function. The first measure is the trail
intensity Tij which contains how frequently edge {ij} has been used in previous
iterations. The second measure is the inverse of the distance of edge Iij , which
represents the move desirability. Therefore, we calculate the probability Pij of
picking the next city j as follows:

Pij =

{
Vij∑

i∈Li
Vij

if j ∈ Li

0 else where

where the attractive value Vij

Vij = (Tij)α(Iij)β

And Li is the list of all feasible cities that has not been visited by the current
ant. The ant continues adding customers to its route solution until there is no
more cities in the list of all feasible cities (Li is empty). Then the ant return
to the first visited city from which start another trip. A history of the visited
cities, during current route solution, is kept in the list for the cities visited by ant
(Tabi list). After creating routes solutions by all ants, the local search procedure
is performed to enhance the solution quality. The importance of the local search
is to improve the solutions generated by all ants. Therefore, the best solution
and all trail intensities are updated according to the best solution found so far
after applying local search. After the local search improvements in each iteration
trail intensities evaporate with time on all edges and ants leave pheromone on
the visited edges.

Step 1: Generate initial solution and initialize the trail intensities.
Step 2: Creating ants solutions (Construct routes for m ants).
Step 3: Applying local search scheme to improve the solution create by each ant.
Step 4: Update best solution found and trail intensities for all edges using best
solution.
Step 5: Terminate the algorithm and indicate the best solution.

The process of HACO for the TSP
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4 Numerical Experiments

In order to show the performance of our method, the best results of HACO
were compared with the results of the classical ACO and those of other existing
algorithms proposed in the literature based on some benchmark problems from
TSP. They are taken from the TSPLIB website [29]. According to TSPLIB, the
distance between any two cities is computed by the Euclidian distance and then
rounded up. The best results are given in bold. The algorithm proposed in our
solution procedure is coded in Matlab 2015a. All experiments are conducted on
a personal computer with Intel R© CoreTM i5-5200U CPU @ 2.20 GHz 6,00 GO
RAM and Windows 8.1 pro, 64-bit operating system, x64-based processor. For
each problem, the algorithm is implemented for 10 runs. The reported result is
the best found solution over the runs with the CPU time in seconds.

4.1 HACO Tuning

The metal tuning of HACO is very important in order to general good qual-
ity solutions. To do so, we propose to run the HACO according to numerous
configurations. After a series of run, we select the following configurations: The
number of the ants m controls the solution quality and affects the computa-
tional time. The computational time increases excessively without any found
solution improvements after 25 ants. All ants used apply a local search to their
solution. [19] found that setting pheromone factor α = 1.0 and heuristic factor
β = 2.0 gives very good solutions. The evaporation rate parameter ρ = 0.1 gave
a good chance to update the pheromone with the new experience of ants on
the account of the existing experiences. Additionally, we fixed the parameter
q0 = 0.9. The maximum iteration is set 1000 times for all TSPs instances to test
the performance of the HACO and the classical ACO. To keep the solution time
comparable with the classical ACO we used 1000 iterations and improvement is
very minimum after 1000 iterations.

4.2 Computational Results

The algorithms are applied to 15 standard instances which possess a number of
cities whose sizes are between 70 and 14021. These results have been presented
in Table 1. We assume that:

• Inst.: The instance name where the linked number represents the problem
dimension (i.e. the number of cities).

• Gap%: Percentage between the best found solution z(x) obtained by the pro-
posed HACO or the best results of the well-known methods and the optimal
solution (Opt.) z(x∗∗) for the instance.

• Improvement%: Percentage between the best found solution z(x) obtained
by the proposed HACO and the best solution z(x∗) obtained by the ACO.

• CPU: Average computing time needed to obtain the best solution.
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Table 1. Comparison results of the algorithms for benchmark test problems

Inst. Opt. ACO HACO Gap (%) Improv. (%)

z(x∗∗) z(x∗) CPU (s) z(x) CPU(s)

berlin52 7542 7721.43 04.21 7542.15 02.68 0.20 2.32

att48 10628 11421 15.23 10710.21 13.45 0.77 6.22

eil76 538 564.68 12.54 538.36 09.78 0.07 4.66

eil51 426 442.12 04.62 426.71 03.85 0.17 3.49

ch130 6110 6162.35 16.56 6110.02 13.81 0.00 0.85

rd400 15281 15441.32 30.26 15282.21 38.62 0.01 1.03

rat99 1211 1264.57 10.47 1212.17 11.24 0.10 4.14

lin105 14379 14456.65 15.24 14382.86 14.62 0.03 0.51

d1655 62128 62541.71 124.52 62129.73 123.71 0.00 0.66

a280 2579 3124.62 25.47 2596.24 21.56 0.67 16.91

brd14051 469385 476312.58 184.26 470521.24 165.18 0.24 1.22

bier127 118282 123251.52 26.54 121031.20 28.25 2.32 1.80

pr144 58537 58628.84 21.36 58537.31 18.41 0.00 0.16

ali535 202310 223821.78 45.87 203024.68 42.72 0.35 9.29

st70 675 682.14 07.29 675.24 06.95 0.04 1.01

Average 66193.67 68565.39 37.63 66502.18 34.99 0.28 3.31

Fig. 2. Solution of the eil51 and berlin52 problems and the performance graphics
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Fig. 3. (a) Pareto optimal sets comparison for TSPs instances (b) Running time
representation

As can be seen from Table 1, for the 15 TSP problems, the best and aver-
age values of the proposed HACO algorithm are best than the classical ACO
algorithm in the experiment. There have 4 TSP problems, which are close to
the optimum. For TSP instances berlin52, eil51, eil76 the proposed HCAO algo-
rithm can find the best known solutions. Particularly, for the other TSP instances
the found best values are approaching to the best known solutions. We plot in
Fig. 3(a) the Pareto optimal sets generated from both algorithms among the dif-
ferent TSP instances. For larger scale instances, we can notice that the proposed
HACO algorithm in the best value is better than the ACO algorithm. We can
found also that the Gap increases with problem complexity-that is, when the
number of cities is less, ACO provides better results. However, when the number
of cities and solution space is larger HACO outperforms ACO in the quality of
the solutions. In order to further prove the performance of the proposed HACO
algorithm, the best route for TSP instances eil51 and berlin52 found is shown in
Fig. 2. Figure 2 shows the algorithm’s convergence. The experiments show that
the HACO algorithm converges quickly. For the berlin52 instance, our algorithm
finds a solution of distance 7542.15 in 792th iteration where there is no improve-
ment until the 1000th iteration with minor improvements of 0.24%. In addition,
the comparison of the proposed method with other studies in the literature is
shown in Table 2. As seen from the computational experiments (Table 2), our
method has generated the closest results to optimal solution problems the eil51,
eil76, berlin52, st70 and kroa100. The best results obtained for the eil51, eil76,
berlin52, st70 and kroa100 are 426.71, 538.36, 7542.15, 675.24, 21283.21, respec-
tively. These results are better than the results of studies in the literature. It is
also observed that results close to optimal solution have been obtained for the
lin105, ch150 and kroa200, and also reasonable results have been obtained in the
eil101. As seen from the results, our method found 631.21 for the ch150 problem
while it was obtained 631.28 in the literature with the least Gap 0.35. Table 2
also shows that our proposed method has produced closer results to optimal
solutions. In addition, the HACO algorithm generates the optimal results in a
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Table 2. Comparison results of the algorithms for benchmark test problems

Method Inst. eil51 eil76 berlin52 st70 kroa100 lin105 ch150 kroa200 eil101

Opt. 426 538 7542 675 21282 14379 6528 29368 629

RABNET-

TSP (2009)

[22]

Best 427 541 7542 - 21333 14379 6602 29600 638

CPU 7.95 15.07 08.91 - 15.87 20.62 39.90 15.87 21.72

Gap 0.23 0.55 0.00 - 0.23 0.00 01.13 0.78 01.43

ACO+2Opt

(2012) [23]

Best 431.25 - 7549.52 - 22006.39 - - - 654.49

CPU 18.35 - 14.69 - 23.06 - - - 13.58

Gap 01.23 - 0.09 - 03.40 - - - 04.05

IVRS+2Opt

(2012) [23]

Best 429.11 - 7544.36 - 21309.42 - - - 631.28

CPU 11.32 - 08.23 - 17.83 - - - 09.45

Gap 0.73 - 0.03 - 0.12 - - - 0.36

ACO with

Tagushi

Method

(2013) [20]

Best 426 544 7542 - 21382.30 14380.90 - - 640.50

CPU 03.32 05.92 03.15 - 11.52 21.45 - - 20.75

Gap 0.00 01.11 0.00 - 0.47 0.01 - - 01.82

ACO with

ABC (2014)

[21]

Best 431.47 551.07 7544.37 687.24 22122.75 - 6641.69 - 672.71

CPU 58.33 138.82 60.64 115.65 311.12 - 698.61 - 267.08

Gap 01.28 02.42 0.03 01.81 03.95 - 01.74 - 06.94

Proposed

Method

HACO

Best 426.71 538.36 7542.15 675.24 21283.21 14382.86 6531.05 29372.12 631.21

CPU 03.85 09.78 02.68 06.95 10.83 14.62 15.31 14.03 10.51

Gap 0.00 0.00 0.00 0.00 0.00 0.03 0.04 0.01 0.35

challenging CPU time. In fact, the convergence speeds of the HACO algorithm
is obviously much faster than those of the ACO algorithm (see Fig. 3(b)).

5 Conclusion

In this paper, a Hybrid Ant Colony Optimization algorithm (HACO) is proposed
to cope with the traveling salesman problem. We proposed a Decision Support
System (DSS) to better visualize the obtained results and make it more intuitive.
TSP problems are used to examine the effectiveness of the proposed algorithm.
The HACO algorithm is more effective than the classical ACO algorithm in terms
of convergence speed and the ability to finding better solutions. The experiment
results show also that our proposed method is an alternative TSP solver and a
competitive algorithm.
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Abstract. In this paper, we choose to compare four methods for control-
ling particle position when it violates the search space boundaries and the
impact on the performance of Particle Swarm Optimization algorithm
(PSO). The methods are: hard borders, soft borders, random position
and spherical universe. The goal is to compare the performance of these
methods for the classical version of PSO and popular modification – the
Attractive and Repulsive Particle Swarm Optimization (ARPSO). The
experiments were carried out according to CEC benchmark rules and
statistically evaluated.

Keywords: Particle Swarm Optimization · PSO · ARPSO · CEC ·
Search space · Boundaries

1 Introduction

As rapid particle acceleration is one of the notorious problems of Particle Swarm
Optimization algorithm (PSO) [1] it is common that the particles leave the
feasible search space and get out of bounds.

There are various approaches for handling the out of bounds particles and all
of them can have a significant impact on the performance of the original PSO
algorithm [1], or its modifications like Heterogeneous Particle Swarm Optimiza-
tion (HPSO) [2], Orthogonal Learning Particle Swarm Optimization (OLPSO)
[3] and many others. This paper compares some of the strategies on classic PSO
and popular Diversity guided PSO (ARPSO) [4].

The boundaries of the search space are defined by particular optimization
problem and typically, there is definition of minimal acceptable value and max-
imum acceptable value of the solution in each dimension. If a particle violates
search space boundaries, some position handling of a particle should be applied.
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In this study, four methods are selected for comparison: hard borders, soft bor-
ders, random position and spherical universe (endless space).

The selected methods are tested and compared on the CEC’15 benchmark
set [5]. The research questions for this work were following:

• Is there a significant difference in performance of selected methods?
• Is there a solo best performing method?
• Is there significant difference of these methods between PSO and ARPSO?
• Does a number of dimensions have a significant impact on performance of the

selected methods?

The paper is structured as follows. The classical PSO algorithm is described
in Sect. 2. The ARPSO variant is described in Sect. 3. The methods for handling
the out of bounds particles are described in Sect. 4. The experiment setup is
detailed in Sect. 5. Section 6 contains statistical overviews of results and perfor-
mance comparisons obtained during the evaluation on benchmark set. Following
is the discussion and conclusion.

2 Particle Swarm Optimization

This algorithm (PSO) using natural phenomena like a movement of swarming
animals and social behavior of its members. This algorithm was introduced in
1995 by Eberhart and Kennedy [1].

In PSO, the particles are moving in space of possible solution of the particular
problem. Each particle, individual solution, has defined a position, velocity and
remembers his best position (solution of the problem) obtained so far. This
solution is tagged as the personal best solution (pBest). Each particle knows
the global best solution (gBest). This solution is selected from all pBests. These
variables set the direction of movement for each particle and then even a new
position in next iteration. PSO usually stops after a number of iterations defined
by the user.

The particle is represented as coordinates in n-dimensional space of solutions.
These coordinates are parameters of the optimized problem. In each iteration of
the algorithm, the new position of each particle is calculated based on previous
position and velocity of a particle. This new position is checked if it lies in
space of possible solutions. The function of the optimized problem is called Cost
Function (CF). The new position of a particle is used as input parameters in
CF. If the value of CF is better than the previous pBest of a particle, then the
particle saves this new position as the new pBest. If the new pBest is better than
any other pBest in population then this pBest is saved as gBest.

The position of a particle is calculated according to (1)

xt+1
ij = xt

ij + vt+1
ij (1)

The velocity v of a particle is calculated by the Formula (2)

vt+1
ij = w · vtij + c1 · r1 ·

(
pBestij − xt

ij

)
+ c2 · r2 · (gBestj − xt

ij) (2)
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where vt+1
ij is a new velocity of the i particle for j dimension in iteration t+1.

The w stands for inertia weight [6] and linearly decreases from 0.9 to 0.4. The
acceleration factors c1 and c2 is set to value 2. Values r1 and r2 are random
numbers drawn from uniform distribution in interval <0,1>.

3 Diversity-Guided Particle Swarm Optimizer

This algorithm (ARPSO) was proposed by Riget and Vesterstrøm in 2002 [4].
It was created to avoid premature convergence, which is one of the well-known
weaknesses of classical PSO. The mechanic is very similar to PSO described in
previous Sect. 2. In each iteration, the divergence of a population is calculated
using Formula (3). Where NP is population size, |L| is longest diagonal in search
space, dim is dimension size and xj stands for average value (position) of particles
in j dimension.

divergence =
1

NP · |L| ·
NP∑

i=1

√√
√
√

dim∑

j=1

(xij − xj)
2 (3)

If this value drops under defined threshold value (5 · 10−6), then a repulsive
phase is activated. If the divergence value is higher than an upper threshold
value (0.25), then an attractive phase is activated. The velocity calculation is
then adjusted to (4)

vt+1
ij = w · vtij + dir · (c1 · r1 ·

(
pBestij − xt

ij

)
+ c2 · r2 · (gBestj − xt

ij)) (4)

where dir is direction and can be only 1 (attractive phase) or –1 (repulsive
phase).

4 Strategies for Search Space Boundaries Violation

In each iteration of an algorithm (PSO or ARPSO) the position of every particle
is updated. A particle has to be checked if its new position is in the appropriate
boundaries (inside a space of possible solutions). If a particle is not in this space,
then its position has to be updated. There are several possible strategies.

4.1 Hard Borders

In this method, a particle that is outside of the search space boundary is moved
at the boundary itself in the corresponding dimension. A velocity of a particle
remains the same. For computational complexity, the method is approximately
linear (O(n)) and depends only on dimension size.
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4.2 Soft Borders

If a particle is outside of the acceptable search space, then no restriction is applied
on that particle. However, its cost function is not calculated and therefore pBest
is not updated. A particle will return inside the search space by itself if required
conditions are met [7]. This method requires no additional computation.

4.3 Random Position

This method generates a new value for the position in a dimension where a
particle violated a search space boundary. New value is generated from a uniform
distribution between the lower and upper boundaries of the violated dimension.
The velocity of the corresponding particle is set to zero. The computational
complexity is similar to Hard border method and its approximately linear O(n).

4.4 Spherical Universe

Under this method, the space of available solutions looks like an endless spherical
surface. The upper boundary is neighboring the lower boundary of corresponding
dimensions and vice versa. If a particle violates a search space boundary, it
comes out on the “opposite” side. This method has also approximately linear
complexity due to the fact, that only depends on dimension size like hard border
method.

5 Experimental Setup

The experiments were performed for dimension sizes (dim) 10, 30 and 50. The
maximal number of cost function evaluations is set to 10 000 · dim according to
the definition in CEC’15 benchmark set. The population size (NP) is set to 40
for all dimensions. Every test function is repeated for 51 independent runs also
according to CEC’15. This benchmark includes 15 functions separated into four

Fig. 1. Explanation of spherical method. xi−1 is the particle position in last iteration,
xi is uncorrected position and xi is the final correct position.
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categories: unimodal, multimodal, hybrid and composite. In the next section, the
functions are denoted with a letter which indicates the category (u is unimodal,
m is multimodal, h is hybrid and c is composite).

6 Results

The Friedman test [8] is used for statistical comparison of used methods per-
formance. For each test function, defined by CEC’15, and for both algorithms
the Friedman tests are independent. The critical distance CD is calculated by a
Formula (5) from [9]. Where q0.05 = 2.69, k is a number of compared methods (in
this case k = 4) and N is a number of samples (N = 204 that is 51 independent
runs times k tested methods).

CD = q0.05 ·
√

k · (k + 1)
6 ·N (5)

Fig. 2. Comparison of gBests mean history over 51 runs.

The best method from Friedman test serves as referencing method (method
with highest rank). If any other method is differing by at least the CD value com-
puted by (5), then this method is significantly worse than referencing method.
The results of this Friedman test are presented in Tables 1 and 2. The meth-
ods which are not differencing at least the value CD (cannot be decided if the
method is significantly worse), including the referencing method, are given in
bold numbers. The methods with bold labels in tables (for same dimension) are
best performing ones. For example, in Table 1 for f5 the Sphere method is solo
best performing in dim = 10 due to fact that results from Friedman test of oth-
ers methods differ more than CD value. Next example is also for Table 1, but
for test function f10. In this example, only one method differs more than CD
value, so the other three methods (random, soft and sphere) performances are
equivalent on average. Furthermore, some examples of mean gBest value history
are shown in Figs. 2, 3, 4, 5, 6, 7 and 8.
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Table 1. Friedman test, PSO.

Method

Hard Random Soft Sphere

fx 10d 30d 50d 10d 30d 50d 10d 30d 50d 10d 30d 50d

fu
1 2.33 1.39 1.16 2.63 3 3.24 2.84 2.82 3.12 2.20 2.78 2.49

fu
2 2.14 1.16 1 2.57 3 3.14 2.45 2.69 2.77 2.84 3.16 3.10

fm
3 2.51 2.77 2.73 2.53 2.41 2.35 2.57 2.67 2.49 2.39 2.16 2.43

fm
4 2.47 2.20 2 2.84 2.45 2.86 2.49 2.46 2.76 2.20 2.89 2.37

fm
5 2.29 2.61 2.16 2.39 2.53 2.90 2.43 2.51 2.33 2.88 2.35 2.61

fh
6 1.86 1.59 1.65 2.51 3.02 2.82 2.22 2.39 2.71 3.41 3 2.82

fh
7 1.39 1.14 1.71 3.11 3.18 2.53 2.30 2.69 3.37 3.20 3 2.39

fh
8 2.33 1.19 1.94 2.61 2.57 2.65 2.53 2.27 2.67 2.53 3.22 2.75

fc
9 1.39 1.43 1.35 3.12 2.82 3.14 3.24 2.77 2.92 2.26 2.98 2.59

fc
10 2.12 2.26 2.26 2.75 2.37 2.08 2.41 3.10 3.82 2.73 2.28 1.84

fc
11 1.98 1.45 1.35 2.59 2.75 3.08 2.71 2.73 3 2.73 3.08 2.57

fc
12 1.90 1.06 1 2.61 3.16 3.22 2.63 3.20 3.55 2.86 2.59 2.24

fc
13 1.80 2.27 2.73 3.39 3.20 2.43 2.78 2.77 3.28 2.02 1.77 1.57

fc
14 2.04 1.37 1.08 2.35 2.86 3.18 2.78 4 3.75 2.83 1.76 2

fc
15 1.68 1 1 2.78 3 3.01 2.78 3 3.01 2.78 3 2.98

Fig. 3. Comparison of gBests mean history over 51 runs.

7 Results Discussion

In this section, the obtained results are discussed. By brief look at the Tables,
it seems that first method, hard borders, perform significantly worse on almost
every test function in all dimensions.

The ratio between a successful and unsuccessful performance of methods
remains similar in all dimension for PSO algorithm. For ARPSO the ratio slightly
differs across dimension size. For some cases, if a method is best performing on
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Table 2. Friedman test, ARPSO.

Method

Hard Random Soft Sphere

fx 10d 30d 50d 10d 30d 50d 10d 30d 50d 10d 30d 50d

fu
1 2.28 1.28 1.12 2.80 3.16 3.06 2.43 2.65 3 2.49 2.92 2.82

fu
2 2.04 1.02 1 2.84 3.10 3.02 2.55 2.63 2.78 2.57 3.26 3.20

fm
3 2.88 2.51 2.73 2.55 2.49 2.55 2.22 2.53 2.39 2.35 2.47 2.33

fm
4 2.46 1.90 1.88 2.38 2.61 2.84 2.66 2.73 2.71 2.50 2.76 2.57

fm
5 2.02 2.24 2.08 2.69 2.31 3.02 2.47 2.73 2.12 2.82 2.73 2.78

fh
6 1.78 1.86 1.82 2.84 2.90 2.71 1.98 2.06 2.39 3.39 3.18 3.08

fh
7 1.67 1.06 1.82 2.86 3.28 2.41 2.55 2.84 3.47 2.92 2.82 2.29

fh
8 2.14 1.90 2.10 2.55 2.92 2.63 2.53 2.43 2.63 2.78 2.75 2.65

fc
9 1.35 1.33 1.35 3.16 3.04 2.69 3 2.78 3.20 2.49 2.84 2.77

fc
10 2.26 1.90 2.22 2.45 2.59 2.16 2.77 3.02 3.80 2.53 2.49 1.82

fc
11 2.39 1.59 1.12 2.35 3 3 2.45 2.53 3.39 2.80 2.88 2.49

fc
12 1.67 1 1 2.59 3.35 3.08 2.67 3.37 3.69 3.01 2.28 2.24

fc
13 1.73 2.29 2.61 3.31 3.29 2.84 2.82 2.67 3.16 2.14 1.75 1.39

fc
14 1.80 1.06 1.02 2.41 2.92 3.12 2.90 4 3.78 2.88 2.02 2.08

fc
15 1.94 1 1 2.24 2.34 2.36 2.67 2.66 2.67 3.10 4 3.97

Fig. 4. Comparison of gBests mean history over 51 runs.

one test function (e.g. f14), then this method remains, at least, one of the best
methods for all dimensions and for both used algorithms.

In Fig. 6 it is shown that methods have similar performance and convergence
speed regardless of used algorithm. The same results are seen on others Figures.
Except for Fig. 2 where the random method has better convergence than others
compared methods. The graphs also show that hard border method usually
reaches stagnation first. This might explain the poor performance according to
Friedman test results.
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Fig. 5. Comparison of gBests mean history over 51 runs.

Fig. 6. Comparison of gBests mean history over 51 runs.

Fig. 7. Comparison of gBests mean history over 51 runs.

As for convergence speed, the sphere method seems to be the slowest from all
compared methods. The fastest method seems to be in most cases the soft bor-
ders method followed by random position method. These results are confirmed
by Friedman test as shown in the corresponding tables.
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Fig. 8. Comparison of gBests mean history over 51 runs.

8 Conclusion

In this paper was presented results of four possible methods for handling particle
position in cases where it violates border restriction. The methods were compared
with two algorithms, classical PSO and its modification ARPSO. For comparison
the benchmark set CEC’15 was used. The results were presented and tested
for statistical significance. Based on these results the research questions can be
answered as follows:

• There is a statistically significant difference in the performance of these
selected methods. The best performing methods are random position and
soft borders methods. Following is the sphere method with slow convergence
speed, but reliable results. And the last of the methods with overall worse
results is the hard border method.

• There is not a single one best performing method.
• There is no significant difference of used methods between PSO and ARPSO

algorithms.
• The number of dimensions has no significant impact on these chosen methods.

The goal of this study was to show differences in performance of four possible
methods for a particle position handling on two algorithms, PSO and ARPSO.
The results of this study will be further used in future studies to suggest possible
improvements for controlling the position of particles that violates search space
boundaries.

References

1. Kennedy, J., Eberhart, R.: Particle swarm optimization. In: Proceedings of the IEEE
International Conference on Neural Networks, pp. 1942–1948 (1995)

2. Nepomuceno, F.V., Engelbrecht, A.P.: A self-adaptive heterogeneous PSO for real-
parameter optimization. In: 2013 IEEE Congress on Evolutionary Computation
(CEC), pp. 361–368. IEEE (2013)



664 T. Kadavy et al.

3. Zhan, Z.-H., et al.: Orthogonal learning particle swarm optimization. IEEE Trans.
Evol. Comput. 15(6), 832–847 (2011)

4. Riget, J., Vesterstrom, J.S.: A diversity-guided particle swarm optimizer-the
ARPSO. Department of Computer Science, University of Aarhus, Aarhus, Denmark,
Technical report 2002–02 (2002)

5. Chen, Q., et al.: Problem definitions and evaluation criteria for CEC 2015 special
session on bound constrained single-objective computationally expensive numerical
optimization

6. Kennedy, J.: The particle swarm: social adaptation of knowledge. In: Proceedings
of the IEEE International Conference on Evolutionary Computation, pp. 303–308
(1997)

7. Eberhart, R.C., Shi, Y.: Comparing inertia weights and constriction factors in par-
ticle swarm optimization. In: Proceedings of the 2000 Congress on Evolutionary
Computation, CEC 2000, pp. 84–88. IEEE (2000)

8. Friedman, M.: The use of ranks to avoid the assumption of normality implicit in
the analysis of variance. J. Am. Stat. Assoc. 32, 675–701 (1937)

9. Demsar, J.: Statistical comparisons of classifiers over multiple data sets. J. Mach.
Learn. Res. 7, 1–30 (2006)



PSO with Attractive Search Space Border Points

Michal Pluhacek(B), Roman Senkerik, Adam Viktorin, and Tomas Kadavy

Faculty of Applied Informatics, Tomas Bata University in Zlin,
Nam T.G. Masaryka 5555, 760 01 Zlin, Czech Republic
{pluhacek,senkerik,aviktorin,kadavy}@fai.utb.cz

Abstract. One of the biggest drawbacks of the original Particle Swarm
Optimization is the premature convergence and fast loss of diversity
in the population. In this paper, we propose and discuss a simple yet
effective modification to help the PSO maintain diversity and avoid pre-
mature convergence. The particles are randomly attracted towards the
border points of the search space. We use the CEC13 Benchmark func-
tion set to test the performance of proposed method and compare it to
original PSO.

Keywords: Particle swarm optimization · PSO · Diversity

1 Introduction

The Particle Swarm Optimization (PSO) [1–4] belongs among the most promi-
nent representatives of evolutionary computational techniques (ECTs) that are
used with great results in many areas of global optimization.

One of the biggest drawbacks of the original Particle Swarm Optimization is
the fast loss of diversity in the population leading to premature convergence into
local sub-optima. This issue has been recognized very soon [2] and since then
there have been many modifications proposed to tackle it with mixed results. One
of the excellent examples is the Diversity guided PSO (ARPSO) proposed in 2002
by Riget and Vestterstrom [5]. This work is partially inspired by the principles
proposed in the ARPSO algorithm with respect to its limitations. Usually, the
modifications that work with population diversity use the Euclidian distance
to compute the diversity of the swarm. This operation is very computationally
expensive, especially in higher dimensions.

The aim of this study is to propose a computational inexpensive modifica-
tion that would help avoid premature convergence of the PSO, show promising
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performance and would be simple enough for easy utilization in advanced PSO
variants.

The rest of the paper is structured as follows: The original (canonical) PSO
is described in the next section; the following is the description of proposed
modification. The experiment is designed in the next section followed by results
and discussion. The paper concludes with proposals for future research.

2 Particle Swarm Optimization Algorithm

Original PSO [1] takes the inspiration from the behavior of fish and birds. The
knowledge of global best solution, (typically noted gBest) is shared among the
individuals (particles) in the swarm. Furthermore, each particle has the knowl-
edge of its own (personal) best solution (noted pBest). Last important part of
the algorithm is the velocity of each particle that is taken into account during
the calculation of the particle movement. The new position of each particle is
then given by (1), where xt+1

i is the new particle position; xi refers to current
particle position and vt+1

i is the new velocity of the particle.

xt+1
i = xt

i + vt+1
i (1)

To calculate the new velocity, the distances from pBest and gBest are taken
into account, alongside with current velocity that is multiplied by inertia weight
value (2)

vt+1
ij = w · vt

ij + c1 · Rand · (pBestij − xt
ij) + c2 · Rand · (gBestj − xt

ij) (2)

Where:

vt+1
ij - New velocity of the ith particle in iteration t+1. (component j of the

dimension D).
w - Inertia weight.
vtij - Current velocity of the ith particle in iteration t. (component j of the
dimension D).
c1, c2 = 2- Acceleration constants.
pBest ij - Local (personal) best solution found by the ith particle. (component j
of the dimension D).
gBestj - Best solution found in a population. (component j of the dimension D).
xtij - Current position of the ith particle (component j of the dimension D) in
iteration t.
Rand - Pseudo random number, interval (0, 1).

3 Proposed Modification

The issue of premature convergence is caused mainly by the existence of single
dominant attraction point (gBest) and the notorious “one step forward, two steps
back” problem where in some dimension components the solution is getting closer
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to the global optima but moves away in another dimension. Often the diversity of
population drops suddenly to zero or a near-zero value in some (or all) dimension
components and original design given by (1) and (2) leads to stagnation.

We choose to address this issue by partial substitution of gBest for border
points (lower or upper bounds of the search space). The goal is to make the
particles move rapidly from the converged swarm and enrich the overall diversity
of parameter values in the population.

In the proposed modification, each particle has a 10% chance (value based
on tuning experiment) that it will use the lower or upper bound of search space
instead of the gBest position during the velocity calculation. This helps to main-
tain the population diverse and improves the ability to avoid premature conver-
gence.

The algorithm can be summarized in the following steps. During the new
velocity calculation a random number r from uniform distribution <0, 1> is
generated:

If r ≤ 0.9 the standard PSO velocity formula (1) is used.
If r > 0.9, another random number r2 is generated and:
If r2 ≤ 0.5 (3)

vt+1
ij = w · vt

ij + c1 · Rand · (pBestij − xt
ij) + c2 · Rand · (lowj − xt

ij) (3)

If r2 > 0.5 (4)

vt+1
ij = w · vt

ij + c1 · Rand · (pBestij − xt
ij) + c2 · Rand · (highj − xt

ij) (4)

Where

lowj – is the search space lower bound of the dimension j,
highj – is the search space upper bound of the dimension j.

4 Experiment

In this study, the performance of the proposed modification was tested on the
IEEE CEC 2013 benchmark set [6] for dimension setting (dim) = 10 and 30.
According to the benchmark rules, 51 separate runs were performed for each
algorithm and the maximum number of cost function evaluations (CFE) was
set to 10000·dim. The population size was set to 20. According to the literature
[7,8], the values of control parameters were set as follows:

c1, c2 = 1.49618;
w = 0.7298;

In the following results overview the performance of original PSO (noted
further PSO) is compared to the proposed method with attractive border points
(noted PSO B).
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The following Table 1 contains the statistical evaluation of the performance
of the proposed PSO B on the CEC13 benchmark in dim = 10. The results for
canonical PSO are presented in Table 2. Tables 3 and 4 contain the results for
PSO B and PSO in dim = 30. All results in tables are given in the form of error
values from the function optima.

The Wilcoxon Rank sum test (also known as Mann–Whitney U test) with the
level of significance α = 0.05 was used to determine the statistical significance
of the differences in performance. If the p-value is lower than α, the results are

Table 1. Error values – PSO B, dim = 10, max. CFE = 100000

f(x) f min Mean Std. Dev. Median Max Min

f u1 –1400 2.30E – 02 1.85E – 02 1.79E – 02 1.01E – 01 3.72E – 03

f u2 –1300 5.62E + 05 4.20E + 05 4.51E+ 05 2.27E + 06 5.18E + 04

f u3 –1200 1.43E + 08 2.63E + 08 4.36E+ 07 1.62E + 09 7.93E + 04

f u4 –1100 1.02E + 03 5.81E + 02 8.09E+ 02 3.22E + 03 2.44E + 02

f u5 –1000 1.92E + 00 1.24E + 01 1.37E – 01 8.84E + 01 4.14E – 02

f m6 –900 1.96E + 01 2.56E + 01 1.01E+ 01 1.00E + 02 1.95E – 01

f m7 –800 2.06E + 01 1.83E + 01 1.67E+ 01 7.87E + 01 1.18E + 00

f m8 –700 2.04E + 01 7.03E – 02 2.04E+ 01 2.05E + 01 2.02E + 01

f m9 –600 4.39E + 00 1.33E + 00 4.38E+ 00 7.98E + 00 1.31E + 00

f m10 –500 8.74E + 00 1.44E + 01 1.60E+ 00 6.45E + 01 8.04E – 01

f m11 –400 1.24E + 01 5.88E + 00 1.13E+ 01 2.80E + 01 3.31E + 00

f m12 –300 1.55E + 01 6.44E + 00 1.36E+ 01 3.04E + 01 4.38E + 00

f m13 –200 2.33E + 01 9.87E + 00 2.40E+ 01 4.22E + 01 3.38E + 00

f m14 –100 4.48E + 02 1.78E + 02 4.02E+ 02 1.03E + 03 9.33E + 01

f m15 100 8.26E + 02 2.56E + 02 8.20E+ 02 1.38E + 03 2.47E + 02

f m16 200 1.12E + 00 2.10E – 01 1.14E+ 00 1.52E + 00 6.47E – 01

f m17 300 3.75E + 01 5.46E + 00 3.82E+ 01 5.15E + 01 2.76E + 01

f m18 400 4.28E + 01 5.36E + 00 4.40E+ 01 5.44E + 01 3.04E + 01

f m19 500 2.50E + 00 6.81E – 01 2.57E+ 00 3.70E + 00 9.51E – 01

f m20 600 3.06E + 00 6.87E – 01 3.23E+ 00 4.03E + 00 1.60E + 00

f c21 700 3.91E + 02 4.04E + 01 4.00E+ 02 4.00E + 02 2.04E + 02

f c22 800 5.51E + 02 2.38E + 02 4.92E+ 02 9.91E + 02 1.48E + 02

f c23 900 1.02E + 03 3.45E + 02 1.01E+ 03 1.93E + 03 3.29E + 02

f c24 1000 2.19E + 02 5.52E + 00 2.19E+ 02 2.32E + 02 2.08E + 02

f c25 1100 2.15E + 02 6.20E + 00 2.16E+ 02 2.24E + 02 2.03E + 02

f c26 1200 2.38E + 02 8.65E + 01 3.11E+ 02 3.28E + 02 1.08E + 02

f c27 1300 4.71E + 02 8.98E + 01 4.83E+ 02 6.25E + 02 3.19E + 02

f c28 1400 3.84E + 02 1.42E + 02 3.11E+ 02 7.05E + 02 1.02E + 02
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Table 2. Error values – PSO, dim = 10, max. CFE = 100000

f(x) f min Mean Std. Dev. Median Max Min

f u1 –1400 8.02E – 14 1.19E – 13 0.00E + 00 4.55E – 13 0.00E + 00

f u2 –1300 1.66E + 06 2.35E + 06 4.59E + 05 1.10E+ 07 6.05E + 03

f u3 –1200 6.05E + 08 1.71E + 09 4.44E + 07 9.70E+ 09 3.27E + 00

f u4 –1100 1.26E + 04 8.33E + 03 1.09E + 04 4.68E+ 04 1.23E + 03

f u5 –1000 8.94E – 13 2.01E – 12 3.41E – 13 1.23E – 11 1.14E – 13

f m6 –900 4.21E + 01 3.99E + 01 3.24E + 01 1.94E+ 02 9.00E – 04

f m7 –800 6.36E + 01 2.91E + 01 6.46E + 01 1.23E+ 02 1.63E + 01

f m8 –700 2.03E + 01 7.08E – 02 2.03E + 01 2.05E+ 01 2.02E + 01

f m9 –600 6.33E + 00 1.52E + 00 6.31E + 00 9.35E+ 00 3.00E + 00

f m10 –500 2.30E + 01 7.15E + 01 1.60E + 00 4.80E+ 02 5.42E – 02

f m11 –400 2.11E + 01 1.05E + 01 1.99E + 01 4.97E+ 01 3.98E + 00

f m12 –300 3.46E + 01 1.87E + 01 3.38E + 01 8.80E+ 01 4.97E + 00

f m13 –200 5.42E + 01 2.26E + 01 5.16E + 01 1.27E+ 02 1.84E + 01

f m14 –100 6.73E + 02 2.32E + 02 6.81E + 02 1.08E+ 03 1.94E + 02

f m15 100 9.74E + 02 2.88E + 02 9.51E + 02 1.73E+ 03 3.29E + 02

f m16 200 5.37E – 01 2.41E – 01 4.89E – 01 1.28E+ 00 1.61E – 01

f m17 300 3.02E + 01 8.22E + 00 2.92E + 01 5.70E+ 01 1.43E + 01

f m18 400 3.46E + 01 1.12E + 01 3.33E + 01 6.34E+ 01 1.70E + 01

f m19 500 1.52E + 00 7.88E – 01 1.39E + 00 3.35E+ 00 3.85E – 01

f m20 600 3.58E + 00 3.85E – 01 3.53E + 00 4.51E+ 00 2.62E + 00

f c21 700 3.90E + 02 4.13E + 01 4.00E + 02 4.00E+ 02 2.00E + 02

f c22 800 9.59E + 02 3.17E + 02 9.17E + 02 1.70E+ 03 2.23E + 02

f c23 900 1.39E + 03 4.42E + 02 1.45E + 03 2.48E+ 03 5.15E + 02

f c24 1000 2.23E + 02 1.50E + 01 2.25E + 02 2.38E+ 02 1.24E + 02

f c25 1100 2.22E + 02 6.91E + 00 2.24E + 02 2.34E+ 02 2.08E + 02

f c26 1200 1.95E + 02 7.48E + 01 1.80E + 02 3.29E+ 02 1.07E + 02

f c27 1300 5.46E + 02 9.24E + 01 5.72E + 02 7.36E+ 02 4.00E + 02

f c28 1400 4.55E + 02 2.15E + 02 3.00E + 02 8.58E+ 02 1.00E + 02

different with statistical significance. The corresponding p-values are presented
in Table 5 alongside with the scoring (1 – PSO B win, 0 – draw, 2 – PSO win)
and total ratio of wins and losses (PSO B: PSO).

In Tables 1, 2, 3, 4, 5 the benchmark functions are divided by notation into
unimodal (noted with u), basic multimodal (noted with m) and composite func-
tions (noted with c).
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Table 3. Error values – PSO B, dim = 30, max. CFE = 300000

f(x) f min Mean Std. Dev. Median Max Min

f u1 –1400 6.94E + 02 8.07E + 02 5.11E+ 02 2.69E + 03 2.04E + 00

f u2 –1300 2.26E + 07 1.41E + 07 2.14E+ 07 9.08E + 07 7.92E + 06

f u3 –1200 8.45E + 09 8.41E + 09 6.79E+ 09 5.17E + 10 2.73E + 08

f u4 –1100 3.91E + 03 1.43E + 03 3.61E+ 03 1.07E + 04 2.39E + 03

f u5 –1000 1.78E + 02 1.10E + 02 1.69E+ 02 5.95E + 02 2.65E + 00

f m6 –900 1.39E + 02 7.17E + 01 1.26E+ 02 3.25E + 02 2.53E + 01

f m7 –800 1.18E + 02 4.77E + 01 1.09E+ 02 2.58E + 02 4.26E + 01

f m8 –700 2.09E + 01 5.50E – 02 2.09E+ 01 2.11E + 01 2.07E + 01

f m9 –600 2.37E + 01 3.71E + 00 2.32E+ 01 3.23E + 01 1.60E + 01

f m10 –500 2.52E + 02 1.86E + 02 2.36E+ 02 1.04E + 03 1.90E + 01

f m11 –400 1.13E + 02 2.89E + 01 1.10E+ 02 1.95E + 02 6.42E + 01

f m12 –300 1.78E + 02 3.19E + 01 1.77E+ 02 2.67E + 02 1.03E + 02

f m13 –200 1.95E + 02 2.52E + 01 1.92E+ 02 2.83E + 02 1.48E + 02

f m14 –100 2.57E + 03 6.18E + 02 2.57E+ 03 4.16E + 03 9.37E + 02

f m15 100 5.81E + 03 5.57E + 02 5.73E+ 03 7.30E + 03 4.80E + 03

f m16 200 2.38E + 00 3.88E – 01 2.46E+ 00 3.05E + 00 1.42E + 00

f m17 300 2.31E + 02 2.06E + 01 2.33E+ 02 2.80E + 02 1.76E + 02

f m18 400 2.50E + 02 2.58E + 01 2.47E+ 02 3.56E + 02 1.99E + 02

f m19 500 3.18E + 01 2.19E + 01 2.26E+ 01 1.06E + 02 1.20E + 01

f m20 600 1.27E + 01 8.97E – 01 1.26E+ 01 1.50E + 01 1.14E + 01

f c21 700 3.92E + 02 1.36E + 02 3.42E+ 02 9.03E + 02 1.55E + 02

f c22 800 3.28E + 03 7.12E + 02 3.20E+ 03 4.71E + 03 1.84E + 03

f c23 900 6.09E + 03 7.63E + 02 5.98E+ 03 7.96E + 03 4.40E + 03

f c24 1000 2.89E + 02 1.14E + 01 2.88E+ 02 3.14E + 02 2.66E + 02

f c25 1100 3.01E + 02 1.10E + 01 2.99E+ 02 3.34E + 02 2.83E + 02

f c26 1200 3.30E + 02 6.52E + 01 3.59E+ 02 3.87E + 02 2.01E + 02

f c27 1300 9.85E + 02 1.05E + 02 9.94E+ 02 1.19E + 03 7.53E + 02

f c28 1400 1.10E + 03 4.92E + 02 1.21E+ 03 1.80E + 03 1.63E + 02

For a better understanding of the performance differences between the two
compared methods, several examples of mean gBest history are presented in
Figs. 1, 2, 3 and 4. The results discussion follows.

According to Tables 1, 2, 3, 4, 5 the proposed method PSO B managed to
outperform the original PSO on 15 functions from the benchmark set in dim
= 10 and on 21 functions in dim = 30. This proves the superiority and good
scalability of the proposed method.

It seems that the performance of the proposed method PSO B is mostly
favorable on complex problems (multimodal and composite functions) with some
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Table 4. Error values – PSO, dim = 30, max. CFE = 300000

f(x) f min Mean Std. Dev. Median Max Min

f u1 –1400 8.62E + 01 3.77E + 02 1.99E – 09 2.43E+ 03 2.96E – 12

f u2 –1300 1.63E + 08 1.10E + 08 1.51E + 08 4.65E+ 08 5.64E + 05

f u3 –1200 3.15E + 13 1.17E + 14 8.61E + 10 6.30E+ 14 7.11E + 09

f u4 –1100 6.19E + 04 1.64E + 04 6.27E + 04 9.85E+ 04 2.40E + 04

f u5 –1000 4.88E – 01 3.48E + 00 1.88E – 10 2.49E+ 01 5.23E – 12

f m6 –900 1.25E + 03 8.17E + 02 1.01E + 03 4.36E+ 03 8.76E + 01

f m7 –800 5.50E + 03 2.56E + 04 3.78E + 02 1.81E+ 05 1.02E + 02

f m8 –700 2.09E + 01 4.86E – 02 2.09E + 01 2.10E+ 01 2.08E + 01

f m9 –600 3.53E + 01 2.88E + 00 3.53E + 01 4.04E+ 01 2.89E + 01

f m10 –500 2.01E + 03 9.71E + 02 2.18E + 03 4.02E+ 03 8.61E – 02

f m11 –400 2.43E + 02 5.86E + 01 2.32E + 02 4.02E+ 02 1.17E + 02

f m12 –300 2.74E + 02 8.05E + 01 2.82E + 02 4.79E+ 02 1.35E + 02

f m13 –200 4.10E + 02 8.67E + 01 4.10E + 02 5.68E+ 02 2.00E + 02

f m14 –100 3.38E + 03 5.91E + 02 3.43E + 03 4.76E+ 03 2.01E + 03

f m15 100 4.78E + 03 6.55E + 02 4.79E + 03 6.37E+ 03 3.68E + 03

f m16 200 1.39E + 00 3.65E – 01 1.42E + 00 2.15E+ 00 7.44E – 01

f m17 300 3.06E + 02 7.37E + 01 3.01E + 02 4.68E+ 02 1.46E + 02

f m18 400 3.30E + 02 7.82E + 01 3.08E + 02 4.81E+ 02 1.85E + 02

f m19 500 2.88E + 03 5.38E + 03 4.87E + 02 2.64E+ 04 3.34E + 01

f m20 600 1.43E + 01 5.51E – 01 1.45E + 01 1.50E+ 01 1.13E + 01

f c21 700 3.12E + 02 1.24E + 02 3.00E + 02 7.81E+ 02 1.00E + 02

f c22 800 4.59E + 03 1.07E + 03 4.60E + 03 6.78E+ 03 2.92E + 03

f c23 900 5.79E + 03 9.71E + 02 5.64E + 03 7.89E+ 03 3.85E + 03

f c24 1000 3.24E + 02 1.59E + 01 3.23E + 02 3.64E+ 02 2.95E + 02

f c25 1100 3.56E + 02 1.73E + 01 3.53E + 02 4.06E+ 02 3.13E + 02

f c26 1200 3.39E + 02 8.04E + 01 3.86E + 02 4.09E+ 02 2.00E + 02

f c27 1300 1.29E + 03 9.39E + 01 1.29E + 03 1.47E+ 03 1.03E + 03

f c28 1400 3.02E + 03 6.94E + 02 3.06E + 03 4.93E+ 03 1.59E + 03

exceptions and not exclusively favorable on simpler (e.g. unimodal) problems.
We analyzed this issue also from the provided mean history of gBest (Figs. 1, 2).
The Figs. 3, 4 highlight the change in performance of compared methods with
increasing dimensionality of the problem. For dim = 10 the canonical PSO out-
performed the proposed PSO B, however for dim = 30 the proposed PSO B
managed to outperform the canonical PSO despite its initial slower convergence.

Based on the evidence presented in Figs. 1, 2, 3, 4 the slight drawback of the
proposed method is slower convergence speed. This issue is highlighted in Fig. 1.
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Table 5. p-values of Wilcoxon rank sum test; α = 0.05;

f(x) dim = 10 1 0 2 dim = 30 1 0 2

f u1 0.00 2 0.00 2

f u2 0.99 0 0.00 1

f u3 0.40 0 0.00 1

f u4 0.00 1 0.00 1

f u5 0.00 2 0.00 2

f m6 0.00 1 0.00 1

f m7 0.00 1 0.00 1

f m8 0.02 2 0.32 0

f m9 0.00 1 0.00 1

f m10 0.30 0 0.00 1

f m11 0.00 1 0.00 1

f m12 0.00 1 0.00 1

f m13 0.00 1 0.00 1

f m14 0.00 1 0.00 1

f m15 0.02 1 0.00 2

f m16 0.00 2 0.00 2

f m17 0.00 2 0.00 1

f m18 0.00 2 0.00 1

f m19 0.00 2 0.00 1

f m20 0.00 1 0.00 1

f c21 0.00 2 0.00 2

f c22 0.00 1 0.00 1

f c23 0.00 1 0.10 0

f c24 0.00 1 0.00 1

f c25 0.00 1 0.00 1

f c26 0.11 0 0.00 1

f c27 0.00 1 0.00 1

f c28 0.07 0 0.00 1

Score: 15:8 21:5

However, there is no hint of premature convergence and the algorithm continuous
to improve during the whole CFE limit in strong contrast with the canonical PSO
algorithm that usually falls into stagnation in the first half of provided CFE limit
and is unable to escape the stagnation when it occurs. It seems that the proposed
very simple modification could improve the performance of PSO on many types of
fitness landscapes. In higher dimensions, the performance improves significantly
in comparison with the canonical PSO.
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Fig. 1. Mean best value history comparison – f 1; dim = 10

Fig. 2. Mean best value history comparison – f 2; dim = 10
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Fig. 3. Mean best value history comparison – f 17; dim = 10

Fig. 4. Mean best value history comparison – f 17; dim = 30

5 Conclusion

In this study, we choose to address one of the biggest issues of PSO algorithm.
It has been shown that the premature convergence, which is usually caused by
the loss of diversity in the swarm, can be mostly prevented by a very simple
modification presented in this paper. The proposed modification outperformed
the original algorithm on 16 (dim = 10) and 21 functions (dim = 30) out of 28 in
the benchmark set. As encouraging as the initial results are a drawback of slower
convergence speed has been identified instantly and caused poor performance
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on smooth and simple fitness landscapes. Addressing this problem will be the
main direction of future research. In addition, the future research will explore
the possibilities of implementation of this approach into more advanced PSO
variants.
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1 Introduction

This paper provides an insight into hybridization of symbolic regression open
framework, which is Analytical Programming (AP) [1], and Differential Evolu-
tion (DE) [2] algorithm in the task of time series prediction.

The most current intelligent methods are mostly based on soft computing,
representing a set of methods of special algorithms, and belonging to the artificial
intelligence paradigm. The most popular of these methods are fuzzy logic, neural
networks, evolutionary algorithms (EA’s) and symbolic regression approaches
like genetic programming (GP). Currently, EA’s together with symbolic regres-
sion techniques are known as a powerful set of tools for almost any difficult and
complex optimization problems. One of such a challenging problem is naturally
the regression/prediction of data/time series. In recent years, it attracts the
researches’ attention, and it has been solved by GP or hybrid mutual connection
of EA’s, GP, fuzzy systems, neural networks and more complex models [3–5].

The organization of this paper is following: Firstly, the related works and
motivation for this research is proposed. The next sections are focused on the
description of the concept of AP and used DE strategies. Experiment design,
results and conclusion with discussion follow afterwards.

2 Related Works and Motivation

Analytical Programming (AP) is a novel approach to symbolic structure synthe-
sis which uses EA for its computation. Since it can utilize arbitrary evolution-
ary/swarm based algorithm and it can be easily applied in any programming
language, it can be considered as powerful open framework for symbolic regres-
sion. AP was introduced by I. Zelinka in 2001 and since its introduction; it has
been proven on numerous problems to be as suitable for symbolic structure syn-
thesis as Genetic Programming (GP) [6–10]. AP is based on the set of functions
and terminals called General Functional Set. The individual of an EA is trans-
lated from individual domain to program domain using this set (more in the
next section).

Currently, DE [11–14] is a well-known evolutionary computation technique
for continuous optimization purposes solving many difficult and complex opti-
mization problems. A number of DE variants have been recently developed with
the emphasis on adaptivity/selfadaptivity. DE has been modified and extended
several times by means of new proposals of versions; and the performances of
different DE variant instance algorithms have been widely studied and compared
with other evolutionary algorithms. Over recent decades, DE has won most of
the evolutionary algorithm competitions in major scientific conferences [15–22],
as well as being applied to several applications.

This research is an extension and continuation of the previous successful
experiment with connection of state of the art Success-History based Adaptive
Differential Evolution (SHADE) [22] algorithm and AP on regression of simple
functions.
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Since the open AP framework has been used recently only with basic and
canonical versions of SOMA algorithm, Simulated Annealing, and many other
algorithms as well as mostly with one basic strategy of DE, our motivation was
to provide a closer insight into applicability and performance of the connection
between AP and both canonical and state of the art powerful strategies of DE.
The motivation can be summarized in following points:

– To show the results of DE driven AP for time series regression/prediction
problem.

– To investigate the differences in performances of AP driven by basic canonical
strategies of DE and state of the art SHADE.

3 Analytic Programming

The basic functionality of AP is formed by three parts – General Functional
Set (GFS), Discrete Set Handling (DSH) and Security Procedures (SPs). GFS
contains all elementary objects which can be used to form a program, DSH
carries out the mapping of individuals to programs and SPs are implemented
into mapping process to avoid mapping to pathological programs and into cost
function to avoid critical situations.

3.1 General Function Set

AP uses sets of functions and terminals. The synthesized program is branched by
functions requiring two and more arguments and the length of it is extended by
functions which require one argument. Terminals do not contribute to the com-
plexity of the synthesized program (length) but are needed in order to synthesize
a non-pathological program (program that can be evaluated by cost function).
Therefore, each non-pathological program must contain at least one terminal.

Combined set of functions and terminals forms GFS which is used for map-
ping from individual domain to program domain. The content of GFS is depen-
dent on user choice. GFS is nested and can be divided into subsets according
to the number of arguments that the subset requires. GFS0arg is a subset which
requires zero arguments, thus contains only terminals. GFS1arg contains all ter-
minals and functions requiring one argument, GFS2arg contains all objects from
GFS1arg and functions requiring two arguments and so on, GFSall is a complete
set of all elementary objects. For the purpose of mapping from individual to the
program, it is important to note that objects in GFS are ordered by a number
of arguments they require in descending order.

3.2 Discrete Set Handling

DSH is used for mapping the individual to the synthesized program. Most of the
EAs use individuals with real number encoded individuals. The first important
step in order for DSH to work is to get individual with integer components which
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are done by rounding real number values. The integer values of an individual
are indexes into the discrete set, in this case, GFS and its subsets. If the index
value is greater than the size of used GFS, modulo operation with the size of the
discrete set is performed. An illustrative example of mapping is given in (1).

Individual =
{

0.12, 4.29, 6.92, 6.12, 2.45,
6.33, 5.78, 0.22, 1.94, 7.32

}

Rounded individual = {0, 4, 7, 6, 2, 6, 6, 0, 2, 7}
GFSall = {+, −, ∗, /, sin, cos, x, k}

Program: sinx + k

(1)

The objects in GFSall are indexed from 0 and the mapping is as follows: The
first rounded individual feature is 0 which represents + function in GFSall. This
function requires two arguments and those are represented by next two indexes:
4 and 7, which are mapped to function sin and constant k. The sin function
requires one argument which is given by next index (rounded feature) – 6 and it
is mapped to variable x. Since there is no possible way of branching the program
further, other features are ignored and synthesized program is: sinx + k.

3.3 Security Procedures

SPs are used in AP to avoid critical situations. Some of the SPs are implemented
into the AP itself and some have to be implemented into the cost function evalu-
ation. The typical representatives of the later are checking synthesized programs
for loops, infinity and imaginary numbers if not expected (dividing by 0, square
root of negative numbers, etc.).

The most significant SP implemented in AP is checking for pathological
programs. Pathological programs are programs which cannot be evaluated due
to the absence of arguments in the synthesized function. For example, indi-
vidual with rounded features of {5, 5, 5, 5, 5} would be mapped to program
cos(cos(cos(cos(cos )))) which lacks constant or variable at the empty position
denoted by and thus represent a pathological program. Such situation can be
avoided by a simple procedure which checks remaining positions (parameters) of
the individual during mapping and according to that maps rounded individual
features to subsets of GFSall which do not require too many arguments.

3.4 Constants Handling

The constant values in synthesized programs are usually estimated by second EA
(meta-heuristic) or by non-linear fitting, which can be very time-demanding. In
this work, we have utilized a novel approach, which uses the extended part of
the individual in EA for the evolution of constant values. The important task
was to determine, what is the correct size of an extension (2).

k = l − floor ((l − 1) /max arg) (2)
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Where k is the maximum number of constants that can appear in the synthe-
sized program (extension) of length l and max arg is the maximum number
of arguments needed by functions in GFS. Also the floor() is a common floor
round function. The final individual dimensionality (length) will be k + l and
the example might be:

1. Program length l = 10
2. GFS: {+, –, *, /, sin, cos, x, k}
3. GFS maximum argument max arg = 2
4. Extension size k = 10 – floor((10 – 1)/2) = 6
5. Dimensionality of the extended individual k + l = 16

This means, that the EA will work with individuals of length 16, but only
the first 10 features will be used for indexing into the GFS and the rest will be
used as constant values.

While mapping the individual into a program, the constants are indexed and
later replaced by the value from individual. Simple example can be seen in (3).
Individual features in bold are the constant values. It is worthwhile to note that
only features which are going to be mapped to GFS are rounded and the rest is
omitted.

Individual =
{

5.08, 1.64, 6.72, 1.09, 6.20,
1.28, 0.07, 3.99, 5.27, 2.64

}

Rounded individual = {5, 2, 7, 1, 6, 1}
GFSall = {+, −, ∗, /, sin, cos, x, k}

Program: cos(k1 ∗ (x − k2))
Replaced: cos(0.07 ∗ (x − 3.99))

(3)

The first index to GFSall is 5, which represents cos function, its argument is
chosen by the next index – 2 representing function * which needs two arguments.
Arguments are indexed 7 and 1: constant k1 and function (operator) –. After
this step, two arguments are needed and only two features are left in the program
part of the individual. Therefore, the security procedure takes place and those
last two features are indexed into GFS0arg. Thus indexes 6 and 1 are mapped to
variable x (6 mod size(GFS0arg) = 0) and constant k2. The synthesized program
is therefore cos(k1 ∗ (x − k2)). The constants are replaced by the remaining
features 0.07 and 3.99 respectively.

4 Differential Evolution

This section describes the basics of canonical DE strategies and SHADE strat-
egy. The original [1] has four static control parameters – number of generations
G, population size NP, scaling factor F and crossover rate CR. In the evolu-
tionary process of DE, these four parameters remain unchanged and depend
on the user initial setting. SHADE algorithm, on the other hand, adapts the
F and CR parameters during the evolution. The values that brought improve-
ment to the optimization task are stored into according historical memories M F
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and MCR. SHADE algorithm thus uses only three control parameters – number
of generations G, population size NP and size of historical memories H. Also,
the mutation strategy is different than that of canonical DE. The concept of
basic operations in DE and SHADE algorithms is shown in following sections,
for a detailed description on either canonical DE refer to [1] or for feature con-
straint correction, update of historical memories and external archive handling
in SHADE see [22].

4.1 Canonical DE

In this research, we have used canonical DE “rand/1/bin” (4) and “best/1/bin”
(5) mutation strategies and binomial crossover (6).

Mutation Strategies and Parent Selection. In canonical forms of DE, par-
ent indices (vectors) are selected by classic pseudo-random generator (PRNG)
with uniform distribution. Mutation strategy “rand/1/bin” uses three random
parent vectors with indexes r1, r2 and r3, where r1 = U [1, NP ], r2 = U [1, NP ],
r3 = U [1, NP ] and r1 �= r2 �= r3. Mutated vector v i,G is obtained from three
different vectors x r1, x r2, x r3 from current generation G with help of static
scaling factor F as follows:

vi,G = xr1,G + F (xr2,G − xr3,G) (4)

Whereas mutation strategy “best/1/bin” uses only two random parent vec-
tors with indexes r1, and r2, and best individual solution in current generation.
The selection respects the very same rules and features as in the previous case.
Mutated vector v i,G is obtained as follows:

vi,G = xbest,G + F (xr1,G − xr2,G) (5)

Crossover and Elitism. The trial vector u i,G which is compared with original
vector x i,G is completed by crossover operation (6). CRi value in canonical DE
algorithm is static, i.e. CRi = CR.

uj,i,G=
{

vj,i,G if U [0, 1] ≤ CRi or j= jrand
xj,i,G otherwise (6)

Where jrand is randomly selected index of a feature, which has to be updated
(jrand = U [1, D ]), D is the dimensionality of the problem.
The vector which will be placed into the next generation G+1 is selected by
elitism. When the objective function value of the trial vector u i,G is better than
that of the original vector x i,G, the trial vector will be selected for the next
population. Otherwise, the original will survive (7).

xi,G+1 =
{

ui,G if f (ui,G) ≤ f (xi,G)
xi,G otherwise (7)
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4.2 Success-History Based Adaptive Differential Evolution

The differences between canonical DE and SHADE strategy are given in follow-
ing subsections.

Mutation Strategies and Parent Selection. In the original version of
SHADE algorithm [22], parent selection for mutation strategy is carried out by
the PRNG with uniform distribution. The mutation strategy used in SHADE
is “current-to-pbest/1” and uses four parent vectors – current i -th vector x i,G,
vector x pbest,G randomly selected from the NP × p best vectors (in terms of
objective function value) from current generation G. The p value is randomly
generated by uniform PRNG U [pmin, 0.2], where pmin = 2/NP. Third parent
vector x r1,G is randomly selected from the current generation and last parent
vector x r2,G is also randomly selected, but from the union of current generation
G and external archive A. Also, indices of vectors x i,G, x r1,G and x r2,G have
to differ. The mutated vector v i,G is generated by (8).

vi,G = xi,G + Fi (xpbest,G−xi,G) + Fi (xr1,G−xr2,G) (8)

The i -th scaling factor F i is generated from a Cauchy distribution with the
location parameter M F,r (selected randomly from the scaling factor historical
memory M F ) and scale parameter value of 0.1 (9). If F i > 1, it is truncated to
1 also if F i ≤ 0, Eq. (9) is repeated.

Fi = C [MF,r, 0.1] (9)

Crossover and Elitism. SHADE algorithm uses the very same crossover (6)
and elitism (7) schemes as canonical DE with following differences. CR value is
not static, CRi is generated from a normal distribution with a mean parameter
value MCR,r(selected randomly from the crossover rate historical memory MCR)
and standard deviation value of 0.1 (10). If the CRi value is outside of the interval
[0, 1], the closer limit value (0 or 1) is used. The crossover compare rule is given
in (10).

CRi = N [MCR,r, 0.1] (10)

Also the elitism process is almost identical to that described in (7), with the
addition of historical archive. If the objective function value of the trial vector
u i,G is better than that of the current vector x i,G, the trial vector will become
the new individual in new generation x i,G+1 and the original vector x i,G will
be moved to the external archive of inferior solutions A. Otherwise, the original
vector remains in the population in next generation and external archive remains
unchanged.

Due to the limited space here, for the detailed information about historical
memory update processes for F and CR parameters, please refer to [22].
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5 Experiment Design

For the purpose of performance comparison of AP driven by three different DE
strategies, an experiment with time series prediction has been carried out. Time
series consisting of 300 data-points of GBP/USD exchange rate has been utilized.
The first 2/3 of data (200 points – noted as black) were used for regression
process and the last 1/3 of the data (100 points – noted as red) were used as a
verification for prediction process.

The parameter settings for both canonical DE and SHADE were following:
Population size of 75, internal canonical DE parameters F = 0.5 and Cr =
0.8; internal SHADE parameter H = 20. The maximum number of generations
was fixed at 2000 generations. The cost function (CF) was defined as a simple
difference between given time series and the synthesized model by means of
AP (11).

CF =
nreg∑
i=1

|dataTSi − dataAP i| (11)

Where nreg represents the length of the time series regression part (nreg data
points), dataTS given time series data; and dataAP synthesized model given
by AP.

Setting for AP was following:

– Max length of the individual (max D) = 150, where 100 positions were used
for functions and 50 positions for constants.

– GFSAll={+,−, ∗, /, abs, cos, x̂ 3, exp, ln, log10, mod, x̂ 2, sin, sigmoid, sqrt,
tan, â b, x}

Experiments were performed in the environment of Java and Wolfram Math-
ematica. All experiments used different initialization, i.e. different initial popu-
lation was generated within the each run of Canonical DE or SHADE. Overall,
30 independent runs for each DE strategy were performed.

6 Results

Statistical results of the experiments are shown in comprehensive Table 1 for all
30 repeated runs of DE/SHADE. This table contains basic statistical charac-
teristics for cost function values like: minimum, maximum, mean, median and
standard deviation. The last presented attribute is noted as “Avg. CFE Best
Sol.” which stands for the average cost function evaluations required for finding
the best solution for all 30 independent run of particular DE strategy. The bold
values depict the best obtained results (except the last attribute).

For the graphical comparisons, it have been selected the best (Fig. 1) as well
as the second best obtained results (Fig. 2). Synthesized prediction models given
by means of AP are depicted in (12) as the illustrative example of the AP outputs
for the best results of particular DE strategy.
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Table 1. Simple statistical comparisons for all DE strategies and 30 runs

DE strategy Min Max Mean Median Std. Dev. Avg. CFE best Sol.

DE “rand/1/bin” 0.8713 1.3922 1.2113 1.3045 0.1972 28953

DE “best/1/bin” 0.9171 15.4077 2.971 1.3922 4.4243 7442

SHADE 0.8234 3.4694 1.3245 1.065 0.7807 33987

Fig. 1. Comparison of the best results given by three different DE strategies and AP
framework for time series prediction problem of GBP/USD exchange rate. Black points
(200) used for regression, red points (100) as reference for prediction. (Color figure
online)

Fig. 2. Comparison of the second best results given by three different DE strategies
and AP framework for time series prediction problem of GBP/USD exchange rate.
Black points (200) used for regression, red points (100) as reference for prediction.
(Color figure online)
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7 Conclusion and Results Analysis

This paper presented an insight into performance of connection between AP and
different strategies of DE. Since AP can be considered as powerful open frame-
work for symbolic regression thanks to its applicability in arbitrary programming
language with arbitrary driving evolutionary/swarm based algorithm, the moti-
vation behind this research, was to explore and investigate the differences in
performance of AP driven by basic canonical strategies of DE as well as by the
powerful state of the art SHADE strategy. The findings can be summarized as
follows:

– Average required time per one run of any DE strategy was around 3 min (for
maximum of 150 000 cost function evaluations). Considering the “Avg. CFE
Best Sol.” values in Table 1, we can roughly estimate that SHADE required
approx. 40 s for good solution, and canonical DE “best/1/bin” approx. 10 s.

– Obtained graphical comparisons depicted in Figs. 1 and 2 together with statis-
tical data in Table 1 support the claim that there are significant performance
differences between particular DE strategies in the task of synthesizing time
series regression/prediction models by means of AP.

– The primary logical assumption, that state of the art SHADE strategy will
outperform the canonical DE strategies has been confirmed, nevertheless
based mostly on the graphical outputs of synthesized models in Figs. 1 and 2.
The statistical data presented in the Table 1 shows the mixed results between
SHADE and basic canonical DE/rand/1/bin strategy. The Wilcoxon sum
rank test (MannWhitney test in SW Wolfram Mathematics) for the afore-
mentioned two strategies returns the value p = 0.38 with significance level
of 0.05. Therefore, we can accept the null hypothesis, that there is no signif-
icant difference between SHADE and DE/rand/1/bin strategy based on the
statistical non-parametric test.
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– The secondary logical assumption that DE/best/1/bin strategy will outper-
form DE/rand/1/bin strategy turned to be wrong. All, the statistical data,
graphical comparisons and paired Wilcoxon sum rank tests (p-value 0.0062)
reject such an assumption.

– The possible confirmation of aforementioned claims is supported by recorded
parameter noted in Table 1 as “Avg. CFE Best Sol.”. Its very low value for
“best/1/bin” strategy shows the possibility of very fast and premature con-
vergence to local extremes in high dimensional complex search space. Whereas
markedly higher values for SHADE and the “rand/1/bin” strategy confirms
the longer searching process before stagnation/not-updating of the best result.

– Complexity of the best results (synthesized models) was higher than of the
worse results.

– An interesting phenomenon was discovered within this simple experiment.
It seems to be a very good choice to hybridize the AP and powerful state
of the art DE strategy, to obtain a very good synthesized model structure
fitting and predicting the data with higher accuracy. Even though from the
statistical point of view, there are mixed/similar characteristics with much
simpler strategy (mostly given also by the very simple definition of used cost
function). The mutual connection of AP and SHADE was able to search in
very complex high dimensional space for fine individual (solution) structure
for discrete set handling process inside AP resulting in good synthesized model
structure securing not only the regression phase, but also with the tendencies
for approximate prediction of the time series.
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Abstract. The aim of this research paper is to analyze the current
optional archive in Success-History based Adaptive Differential Evolution
(SHADE) which is used during mutation. The usefulness of the archive is
analyzed on CEC 2015 benchmark set of test functions where the impact
of successful archive use on final test function value is studied. This
paper also proposes a new version of optional archive named Enhanced
Archive (EA), which is also tested on CEC 2015 benchmark set and the
results are compared with the canonical version. Two research questions
are discussed: Whether SHADE with EA has better performance than
canonical SHADE and whether it makes a better use of the archive.

Keywords: Differential evolution · SHADE · Archive

1 Introduction

Differential Evolution (DE) was introduced to the world in 1995 [1] and since its
introduction, it has been recognized as one of the best performing optimization
algorithms for continuous optimization. Thus, a lot of research has been done
in this field in order to further improve the performance and robustness of the
algorithm. The variety of proposed variants of DE is enormous, but was neatly
summarized in [2,3] and most recently in [4].

The canonical version of DE works with three control parameters – scal-
ing factor F, crossover rate CR and population size NP. These three control
parameters along with the stopping criterion are set by the user and the per-
formance on given problem depends on this initial setting. This leads to tedious
fine-tuning of the control parameters in pursuance of the best possible perfor-
mance for given optimization task. Thus, a branch of adaptive DE algorithms
emerged in an effort to avoid the fine-tuning and leave the setting of the control
parameters to the algorithm. This group of algorithms mostly adapts during the
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optimization process and does not require user intervention. Examples of such
algorithms are jDE [5], SDE [6], SaDE [7], MDE pBX [8] and JADE [9]. The
last listed along with parameter adaptation proposed a novel mutation strategy
“current-to-pbest/1”, which makes use of an optional archive of inferior solu-
tions A. According to the original paper [9], the archive provides information
about the progress direction and is also capable of improving the diversity of the
population.

JADE created a foundation for currently one of the best DE variants
named Success-History based Adaptive DE (SHADE) [10], which placed 3rd on
CEC 2013 competition on real parameter single-objective optimization [11] and
SHADE with linear decrease in population size titled L-SHADE [12] placed 1st

the next year on CEC 2014 competition [13]. SHADE preserved the same muta-
tion strategy and optional archive but introduced new memories for historical
values of F and CR and used these memories in the adaptation of these para-
meters. As a current state of art method, SHADE was studied in this research.

The purpose of this paper was to analyze the influence of the archive on the
overall performance of the algorithm and in order to do that, it was tested on
CEC 2015 benchmark set of test functions [14]. After the preliminary results,
Enhanced Archive (EA) was proposed for SHADE. The new variant EA-SHADE
was compared with the canonical SHADE and two research questions were pro-
posed and answered:

1. Is the performance of EA-SHADE better on CEC 2015 benchmark set, than
that of canonical SHADE?

2. Does EA-SHADE use optional archive better than canonical SHADE?

The remainder of the paper is structured as follows: Next section describes DE
algorithm. Section three presents SHADE algorithm along with the EA modifica-
tion. Sections four and five are dedicated to the experimental setting and results
respectively and sections that follow are results discussion and conclusion.

2 Differential Evolution

The DE algorithm is initialized with a random population of individuals P , that
represent solutions of the optimization problem. The population size NP is set
by the user along with other control parameters – scaling factor F and crossover
rate CR. In continuous optimization, each individual is composed of a vector
x of length D, which is a dimensionality (number of optimized attributes) of
the problem, and each vector component represents a value of the correspond-
ing attribute, and of objective function value f (x ). For each individual in a
population, three mutually different individuals are selected for mutation of vec-
tors and resulting mutated vector v is combined with the original vector x in
crossover step. The objective function value f (u) of the resulting trial vector u
is evaluated and compared to that of the original individual. When the quality
(objective function value) of the trial individual is better, it is placed into the
next generation, otherwise the original individual is placed there. This step is
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called selection. The process is repeated until the stopping criterion is met (e.g.
the maximum number of objective function evaluations, the maximum number
of generations, the low bound for diversity between objective function values
in population). The following sections describe four steps of DE: Initialization,
mutation, crossover and selection.

2.1 Initialization

As aforementioned, the initial population P , of size NP, of individuals is ran-
domly generated. For this purpose, the individual vector x i components are
generated by Random Number Generator (RNG) with uniform distribution from
the range which is specified for the problem by lower and upper bound (1).

xj,i = U
[
lowerj , upperj

]
for j = 1, . . . , D (1)

where i is the index of a current individual, j is the index of current attribute
and D is the dimensionality of the problem.

In the initialization phase, a scaling factor value F and crossover value CR
has to be assigned as well. The typical range for F value is [0, 2] and for CR, it
is [0, 1].

2.2 Mutation

In the mutation step, three mutually different individuals xr1,xr2,xr3 from a
population are randomly selected and combined in mutation according to the
mutation strategy. The original mutation strategy of canonical DE is “rand/1”
and is depicted in (2).

vi = xr1 + F (xr2 − xr3) (2)

where r1 �= r2 �= r3 �= i, F is the scaling factor value and vi is the resulting
mutated vector.

2.3 Crossover

In the crossover step, mutated vector vi is combined with the original vector xi

and produces trial vector ui. The binary crossover (3) is used in canonical DE.

uj,i =
{
vj,i if U [0, 1] ≤ CR or j = jrand
xj,i otherwise (3)

where CR is the used crossover rate value and j rand is an index of an attribute
that has to be from the mutated vector ui (ensures generation of a vector with
at least one new component).
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2.4 Selection

The selection step ensures, that the optimization progress will lead to better
solutions, because it allows only individuals of better or at least equal objective
function value to proceed into next generation G + 1 (4).

xi,G+1 =
{
ui,G if f (ui,G) ≤ f (xi,G)
xi,G otherwise (4)

where G is the index of current generation.
The whole DE algorithm is depicted in pseudo-code below.

Algorithm 1. DE
1: Set NP, CR, F and stopping criterion;
2: G = 0, xbest = {};
3: Randomly initialize (1) population P = (x1,G,. . . ,xNP,G);
4: P new = {}, xbest = best from population P ;
5: while stopping criterion not met do
6: for i = 1 to NP do
7: xi,G = P [i ];
8: vi,G by mutation (2);
9: ui,G by crossover (3);

10: if f (ui,G) < f (xi,G) then
11: xi,G+1 = u i,G;
12: else
13: xi,G+1 = xi,G;
14: end if
15: xi,G+1 → P new;
16: end for
17: P = P new, P new = {}, xbest = best from population P ;
18: end while
19: return xbest as the best found solution

3 Success-History Based Adaptive Differential Evolution
and Enhanced Archive

In SHADE, the only control parameter that can be set by the user is popula-
tion size NP, other two (F, CR) are adapted to the given optimization task, a
new parameter H is introduced, which determines the size of F and CR value
memories. The initialization step of the SHADE is, therefore, similar to DE.
Mutation, however, is completely different because of the used strategy “current-
to-pbest/1” and the fact, that it uses different scaling factor value F i for each
individual. Crossover is still binary, but similarly to the mutation and scaling
factor values, crossover rate value CRi is also different for each individual. The
selection step is the same and therefore following sections describe only differ-
ent aspects of initialization, mutation and crossover steps. The last section is
devoted to the proposed EA and its built into the SHADE algorithm.



692 A. Viktorin et al.

3.1 Initialization

As aforementioned, initial population P is randomly generated as in DE, but
additional memories for F and CR values are initialized as well. Both memories
have the same size H and are equally initialized, the memory for CR values is
titled M CR and the memory for F is titled MF . Their initialization is depicted
in (5).

MCR,i = MF,i = 0.5 for i = 1, . . . , H (5)

Also, the external archive of inferior solutions A is initialized. Since there are
no solutions so far, it is initialized empty A = Ø and its maximum size is set to
NP.

3.2 Mutation

Mutation strategy “current-to-pbest/1”was introduced in [9] andunlike “rand/1”,
it combines four mutually different vectors, where pbest �= r1 �= r2 �= i (6).

vi = xi + Fi (xpbest − xi) + Fi (xr1 − xr2) (6)

where xpbest is randomly selected from the best NP × p best individuals in
the current population. The p value is randomly generated for each mutation
by RNG with uniform distribution from the range [pmin, 0.2]. Where pmin =
2/NP. Vector xr1 is randomly selected from the current population and vector
xr2 is randomly selected from the union of current population P and archive A.
The scaling factor value F i is given by (7).

Fi = C [MF,r, 0.1] (7)

where MF,r is a randomly selected value (by index r) from MF memory and
C stands for Cauchy distribution, therefore the F i value is generated from the
Cauchy distribution with location parameter value MF,r and scale parameter
value 0.1. If the generated value F i > 1, it is truncated to 1 and if it is F i ≤ 0,
it is generated again by (7).

3.3 Crossover

Crossover is the same as in (3), but the CR value is changed to CRi, which is
generated separately for each individual (8). The value is generated from the
Gaussian distribution with mean parameter value of MCR.r, which is randomly
selected (by the same index r as in mutation) from MCR memory and standard
deviation value of 0.1.

CRi = N [MCR,r, 0.1] (8)
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3.4 Historical Memory Updates

Historical memories MF and MCR are initialized according to (5), but its com-
ponents change during the evolution. These memories serve to hold successful
values of F and CR used in mutation and crossover steps. Successful in terms of
producing trial individual better than the original individual. During one gener-
ation, these successful values are stored in corresponding arrays SF and SCR.
After each generation, one cell of MF and MCR memories is updated. This cell
is given by the index k, which starts at 1 and increases by 1 after each generation.
When it overflows the size limit of memories H, it is again set to 1. The new
value of k -th cell for MF is calculated by (9) and for MCR by (10).

MF,k =
{

meanWL (SF ) if SF �= ∅
MF,k otherwise (9)

MCR,k =
{

meanWA (SCR) if SCR �= ∅
MCR,k otherwise (10)

where mean WL() and mean WA() are weighted Lehmer (11) and weighted arith-
metic (12) means correspondingly.

meanWL (SF ) =
∑|SF |

k=1 wk • S2
F,k

∑|SF |
k=1 wk • SF,k

(11)

meanWA (SCR) =
|SCR|∑

k=1

wk • SCR,k (12)

where the weight vector w is given by (13) and is based on the improvement in
objective function value between trial and original individuals.

wk =
abs (f (uk,G) − f (xk,G))

∑|SCR|
m=1 abs (f (um,G) − f (xm,G))

(13)

And since both arrays SF and SCR have the same size, it is arbitrary which size
will be used for the upper boundary for m in (13). Complete SHADE algorithm
is depicted in pseudo-code below.

1. (a) Enhanced Archive

The original archive of inferior solutions A in SHADE is filled during the selection
step and contains the original individuals, that had worse objective function
value than trial individuals produced from them. The maximum size of the
archive is NP and wherever it overflows, a random individual is removed from the
archive. Because individuals from the archive are used in at least 50% (depends
on the implementation) of the mutations, it is interesting to analyze whether
or not these individuals help to improve the performance of the algorithm and
whether this particular implementation of the archive is optimal.



694 A. Viktorin et al.

Algorithm 2. SHADE
1: Set NP, H and stopping criterion;
2: G = 0, x best = {}, k = 1, pmin = 2/NP, A = Ø;
3: Randomly initialize (1) population P = (x 1,G,. . . ,xNP,G);
4: Set M F and MCR according to (5);
5: Pnew = {}, x best = best from population P ;
6: while stopping criterion not met do
7: SF = Ø, SCR = Ø;
8: for i = 1 to NP do
9: x i,G = P [i ];

10: r = U [1, H ], pi = U [pmin, 0.2];
11: Set F i by (7) and CRi by (8);
12: v i,G by mutation (6);
13: u i,G by crossover (3);
14: if f (u i,G) < f (x i,G) then
15: x i,G+1 = u i,G;
16: x i,G → A;
17: F i → SF , CRi → SCR;
18: else
19: x i,G+1 = x i,G;
20: end if
21: if |A|>NP then
22: Randomly delete an ind. from A;
23: end if
24: x i,G+1 → Pnew;
25: end for
26: if SF �= Ø and SCR �= Ø then
27: Update M F,k (9) and MCR,k (10), k++;
28: if k > H then
29: k = 1;
30: end if
31: end if
32: P = Pnew, Pnew = {}, x best = best from population P ;
33: end while
34: return x best as the best found solution

During the preliminary testing, results shown, that the frequency of successful
uses of individuals from the archive is quite low and that there might be a
possibility of implementing more beneficial archive solution. Therefore, the EA
was proposed as an alternative which was inspired from the field of discrete
optimization. The basic idea is, that trial individuals unsuccessful in selection
should not be discarded as bad solutions, but the best of them should be stored
in the archive in order to provide promising search directions. This is done by
placing only unsuccessful trial individuals in the archive and when the archive
overflows the maximum size, the worst individual (in terms of objective function
value) is discarded. Thus, the original SHADE algorithm was partially changed
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Algorithm 3. SHADE changes to accommodate EA
14: if f (u i,G) < f (x i,G) then
15: x i,G+1 = u i,G;
16: x i,G → A;
17: Fi → SF , CRi → SCR;
18: else
19: x i,G+1 = x i,G, u i,G → A;
20: end if
21: if |A|>NP then
22: Delete the worst individual from A;
23: end if
24: x i,G+1 → Pnew;

to implement this novel archive and the changes in pseudo-code are depicted
below, the new algorithm was titled EA-SHADE.

4 Experimental Setting

Archive analysis was done on CEC2015 benchmark set, where the results (final
error values for each test function, the total number of archive uses and the
total number of successful archive uses) were recorded for both SHADE and
EA-SHADE algorithms in 10D space with the population of 100 individuals and
the stopping criterion was the number of function evaluations set to 10,000 ×
D. A total of 51 independent runs was carried out.

5 Results

In order to answer the first research question, whether the performance of EA-
SHADE is better than that of canonical SHADE, median and mean values for
both algorithms are reported in Table 1 alongside the Wilcoxon signed rank test
p-value. The statistical test was done with the alternative hypothesis that the
algorithm with the worse mean value produces overall worse results. The signif-
icance level was set to 5% and statistically significant p-values are highlighted
by the bold font as well as better median and mean values.

For the purpose of answering the second research question, whether EA-
SHADE uses archive better than SHADE, following Tables 2 and 3 are reported.
In these tables, there are basic statistical characteristics of archive use, good
archive use (when the use of archive produced trial individual that succeeded
in selection), best and worst obtained values are reported with corresponding
percentages of good archive uses and also the Pearson’s correlation coefficient is
evaluated for the pair of good archive hits and objective function value. Statistics
are done again on CEC 2015 benchmark set.

Values in columns Min good, Max good, Mean good are compared between
Tables 2 and 3 and the higher ones are highlighted by bold font, but only if
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Table 1. Median and mean values of two compared algorithms SHADE and EA-
SHADE on CEC 2015 benchmark set. The last column contains p-values of Wilcoxon
signed rank test.

f SHADE EA-SHADE p-value

Median Mean Median Mean

1 0.00 0.00 0.00 0.00 -

2 0.00 0.00 0.00 0.00 -

3 20.04 17.16 20.04 18.42 0.107

4 3.11 3.24 3.16 3.22 0.483

5 33.49 60.20 26.85 54.67 0.228

6 0.42 3.30 0.42 0.46 0.002

7 0.22 0.25 0.20 0.21 0.041

8 0.32 0.29 0.32 0.29 0.406

9 100.19 100.19 100.20 100.20 0.064

10 216.54 216.66 216.54 216.59 0.172

11 2.95 107.49 3.95 125.38 0.064

12 101.59 101.55 101.54 101.56 0.321

13 27.71 27.49 28.07 28.10 0.009

14 6682.97 4919.47 2935.54 4496.48 0.161

15 100.00 100.00 100.00 100.00 -

the correlation is negative (also highlighted). This indicates that higher success
rate in the use of archive is beneficial – negative correlation shows that higher
successful rate translates into lower objective function value, which is the goal
of minimization task.

6 Results Discussion

The answer to the first research question, whether the performance of EA-
SHADE is better than that of canonical SHADE, can be found in Table 1, where
out of 15 test functions, EA-SHADE obtains significantly better results on two
of them (f 6, f 7) and significantly worse result is obtained on one function (f 13).
Results on other test functions are not significantly different, therefore the answer
to the first research question is that both archive implementations are compa-
rable in terms of performance.

More interesting results can be seen in other two Tables 2 and 3. These tables
serve to answer the second research question, whether EA-SHADE uses archive
better than SHADE. The most important part is the correlation between success-
ful use of an archive and obtained objective function value. While the percentage
of archive uses is predictably the same for all functions (around 50,7%), which is
due to the implementation and is not influenced by the objective function, the
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Table 2. SHADE results for archive use. The columns depict mean use of archive in
%, minimum of good uses in %, maximum of good uses in %, mean value of good
uses in %, best obtained value with corresponding good use in %, worst obtained value
with corresponding good use in % and correlation between good use in % and obtained
value.

f Mean use [%] Min good [%] Max good [%] Mean good [%] Best (good [%]) Worst (good [%]) Corr.

1 50.72 9.36 10.13 9.68 0.00 (9.66) 0.00 (9.66) -

2 50.74 10.71 11.80 11.17 0.00 (11.65) 0.00 (11.65) -

3 50.71 1.36 1.69 1.54 2.72 (1.55) 20.08 (1.59) –0.09

4 50.73 4.45 4.96 4.79 1.30 (4.45) 5.03 (4.76) 0.19

5 50.72 3.67 4.23 3.93 7.79 (3.80) 168.94 (3.84) –0.35

6 50.73 3.50 9.60 6.04 0.00 (7.32) 119.95 (9.55) 0.20

7 50.73 4.21 7.36 6.26 0.10 (6.62) 0.52 (5.20) –0.48

8 50.72 4.15 10.74 5.75 0.00 (6.03) 1.11 (10.74) 0.65

9 50.75 2.22 2.64 2.43 100.11 (2.41) 100.27 (2.50) –0.01

10 50.69 8.92 9.54 9.22 216.54 (9.39) 219.00 (9.38) 0.23

11 50.71 2.56 13.15 6.08 0.67 (3.33) 300.08 (12.12) 1.00

12 50.75 2.11 2.41 2.26 100.81 (2.20) 102.02 (2.37) 0.01

13 50.73 3.83 4.50 4.17 23.30 (4.20) 29.60 (4.13) –0.13

14 50.73 10.97 20.55 14.75 2935.54 (12.16) 6682.97 (20.55) 0.86

15 50.71 14.76 16.47 15.47 100.00 (15.16) 100.00 (15.16) -

Table 3. EA-SHADE results for archive use. The columns depict mean use of archive
in %, minimum of good uses in %, maximum of good uses in %, mean value of good
uses in %, best obtained value with corresponding good use in %, worst obtained value
with corresponding good use in % and correlation between good use in % and obtained
value.

f Mean use [%] Min good [%] Max good [%] Mean good [%] Best (good [%]) Worst (good [%]) Corr.

1 50.72 10.19 11.03 10.70 0.00 (10.71) 0.00 (10.71) -

2 50.72 11.73 12.56 12.17 0.00 (12.16) 0.00 (12.16) -

3 50.70 1.40 1.70 1.56 3.43 (1.69) 20.08 (1.55) –0.16

4 50.68 4.67 5.26 4.94 1.03 (5.26) 5.09 (4.93) –0.31

5 50.73 3.72 4.30 4.03 6.36 (3.98) 262.07 (4.02) 0.03

6 50.69 4.35 10.79 9.27 0.00 (10.75) 3.61 (10.30) –0.02

7 50.68 5.13 7.23 6.18 0.05 (7.23) 0.46 (5.44) –0.35

8 50.69 5.04 12.84 8.08 0.00 (6.80) 1.12 (12.80) 0.70

9 50.69 2.29 2.67 2.49 100.12 (2.59) 100.27 (2.48) –0.07

10 50.72 10.24 11.08 10.71 216.54 (10.83) 218.99 (10.71) 0.00

11 50.68 2.65 14.00 7.34 0.77 (3.32) 300.08 (13.65) 1.00

12 50.70 2.12 2.52 2.32 101.09 (2.34) 102.01 (2.12) –0.27

13 50.71 3.95 4.55 4.26 23.09 (4.46) 31.80 (4.20) –0.03

14 50.70 12.51 19.02 15.34 100.00 (17.82) 6682.97 (16.11) 0.65

15 50.72 16.19 18.97 17.11 100.00 (16.84) 100.00 (16.84) -

percentage of successful archive uses differs from function to function and ranges
from 1.36% to 20.55%. The benchmark set contains four types of functions – uni-
modal, simple multimodal, hybrid and composition. Unimodal functions tend to
have higher percentage of successful uses of the archive in both SHADE and
EA-SHADE algorithms, but for the other types, results are inconclusive.
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In order to compare SHADEs and EA-SHADEs use of the archive, the better
one should have not only higher successful use percentage on given function, but
also the correlation has to be negative. Negative correlation mirrors that higher
the successful use, lower the obtained objective function value. In Table 2, there
are 5 negative and 7 positive correlations. The correlation for three test functions
(f 1, f 2 and f 15) could not be established, because there is no standard deviation
in the obtained objective function value in 51 independent runs. This suggests,
that higher archive use was in SHADE beneficial for only 5 test functions, while
in Table 3, there are 7 negative and 5 positive correlations. Thus, the archive
was more beneficial in EA-SHADE case. Nevertheless, the combination of higher
percentage of successful archive use and higher negative value of correlation is
the key to interpreting the findings. In SHADE, there are two cases (f 5 and
f 7), in EA-SHADE, there are six cases (f 3, f 4, f 6, f 8, f 12 and f 13). Therefore,
the score is 6:2 in favor of EA-SHADE and the answer to the second research
question is positive – EA-SHADE algorithm uses optional archive better than
SHADE algorithm.

The paradoxical results occur in two cases (f 7 and f 13). While the use of
archive on f 7 function is better in SHADE algorithm, significantly better results
are achieved with EA-SHADE algorithm. In the case of f 13, it is vice-versa, EA-
SHADE uses archive better, but SHADE produces significantly better results.

7 Conclusion

This research paper presented an analysis of optional archive in SHADE algo-
rithm and proposed a novel implementation of the archive EA. The results of
canonical SHADE and EA-SHADE algorithms were compared on the CEC 2015
benchmark set of test functions and two research questions were answered:

1. Is the performance of EA-SHADE better on CEC 2015 benchmark set, than
that of canonical SHADE?

2. Does EA-SHADE use optional archive better than canonical SHADE?

The first answer is that both algorithms are comparable in terms of performance.
The second question is answered positive, the EA-SHADE algorithm uses archive
better in 6 cases opposed to 2 cases, where SHADE uses the archive better. Two
paradoxical states also occurred on functions (f 7 and f 13), where the better use
of archive was not beneficial for the overall performance of the algorithm.

The future research will deal with more thorough analysis of the archive con-
tents and the influence on the performance. Another interesting future direction
is in using networks created during the optimization process and their charac-
teristics to produce archive management independent on the objective function
value, which would not require distance evaluation and would sustain the diver-
sity in archive contents.
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Abstract. Solutions present in the literature to learn in nonstation-
ary environments can be grouped into two main families: passive and
active. Passive solutions rely on a continuous adaptation of the envis-
aged learning system, while the active ones trigger the adaptation only
when needed. Passive and active solutions are somehow complementary
and one should be preferred than the other depending on the nonsta-
tionarity rate and the tolerable computational complexity. The aim of
this paper is to introduce a novel hybrid approach that jointly uses an
adaptation mechanism (as in passive solutions) and a change detection
triggering the need to retrain the learning system (as in active solutions).

1 Introduction

Recent years have been characterized by an increasing interest in the research on
learning in nonstationary environments [1,2]. Dealing with changes in station-
arity is crucial in many real-world scenarios where data, typically available in
a streaming manner, are characterized by a time varying behaviour (also called
“concept drift”).

Learning algorithms designed to operate in nonstationary environments typi-
cally rely on adaptation strategies to track the data generating process and adapt
the learning system to new operating conditions over time to maintain the accu-
racy [2,3]. Two approaches for addressing the nonstationary environments are
typically available in the literature: active and passive [4,5]. These approaches
differ in the adaptation mechanism used to cope with time variance in the data-
generating process. Solutions following the active approach rely on an explicit
detection of a change to activate the adaptation mechanism, while passive ones
continuously adapt the learning-system parameters over time regardless possible
time variance. These two approaches are described and commented in Sect. 2. We
emphasize that, in passive solutions, false positive and negative detections do not
represent an issue since the learning-system parameters are continuously updated
as soon as new data become available. However, if the parameter update is com-
putationally expensive, e.g., as in case of large neural networks, passive solu-
tions might become inappropriate for embedded applications, which might end
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up in a prohibitive energy consumption and processing time1. Differently, active
solutions might suffer from false positive/negative detections induced by the
change-detection mechanism. However, active approaches update the learning-
based system only when it is needed. It should be noted that a false positive
detection will only introduce an unnecessary update of the application parame-
ters whereas a false negative one is likely to be perceived with a higher latency
(provided that the change increases in time). It emerges that, depending on the
evolution rate, an active approach might be preferable than a passive one if we
need to trade-off accuracy with computational complexity. Unfortunately, this
trade-off depends on the level of time variance characterizing the environment
the system interacts with, an information that is rarely available at design time.

The aim of this paper is to introduce a novel generation of adaptation mech-
anisms based on a hybrid approach for learning in nonstationary environments.
The proposed hybrid solution jointly considers a passive learning mechanism and
a change detection mechanism as in active ones. The effectiveness and efficiency
of the proposed hybrid solution is tested on nonlinear regression applications.

The paper is organized as follows. Sect. 2 describes the passive, active and
hybrid approaches, while Sect. 3 introduces the specific hybrid solution for regres-
sion in nonstationary environments. Experimental results are detailed in Sect. 4.

2 Learning in Nonstationary Environments: Passive,
Active and Hybrid

2.1 Problem Formulation

Let P be a data-generating process generating a sequence of couples (xt, yt), t ∈
N from the unknown possibly time-variant probability distribution pt(x, y). In
particular, xt ∈ R

d represents the feature vector sampled at time t from the
unknown probability distribution pt(x) and y ∈ Λ is the output value2 drawn
from the unknown conditional distribution pt(y|x).

The goal of learning is to build a model ŷt = ft(xt, θ̂t) parametrized in θ ∈ Θ,
being Θ the parameter space. Since in time-variant scenarios pt(x, y) may change
over time, ft(xt, θ̂t) needs to be adapted following the changes. How and when
to adapt ft(xt, θ̂t) depends on the particular approach considered to address the
learning in nonstationary environments as described in the rest of this section.

2.2 The Passive Approach

Learning solutions following the passive approach continuously update model
ft(xt, θ̂t) every time a new couple (xt, yt) is provided. A schematic diagram
showing the learning methods is given in Fig. 1.
1 This problem becomes even more relevant when large-scale network-of-networks sys-

tems are considered, producing high-dimension/high-velocity data streams and units
are battery powered.

2 Λ is a discrete class label in classification problems and a subset of Rp in regression
ones.
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Fig. 1. The passive approach: the model ft(xt, θ̂t) is updated every time a new couple
(xt, yt) is available. L(yt, ŷt) measures the discrepancy between yt, and ŷt. Adaptation
is carried out as described in Eq. (1).

Adaptation, which is carried out by modifying the parameters θ̂t, is contin-
uous. In more detail, at time t parameter vector θ̂t is updated as

θ̂t+1 = θ̂t − η
∂L(yt, ft(xt, θt))

∂θ

∣
∣
∣
∣
θ̂t

(1)

where η is the learning rate and L is the loss function, e.g., the squared error. This
adaptation scheme is typical for online passive solutions that follow a gradient
descent approach [6]. Other adaptation mechanisms can be considered as well.

Passive solutions have shown to be particularly effective in dealing with grad-
ual changes (e.g., see [4]). Many single- and ensemble-model learning algorithms
following the passive approach have been presented in the literature (e.g., see
[1,6] and references therein). Vary-fast decision trees (VFDT) [7] represents the
most popular single-model learning algorithm following the passive approach.
A passive fuzzy-based single-model learner for nonstationary classification prob-
lems has been introduced in [8], while [9] proposes a passive mechanism com-
bining an online extreme learning machine with a time-variant neural network
for nonstationary datastreams. Ensemble models are quite popular in passive
approaches, e.g., [4,10–12]. There, the passive mechanism is integrated with the
addition, removal/modification of models composing the ensemble.

2.3 The Active Approach

Solutions following the active approach rely on change detection mechanisms
to trigger the adaptation of model ft(xt, θ̂t) [1]. More specifically, the change
detection phase aims at identifying changes in pt(x, y) and activating the adap-
tation phase, whose goal is to adapt ft(xt, θ̂t) to the new working conditions.
A schematic for the active approach is shown in Fig. 2. There, the change detec-
tion mechanism inspects changes in the loss function L(yt, ŷt), e.g., in the residual
yt − ŷt. Other active solutions can inspect changes in other features associated
with process P, such as xts or other information as done in [5,13].



706 C. Alippi et al.

Fig. 2. The active approach: the Adaptation phase of model ft(xt, θ̂t) is triggered by
the Change Detection module inspecting e.g., the loss function L(yt, ŷt). Other active
approaches can inspect xt or features extracted from it.

Popular change-detection mechanisms are hypothesis tests, change-point
methods and sequential change detection tests [1,6]. Among these mechanisms,
sequential change detection tests (CDTs) are particularly suitable for active solu-
tions since they are capable to sequentially investigate changes in datastreams
in an online manner, as discussed in [5,14,15].

Once a change has been detected, the adaptation phase is triggered to adapt
ft(xt, θ̂t) to the new working conditions. Active-based adaptation mechanisms can
be grouped in three families: windowing, weighting and random sampling [16].
In windowing, the goal is to identify a window over the last acquired samples to
retrain the model. Following in this framework we find the adaptive-window solu-
tions [17,18] and Just-In-Time Adaptive Classifiers [5,13,19]. Solutions follow-
ing the weighting approach [16] do not identify a window but all the previously-
acquired samples, suitably weighted (e.g., according to their acquisition time), are
considered in the adaptation phase. Finally, random sampling [20] considers a win-
dow of samples randomly extracted from the available ones.

2.4 The Proposed Hybrid Approach

Passive and active approaches are characterized by advantages and disadvan-
tages that are somehow complementary: passive approaches work well with
gradual changes but are typically computationally intensive if either complex
or ensemble-based models are considered, while active ones are more effective
with abrupt changes and tend to be computationally lighter if the adaptation is
triggered with low probability. Clearly, a trade-off has to be identified, which is
based on model complexity, the type of change and its occurrence probability.

Here, we introduce a family of hybrid approaches as shown in Fig. 3. In more
detail, at each new incoming couple (xt, yt), model ft(xt, θ̂t) is updated through
a suitable-defined hybrid-passive adaptation (similar to passive solutions). Here,
adaptation is meant to support (to the best extent possible) the adaptation to
gradual changes without requiring any explicit detections of changes. In the mean-
while, the discrepancy between yt and ŷt measured through the loss function
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Fig. 3. The proposed hybrid approach: a low complexity hybrid-passive adaptatation
phase is carried out at each time instant to update ft(xt, θ̂t) (as in passive approaches).
In the meanwhile, the loss function L(yt, ŷt) measuring the discrepancy between yt

and ŷt is inspected by the Change Detection module. When a change is detected, the
hybrid-active adaptatation phase is activated and retrains ft(xt, θ̂t) to the new working
conditions.

L(yt, ŷt) is inspected by the Change Detection module. When a change is detected,
the hybrid-active adaptation module is triggered to adapt ft(xt, θ̂t) to new work-
ing conditions (as in active solutions). Here, the change detection inspects the loss
function L(yt, ŷt) but other solutions comprising the monitoring of xts or features
extracted from it could be considered as well.

3 Regression in Nonstationary Environments

3.1 The Regression Problem

In this section we focus on the nonlinear regression problem in nonstationary
environments. Here, P follows the system model

yt = gt(xt) + εt (2)

and yt ∈ R. εt is a (possibly time-varying) random variable accounting for the
noise affecting function gt(xt) that might change over time as well. In this work
we assume P to be initially stationary, with time variance developing only after
the configuration phase at time τ

gt(xt) =

{

g(xt) t < τ

g′
t(xt), t ≥ τ.

(3)

Both gt(xt) and g′
t(xt) are unknown.

3.2 A Hybrid Solution for Regression in Nonstationary
Environments

In the proposed hybrid solution, the approximating model family ft(xt, θt) for
gt(xt) and g′

t(xt) is the single hidden-layer feedforward neural network
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ŷt = ft(xt, θt) = b0t +
h∑

j=1

wj,0
t Ψ

(
d∑

i=1

ωi,j
t xi

t + bj
t

)

(4)

where h is the number of hidden neurons, d is the number of input variables, Ψ
is the (hyperbolic tangent) activation function of hidden neurons, xi

t is the i-th
component of xt with i = {1, . . . , d}, ωi,j

t s are the hidden weights connecting the
i-th input with the j hidden neuron at time t, bj

t is the bias of the j-th hidden
neuron at time t, wj,0

t s are the output weights connecting the j-th hidden neuron
with the output neuron3 at time t and b0t is the bias of the output neuron at time
t. Parameter vector θt accounts for all the parameters of the network. We opted
for single hidden-layer feedforward neural networks containing a finite number
of neurons since they approximate any continuous function defined on compact
subsets [21]. Other model family could be considered.

The parameters in (4) can be grouped into the hidden θh
t and the output

parameter θo
t vectors as follows

θ̂h
t = [ω1,1

t , . . . , ωn,h
t , b1t , . . . , b

h
t ]

θ̂o
t = [w1,0

t , . . . , wh,0
t , b0t ] (5)

As such, θt = [θh
t : θo

t ]. After training on an initial training sequence TS that
is assumed to be acquired in stationary conditions, a parameter vector θ̂t is
provided and associated with model ft(xt, θ̂t).

Figure 4 shows the proposed hybrid solution for regression in nonstationary
environments. In more detail, the hybrid-passive adaptation is based on a recur-
sive least square (RLS) estimation that updates the output parameters θ̂o

t in
correspondence with each new couple (xt, yt) as:

⎧

⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

ψj
t+1 = Ψ

(
d∑

i=1

ωi,j
t xi

t+1 + bj
t

)

zt+1 = [ψ1
t+1, . . . , ψ

h
t+1]

St+1 = St + zT
t+1zt+1

qt+1 = S−1
t+1z

T
t+1

θ̂o
t+1 = θ̂o

t + (yt − zt+1θ̂
o
t )qt+1

where ψj
t is the activation of the j-th hidden neuron at time t, and zt the vector

storing the activations of all the hidden neurons at time t; T is the transpose
operator and St = ([z1, . . . , zt]T [z1, . . . , zt]). S0 and θ̂o

t are initialized on TS.

3 The activation function of the output layer is linear.
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Fig. 4. The specific hybrid solution for regression in nonstationary environments: the
model is a single hidden-layer feedforward neural network (FFNN), whose parameters
are updated in a passive way through Recursive Least Square (RLS) estimation. The
loss function L(yt, ŷt) measuring the squared error (yt−ŷt)

2 is inspected by the Change
Detection module. When a change is detected, one of the two possible adaptation phases
(i.e., batch learning or incremental learning) is activated by exploiting the information
t̂ related to the estimated time of change.

Following the active approach, the discrepancy L(yt, ŷt) between yt and ŷt

is monitored over time through a change detection test (CDT). In the proposed
solution L(yt, ŷt) is the squared error et = (yt − ŷt)2 and the considered CDT
relies on two automatically-defined thresholds:

Tup = μe + γupσe

Tdw = μe + γdwσe (6)

with μe and σe being the sample mean and standard deviation of the squared
error et computed on TS, respectively and γup ∈ R

+ and γdw ∈ R
+ (with

γup ≥ γdw ) two user-defined parameters.
A change is detected at time t̄ when et̄ > Tup. Afterwards, the threshold-

based CDT is also able to provide an estimate t̂ of the time instant τ the change
started in P by relying on threshold Tdw as follows:

t̂ = min (t|et ≥ Tdw) . (7)

Intuitively, once a change has been detected, the threshold-based CDT re-
processes the previously computed squared errors to identify4 the first time
instant in which et overcomes Tdw and this is used as a better estimate for
τ . All samples between t̂ and t̄ can be associated to the new working conditions
and used for retraining model (4).

4 Change-point methods, i.e., statistical techniques able to identify the presence of
a change and localize it within a fixed sequence of data, would have been the
statistically-grounded solution to provide t̂. Unfortunately, they are characterized by
a high computational complexity; hence, their use would have significantly increase
the overall complexity of the proposed solution.
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When a change is detected by the threshold-based CDT, the hybrid-active
adaptation is triggered. Two mechanisms are here described for this step: batch
and incremental. Both mechanisms rely on a window of W training data but
they differ in the way data are processed.

The batch mechanism operates as follows. Given a detection at time t̄ and an
estimate t̂, the hybrid-active adaptation stores the W couples (xt, yt) between t̂
and t̂+W −1 into a buffer. The parameter update of Eq. (4) and the configuration
of the thresholds in (6) are performed on once W couples have been acquired.

The second mechanism, following an incremental approach, activates the
adaptation strategy as soon as a change is detected.

4 Experimental Results

The effectiveness of the proposed hybrid solution has been compared with both
a passive and an active solution on two synthetic experiments and a real dataset.

Description of the experiments. The first synthetic experiment (S1) refers
to the function with mono-dimensional input (d = 1) proposed in [6]:

yt = gS1
t (xt) = −xtsin (xt)

2 +
e−0.23xt

1 + (xt)4
+ εt

with xt ∼ U(−2, 2), where U(a, b) is a continuous uniform distribution in the
interval [a, b], and εt ∼ N (0, 0.052).

Differently, the second synthetic experiment (S2) refers to the function with
multi-dimensional input (d = 4):

yt = gS2
t (xt) = −x1

t sin(x4
t )

2 +
e−0.23x2

t

1 + (x3
t )4

+ cos(2πx4
t ) + εt

with x1
t ∼ U(−2, 2), x2

t ∼ U(−3, 0), x3
t ∼ U(−3,−1), x4

t ∼ U(−2,−1) and
εt ∼ N (0, 0.052). Both S1 and S2 last 1500 samples.

The real dataset (R) refers to the “Communities and Crime Data Set”, pub-
licly available at the UCI Machine Learning Repository [22]. More specifically,
we considered the first 40 features of this dataset (i.e., d = 40) and limited to
the first 1500 samples as per the synthetic experiments. For both experiments
S1 and S2 and dataset R, the first 900 samples have been used for training, the
next 100 for validation and the last 500 for testing. Changes have been artificially
injected at time τ = 1201 in S1, S2, and R according to Eq. (3). Four different
kinds of changes, i.e., abrupt additive (AA), abrupt multiplicative (AM), drift
(DR) and function change (FC), have been considered for the synthetic exper-
iments, while only three of them have been considered for the real dataset. All
the changes for S1, S2 and R are detailed in Table 1 together with the different
configurations of the change parameters.

The configuration of the proposed and alternative solutions. The spe-
cific hybrid solution presented in Sect. 3.2 has been configured with γdw = 3,
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Table 1. The different changes for experiments S1 and S2 and the real dataset R. The
first column details the considered experiment/dataset; the second column refers to the
type of change; the third one shows the effect of the change on the original function
gt(xt) as modelled in (3); the forth one specifies the identifier of the specific kind of
change used in Tables 2 and 3; the last one shows the value of the corresponding change
parameter.

Exp. Change type g′
t(xt) Change ID Parameter

S1 Abrupt additive (AA) gS1
t (xt) + Δ S1 − AA1 Δ = 0.5

S1 − AA2 Δ = 1.5

Abrupt multiplicative (AM) gS1
t (xt)Δ S1 − AM1 Δ = 0.5

S1 − AM2 Δ = 1.5

Drift (DR) gS1
t (xt) + Δ(t − τ + 1) S1 − DR1 Δ = 0.005

S1 − DR2 Δ = 0.01

S1 − DR3 Δ = 0.015

Function change (FC) − sin(4x1
t + 7) + ex1

t + cos(x1
t ) + x1

t S1 − FC

S2 Abrupt additive (AA) gS2
t (xt) + Δ S2 − AA1 Δ = 0.5

S2 − AA2 Δ = 1.5

Abrupt multiplicative (AM) gS2
t (xt)Δ S2 − AM1 Δ = 0.5

S2 − AM2 Δ = 1.5

Drift (DR) gS2
t (xt) + Δ(t − τ + 1) S2 − DR1 Δ = 0.005

S2 − DR2 Δ = 0.01

S2 − DR3 Δ = 0.015

Function change (FC) − sin(4x1
t + 7) + ex2

t + cos(x3
t ) + x4

t S2 − FC

R Abrupt additive (AA) yt + Δ R − AA1 Δ = 0.5

R − AA2 Δ = 1.5

Abrupt multiplicative (AM) ytΔ R − AM1 Δ = 0.5

R − AM2 Δ = 1.5

Drift (DR) yt + Δ(t − τ + 1) R − DR1 Δ = 0.005

R − DR2 Δ = 0.01

R − DR3 Δ = 0.015

γup = 5, and W = 200; h has been experimentally set to 4 for S1 and 25
for S2 and R. Both the learning mechanisms described in Sect. 3.2, i.e., batch
and incremental learning, have been considered in this experimental analysis.
As a comparison we considered a passive solution (described in Sect. 2.2) where
the model ft(xt, θ̂t) is the same feedforward neural network of the hybrid one.
We also considered an active solution sharing the same model (4) of passive
and hybrid and, to ease the comparison, the change detection mechanism is the
threshold-based CDT used in the hybrid solution, while the adaptation mecha-
nism is the batch one described in Sect. 3.2.

To evaluate the effectiveness of the proposed solution we considered:

– The mean square error (mse) computed on the test set;
– The computational time (ct) of the execution of one algorithm run (in sec-

onds). All the considered solutions have been implemented in Matlab; the
hardware platform was based on an Intel i5 Core 2.5 GHz with 8 GB of RAM.
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Comments. The experimental results for experiments S1 and S2 and the real
dataset R are shown in Tables 2 and 3, respectively. Results in the former table
(i.e., the one referring to the synthetic experiments) are averaged over 25 runs.

As expected, the hybrid solution based on incremental learning provides a
lower mses than the batch one, at the expense of an increased ct. More specifi-
cally, the incremental learning of the hybrid solution allows to quickly react to
the change by activating the adaptation as soon as a change is detected. This
is underlined by lower values of mses in all the different kinds of change. The
drawback is a significant increase in ct since the adaptation mechanism in (1)
is activated for all the W samples in the adaptation window. On the contrary,
the batch solution activates the adaptation only when the window of W sam-
ples is filled up (as explained in Sect. 3.2). This reduces the computational time
but forces the hybrid solution to operate with an obsolete model up to time
t = t̄ + W . Interestingly, the hybrid solution based on incremental learning
is able to provide mses that are in line or smaller than the ones provided by
the passive one (expect for the drift case in S1 in R) but with a significantly
smaller ct. This is not surprising since passive solutions typically provide good
performance in case of drift changes but might suffer from a high computational
complexity as commented in Sect. 2.

Table 2. Experimental results on the dataset S1 and S2.

Hybrid-batch update Hybrid-incremental update Active Passive

mse ct mse ct mse ct mse ct

S1 - No

change

0.0026 ± 0.0002 3.66 0.0027 ± 0.0003 6.04 0.0029 ± 0.0014 1.76 0.0039 ± 0.0003 89.99

S1 − AA1 0.0886 ± 0.0146 2.48 0.0049 ± 0.0003 37.70 0.0921 ± 0.0044 1.38 0.0050 ± 0.0002 89.01

S1 − AA2 0.7938 ± 0.0924 2.41 0.0180 ± 0.0014 36.90 0.8139 ± 0.0191 1.35 0.0147 ± 0.0015 90.12

S1 − AM1 0.0965 ± 0.0139 2.42 0.0267 ± 0.0022 36.56 0.0982 ± 0.0049 1.38 0.0275 ± 0.0016 89.27

S1 − AM2 0.0992 ± 0.0149 2.48 0.0317 ± 0.0029 36.76 0.1012 ± 0.0086 1.33 0.0343 ± 0.0019 90.70

S1 − DR1 0.1996 ± 0.0194 2.43 0.0445 ± 0.0225 37.20 0.2396 ± 0.0101 1.34 0.0051 ± 0.0008 90.35

S1 − DR2 0.7262 ± 0.0230 2.75 0.1948 ± 0.0570 37.68 0.9060 ± 0.0282 1.37 0.0072 ± 0.0009 90.65

S1 − DR3 1.5475 ± 0.1256 2.47 0.4511 ± 0.1393 37.70 2.0881 ± 0.2902 1.42 0.0110 ± 0.0023 90.13

S1 − FC 5.3306 ± 0.6507 2.55 0.7298 ± 0.2620 38.45 5.5843 ± 0.6445 1.44 0.8633 ± 0.2889 90.45

S2 - No

change

0.0032 ± 0.0003 3.77 0.0034 ± 0.0004 6.13 0.0032 ± 0.0003 1.82 0.0054 ± 0.0004 95.75

S2 − AA1 0.0880 ± 0.0134 3.13 0.0470 ± 0.0451 37.13 0.0936 ± 0.0030 1.52 0.0433 ± 0.1149 95.95

S2 − AA2 0.7846 ± 0.0959 2.76 0.1504 ± 0.1527 37.37 0.8124 ± 0.0273 1.53 0.1362 ± 0.1485 96.71

S2 − AM1 0.1142 ± 0.0163 2.72 0.0666 ± 0.0179 37.11 0.1186 ± 0.0111 1.50 0.0721 ± 0.0154 94.41

S2 − AM2 0.1153 ± 0.0223 2.80 0.0843 ± 0.0422 37.48 0.1213 ± 0.0124 1.57 0.0839 ± 0.0320 95.78

S2 − DR1 0.2111 ± 0.0291 2.76 0.0961 ± 0.1377 37.42 0.2448 ± 0.0162 1.52 0.0802 ± 0.1773 96.73

S2 − DR2 0.7247 ± 0.1064 2.95 0.3298 ± 0.1976 37.07 0.9951 ± 0.1504 1.59 0.2495 ± 0.3033 95.24

S2 − DR3 1.5657 ± 0.2583 2.74 0.6817 ± 0.3364 37.07 2.2294 ± 0.4979 1.49 0.3442 ± 0.4707 95.11

S2 − FC 1.7379 ± 0.2319 2.81 0.8897 ± 0.2267 37.22 1.8109 ± 0.1425 1.54 0.9202 ± 0.1143 95.91
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Table 3. Experimental results on the real dataset R.

Hybrid-batch retrain Hybrid-incremental retrain Active Passive

mse ct mse ct mse ct mse ct

No change 0.0217 4.90 0.0226 17.08 0.0221 2.88 0.0352 90.66

R − AA1 0.1052 3.99 0.0384 44.96 0.1170 2.86 0.0386 90.75

R − AA2 0.7689 4.29 0.0578 44.54 0.8111 2.83 0.0443 89.15

R − AM1 0.0171 4.61 0.0155 22.41 0.0290 2.81 0.0297 90.56

R − AM2 0.0434 3.74 0.0374 44.82 0.0443 2.76 0.0542 88.64

R − DR1 0.2272 4.33 0.0679 36.77 0.3068 2.94 0.0395 90.07

R − DR2 0.9881 4.02 0.1439 51.37 1.1135 3.00 0.0416 92.01

R − DR3 2.0021 4.18 0.3160 50.14 2.2252 3.12 0.0593 92.16

5 Conclusion

This paper introduced a novel hybrid approach to learn in nonstationary envi-
ronments. This approach that is inspired by passive and active solutions present
in the literature, jointly uses an incremental adaptation mechanism (as in pas-
sive solutions) and a change detection triggering the need to retrain the learning
system (as in active solutions). A specific hybrid solution for regression problems
in nonstationary environments has been introduced. The effectiveness and the
efficiency of the proposed solution have been experimentally evaluated on both
synthetic and real data and contrasted with a passive and a active solution.
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Abstract. When a new concept drift detection method is proposed, a
common way to show the benefits of the new method, is to use a classifier
to perform an evaluation where each time the new algorithm detects
change, the current classifier is replaced by a new one. Accuracy in this
setting is considered a good measure of the quality of the change detector.
In this paper we claim that this is not a good evaluation methodology
and we show how a non-change detector can improve the accuracy of
the classifier in this setting. We claim that this is due to the existence
of a temporal dependence on the data and we propose not to evaluate
concept drift detectors using only classifiers.

Keywords: Concept drift · Data streams · Incremental · Classification ·
Evolving · Online

1 Introduction

IoT Analytics is a term used to identify machine learning done using data streams
from the Internet of Things (IoT). Dealing with IoT data streams, or in data
streams in general, drift detection is a very important component in adaptive
modeling, since detecting a change gives a signal about when to adapt models
[16,20,21]. Typically, the streaming error of predictive models is monitored and
when the detector raises a change alarm, then the model is updated or replaced
by a new one.

We start by discussing an example of how researchers evaluate a concept drift
detector using two real datasets representing a data stream. The Electricity
dataset due to [11] is a popular benchmark for testing adaptive classifiers. It
has been used in over 50 concept drift experiments, for instance, [6,9,14,17].
The Electricity Dataset was collected from the Australian New South Wales
Electricity Market. In this market, prices are not fixed and are affected by the
demand and supply of the market. Prices are set every five minutes. The dataset
contains 45,312 instances which record electricity prices at 30 min intervals. The
class label identifies the change of the price (UP or DOWN) related to a moving
average of the last 24 h. The data is subject to concept drift due to changing
consumption habits, unexpected events and seasonality.

c© Springer International Publishing AG 2017
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The second, Forest Covertype, contains the forest cover type for 30×30 meter
cells obtained from US Forest Service (USFS) Region 2 Resource Information
System (RIS) data. It contains 581, 012 instances and 54 attributes, and has
been used in several papers on data stream classification

Let us test two state-of-the-art data stream classifiers on this dataset. We
test an incremental Naive Bayes classifier, and an incremental (streaming) deci-
sion tree learner. As a streaming decision tree, we use the Hoeffding Tree [12]
with functional leaves, using Naive Bayes classifiers at the leaves. The Hoeffding
Tree employs a strategy based on the Hoeffding bound to incrementally grow
a decision tree. A node is expanded by splitting as soon as there is sufficient
statistical evidence, based on the data seen so far, to support the split and this
is decision is based on the distribution-independent Hoeffding bound.

Tables 1 and 2 show the performance of a Naive Bayes classifier and a Hoeffding
Tree Classifier that uses a change detector to start a new classifier when a change
is detected. As we can see in these tables, the best performance is due to the No-
ChangeDetector.This detector outputs change every 60 instances; it is a no-change
detector in the sense that it is not detecting change in the stream. Surprisingly, the

Table 1. Evaluation results of an adaptive Naive Bayes classifier on electricity and
covertype datasets.

Change detector Forest covertype Electricity

Accuracy κ Accuracy κ

ADWIN 83.24 73.25 81.03 60.79

CUSUM 81.55 70.66 79.21 56.83

DDM 88.03 80.78 81.18 61.14

Page-Hinckley 80.06 68.40 78.04 54.43

EDDM 86.08 77.67 84.83 68.96

No-change 88.79 81.97 86.16 71.65

Table 2. Evaluation results of an adaptive Hoeffding Tree classifier on electricity and
covertype datasets.

Change detector Forest covertype Electricity

Accuracy κ Accuracy κ

ADWIN 83.36 73.37 83.23 65.41

CUSUM 83.01 72.91 81.71 62.05

DDM 87.35 79.71 85.41 70.05

Page-Hinckley 81.65 70.75 81.95 62.60

EDDM 86.00 77.48 84.91 69.08

No-change 88.04 80.71 85.54 70.27
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classifiers using this no-change detector are getting better results than using the
standard change detectors.

This experiment shows us that it is not enough to show the performance of a
change detector working with a classifier. There is need to use other evaluation
techniques.

In Sect. 2, we present the state of the art of change detector algorithms. In
Sect. 3, we perform an experimental evaluation of concept drift detectors not
using classifiers. In Sect. 4, we discuss temporal dependence in data streams,
and Sect. 5 concludes the paper.

2 Change Detectors

A change detector or drift detector is an algorithm that takes a stream of
instances as input and outputs an alarm if it detects a change in the distrib-
ution of the data. A detector may often be combined with a predictive model
to output a prediction of the next instance to come. In general, the input to a
change detection algorithm is a sequence x1, x2, . . . , xt, . . . of data points whose
distribution varies over time in an unknown way. At each time step the algorithm
outputs:

1. an estimate of the parameters of the input distribution, and
2. an alarm signal indicating whether a change in this distribution has recently

occurred, or not.

We consider a specific, but very frequent case, of this setting with all xt

being real values. The desired estimate is usually the current expected value
of xt, and sometimes other statistics of the distribution such as, for instance,
variance. The only assumption about the distribution of x is that each xt is
drawn independently from each other. This assumption may be not satisfied if
xt is an error produced by a classifier that updates itself incrementally, because
the update depends on the performance, and the next performance depends on
whether we updated it correctly. In practice, however, this effect is negligible, so
treating them independently is a reasonable approach.

The most general structure of a change detection algorithm contains three
components:

1. Memory is the component where the algorithm stores the sample data or
data summaries that are considered to be relevant at the current time, i.e.,
the ones that describe the current data distribution.

2. Estimator is an algorithm that estimates the desired statistics on the input
data, which may change over time. The algorithm may or may not use the data
contained in Memory. One of the simplest Estimator algorithms is the linear
estimator, which simply returns the average of the data items contained in
Memory. Other examples of run-time efficient estimators are Auto-Regressive,
Auto Regressive Moving Average, and Kalman filters [13].
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Fig. 1. General framework

3. Change detector (hypothesis testing) outputs an alarm signal when it detects
a change in the input data distribution. It uses the output of the Estimator,
and may or may not in addition use the contents of Memory.

There are many different algorithms to detect change in time series. We
discuss the classical ones used in statistical quality control [2], time series analysis
[18], statistical methods and more recent ones such as ADWIN[4].

2.1 Statistical Tests with Stopping Rules

These tests decide between the hypothesis that there is change and the hypoth-
esis that there is no change, using a stopping rule. When this stopping rule
is achieved, then the change detector method signals a change. The following
methods differ in their stopping rule.

The CUSUM Test. The cumulative sum (CUSUM algorithm), which was first
proposed in [15], is a change detection algorithm that raises an alarm when the
mean of the input data is significantly different from zero. The CUSUM input εt
can be any filter residual, for instance the prediction error from a Kalman filter.

The stopping rule of the CUSUM test is as follows:

g0 = 0

gt = max (0, gt−1 + εt − υ)

if gt > h then alarm and gt = 0

The CUSUM test is memoryless, and its accuracy depends on the choice of
parameters υ and h. Note that CUSUM is a one sided, or asymmetric test. It
assumes that changes can happen only in one direction of the statistics, detecting
only increases.
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The Page Hinckley Test. The Page Hinckley Test [15] stopping rule is as
follows, when the signal is increasing:

g0 = 0, gt = gt−1 + (εt − υ)

Gt = min(gt, Gt−1)

if gt − Gt > h then alarm and gt = 0

When the signal is decreasing, instead of Gt = min(gt, Gt−1), we should use
Gt = max(gt, Gt−1) and Gt −gt > h as the stopping rule. Like the CUSUM test,
the Page Hinckley test is memoryless, and its accuracy depends on the choice of
parameters υ and h.

2.2 Drift Detection Method

The drift detection method (DDM) proposed by Gama et al. [10] controls the
number of errors produced by the learning model during prediction. It compares
the statistics of two windows: the first contains all the data, and the second
contains only the data from the beginning until the number of errors increases.
Their method doesn’t store these windows in memory. It keeps only statistics
and a window of recent errors data.

The number of errors in a sample of n examples is modelled by a binomial
distribution. For each point t in the sequence that is being sampled, the error
rate is the probability of misclassifying (pt), with standard deviation given by
st =

√
pt(1 − pt)/t. They assume that the error rate of the learning algorithm

(pt) will decrease while the number of examples increases if the distribution of
the examples is stationary. A significant increase in the error of the algorithm,
suggests that the class distribution is changing and, hence, the actual decision
model is supposed to be inappropriate. Thus, they store the values of pt and st
when pt + st reaches its minimum value during the process (obtaining pmin and
smin). DDM then checks if the following conditions trigger:

– pt +st ≥ pmin+2 ·smin for the warning level. Beyond this level, the examples
are stored in anticipation of a possible change of context.

– pt + st ≥ pmin +3 · smin for the drift level. Beyond this level the concept drift
is supposed to be true, the model induced by the learning method is reset
and a new model is learnt using the examples stored since the warning level
triggered. The values for pmin and smin are reset.

In the standard notation, they have two hypothesis tests hw for warning and hd

for detection.
gt = pt + st

if gt > hw, then alarm warning,

if gt > hd, then alarm detection,

where hw = pmin + 2smin and hd = pmin + 3smin.
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The test is nearly memoryless, it only needs to store the statistics pt and st,
as well as switch on some memory to store an extra model of data from the time
of warning until the time of detection.

This approach works well for detecting abrupt changes and reasonably fast
changes, but it has difficulties detecting slow gradual changes. In the latter case,
examples will be stored for long periods of time, the drift level can take too much
time to trigger and the examples in memory may overflow.

Baena-Garćıa et al. proposed a new method EDDM [1] in order to improve
DDM. It is based on the estimated distribution of the distances between classi-
fication errors. The window resize procedure is governed by the same heuristics.

2.3 ADWIN: ADaptive sliding WINdow algorithm

ADWIN[3] is a change detector and estimator that solves in a well-specified way the
problem of tracking the average of a stream of bits or real-valued numbers. ADWIN
keeps a variable-length window of recently seen items, with the property that
the window has the maximal length statistically consistent with the hypothesis
“there has been no change in the average value inside the window”.

More precisely, an older fragment of the window is dropped if and only if
there is enough evidence that its average value differs from that of the rest of
the window. This has two consequences: one, that change can reliably be declared
whenever the window shrinks; and two, that at any time the average over the
existing window can be reliably taken as an estimate of the current average in the
stream (barring a very small or very recent change that is still not statistically
visible). These two points appears in [3] in a formal theorem.

ADWIN is data parameter- and assumption-free in the sense that it automat-
ically detects and adapts to the current rate of change. Its only parameter is a
confidence bound δ, indicating how confident we want to be in the algorithm’s
output, inherent to all algorithms dealing with random processes.

ADWIN does not maintain the window explicitly, but compresses it using a
variant of the exponential histogram technique. This means that it keeps a win-
dow of length W using only O(log W ) memory and O(log W ) processing time
per item.

3 Concept Drift Evaluation

Change detection is a challenging task due to a fundamental limitation [10]: the
design of a change detector is a compromise between detecting true changes and
avoiding false alarms.

When designing a change detection algorithm one needs to balance false
and true alarms and minimize the time from the change actually happening to
detection. The following existing criteria [2,10] formally capture these properties
for evaluating change detection methods.

Mean Time between False Alarms (MTFA) characterizes how often we get
false alarms when there is no change. The false alarm rate FAR is defined as
1/MTFA. A good change detector would have high MTFA.
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Mean Time to Detection (MTD) characterizes the reactivity of the system
to changes after they occur. A good change detector would have small MTD.

Missed Detection Rate (MDR) gives the probability of not receiving an
alarm when there has been drift. It is the fraction of non-detected changes
in all the changes that happened. A good detector would have small or zero
MDR.

Average Run Length (ARL(θ)) generalizes over MTFA and MTD. It quan-
tifies how long we have to wait before we detect a change of size θ in the
variable that we are monitoring.

ARL(θ = 0) = MTFA, ARL(θ �= 0) = MTD

To do a fair comparison of change detectors, the evaluation framework needs
to know ground truth changes in the data for evaluation of change detection
algorithms. Thus, we need to use synthetic datasets with ground truth. Before a
true change happens, all the alarms are considered as false alarms. After a true
change occurs, the first detection that is flagged is considered as the true alarm.
After that and before a new true change occurs, the consequent detections are
considered as false alarms. If no detection is flagged between two true changes,
then it is considered a missed detection.

In [7] a new quality evaluation measure was proposed that monitors the
compromise between fast detection and false alarms:

MTR(θ) =
MTFA

MTD
× (1 − MDR) =

ARL(0)
ARL(θ)

× (1 − MDR). (1)

This measure MTR (Mean Time Ratio) is the ratio between the mean time
between false alarms and the mean time to detection, multiplied by the proba-
bility of detecting an alarm. An ideal change detection algorithm would have a
low false positive rate (which means a high mean time between false alarms), a
low mean time to detection, and a low missed detection rate.

Comparing two change detectors for a specific change θ is easy with this new
measure: the algorithm that has the highest MTR(θ) value is to be preferred.

3.1 Comparative Experimental Evaluation

We performed a comparison using MOA [5] with the following methods: DDM,
ADWIN, EDDM, Page-Hinckley Test, and CUSUM Test. The two last methods
were used with υ = 0.005 and h = 50 by default.

The experiments were performed simulating the error of a classifier system
with a binary output 0 or 1. The probability of having an error is maintained as
0.2 during the first tc instances, and then it changes gradually, linearly increasing
by a value of α for each instance. The results were averaged over 100 runs.

Tables 3 and 4 show the results. Every single row represents an experiment
where four different drifts occur at different times in Table 3, and four different
drifts with different incremental values in Table 4. Note that MTFA values come
from the no-change scenario. We observe the tradeoff between faster detection
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Table 3. Evaluation results with change of α = 0.0001.

Method Measure No change tc = 1, 000 tc = 10, 000 tc = 100, 000 tc = 1, 000, 000

ADWIN 1−MDR 0.13 1.00 1.00 1.00

MTD 111.26 1,062.54 1,044.96 1,044.96

MTFA 5,315,789

MTR 6,150 5,003 5,087 5,087

CUSUM(h=50) 1−MDR 0.41 1.00 1.00 1.00

MTD 344.50 902.04 915.71 917.34

MTFA 59,133

MTR 70 66 65 64

DDM 1−MDR 0.44 1.00 1.00 1.00

MTD 297.60 2,557.43 7,124.65 42,150.39

MTFA 1,905,660

MTR 2,790 745 267 45

Page-Hinckley(h=50) 1−MDR 0.17 1.00 1.00 1.00

MTD 137.10 1,320.46 1,403.49 1,431.88

MTFA 3,884,615

MTR 4,769 2,942 2,768 2,713

EDDM 1−MDR 0.95 1.00 1.00 1.00

MTD 216.95 1,317.68 6,964.75 43,409.92

MTFA 37,146

MTR 163 28 5 1

Table 4. Evaluation results with change at tc = 10, 000.

Method Measure No change α = 0.00001 α = 0.0001 α = 0.001

ADWIN 1−MDR 1.00 1.00 1.00

MTD 4,919.34 1,062.54 261.59

MTFA 5,315,789.47

MTR 1,080.59 5,002.89 20,320.76

CUSUM 1−MDR 1.00 1.00 1.00

MTD 3,018.62 902.04 277.76

MTFA 59,133.49

MTR 19.59 65.56 212.89

DDM 1−MDR 0.55 1.00 1.00

MTD 3,055.48 2,557.43 779.20

MTFA 1,905,660.38

MTR 345.81 745.15 2,445.67

Page-Hinckley 1−MDR 1.00 1.00 1.00

MTD 4,659.20 1,320.46 405.50

MTFA 3,884,615.38

MTR 833.75 2,941.88 9,579.70

EDDM 1−MDR 0.99 1.00 1.00

MTD 4,608.01 1,317.68 472.47

MTFA 37,146.01

MTR 7.98 28.19 78.62
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and smaller number of false alarms. Page Hinckley with h = 50 and ADWIN are
the methods with fewer false positives, however CUSUM is faster at detecting
change for some change values. Using the new measure MTR, ADWIN seems to
be the algorithm with the best results.

In a second experiment, we apply three different Page-Hinckley tests with
three different values for h = 25, 50, 75. Table 5 contains the results. We observe
that for h = 25, the test is the fastest detecting change, but it has more false
positives. On the other hand, with h = 50, there are fewer false positives, but
the detection is slower. Looking at the new MTR measure, the test with h = 75,
is performing better than using other values.

This type of test, has the property that by increasing h we can reduce the
number of false positives, at the expense of increasing the detection delay.

Table 5. Evaluation results of different PageHinckley tests with change of α = 0.0001.

Method Measure No change tc = 1, 000 tc = 10, 000 tc = 100, 000 tc = 1, 000, 000

PageHinckley (h=25) 1−MDR 0.17 1.00 1.00 1.00

MTD 137.10 1,315.35 1,396.56 1,386.92

MTFA 1,346,666.67

MTR 1,653.31 1,023.81 964.27 970.98

PageHinckley (h=50) 1−MDR 0.17 1.00 1.00 1.00

MTD 137.10 1,320.46 1,403.49 1,431.88

MTFA 3,884,615.38

MTR 4,769.15 2,941.88 2,767.84 2,712.95

PageHinckley (h=75) 1−MDR 0.17 1.00 1.00 1.00

MTD 137.10 1,326.01 1,410.96 1,473.90

MTFA 4,208,333.33

MTR 5,166.58 3,173.68 2,982.60 2,855.23

4 Temporal Dependence in Data Streams

The excellent results of a No-Change Detector that outputs change every 60
instances, with the Electricity dataset is surprising. The reason of this good
performance, could be due to the temporal dependence in the Electricity
dataset [8,19,22]. If the price goes UP now, it is more likely than by chance
to go UP again, and vice versa. Secondly, the prior distribution of classes in this
data stream is evolving. Figure 2 plots the class distribution of this dataset over
a sliding window of 1000 instances and the autocorrelation function of the tar-
get label. We can see that data is heavily autocorrelated with very clear cyclical
peaks at every 48 instances (24 h), due to electricity consumption habits.

Let us consider a No-Change classifier that uses temporal dependence infor-
mation by predicting that the next class label will be the same as the last seen
class label. It can be compared to a naive weather forecasting rule: the weather
tomorrow will be the same as today. The performance of this classifier is shown
in Table 6. We see that this classifier is getting better results than most of the
classifiers using state-of-the-art concept drift techniques. We observe that in the
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Fig. 2. Characteristics of the electricity dataset

Table 6. Evaluation results of a No-change classifier on electricity and covertype
datasets.

Classifier Forest covertype Electricity

Accuracy κ Accuracy κ

No-change classifier 95.06 92.07 85.33 69.98

case of the Forest Covertype dataset the performance of this No-Change classifier
is much better than the methods using concept drift detection techniques.

5 Conclusions

Change detection is an important component of systems that need to adapt to
changes in their input data. We discussed the surprising result that non-change
detectors can outperform change-detectors when used in a classification stream-
ing evaluation. We argued that this may be due to the temporal dependence
on data, and we argued that evaluation of change detectors should not be done
using only classifiers. We wish that this paper will open several directions for
future research.
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3. Bifet, A., Gavaldà, R.: Learning from time-changing data with adaptive windowing.
In: SIAM International Conference on Data Mining (2007)
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Abstract. In this paper the regression function methods based on
Parzen kernels are investigated. Both the modeled function and the vari-
ance of noise are assumed to be time-varying. The commonly known
kernel estimator is extended by adopting two popular tools often applied
in concept drifting data stream scenario. The first tool is a sliding win-
dow, in which only a constant number of recently received data elements
affects the estimator. The second one is the forgetting factor. In this
case at each time step past data become less and less important. These
heuristic approaches are experimentally compared with the basic math-
ematically justified estimator and demonstrate similar accuracy.

Keywords: Data streams · Concept drift · Regression estimation ·
Parzen kernels

1 Introduction

In recent years the amount of data processed in various fields of human activity
increases constantly. Therefore data stream mining became a very important
research area [1–4,10,27,30,42]. Usually the data stream is understood as a
potentially infinite sequence of data elements. Because of limited available mem-
ory and computational power the traditional data mining algorithms designed
for static data cannot be applied in this case. Another important issue connected
with data streams is the concept drift [5,7,21,47]. It means that the distribution
of data can change in time. Developed algorithms should be able to react to
these changes. Among the existing in literature data stream mining methods the
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most popular seem to be those based on decision trees [8,33–35,38–41]. However,
they are mainly designed for data classification. In this paper a data regression
problem is considered in which the target variable is a numerical value. The
considered stream is a sequence of pairs (Xn, Yn), n = 1, 2, . . . , where variables
Xn come from some unknown probability distribution described by a density
function f(x). Variables Yi are assumed to be obtained with the following model

Yn = φn(Xn) + Zn, n = 1, 2, . . . , (1)

where φn(x) is a sequence of unknown functions. Noise variables Zn come from
the Gaussian distribution with zero mean

Zn ∼ N (0, sn) , sn = z0n
α, z0, α ≥ 0. (2)

It should be noted that the variance of noise variables can change in time. Exam-
ples of problems with time-varying variance of noise can be found in [11] or [46].

In this paper the nonparametric regression methods based on Parzen ker-
nels for estimating functions φn(x) are considered [9,13–20,22,24–26,28,29,36].
These kind of methods were also presented in literature under the name of gen-
eral regression neural networks [45], first to deal with the stationary model

Yn = φ(Xn) + Zn, n = 1, 2, . . . . (3)

Let R(x) = φ(x)f(x), then the function φ(x) can be expressed in the following
way if f(x) �= 0

φ(x) =
φ(x)f(x)

f(x)
=

R(x)
f(x)

. (4)

In the mentioned regression methods functions R(x) and f(x) are estimated
separately and the estimator of φn(x) is expressed as their ratio. The simplest
general form of density function estimator using Parzen kernels K(u) [31] and
based on sequence of observations X1, . . . , Xn is given by (see e.g. [6])

f̂n(x) =
1
n

n∑

i=1

1
hi

K

(
x − Xi

hi

)
, (5)

where the bandwidth sequence hi may or not change with i. The Parzen kernel
function should satisfy some basic properties such as boundedness or integrability
to 1. There are many possible Parzen kernels like uniform, Gaussian or triangular.
In this paper the Epanechnikov’s kernel [12] will be taken into account

K(u) =

{
0.75

(
1 − u2

) |x| ≤ 1
0, |x| > 1

(6)

This kind of methods for density function estimation was also presented in lit-
erature under the name probabilistic neural networks [43,44].
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The estimator for function R(x) is analogous and can be expressed by

R̂n(x) =
1
n

n∑

i=1

Yi

hi
K

(
x − Xi

hi

)
, (7)

Generally estimators (5) and (7) can use different sequences of bandwidths,
however, in our paper to reduce the number of considered parameters the same
sequence hn is assumed for both R̂n(x) and f̂n(x). The estimator of function
φ(x) can then be expressed as follows [23]

φ̂n(x) =
R̂n(x)

f̂n(x)
=

∑n
i=1 Yi

1
hi

K
(

x−Xi

hi

)

∑n
i=1

1
hi

K
(

x−Xi

hi

) . (8)

In this paper we will adopt procedure (8) to deal with stream data generated by
model (1).

The remainder of this paper is organized as follows. In Sect. 2 a recurrent
estimator able to track time-changing functions φn(x) is recalled. In Sect. 3 the
heuristic modifications of considered methods are presented. Two standard tools
used in data stream mining approaches are adopted to existing methods - the
sliding window and the forgetting factor. In Sect. 4 the experimental comparison
of the considered estimators is shown. Section 5 concludes the paper.

2 Recurrent Regression with Parzen Kernels

The estimator φ̂n(x) of regression function φn(x) is defined as a ratio of estimator
R̂n(x) of function Rn(x) and estimator f̂n(x) of density function f(x)

φ̂n(x) =
R̂n(x)

f̂n(x)
. (9)

The estimators R̂n(x) and f̂n(x) can be expressed respectively in the following
recurrent forms

R̂n(x) =
n − 1

n
R̂n−1(x) +

Yn

nhn
K

(
x − Xn

hn

)
, (10)

f̂n(x) =
n − 1

n
f̂n−1(x) +

1
nhn

K

(
x − Xn

hn

)
. (11)

The sequence hn is a sequence of Parzen kernel bandwidths and is usually given
in the following general form

hn = Dn−H . (12)

Since the parameters D,H > 0, the sequence hn decreases with n.
The estimator (9) with estimator for Rn(x) given by (10) works satisfactorily

well for stationary functions (φn(x) ≡ φ(x)) with potentially increasing variance
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of noise (α ≥ 0). However, if the considered function is time-varying (e.g. φn(x) =
nβφ(x) or φn(x) = φ(x − nβ)) it is better to apply a different estimator for
Rn(x). In [32,37] the authors, drawing the idea from stochastic approximation,
replaced the factor 1

n by a general sequence an. In [32] the following estimator
was proposed

R̃n(x; γ) = (1 − an,γ)R̃n−1(x; γ) + an,γ
Yn

hn
K

(
x − Xn

hn

)
, (13)

where the sequence an,γ is given in the following form

an,γ = n−γ . (14)

It should be noticed that the stochastic approximation concerns only the esti-
mator of Rn(x). The estimator of density function remains the same. Finally,
the estimator of function φn(x) is given by

φ̃n(x; γ) =
R̃n(x; γ)

f̂n(x)
. (15)

In [32] a set of inequalities is given (see conditions (38)–(43) there) which relates
together the values of parameters α, β, H and γ. It is proved that if the inequalities
are held then estimator (15) converges in probability to the true function φn(x).

3 Heuristic Modifications

Estimator (15) is mathematically justified for sufficiently low values of β, i.e. for
sufficiently small changes of estimated function φn(x). However, for high values
of β which do not fit into the mentioned inequalities, the behavior of estimator
(15) is theoretically unpredictable - it becomes an heuristic approach. In this
paper we present two heuristic regression methods based on Parzen kernels for
any value of β. Estimator (9) is combined with two common tools often applied
in data stream mining scenario, i.e. sliding windows and forgetting factor. The
application of such tools let the estimator be more able to deal with various
types of concept drifts in data.

Based on formula (8), one can introduce a following interpretation of estima-
tor φ̂n(x) in point x: it is a weighted average of values of Yi of incoming data
elements, where each Yi is included to the average with weight 1

hi
K

(
x−Xi

hi

)
. In

the case of concept-drifting data the most recent data contain more information
about the current data distribution than data from the past. Therefore, it is
worth adding additional weights in formula (8) which depend increasingly on
time of reading the data element (or on the index of data element). The general
form of estimator with time-dependent weights is given by

Ψn(x; θ) =

∑n
i=1 wi(θ)Yi

1
hi(θ)

K
(

x−Xi

hi(θ)

)

∑n
i=1 wi(θ) 1

hi(θ)
K

(
x−Xi

hi(θ)

) . (16)
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The weights wi(θ) are parametrized by θ. We also assume that the applied
parameters should affect the formula of sequence hi (hence hi(θ)). Various forms
of wi(θ) lead to various types of estimators of function φn(x).

3.1 Sliding Window

In the case of sliding window at each moment of time only W recent data ele-
ments is taken into account for estimation, where W is the size of the sliding
window. Therefore, the weights are given as follows

wi(W ) =

{
1, i > n − W,

0, i ≤ n − W.
(17)

Combining (17) with (16) the following estimator Ψ̃n(x;W ) of function φn(x) is
obtained

Ψ̃n(x;W ) =
r̃n(x;W )
F̃n(x,W )

=

∑n
i=n−W+1 Yi

1
hi(W )K

(
x−Xi

hi(W )

)

∑n
i=n−W+1

1
hi(W )K

(
x−Xi

hi(W )

) , (18)

where estimators r̃n(x;W ) and F̃n(x;W ) are respectively given by the following
recurrent formulas

r̃n(x;W ) =

⎧
⎪⎨

⎪⎩
r̃n−1(x;W ) +

YnK( x−Xn
hn(W ) )

hn(W ) − Yn−W K
(

x−Xn−W
hn−W (W )

)

hn−W (W ) , n > W

r̃n−1(x;W ) +
YnK( x−Xn

hn(W ) )
hn(W ) , n ≤ W

, (19)

F̃n(x;W ) =

⎧
⎪⎨

⎪⎩
F̃n−1(x;W ) +

K( x−Xn
hn(W ) )

hn(W ) − K
(

x−Xn−W
hn−W (W )

)

hn−W (W ) , n > W

F̃n−1(x;W ) +
K( x−Xn

hn(W ) )
hn(W ) , n ≤ W

. (20)

If the current number n of data elements is lower than the size of the sliding
window, estimators (19) and (20) are the same as estimators (10) and (11),
respectively. However, if the window is full, then additionally the ’oldest’ (i.e.
the (n − W ) − th) data element is removed from it as well as its influence on
estimators.

To keep the form of sequence hn analogous to (12) a quantity M(n,W )
called an ‘effective number of data’ is introduced, which expresses how many
data elements actually contributes to the current value of the estimator. In the
case of sliding window the formula for M(n,W ) is very simple

M(n,W ) = min{n,W}. (21)

The form of sequence hn(W ) is therefore given by

hn(W ) = D [M(n,W )]−H = D (min{n,W})−H
. (22)
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3.2 Forgetting Factor

In the following heuristic method for regression in is assumed that the sig-
nificance of data elements decreases geometrically as new data are taken into
account. The i-th data element is always λ times less significant that the subse-
quent (i + 1)-th data element, where λ < 1. The formula for weights in this case
is given by

wi(λ) = λn−i, (23)

Combining (23) with (16) the following estimator Ψ̂n(x;λ) of function φn(x) is
obtained

Ψ̂n(x;λ) =
r̂n(x;λ)
F̂n(x, λ)

=

∑n
i=1 λn−iYi

1
hi(λ)

K
(

x−Xi

hi(λ)

)

∑n
i=1 λn−i 1

hi(λ)
K

(
x−Xi

hi(λ)

) , (24)

where estimators r̂n(x;λ) and F̂n(x;λ) are recurrently expressed as follows

r̂n(x;λ) = λr̂n−1(x;λ) + Yn
1

hn(λ)
K

(
x − Xn

hn(λ)

)
, (25)

F̂n(x;λ) = λF̂n−1(x;λ) +
1

hn(λ)
K

(
x − Xn

hn(λ)

)
. (26)

In estimators (25) and (26) at each time step n the previous value is multiplied by
λ < 1, hence the influence of past data on the value of estimator is continuously
forgotten. Therefore λ is called the ‘forgetting factor’.

The effective number of data M(n, λ) is slightly more abstract than in the
case of sliding window and requires additional explanation. Since the i-th data
element contributes to the value of estimator with weight λn−i it can be consid-
ered as an incomplete data element, i.e. a fraction λn−i of an element. Therefore
the effective number of data can be expressed as the partial sum of geometric
series

M(n, λ) = 1 + · · · + λn−1 =
n−1∑

i=0

λi =
1 − λn

1 − λ
. (27)

Analogously to formulas (12) and (22) the form of sequence hn(λ) is given by

hn(λ) = D [M(n, λ)]−H = D

(
1 − λn

1 − λ

)−H

. (28)

4 Simulation Results

In this section all the presented estimators were compared experimentally. To
evaluate the performance of an estimator the Mean Square Error was used. In
some cases a quantity called the average Mean Square Error (aMSE) was applied.
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If MSE(φ̂n) denotes the MSE of estimator φ̂n(x) then the aMSE is computed
as follows

aMSE(φ̂) =
1

n − 100

n∑

i=100

MSE
(
φ̂i

)
, (29)

where the summation starts from 100 to reject the influence of the unreliable
estimator values at the very beginning stages of dataset processing.

4.1 Regression Function Estimation

To compare the performance of regression function estimators (15), (18) and
(24) a synthetic data generator was used. Data were generated using model (1),
where the family of functions φn(x) was set to be in the following form

φn(x) = 10
2x3 − x

cosh (2x)
nβ . (30)

Random variables Xn were generated from the uniform distribution in the inter-
val [−3:3]. Noise variables Zn were generated using (2) with coefficients z0 = 1
and α = 0.1. In all experiments the parameters of sequence hn were set to D = 2
and H = 2.

At the beginning the case of relatively slowly changing function was consid-
ered, i.e. with β = 0.15. Firstly optimal values of parameters W , λ and γ for
considered estimators were found. The values of parameters were investigated
in intervals W ∈ [1000:40000], λ ∈ [0.999:1] and γ ∈ [0.5; 0.95]. For each para-
meter 20 different values were examined. For each value of each parameter five
dataset with 100000 elements was generated randomly and the average aMSE of
corresponding estimators over five runs of algorithm were calculated. The depen-
dences of the aMSE on the value of W for Ψ̃n(x;W ), λ for Ψ̂n(x;λ) and γ for
φ̃n(x; γ) are presented in Figs. 1, 2 and 3, respectively.

As can be seen, for each of the considered estimators an optimal value of
appropriate parameter can be determined. Approximately these are: W ≈ 7000,
λ ≈ 0.99982 and γ ≈ 0.81. Therefore, in next experiment the performance of the
following estimators were examined: Ψ̃n(x; 7000), Ψ̂n(x; 0.99982) and φ̂n(x; 0.81).
In Fig. 4 the MSE values in a function of number of data elements n are com-
pared.

The estimator φ̃n(x; 0.82) seems to be the best in almost all range of num-
bers of data elements. The difference in MSE values is particularly visible at
the beginning stages of dataset processing. It is worth noticing that estimator
Ψ̃n(x; 7000) keeps approximately constant MSE value until the sliding window is
not fulfilled. Then, after 7000 elements old data are removed and the MSE value
starts decreasing drastically. In Fig. 5 the three considered estimators are com-
pared with the true function (30) for n = 100000. Assessing it visually one can
say that all estimators are fitted to the true function satisfactorily well. However,
for some regions of x there are noticeable discrepancies for some estimators.
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Fig. 1. The aMSE of
estimator Ψ̃n(x; W ) as a
function of sliding win-
dow size W .

Fig. 2. The aMSE Squared
Error of estimator Ψ̂n(x; λ)
as a function of forgetting
factor λ.

Fig. 3. The aMSE of
estimator φ̃n(x; γ) as a
function of parameter γ.

Fig. 4. The MSE as a function of the
number of processed data elements n
for β = 0.15 for three various estima-
tors: Ψ̃n(x; 7000), Ψ̂n(x; 0.99982) and
φ̃n(x; 0.82).

Fig. 5. Comparison of three various
estimators: Ψ̃n(x; 7000), Ψ̂n(x; 0.99982)
and φ̃n(x; 0.82) with the true function
φn(x) for β = 0.15 and n = 100000.

In the previous experiment considered function was relatively slowly-
changing, since β was set to 0.15. In the next experiment the behavior of
estimators for a wide range of β values was investigated. For each value of
β ∈ [0; 0.9] with step Δβ = 0.02 (i.e. for 41 different values of β) 20 datasets of
size n = 100000 were generated randomly and the aMSE value was calculated
as an average over 20 runs. The dependence between the aMSE in logarithmic
scale and the value of β is presented in Fig. 6.
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Fig. 6. The dependence between the average MSE and the value of parameter β for
three various estimators: Ψ̃n(x; 7000), Ψ̂n(x; 0.99982) and φ̃n(x; 0.81).

For all considered estimators the value of aMSE increases approximately
exponentially with increasing β. In the considered range of values of β all esti-
mators seem to be comparable (i.e. they have similar orders of magnitude).
However, it can be observed that for lower values of β estimator φ̃n(x; 0.81) out-
performs the other two. On the other hand for larger values of β the estimator
with sliding window dominates.

5 Conclusions

In this paper the problem of regression in non-stationary environment was con-
sidered. The changes of both the modeled function and variance of noise were
taken into account. The commonly known regression function estimator based
on Parzen kernels was taken as a basis for proposed methods. This estima-
tor was modified by adopting two popular tools often applied in various data
stream mining algorithms - the sliding window and the forgetting mechanism.
In the sliding window only a constant number of recently received data ele-
ments is taken into account. In the case of forgetting mechanism at each time
step the past data become less and less important. These heuristic approaches
are experimentally compared with the mathematically justified estimator based
on stochastic approximation and demonstrate similar accuracy. For high non-
stationary degrees, when the theoretical assumptions of the reference estimator
are not satisfied, the estimator with sliding window slightly outperformed the
other two estimators.

Acknowledgments. This work was supported by the Polish National Science Center
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