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Abstract Emotions play an extremely important role in how we make decisions,
in planning, in reasoning, and in other human mental states. The recognition of a
driver’s emotions is becoming a vital task for advanced driver assistance systems
(ADAS). Monitoring drivers’ emotions while driving offers drivers important feed-
back that can be useful in preventing accidents. The importance comes from the fact
that driving in aggressive moods on road leads to traffic accidents. Emotion recog-
nition can be achieved by analyzing facial expression, speech, and various other
biosignals such as electroencephalograph (EEG), blood volume pulse (BVP), elec-
trodermal skin resistance (EDA), electrocardiogram (ECG), etc. In this chapter, a
comprehensive review of the state of-the-art methodologies for emotion recognition
based on physiological changes and speech is presented. In particular, we investigate
the potential of physiological signals and driver’s speech for emotion recognition
and their requirements for ADAS. All steps of an automatic recognition system are
explained: emotion elicitation, data preprocessing such as noise and artifacts removal,
features extraction and selection, and finally classification.

1 Introduction

Human emotion is a state involving various physical structures; it is either gross
or fine-grained behavior, and it occurs in particular situations [21]. The ability
to understand and discern a driver’s emotions while driving and to perform the
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appropriate actions has been identified as one of the key focus areas listed by inter-
national research groups for improving intelligent transportation systems [4]. How-
ever, recognition of the emotional state and response during driving is an extremely
difficult task and is still a scientific challenge. One of the main difficulties is that the
emotion-relevant signal patternsmay differ widely from person to person or from one
specific situation to another. Moreover, it is hard to find an exact correlation between
classes (patterns) due to the problem of precise definition of emotions and their
meanings [22].

Nevertheless, the emotions and reaction(s) of a driver can be captured and mea-
sured using appropriate biosensors. Most researchers in the field of emotion recog-
nition have focused on the analysis of data originating from a single sensor, such
as audio (speech) or video (facial expression) data [9]. Lately, many studies in the
emotion recognition field have begun to combine multiple-sensor data in order to
build a robust emotion recognition system. The main target of using a combination
of multiple sensors is that we as humans use a combination of different modalities in
our body to express emotional states during human interaction. The human modali-
ties are divided into audiovisual (facial expression, voice, gesture, posture, etc.) and
physiological (respiration, skin temperature, etc.) [21].

Computers can bemade to understand human emotions by capturing thesemodal-
ities, extracting a set of useful features from them, and fusing those features in order
to infer an accurate emotional state. There is a growing number of sensors that
can capture various physical manifestations of emotion: video recordings of facial
expressions [13], vocal inflection changes [2], EEG, skin-surface sensing of muscle
tension, electrocardiogram (ECG), electrodermal activity (EDA), body temperature,
etc.

In this chapter, an overview of the recent state of emotion recognition approaches
involving speech signals and different physiological signals is presented. In particu-
lar, it is focused on emotion elicitation scenarios, features extraction, and selection
and classification methodologies. The main goal of this review is to get an idea about
the current situation (state of the art) of emotion recognition approaches and the
current advancement in this filed.

This chapter is organized as follows: Sect. 2 describes the theories of emotion and
the different categories of emotion types. Section3 presents the physiological mea-
sures of human emotion recognition. Section4 discusses the implementation steps of
an emotion recognition system using physiological and speech signals. The overview
of previous research work on emotion recognition using speech and physiological
signals is presented in Sect. 5. Finally, a set of concluding remarks is given in Sect. 6.

2 Theories of Emotion

What is an emotion? “Everyone knows what an emotion is, until asked to give a
definition” [14]. Emotion by definition is awareness of situations as relevant, urgent,
and meaningful with respect to ways of dealing with it. According to cognitive
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theory, people’s experience of emotion depends on the way they appraise or eval-
uate the events around them [28]. For example, a person sees a snake. His brain
starts to process the situation as a dangerous one, then his heart rate increases,
and he then feels afraid. In general, emotion is a complex concept involving three
components [40]:

• Subjective experience: There is a number of basic universal emotions [12] expe-
rienced by all humans regardless of culture and race. However, the way of expe-
riencing these emotions is highly subjective [22].

• Emotion expressions: These are observable and nonverbal behaviors that illustrate
an affective or internal emotion state. For example, a smile indicating happiness
or pleasure and a frown indicating sadness or displeasure. In general, expressions
include audiovisual such as face, gesture, posture, voice intonation, breathing
noise.

• Physiological response: This is a biological arousal or a physical reaction the
body experience during an emotion. For example, when we are frightened, our
heart races, our breathing becomes rapid, our mouth becomes dry, our muscles
tense, our palms become sweaty, and we may want to run [28].

Emotions can be categorized into various types. The two most frequently applied
models for emotion classification are the “discrete emotion model” proposed by
Ekman [12] and the “two-dimensional valance arousal model” proposed by Lang
[27]. The discrete emotional model categorizes emotions into six basic emotions—
happiness, sadness, surprise, anger, disgust, and fear [12]. These emotions are biolog-
ically fixed and universal to all humans. They are widely accepted. The dimensional
model assumes that emotions are a combination of several psychological dimensions.
The best-known dimensional model is the “valance arousal dimensional model.”
Valance represents the pleasure level and ranges from negative to positive. Arousal
indicates the physiological and psychological level of being awake and ranges from
low to high [23].

3 Physiological and Speech Signals

The general way to recognize the emotional state of a subject is through his speech,
facial expression, or gesture. The speech signal can carry the emotional state of the
speaker [31]. Williams and Stevens [43] found that when the sympathetic nervous
system is aroused with the emotions of anger, fear, or joy, speech becomes loud,
fast, and enunciated with strong high-frequency energy. Moreover, when a subject
is sad, his parasympathetic nervous system is aroused and his speech becomes slow
with high-frequency energy. According to the cited authors, emotion affects overall
energy, energy distribution across the frequency spectrum, and the frequency and
duration of pauses of speech signals.

However, detecting the physiological patterns of a subject can also give infor-
mation about his emotional state, because when a subject is positively or negatively
excited, the sympathetic nerves of the autonomic nervous system are activated [43].
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This sympathetic activation increases respiration rate, raises heart rate, decreases
heart rate variability, and raises blood pressure [41]. The most common physiologi-
cal signals used for emotion recognition include:

• Electromyography (EMG): This refers to the muscle activity or frequency of
muscle tension of a certain muscle. EMG detects the electrical potential generated
by muscle cells when these cells are electrically or neurologically activated [36].
High muscle tension often occurs under stress. It can also be measured on the
face to distinguish between negative and positive emotions. Figure 1 shows an
example of an EMG signal recorded at the smiling muscle (zygomaticus major
muscle) during three consecutive muscle contractions.

• Electrodermal activity (EDA): This refers to skin conductivity (SC); it basically
measures the conductivity of the skin, which increases if the skin is sweaty. This
signal was found to be a good and sensitive indicator of stress as well as other
stimuli and also helps to differentiate between conflict and no-conflict situations
or between anger and fear. The problem with this signal, however, is that it is also
influenced by external factors such as outside temperature. It therefore needs refer-
ence measurements and calibration [16]. Figure 2 illustrates the skin conductance
response (SCR) in an EDA signal that is occurring in reaction to a stimulus [20].

Fig. 1 Example of an EMG signal recorded at the zygomaticus major (smiling muscle), showing
three muscle contractions [19]
Fig. 2 Ideal skin
conductance response (SCR)
in the EDA signal [20]
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• Skin temperature: This is a measure of the peripheral skin temperature. The skin
temperature depends on the blood flow in the underlying blood vessels. Sincemus-
cles are tense under strain, the blood vessels will be contracted, and therefore the
temperature will decrease. In general, it is a relatively slow indicator of changes
in emotional state [16]. Nevertheless, during happiness or anger, the temperature
increases, and it decreases during sadness or fear.

• Blood volume pulse (BVP): This is a measure to determine the amount of blood
currently running though the vessels using a photoplethysmogram (PPG). A PPG
consists of a light source and a photo sensor, which are attached to the skin. The
source bounces infrared light against a skin surface and measures the amount of
reflected light. BVP is used for emotion recognition, whereby the BV increases
during anger or stress and decreases during sadness and relaxation. Moreover,
BVP can be used to measure vasoconstriction and heart rate [16].

• Electrocardiogram (ECG): Each healthy heartbeat has an orderly progression
of depolarization that begins in the sinoatrial node, which generates an electrical
impulse. This impulse spreads through the heart muscle and causes the contraction
of the heart. The accumulation of action potentials traveling along the heart muscle
generates electrical potential fluctuations. The electrical impulses generated by
the heart can be measured on the surface of the skin over a period of time with
electrodes [15]. This process of recording is called ECG. The ECG signal is a
recurring pattern, as schematically depicted in Fig. 3. The ECG signal consists

Fig. 3 Typical ECG signal with P, QRS, and T waves. [3]
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of three main waves. The first is known as the P wave, which corresponds to
the depolarization of the atrium. The is the QRS wave, which indicates the start
of ventricular contraction. Finally, after the ventricles have contracted for a few
milliseconds, the third wave, known as the T wave, occurs when the ventricular
muscle repolarizes [15].
The R-peak represents the most prominent attribute of the ECG, and its time stamp
can be precisely determined. It can be used tomeasure heart rate (HR) and interbeat
intervals (IBI) to determine heart rate variability (HRV). A low HRV can indicate
a state of relaxation, whereas an increased HRV can indicate a potential state of
mental stress or frustration [19].

• Electroencephalogram (EEG): An electroencephalography signal is the mea-
surement of brain waves. It can be used to evaluate brain disorders. The brain
waves are generated by current flow during synaptic excitation of the dendrites of
many pyramidal neurons in the cerebral cortex [38]. The EEG signals are mea-
sured using small, flat metal disks (electrodes) attached to the scalp. There are
five major brain waves distinguished by their different frequency ranges. These
frequency bands from low to high frequencies are called respectively [38]:

1. Delta (δ) waves, which lie within the range of 0.5–4Hz. They are usually present
during deep sleep and may appear in the waking state.

2. Theta (θ ) waves, which lie within the range of 4–7.5Hz. They are usually present
during drowsiness and are associated with increased learning, creativity, and deep

Fig. 4 Four typical brain waves, from high to low frequencies. [38]
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meditation. They allow access to the unconscious. Moreover, a theta wave seems
to be related to the level of arousal.

3. Alpha (α)waves liewithin the range of 8–13Hz. In general, an alphawave appears
as a round or sinusoidal signal; they are usually associated with relaxation and
super-learning.

4. Beta (β) waves lie within the range of 14–26Hz. They are usually associated with
active thinking, active attention, or solving concrete problems.

5. Gamma (γ ) waves correspond to the frequencies above 30Hz. The detection of
these waves can be used for confirmation of certain brain diseases.

Figure4 illustrates the first four brain waveforms with their usual amplitude levels.

• Respiration: this measurement indicates the breathing rhythm of a person. It
is captured be applying a rubber band around the chest. Usually, fast and deep
breathing canpoint to anger or fear but sometimes also joy.Rapid shallowbreathing
can indicate fear, panic, or concentration.Moreover, slow and deep breathing refers
to relaxation, and slow and shallow breathing can indicate depression or calm
happiness [16].

The combination of these signals can be used to derive a set of features that can
be used to build a robust classifier. This is then used to automatically detect the
emotional state of different subjects.

4 The Implementation Steps of an Emotion Recognition
System Based on Physiological and Speech Signals

4.1 Emotion Elicitation

The creation of a high-quality dataset (i.e., a reference database) of speech and
biological signals still represents a necessary task for researchers in the field of
emotion recognition. Different scenarios have been used to elicit emotion. Current
rsearch highlights seven criteria that help with the selection and use of these emotion
elicitation scenarios [7]:

1. Intensity: Do the elicitation scenarios lead to intense negative and positive emo-
tion?

2. Complexity: Is the scenario a simple one such as showing a silent image such
as a fixation cross, or is it more complex, such as a dynamic visual and auditory
sequence?

3. Attention capture: Do the scenarios require much attention?
4. Demand characteristics: Does the scenario include a specific instruction such as

“please watch this video carefully.” In general, it is content-dependent?
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5. Standardization: Is the scenario going to affect all participants in the same way?
For example, is it possible to guarantee that showing a specific video will be
equally effective for all participants?

6. Temporal consideration: Emotions can be considered relatively rapid phenomena
with onsets and offsets over seconds. Generally, film clips are much lower in
temporal resolution and range from about 1 to 10min.

7. Ecological validity: Towhat extent will emotion elicitation procedures elicit emo-
tions in the way that many stimuli encountered in real life do?

Moreover, the most-used scenarios for emotion elicitation are the following [7]:

Film clips: This scenarioworks by showingmany short film clips to participants. The
advantage of this method is that it is a rich source of discrete emotions (love, anger,
fear, joy, etc.), which can be self-reported by participants. On the other hand, the
disadvantages of this method are that it is necessary to extract particular periods of
interest from the film. Furthermore, due the fact that emotions are considered evanes-
cent phenomena, any delay between the activation of emotion and the assessment of
it by an experimenter can introduce an error in the measurement.

Pictures: This scenario works by showing a set of pictures to participants. The
advantages of this method are that it is easy and fast to apply and can also be self-
reported by participants. However, the disadvantages of the method are that it is not a
rich source of discrete emotions compared to film clips, and the time for stimulating
emotion is too short.

Music: This scenario applies by playing music to participants. The advantages are
that it is simple andhighly standardized, and emotions developover time (15–20min).
The drawbacks are that themusic tastes of the participantmight influence experienced
emotions. In addition, this scenario gives only the moods (positive or negative), not
the discrete emotions.

Emotional behaviors as emotional stimuli: This scenario involves themanipulation
of the target person’s behavior or the person’s understanding of that behavior in order
to change his/her feelings. The advantage of this method consists in the large sources
to produce emotions (posture, eye gaze, tone of voice, breathing, and emotional
actions). On the other hand, the disadvantage is that in some cases, it would be easy
to manipulate the subject, but others might be more difficult (for example, making
the participant angry).

Dyadic interaction tasks: Emotion is here elicited through interaction with different
types of dyads (friends, romantic partner, family member, etc.). The advantages of
this method are that it elicits a range of emotional responses and it studies emotion in
social contexts. The disadvantages of this method are that (1) it requires significant
resources, for example, dyadic interaction procedures can take 2–4h; (2) some pro-
cedures my not be completed (the participant changes the topic to avoid a high level
of emotional intensity; finally, (3) it provides just a snapshot sampling of emotions.
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In general, choosing the appropriate elicitation scenario or stimuli depends on the
target emotions and available sensors. For example, if we need to extract a speech
signal from a subject, then music and picture scenarios will not be useful. The useful
scenarios in this case are “emotional behaviors as emotional stimuli” and “dyadic
interaction” tasks. Moreover, if we want to extract discrete emotions from a subject,
we cannot choose the music scenario, because it just induces moods (positive or
negative).

4.2 Preprocessing of Involved Signals

Both speech and physiological signals always contain unwantedmodifications during
capture, processing, or transmission. These unwanted modifications are noises and
other external interferences such as artifacts that appear because of the electrostatic
devices and muscular movements [24]. These noises and artifacts should be removed
from the signal by the use of different types of appropriate filtering techniques. The
appropriate filter is defined according to the signal’s type and noise patterns. Low-
pass filters such as adaptive filters, elliptic filters, and Butterworth filters generally
are used to preprocess the raw ECG and facial EMG signals. And smoothing filters
are used to preprocess the raw GSR signals [5, 21]. Also, low- and high-pass filters
are used to preprocess EEG signals. Moreover, different methods have been used
to remove artifacts from physiological signals. Principal component analysis (PCA)
[37] and independent component analysis (ICA) [11] are the best-known methods
for removing artifacts from EEG, ECG, and EMG.

Moving to speech signals, preprocessing including preemphasis, framing, and
windowing processes have to be integrated [25].

4.3 Feature Extraction

Once the signals have been preprocessed, it is necessary to extract useful information
or features from these signals in order to use them in pattern classification to detect
the emotional state. The features to be extracted are chosen according to the signal
type. Some features (such as mean, standard deviation, minimum, maximum, and
range) can be extracted from most of the recorded sensor signals, whereas some
special features are extracted only from a specific signal type.

From the speech signal: the best-known speech features usually extracted for emo-
tion recognition include prosodic and spectral features. Prosodic features include
pitch, pitch histogram, intensity, formant frequency, and voice quality [25]. Spectral
features include Mel-frequency cepstral coefficients (MFCC), Daubechies wavelets,
coefficient histogram [44], linear prediction cepstral coefficients (LPC), log fre-
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Table 1 ECG features Feature Domain

Standard deviation of all RR interval Time

Root mean Square of differences between
RR intervals

Time

Power in low frequency Frequency

Power in high frequency Frequency

quency power coefficients (LFPC), and perceptual linear prediction (PLP) coeffi-
cients [44].

From the electrocardiogram signal: The most-used ECG features are heart rate
(HR) and heart rate variability (HRV). Moreover, [1] used the Hilbert instantaneous
frequency and a measure of local oscillation as feature extraction. Table1 lists dif-
ferent ECG features in the frequency and time domains.

From the electrodermal activity signal: The extracted features from EDA are the
average, skin resistance, zero crossing rate of skin conductance, average of absolute
derivative, skin conductance response (SCR), and the nonspecific skin conductance
response [21].

From the respiration signal: Respiration rate, average, and breathing rhythm are
the best-known respiration features. Moreover, the average breath depth and spectral
power are also commonly used [19, 21].

From the electromyogram signal: The most frequently extracted features from
the EMG are mean value, root mean square, and the power [19, 21].

From the electroencephalogram EEG signal: EEG power spectra at distinct
frequency bands, such as delta, theta, alpha, beta, and gamma, are commonly used as
indices for assessing the correlates of specific ongoing cognitive processes in EEG
research [25, 38], fast Fourier transform analysis, wavelet analysis, and high-order
crossing [33].

4.4 Feature Reduction

After the features are extracted from the signals, it is useful to determine which
features are most relevant to differentiate well between emotional states. Reducing
the dimension of the feature space has two advantages:

• The computational costs are lowered, which leads also to shorter training times
[18].

• Overfitting is reduced and prediction performance is improved by excluding irrel-
evant or noisy features in the learning process [46].
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The most used methods for selection of features are principal component analysis
(PCA) [37], independent component analysis (ICA) [11], random subset feature
selection (RSFS) [35], and sequential floating forward selection (SFFS) [34].

4.5 Classification

After extracting and selecting the features that are appropriate for a best possible
differentiation of emotional states, the next step is to use these features to train a
classifier and test whether it can classify different emotional states. This section
describes the most popular classification algorithms from the literature. We have
selected the following classifiers:

4.5.1 Quadratic Discriminant Analysis (QDA)

Quadratic discriminant analysis (QDA) is the most commonly used method. It
assumes that the likelihood of each class is normally distributed and uses the posterior
distributions to estimate the class for a given test point [17]. The normal (Gaussian)
parameters of each class are usually estimated from training points with maximum
likelihood (ML) estimation [39].

4.5.2 k-Nearest Neighbor (KNN)

KNN classifies unlabeled samples (testing data) by their similarity with the training
data. In general, given an unlabeled sample X , the KNN classifier finds the K closest
neighborhood samples in the training data, and it labels the sample X with the class
label that appears most frequently in the K closet neighborhood samples in the
training data [32].

4.5.3 Support Vector Machines (SVMs)

The SVM is a classifier that separates a set of objects into classes so that the distance
between the class borders is as large as possible. The idea of SVM is to separate
two classes with a hyperplane so that the minimal distance between elements of both
classes and the hyperplane is maximal [8].

4.5.4 Artificial Neural Network

Artificial neural networks are used to estimate or approximate functions that can
depend on a large number of inputs and are generally unknown [45]. Artificial neural
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networks are a computational model that uses the idea of natural neurons that receive
signals and exchange messages between each other. Each connection between neu-
rons (nodes) has a numericweight that can be tuned based on experience, thusmaking
the network capable of learning. In general, ANNs start out with randomized weights
for all their neurons. For that, they must be trained to solve a particular problem. The
training phase can be applied using two methods, depending on the problem the
ANNs must solve. The first method is self-organizing ANN. It uses a large amount
of data and tries to discover patterns and relationships in those data. The second
method is back-propagation ANN, which is trained by humans to perform specific
tasks [6, 47].

5 Previous Works

Emotion recognition has become an important research topic mainly in the field of
human–machine interaction. Several studies have been done on emotion recogni-
tion using speech and physiological signals. Initially, researchers tried with subject-
dependent approaches, where the emotion recognition system is performed only on
one user, and it needs to be retrained or recalibrated in order to perform well on
another user/subject. Nowadays, the focus has shifted in the direction of subject-
independent approaches, where the emotion recognition system is tested on fully
different subjects and not those on which it had been trained; i.e., it is tested with
unknown speech and physiological signals. Table2 illustrates a short review of previ-
ous works in emotion recognition using speech and physiological signals. The table
shows which signals were analyzed, which stimuli were used for emotion elicitation,
which emotion were recognized, the number of subjects involved in the experiments,
and which features and classification method were applied. Also, the accuracy of the
recognition approaches is included in the table.

We can observe that regarding the subject-dependent approaches, the maximum
accuracy values reached are 96.58% for recognizing three arousal levels (high,
medium, and low), 95% for four emotions (joy, anger, sorrow, and pleasure) and
91.7% for six emotions (amusement, frustration, anger, fear, sadness, and surprise).
On the other hand, for subject-independent approaches, the maximum accuracies
were 99.5% for recognizing one emotion (stress), 86% for two emotions (joy and sad-
ness), and 70% for detecting four emotional states (joy, anger, sadness, and pleasure).
We can also notice, for physiological signals, that besides the feature extraction and
classification approaches, the emotion stimulus type involved also has an effect on the
classification accuracy. In general, the sensors used, number of subjects, emotional
states, stimuli used, feature extraction and classification methods are the required
building blocks and parameters to build a robust and reliable emotion recognition
system.
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6 Conclusion

This chapter has reviewed and presented the main steps toward human emotion
recognition systems using physiological and speech signals. It should be emphasized
that building a generalized system (i.e., subject-independent) for classifying different
emotional states is still a big challenge, particularly because emotions are highly sub-
jective.Most of the state-of-the artmethodologies are based on the subject-dependent
approach. Upgrading to a subject-independent approach needs more sophisticated
features, more robust classifiers, and eventually more sensory data for training and
testing. For good referencing, the collection of sensor data is done during a specific
emotion elicitation scenario. Hence, the emotion elicitation scenario plays an impor-
tant role in defining the target emotional states and how strongly those emotions
should be elicited.

Moreover, the respective techniques for feature extraction, feature selection and
classification are also very important steps and building blocks towards a robust and
reliable subject-independent emotion recognition system.

Some future research avenues that are worth mentioning are related to:

• Emotion state forecasting for short-, middle-, and long-term horizons. Here the
human emotional system is considered a dynamical system that is externally
excited by emotion elicitation-related elements of the contextual environment. The
short-term time horizon covers some seconds to several minutes. The middle-term
horizon should cover hours. And the long-term horizon should cover several days.
It is evident that a reliable forecasting of the emotional states is a core enabling
unit for some form of emotion-related early warning system.

• To improve robustness, reliability, and accuracy, our hypothesis is that
neurocomputing-based classifier concepts offer the greatest potential for best-
possible performance. A series of our won ongoing works is developing, optimiz-
ing, and benchmarking cellular neural network-based neurocomputing classifier
concepts, which integrate related recent paradigms such as deep learning, reservoir
computing, and echo state.
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