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Foreword

Since several decades nonlinear dynamics has been and remains a very hot research
field of high relevance in many areas of science and technology and it is a precious
source of inspiration for cutting-edge novel ideas. The contributions of this book do
analyze a series of interesting issues and aspects related to nonlinear dynamics
and/or synchronization in the context of either practical or theoretical applications
in selected areas, namely in theoretical electrical engineering, signal processing &
communications engineering, neuro-computing, transportation, and computational
intelligence. Besides some additional external contributions, most of the chapters of
this book are extended versions of either papers or plenary talks presented at the 4th
International Workshop on Nonlinear Dynamics and Synchronization (INDS’2015)
held July 30th-31st, 2015 in Klagenfurt, Austria (at Alpen-Adria-Universitit
Klagenfurt).
This book is structured in 5 parts covering a total of 16 chapters:

Part I: Nonlinear dynamics—Fundamentals, with 3 chapters

Part II: Nonlinear dynamics—Selected applications, with 2 chapters

Part III: Transportation, with 4 chapters

Part IV: Signal processing & communications engineering, with 3 chapters
Part V: Computational Intelligence, with 4 chapters

Part I “Nonlinear Dynamics—Fundamentals”, contains three contributions.
The first chapter of Part I, “On the Construction of Dissipative Polynomial Nambu
Systems with Limit Cycles”, by Richard Mathis and Wolfgang Mathis, does study
nonlinear Nambu systems with canonical dissipation in four dimensions where
prescribed limit cycles arise. Hereby, some possibilities are discussed to apply
concepts from the geometry of 4-dimensional Euclidean spaces in order to construct
a desired intersection by a set of planes and surfaces. An analysis concept based on
CD Nambu systems for calculating non-isolated zeros of nonlinear equations is
introduced. The discussed considerations are illustrated by means of two examples
of canonical dissipative (CD) Nambu systems where limit cycles occur.
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In the second chapter of Part I, “On the Dynamics of Chaotic Systems with
Multiple Attractors: A case Study”, by J. Kengne, A. Nguomkam Negou,
D. Tchiotsop, V. Kamdoum Tamba and G.H. Kom, the dynamics of chaotic systems
with multiple co-existing attractors is analyzed by using the well-known
Newton—-Leipnik system as prototype. In the parameters’ space, regions of
multistability (where the system exhibits up to four disconnected attractors) are
depicted by performing both forward and backward bifurcation analysis of the model.
A suitable electrical circuit (i.e. analog simulator) is designed and used for the
experimental investigations.

Then, in the third and last chapter of Part I, “Multivaluedness Aspects in
Self-Organization, Complexity and Computations Investigations by Strong
Anticipation”, by Alexander Makarenko, new examples of discrete dynamical
systems with anticipation are considered. Hereby, the mathematical formulation of
problems, possible analytical formulas for solutions and numerical examples of
presumable solutions are proposed. As well-known, one of the most interesting
properties in such systems is the presumable multivaluedness of the solutions.
Overall, it can be considered from the point of view of dynamical chaos and
complex behavior. The chapter presents examples of periodic and complex
solutions, attractor’s properties and presumable applications in self-organization.

Part II “Nonlinear Dynamics—Selected Applications”, contains two
contributions. In the first chapter of Part II, “Nonlinear Modeling of Continuous-
Wave Spin Detection Using Oscillator-Based ESR-on-a-Chip Sensors”, by Jens
Anders, an advanced nonlinear energy-based modeling of LC tank oscillators used
as sensors for ensembles of electron or nuclear spins is presented. The chapter starts
with a description of the experimental setup of the oscillator-based spin detection
approach, which is somewhat different from that used for conventional
resonator-based detection. The interaction between the nonlinear electrical
oscillator and the spin ensemble is modeled using the solution of the Bloch equation
in the steady-state, which models the dynamics of the spin ensemble, and the
magnetic energy associated with the inductor of the LC tank oscillator. The final
model of the LC tank oscillator is used to find analytical expressions for the limit of
detection of frequency-sensitive oscillator-based spin detectors. Finally, experi-
mental results from a prototype realization are used to validate the accuracy of the
derived signal and noise models.

Then in the second chapter of Part II, “Effect of Non-Linearity and Boiler
Dynamics in Automatic Generation Control of Multi-area Thermal Power System
with Proportional-Integral-Derivative and Ant Colony Optimization Technique”, by
K. Jagatheesan, B. Anand, K. Baskaran, N. Dey, A.S. Ashour, and V.E. Balas, the
Automatic Generation Control (AGC) of a multi-area interconnected power system
is presented. The occurrence of sudden load disturbance in the interconnected
power generating unit does significantly affect both system performance (consis-
tency in system frequency and voltage) and system stability. In order to moderate
the last mentioned negative effects, a PID controller is introduced as a secondary
controller. An Artificial Intelligence (AI) based Ant Colony Optimization
(ACO) technique is considered for tuning of the controller parameters. Furthermore,
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both non-linearity and boiler dynamics effects are considered to evaluate the
performance of the investigated power system.

Part III “Transportation”, contains four contributions. The first chapter of
Part III, “A Review of Traffic Light Control Systems and Introduction of a Control
Concept Based on Coupled Nonlinear Oscillators”, by Jean Chamberlain Chedjou
and Kyandoghere Kyamakya, presents an in-depth overview of the state-of-the- art
on traffic light control and optimization. Several traditional traffic control and
simulation methods, concepts and tools are described whereby their related pros and
cons are discussed. Further, the chapter develops a system of coupled nonlinear
oscillators, which is used for traffic light control and optimization both at isolated
junctions (i.e. local control) and in a network of coupled traffic junctions (i.e. area
control). The system developed is viewed as a modified version of the
self-organized Kuramoto model for traffic light control due to some important
features, which are common to both systems (i.e. the traditional Kuramoto model
and the new concept developed).

In the second chapter of Part III, “Neural-Network-Based Calibration of
Macroscopic Traffic Flow Models”, by Nkiediel Alain Akwir, Jean Chamberlain
Chedjou, and Kyandoghere Kyamakya, a neural network based calibration concept
of macroscopic traffic flow models expressed in the form of nonlinear partial
differential equations (PDEs) is proposed. The calibration scheme developed aims
at improving both accuracy and stability of the nonlinear PDE models in order to
make them becoming more realistic. The calibration scheme is used to dynamically
optimize all outputs of the nonlinear “PDE”-model in order to obtain a realistic set
of parameters, which can be later used by the PDE-model to describe the
real/realistic dynamics of traffic flow.

In the third chapter of Part III, “Travelers in the Second Modernity: Where
Technological and Social Dynamic Complexity Meet Each Other”, by Oana Mitrea,
a comprehensive essay is presented which mainly draws its inspiration from the
findings of both systems theory and sociology about non-linearity and individual-
ization with particular application to mobility systems. Its first part analyzes the
societal system of the second modernity as an open system with high non-linearity.
The second part applies the reflections from the construction of hypotheses about
the usage dynamics of an intelligent concept of social interaction on the move.

Finally, in the fourth and last chapter of Part III, “COMPRAM Assessment and
System Dynamics Modeling and Simulation of Car-Following Model for Degraded
Roads”, by A.K. Kayisu, M.K. Joseph, and K. Kyamakya, the complex societal
problem related to the consequence on traffic management of potholes in road in
analyzed. Potholes in roads is a complex societal reality in developing countries and
leads to situations like congestion, chaotic driving and an acceleration of road
degradation. This complex phenomenon—traffic congestion in the town of
Kinshasa (in DR Congo) linked to degraded roads is closely analyzed with the help
of the COMPRAM methodology. The results of the quantitative simulations
demonstrate that in the presence of the pothole at microscopic level, speed and
travel time are negatively impacting road capacity at macroscopic level.
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Part IV “Signal Processing & Communications Engineering”, contains three
contributions. The first chapter of Part IV, “Design of a Chaotic Pulse-Position
Modulation Circuit”, by Junying Niu, Zhong Li, Yuhong Song, and Wolfgang A.
Halang, addresses an analogue chaotic modulation circuit based on Chua’s circuit,
which is proposed to generate a chaotic pulse-position signal. The circuit is
designed with the standard electronic components, and the parameters of the
generated signals, including the pulse period, the modulation range of the
pulse-position, even the probability distribution of the pulse-position, can be
adjusted flexibly.

The second chapter of Part IV, “Chaos-Based Digital Communication Systems with
Low Data-Rate Wireless Applications”, by Nguyen Xuan Quyen and Kyandoghere
Kyamakya, presents a study on the modeling and performance evaluation of
chaos-based coherent and non-coherent systems, i.e., chaotic direct-sequence
code-division multiple-access (CDS-CDMA) and differential chaos-shift keying
(DCSK), for low data-rate applications in wireless communications. Simulated
performance results are shown and compared with the corresponding estimated ones,
where the effects of the ratio Eb/NO, spreading factor, number of users, sample rate, and
the number of transmission paths on the BER are fully evaluated. Overall, the obtained
results do show that the low-rate chaos-based systems can exploit the multipath nature
of wireless channels in order to improve their BER performances.

And the third chapter of Part IV, “Nonlinear Programming Approach for Design
of High Performance Sigma-Delta Modulators”, by Valeri Mladenov and Georgi
Tsenov, presents a nonlinear programming approach for the design of a third order
Sigma-Delta modulator with respect to maximization of the signal to noise ratio,
taking into account the modulator’s stability. The results are compared with optimal
third order modulator design provided by DStoolbox.

Part V “Computational Intelligence”, contains four contributions. In the first
chapter of Part V, “Emotion Recognition Involving Physiological and Speech
Signals: A Comprehensive Review”, by Mouhannad Ali, Ahmad Haj Mosa, Fadi
Al Machot, and Kyandoghere Kyamakya, a comprehensive review of the
state-of-the-art methodologies for emotion recognition based on physiological
changes and speech is presented. In particular, one investigate the potential of
physiological signals and driver’s speech for emotion recognition and their
requirements for ADAS (advanced driver assistance systems). All steps of an
automatic recognition system are explained: emotion elicitation, data preprocessing
such as noise and artifacts removal, the features extraction and selection, and finally
classification.

In the second chapter of Part V, “A Hybrid Reasoning Approach for Activity
Recognition Based on Answer Set Programming and Dempster-Shafer Theory”, by
Fadi Al Machot, Heinrich C. Mayr and Suneth Ranasinghe, one discusses a
promising approach for multi-sensor based activity recognition in smart homes. The
research is originated in the domain of Active and Assisted Living, particularly in
the field of supporting people in mastering their daily life activities. The proposed
fusion concept combines Answer Set Programming and Dempster-Shafer theory. In
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order to check the overall performance, this approach has been tested by using the
HBMS dataset on an embedded platform.

In the third chapter of Part V, “Estimation of Infection Force of Hepatitis
C Virus Among Drug Users in France”, by Selain Kasereka, Yann Le Strat and
Lucie Léon, the spread of diseases as a dynamic and complex phenomenon is
analyzed. The aim of this work is to estimate the force of infection of hepatitis
C from two national cross-sectional epidemiological surveys conducted in 2004 and
2011 by The French Institute for Public Health Surveillance and its partners in a
drug user population in France. The force of infection has been modeled according
to a SIS (Susceptible-Infected-Susceptible) compartmental model using differential
equations (ODE) and as being a function of the derivative function of the preva-
lence depending on age, time, HIV serological status and having injected at least
once in their life or not, from 2000 to 2010. Overall, this work provides guidance
for researchers to compare several cross-sectional epidemiological surveys among
drug users and proposes an alternative method to estimate the force of infection
among drug users from cross-sectional surveys in the absence of a cohort.

Finally, the fourth and last chapter of Part V, “Neurocomputing-Based Matrix
Inversion: A critical Review of the Related State-of-the-Art”, by Vahid Tavakkoli,
Jean Chamberlain Chedjou, and Kyandoghere Kyamakya, does provide a com-
prehensive overview of both traditional and neuro-computing based methods for
solving the matrix inversion problem (i.e.: analytical, heuristics, dynamic system
based methods, etc.). These methods are compared to each other based on some
important criteria like convergence, parallelizability/scalability, accuracy and
applicability to time-varying matrices. Finally, we propose a new concept based on
Neurocomputing for solving the matrix inversion problem. The main advantage of
this proposed concept is the possibility of efficiently fulfilling all criteria at stake.

Guest Editors
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On the Construction of Dissipative
Polynomial Nambu Systems
with Limit Cycles

Richard Mathis and Wolfgang Mathis

Abstract In this chapter we study nonlinear Nambu systems with canonical
dissipation in four dimensions in which prescribed limit cycles arise. For this pur-
pose we discuss some possibilities to apply concepts from the geometry of four-
dimensional Euclidean spaces in order to construct a desired intersection by a set
of planes and surfaces. Since scalar Nambu functions are needed for the construc-
tion of Nambu systems, the relationship between these functions and hypersurfaces
will be discussed. We illustrate our considerations by means of two examples of
canonical dissipative (CD) Nambu systems in which limit cycles occur. Whereas
we considered the synthesis problem of limit cycle circuits with the CD Nambu
approach previously, we introduce in this paper an analysis concept based on CD
Nambu systems for calculating nonisolated zeros of nonlinear equations.

1 Introduction

Since Nambu [ 1] generalized Hamiltonian mechanics in 1973, his concept as received
increasing interest. In contrast to Hamiltonian systems, the state (phase) space can
be odd, so that a much larger class of dynamical systems can be included in our
considerations. In the following years, the properties of this new type of mechanics
and some applications in classical and quantum mechanics have been studied by
many authors, e.g., [2-7]. It turned out that not only the rigid rotator, which was
considered by Nambu, but also the equations of motion of other physical systems
can be reformulated as Nambu systems [8].

More recently, Nambu systems have discussed in which different kinds of dissi-
pation terms are included. In 2008, Bihlo [9] introduced a metriplectic generalization
of Nambu systems in which the gradient part describes the dissipation. Then in 2010,
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4 R. Mathis and W. Mathis

Axenides and Floratos [2, 10] decomposed the Lorenz equation into a Nambu part
and a linear dissipation part [11]. More general Nambu systems with linear dis-
sipation were considered later on by Roupas [12]. A decomposition of the Lorenz
equation into a conservative and a dissipative part without the Nambu framework was
discussed by Haken and Wunderlin [13] in 1977. In 2010, Frank introduced canoni-
cal dissipation [14] into Nambu mechanics [15] and used this concept in biophysical
applications [16, 17]. Then Yamaleev’s oscillator was investigated by Mongkolsakul-
vong, Chaikhan, and Frank [18] in great detail, and also a stochastic part was added.
Motivated by the Frank group’s paper on Yamaleev’s oscillator, Mathis, Stahl, and
Mathis [19] extended previous results of the Hannover group; cf. Thiessen [20] and
Mathis, et al. [21] about canonical dissipative (CD) systems to CD Nambu systems.
In their paper [19], they studied the Lorenz system from [10] and added canonical
dissipation; cf. also Mathis, Mathis [22]. In both the CD Yamaleev and CD Lorenz
systems, the limit cycle behavior [23] was the main objective of research. In par-
ticular, the papers of [19, 22] were dedicated to a new approach to the design of
electrical oscillators in which a limit cycle can be prescribed. In a recent paper [24]
we gave a sketch of a system of differential equations of order 4 with a limit cycle
that is constructed by the framework of CD Nambu mechanics.

In this article we will give a comprehensive overview of Nambu systems with
canonical dissipation and illustrate it with some examples. We organized the article
in the following manner: In Sect. 2, some mathematical details of CD Nambu systems
are presented. In Sect. 3, four-dimensional CD Nambu systems with limit cycles are
considered. For this purpose the geometric construction of intersections of surfaces
in four-dimensional Euclidean spaces are discussed in Sect.3.1, where we restrict
ourselves to polynomials in four variables in order to use the symbolic manipulator
Mathematica; cf., e.g., [25]. In Sect. 3.2, an example of a CD Nambu system with
a single limit cycle is presented, and we discuss some dynamical properties of this
system. In Sect.3.3, a CD Nambu system with several limit cycles is presented on
the basis of a Clebsch cubic. It is shown in Sects. 2 and 3 not only that the CD Nambu
approach can be applied to the synthesis of circuits and systems with limit cycles,
cf. our previous paper [22]), but also that it is useful for the analysis of nonlinear
systems with nonisolated zero sets. The paper ends with a summary.

2 Canonical Dissipative Nambu Systems

Basically, the vector field of an n-dimensional Nambu system is constructed by n — 1
Nambu functions H; : R* — R withi = 1,...,n — 1. Using these functions, we
obtain the equations of motion for the n-dimensional Nambu system, cf. Nambu [1],

dxi _ S e OHy  0H
di Jiseeesn—1 R 3le axjn—l .

0 (x, Hy, ..., Hyy)
A, X))

(D
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fori =1,...,n,wheree; ; _; | isthe n-dimensional Levi-Civita tensor.

From a geometric point of view, Nambu functions can be characterized by their
level surfaces H;(xy,...,x,) = E; (i =1,...,n) in the n-dimensional space R",
which can be interpreted as hypersurfaces. If the level values E; are determined by
the initial conditions of the system, a solution of (1) runs in the intersection set of
these level surfaces. Furthermore, Steeb [6] has proved that all polynomial functions
are invariants of the motion.

In the following, we consider only polynomial functions for which the level func-
tions are algebraic sets. Using results from real algebraic geometry [26, 27], we know
that the intersection of algebraic sets is also algebraic.

In order to obtain an asymptotic behavior that is independent on the initial values,
we note that this property corresponds to a so-called limit cycle, where nonlinear
dissipation has to be in the system; cf. [23]. It was shown by Ebeling and Sokolov [14]
that the concept of canonical dissipation is an elegant way to introduce dissipation
in a Hamilton mechanics. Inspired by Frank [15], we use canonical dissipation for
constructing Nambu systems with dissipation. We have already shown [19, 22] that
this concept can be useful for the design of electronic oscillator circuits.

Based on the Nambu functions H;, Ha, ..., H,_;, Frank [15] constructed gener-
alized canonical dissipation terms fori =1, ..., n:
n—1 8Hj
Gi(Hy,...,H,_y) = T(Hj_Ej)a 2)
j=1

where the E; are the values of the energy levels. Using these terms and combining
them with Nambu equations (1), we obtain the equations of motion for a more general
Nambu system with canonical dissipation:

dx;  0(x;, Hy, ..., Hy_1)
dt o 8(x19-~'1xn)

—eGi(Hy, ..., H,_y), 3)

wherei = 1, ..., n and ¢ is the damping coefficient.

We will show by means of two representative examples that the canonical dissipa-
tive terms G, (Hy, ..., H,—1) go asymptotically to zero, and therefore the dynamics
corresponds to the dynamics of the Nambu system without dissipation.

In summary, we are able to construct CD Nambu systems in which each trajectory
that starts near the intersection of the hypersurfaces of Nambu functions converges
to this intersection set. If the intersection set is a one-dimensional closed curve, we
obtain a dynamical system with a limit cycle. Furthermore, if the level surfaces are
algebraic sets, then the limit cycle is algebraic. In the next section we consider a CD
Nambu system in four dimensions and study its asymptotic behavior.
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3 Four-Dimensional Canonical Dissipative Nambu Systems
with Limit Cycles

3.1 Construction of Closed Curves in Four Dimensions

Since the level surfaces of Nambu functions in a 4-dimensional space are
3-dimensional hypersurfaces, we need more understanding of geometry in four
dimensions. At first, we restrict our attention to hyperplanes in a 4-dimensional real

vector space R*. In this case, a basis of four linear independent vectors by, ..., by
exists such that an arbitrary vector x € R* can be decomposed into x = Z?:l x;i by,
where x; € R (i =1, ..., 4). Therefore, each x can be represented by a 4-tuple of

real numbers x; in R*. Curves and surfaces in R* can be defined as 1-dimensional and
2-dimensional objects using one real parameter £ and a two real parameters (£, n),
respectively, such that x(£) for £ € T C R as well as x(&, ) for (£,7) € D C R2.
A 1-dimensional straight line in R* is defined by (xo, X1, X, € R%)

X)=x0+&x, §eT, “4)

whereas a 2-dimensional plane can be defined by
x¢.m=%+Exi+nx, (E.n)eD. ®)
Obviously, 3-dimensional objects x(&, 71, ¥) can be defined with three real parameters
(€,7n,9) € D C R that can be identified with hypersurfaces in R*. Algebraically, a

hypersurface corresponds to the solution set of a scalar equation H (x) = 0 with H :
R* — R. For example, a hyperplane is defined by H(X) = a,x| + axx» + azx3 +

asxs =r withay, ..., as,r € R.
In order to measure distances, R* has to be endowed with a Euclidean scalar
product (-, -).

The definition of the Euclidean vector space R* is straightforward, but the spa-
tial positioning of the above-defined objects and their intersections is slightly more
involved. For example, it seems strange that two (2-dimensional) planes intersect only
in a point. Moreover, a plane intersects a (3-dimensional) hyperplane in a straight
line; that is, a (2-dimensional) knife is not useful for cutting a loaf of bread in four
dimensions; cf., e.g., Weizenbock [28]. In n-dimensional spaces R”, the dimension
s of the intersection set can be calculated by the following formula:

s=1+k—n, (6)

where / and k are the dimensions of the hyperplanes; cf. Aleksandrov et al. [29]. That
is, if two hyperplanes have one point in common and / + k > n, then they intersect
in a hyperplanes of dimension not less than s.

To gain further insight into the problem, we discuss it from the algebraic point of
view. If two hyperplanes intersect, the intersection is a 2-dimensional plane in generic
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cases. This can be proved using the following algebraic descriptions of hyperplanes
in the coordinates xi, ..., x4:

anxy +apxs +aixs +auxs =7y, (N

ax1 X1 + axnXxy + ax3x3 + dxxs = rs, ®)

where the solution space is a 2-dimensional affine subspace of R*, a plane in general
position, when the coefficient matrix is of full rank. The hyperplanes are parallel if
the intersection plane is at infinity. It can be verified in the same manner that the
intersection of two planes consists of a point x € R* in generic cases. However, if
the planes are included in the same hyperplane, then the intersection is a straight line
in generic cases. Furthermore, the intersection of a plane and a hyperplane and three
hyperplanes is generically a straight line in generic cases.

If the surfaces in R* are more general and nonlinear, it is not easy to deter-
mine whether the intersection of three surfaces corresponds to a one-dimensional
(closed) curve. A hypersurface in R* can be defined implicitly by a scalar func-
tion f : R* — R in the variables (x, v,z,w)l e R*. Obviously, the sets of zeros of
Hi(x,y,z,w)—E; =0,i =1,2,3, correspond to hypersurfaces associated with
the Nambu functions H; (i = 1, 2, 3). The common set of zeros corresponds geo-
metrically to the desired intersection of the level sets of the Nambu functions. Since
possibly complex zeros arise, algebraic geometry considers mostly complex mani-
folds instead of real manifolds, in which the number of zeros does not vary if the
parameters are changed; cf. Hulek [26]. The results from real algebraic geometry
[30] are rare, so that there is no systematic way to construct intersections of level
surface of three Nambu functions so that we obtain a closed curve in R* or higher
dimensions.

In the following we discuss two examples of CD Nambu systems in R* defined by
three suitable Nambu functions H,, H,, Hz. Giirses et al. [31] defined an autonomous
system as super integrable if it has n — 1 functionally independent first integrals
(constants of motion), and Steeb [6] proved that polynomial Nambu functions are
integrals of motion. Since polynomial Nambu functions can be treated more simply
than nonpolynomial functions, if a symbol manipulator (e.g., Mathematica) is used,
we restrict attention in the following to Nambu systems in R* with polynomial Nambu
functions.

3.2 Canonical Dissipative Nambu System
with a Single Limit Cycle

In this section we construct a CD Nambu system with a single limit cycle in
four dimensions and discuss its properties. For this purpose we need three Nambu
functions H;, H,, H3 whose corresponding hypersurfaces intersect in a single closed
curve. As mentioned above, we restrict attention to CD Nambu systems in R* with
polynomial Nambu functions. We choose the following Nambu functions:
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1 (w? 2 2 2
H](x,y,z,w)=§ 7+x +y +z7) -1, 9
Hy(x,y,z,w) = wx? + u)y2 + 7%, (10)
H3(xvyvsz):x+y_l7 (11)

where the hypersurfaces are defined by the implicit equations H;(x, y, z, w) — E; =
0,7 = 1, 2, 3. The intersection set is not empty, since one point in the intersection is

(% + @, % — “/75, 0, 0), and with formula (6), the local generic dimension can be
calculated as s = 3 + 3 — 4 = 2 for the intersection of two linearized hypersurfaces,
and as s = 2 4+ 3 — 4 = 1 for the intersection of all three linearized hypersurfaces.

Using (1), we obtain the corresponding Nambu system

X =Ni(x,y,z,w) = wz—xzz—yzz, (12)
y=Nyx,y,z,w) = —wz +x%z 4+ yzz, (13)
Z=Ns(x,y,z,w) = —w’x +x° +w?y — x*y + xy* — y*, (14)
W= Ny(x,y,z,w) .= =2x7 +2wxz + 2yz — 2wyz, (15)

where N(x, v, z, w) := (N1, N2, N3, N4)T is the Nambu vector field.
In addition, the dissipation terms G (x, y, z, w), G2(x, y, z, w), G3(x, y, zZ, w),
and G4(x, y, z, w) have to be constructed with (2). We obtain

L (w? 2., .2, 2
Gix,y,z,w) = —|x —E1+§ -ty Az -1

+2wx (—Ey + wx® + wy® + 2%)

—E3+x+y—1), (16)

1 (w? 2, .2, .2
Ga(x, y, 2, w) = =y —E1+§ 7+x +y +z7) -1
+2wy (—E> + wx® + wy” + 2°)

—E3+x+y—l), (17)

1 [ w?
Gi(x,y,z,w) = —(Z (—El + 5 (7 +x2+y2 +Zz) — 1)

+2z (—E2+wx2+wy2+z2)), (18)

1 1 (w? S S
Gax.y. 2wy =—|sw|-E+ |5 +x"+y +27) -1

+ (x* +3?) (= E2 + wx? + wy* + 2%) ) (19)
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where E;, E,, E; are the energy constants of (2) and € is the damping coefficient.
Finally, we obtain the equations of motion of the CD Nambu system:

X =N, y,z,w)+eGi(x,y,z, w), (20)
y = MNax,y,z,w) +eGalx, y, z, w), (21
2= N3(x,y,z,w) +eGs3(x,y, z, w), (22)
W= Ny(x,y,z,w) +Gy(x, y, 2, w), (23)
or )
X =NX) + eG(X), (24)

with X := (x, y, z, w)” and G := (G1, G2, G3, G4)T. Now we choose E; = E, =
E; = 1 for the constants and initial conditions and solve these differential equations
with a standard numerical solver of Mathematica. In order to represent solutions
graphically, we project them into a suitable 3-dimensional subspace. Depending on
the value of &, the dissipation changes, and we obtain trajectories with different
behaviors. In Fig. 1, two trajectories of the CD Nambu system are shown, where
both trajectories start from their initial values and converge to the limit cycle: 1.
Blue curve: (x(0), y(0), z(0), w(0)) = (—10, =5, =5, —5), ¢ = 0.4. 2. Red curve:
(x(0), ¥(0), z(0), w(0)) = (5,5,5,5),e = 0.04. The limit cycle is prescribed by the
intersection of hypersurfaces that correspond to the Nambu functions.

It can be shown by numerical calculations that the dissipation terms G (x (), y(¢),
z(t), w(t)) in the blue and red solution trajectories (x(¢), y(¢), z(t), wW(t))piue.red
converge to zero. If we consider the Nambu functions of the red and blue solutions in
Fig. 2, we find that these functions converge to the chosen values E; = E, = E3 = 1;
see Fig.2.

Fig. 1 CD Nambu system of Example 1
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We already mentioned in the introduction of this article that CD Nambu systems
can be used for the synthesis of nonlinear systems with a limit cycle whose path arises
as intersection of hypersurfaces that correspond to the chosen Nambu functions. If
the vector field N + ¢G can be realized by electronics subsystems (analog adders
and multipliers), an oscillator circuit can be developed with a prescribed limit cycle;
cf. [22].

However, it is also possible to use CD Nambu systems for the analysis of math-
ematical problems. It is obvious from its construction procedure and our numerical
results that the damping term G converges to zero, because the Nambu functions
H; (i =1,2,3) converge to the prescribed constants E;, E,, E3; see Fig.2. The
transient processes are very fast, so that a trajectory of the remaining system of
differential equations approximates the intersection set of the hypersurfaces. Generi-
cally, the local dimension of the intersection set is one, since we have n — 1 equations
generated by n — 1 Nambu functions, which depend on n variables. Therefore, the
CD Nambu concept can be interpreted as an embedding method whereby at least
parts of the solution set of a system of nonlinear equations H;(x, y, z, w) — E; =0,
i = 1,2, 3, can be calculated by means of a dynamical process. In fact, if we consider
the zero set of a function f : R” — R” consisting generically of isolated zeros, f can
be interpreted as the vector field of the system of differential equations

x = f(x) (25)

with initial values x(0) = xy. Obviously, the zeros of f correspond to the equilibrium
points of the associated differential equation (25). If the initial values x¢ are chosen
within the basin of attraction of an equilibrium point, the corresponding trajectory
converges to this point. Depending on the stability of the equilibrium points, we have
to proceed in the positive or negative direction of the variable . The CD Nambu
approach generalizes this idea to nonisolated zeros of a function f : R" — R"~!

It is known from the literature in numerics that almost no algorithms are available
for zero set problems with nonisolated zeros; cf. Keller [32] for further details. The
construction of a corresponding CD Nambu system can be an interesting concept for
the class of numerical problems for which the set of nonisolated zeros of a system of
nonlinear equations has generic dimension one, that is, the zero set problem is defined
by n — 1 equations in n unknown variables. In the next section we discuss a problem
in which the intersection set consists of multiply connected parts for which the CD

H1 H2 H3
15 1.5 15
1.4 14 14
1.3 13 1.3
1.2 1.2 1.2
11 1.1 1.1
1.0 1.0 1.0
09 09 09
t t t
0.8 0.8 0.8
50 100 150 200 0 50 100 150 200 0 50 100 150 200

Fig. 2 Nambu functions of the solutions x (¢), y(t), z(t), w(t) of Example 1
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Nambu system can also be interpreted in the sense of an embedding method. It will
be shown that the use of weak damping leads to a probing of the multiply connected
parts of a zero set, so that a certain part can be obtained by finding suitable initial
values. Therefore, we suggest a new concept for a difficult class of mathematical
problems.

3.3 CD Nambu System with Several Limit Cycles

Inspired by C. Nehrkorn [33], we studied a CD Nambu system based on the Clebsch
cubic hypersurface in R* generated by the Nambu function

Hy(x,y,z,w) =x"+y +22 +w’ —(w+x+y+2)°. (26)
This hypersurface is intersected by two hypersurfaces that correspond to

Hi(x,y,z,w) = (2 —w?) (" + y* +w + 27 = 2), (27)
Hy(x,y,z, w) = w?z> — w? + wx? + wy?. (28)

Using these Nambu functions, the procedure (1) results in the following Nambu
system (without dissipation):

X = (—Swyz + 8wlyz + 4wdyz — 4w4yz) Guw? —3w+x+y-+2)?2) (29)
+(—8wz — 12w37 + 8w’z + 4x27 — 2w?x2z + 4w3x?%;
+4y%z — 2wy s + 4wdy?z + 8wz Byr = 3w+ x +y +2)%)
—(—8wy — 16w2y + 4w3y + 8w4y + 4x2y + 2w2x2y + 4y3 + 2w2y3
+8wyz® + 4w?yz® — 4wy (B2 = 3w + x + y +2)%) = Ni(x, y, 2, w),

¥ = —(=8wxz + 8w?xz 4 4wxz — 4wtx2) Bw? — 3w + x + y +2)?) (30)
—(—8wz — 12037 + 8wz 4 4x2z — 2w?x 2z + 4wix?z + 4y2z - 2w2y22
+4w3y?z + 8wz (Bx? — 3w +x + y + 2)%) + (—8wx — 16w’x + 4w’ x
+8whx + 4x3 + 2w + 4xy2 + 2w2xy2 + 8wxz? + 4w?xz?
—4w3xz2) (3z2 —3(w4+x+y+ z)2)) = Ny(x,y,z,w),

i = (=8wy — 16w’y + 4wy + 8wty + 4x%y + 2w?x2y + 4y 4+ 20?3 31
+8wy22 + 4w2yz2 — 4w3y12) <3x2 —3(w+x+y+ z)z)
—(—8wx — 16w?x + 4w3x + 8whx + 4x3 4+ 2w + 4xy2 + 2w2xy2
8wxz? + 4wlx? — dwixz?) (3y2 3w x+y+ z)z)) = N3(x, v, 2, w),

W = —(—8wyz + 8w?yz + 4wlyz — 4wyz) 3x? — 3w +x + y +2)?) + (—8wxz
+8w2xz + 4w3xz — 4w4xz) (3y2 —3(w+x+y+ 2)2)) =: N4(x,y,z, w),
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where N(x, y, z, w) := (N, N2, N3, N4)T is the Nambu vector field. Now the canon-
ical damping term G is added to the Nambu vector field N using the procedure (2), and
the corresponding CD Nambu system is obtained. The components of G consist of
many summands, so it is not convenient to include them in this paper. If necessary,
these components can be constructed by (2). Again choosing £, = E, = E3 =1
and damping coefficient ¢ = 0.005, we obtain for the initial point (1/2, 1, 0, 1) the
trajectory in Fig. 3. We find that after a fast but complex transient, the limit cycle is
reached in a long relaxation process. Starting from the bottom, the trajectory runs
over the displayed surface, which corresponds to the projection of the intersection of
the three hypersurfaces constructed above onto the x yz-coordinate plane. Eventually,
the trajectory converges to a limit cycle at the front of the graphical object, where the
trajectory covers a part of the surface very densely. Furthermore, it can be observed
that no trajectories exist in some areas of the graphical object.

y
Fig. 3 Trajectory of Example 2 with weak damping & = 0.005
G1 G2 G3 G4
0.30 0.30 0.30 0.30
0.25 0.25 0.25 0.25
0.20 0.20 0.20 0.20
0.15 0.15 0.15 0.15
0.10 0.10 0.10 0.10

0.05 t 0.05 t 0.05

0.05 t
0.00

P t

0.00 0.00 0.00
0 20 40 60 80 100 0 20 40 60 80 100 0 20 40 60 80 100 0 20 40 60 80 100

Fig. 4 Dissipative terms of Example 2 with weak damping ¢ = 0.005
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In Fig. 4, the four damping terms G; (i = 1, 2, 3) are shown with respect to the
time steps. Obviously, the damping terms converge to zero very rapidly, and the
dynamics is determined by the remaining Nambu system. In this case, the Nambu
functions converge to the values of energy levels E| = E, = E3 = 1; see Fig.5.

In Fig. 6, three trajectories are shown with different initial values and damping
coefficients. It is easy to recognize that the CD Nambu has two different limit cycles,
colored in blue and green. The convergence of the trajectory of the weak damped CD
Nambu system is already shown in Fig. 3, but in Fig. 6, the calculation time is reduced
in order to get a clear graphical representation. It was already mentioned that CD
Nambu systems can be used for the construction of nonlinear systems with prescribed
limit cycles. Example 2 was constructed on the basis of the Clebsch cubic, where
the intersection decomposes into multiply connected parts. Therefore, our approach
can used to construct nonlinear dynamical systems with prescribed limit cycles or
for solving nonlinear equations with a set of nonisolated zeros that decomposes into
multiply connected parts. To the best of our knowledge, there is no known algorithm
for the calculation of such solution sets of nonlinear systems.

H1 H3
1.000

H2
0.98 1.04
0.995
0.96 1.02
0.94 1.00 0.990
0.98
0

0.92 | t

500 1000 1500 2000

t 0985 t
500 1000 1500 2000 500 1000 1500 2000

Fig. 5 Nambu functions of Example 2 with weak damping ¢ = 0.005

Fig. 6 Example 2: Red ¢ = 0.005, blue and green ¢ = 0.05
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4 Conclusion

In this article we discussed the properties of CD Nambu systems in four-dimensional
state spaces. It was argued that it is rather difficult to find systematic methods for
constructing Nambu functions (e.g., in algebraic geometry) whose corresponding
hypersurfaces intersect in a closed curve. Therefore, we have presented two examples
and discuss their properties. In fact, it was our original thought to deal with CD
Nambu systems for the synthesis of oscillators with a prescribed limit cycle. However,
we found that the CD Nambu approach can be used for the analysis of nonlinear
equations with nonisolated zeros. If we consider a system of n — 1 equations in n
variables, it is underdetermined and has nonisolated zeros. Now we interpret the
equations as Nambu functions and construct an associated CD Nambu system. If
we use weak damping, € is “small,” then the simply or multiply connected zero set
can be approximated by a suitable trajectory of the CD Nambu system. It has to be
proven by further studies whether this approach is suitable for practical applications.

Acknowledgements We would like to thank M. Sc. Daniel Stahl and Dipl.- Ing. Marco Reit for
their support with respect to Mathematica and I4TgX.
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On the Dynamics of Chaotic Systems
with Multiple Attractors: A Case Study

J. Kengne, A. Nguomkam Negou, D. Tchiotsop, V. Kamdoum Tamba
and G.H. Kom

Abstract In this chapter, the dynamics of chaotic systems with multiple coexisting
attractors is addressed using the well-known Newton—Leipnik system as prototype. In
the parameters space, regions of multistability (where the system exhibits up to four
disconnected attractors) are depicted by performing forward and backward bifur-
cation analysis of the model. Basins of attraction of various coexisting attractors
are computed, showing complex basin boundaries. Owing to the fractal structure
of basin boundaries, jumps between coexisting attractors are predicted in experi-
ment. A suitable electrical circuit (i.e., analog simulator) is designed and used for
the investigations. Results of theoretical analysis are verified by laboratory experi-
mental measurements. In particular, the hysteretic behavior of the model is observed
in experiment by monitoring a single control resistor. The approach followed in
this chapter shows that by combining both numerical and experimental techniques,
one can gain deep insight into the dynamics of chaotic systems exhibiting multiple
attractor behavior.

1 Introduction

Itis well known that nonlinear dynamical systems can develop various forms of com-
plexity such as bifurcation, chaos, hyperchaos, and intermittency, just to name a few.
The occurrence of two or more asymptotically stable equilibrium points or attract-
ing sets (e.g., period-n limit cycle, torus, chaotic attractor) as the system parameters
are being monitored represents another striking and complex behavior observed in
nonlinear systems. In a system developing coexisting attractors, the trajectories selec-
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tively converge to either of the attracting sets depending on the initial state of the
system. Correspondingly, the basin of attraction of an attractive set is defined as the
set of initial points whose trajectories converge to the given attractor. The bound-
ary separating each basin of attraction can be a smooth boundary or riddled basin
with no clear demarcation (i.e., fractal). This striking and interesting phenomenon
has been encountered in various nonlinear systems including lasers [1], biological
systems [2, 3], chemical reactions [4], Lorenz systems [5], Newton—Leipnik sys-
tems [6], and electrical circuits [7—11]. Such a phenomenon is connected primarily
to the system symmetry and may be accompanied by some special effects such as
symmetry-breaking bifurcation, symmetry-restoring crisis, coexisting bifurcations,
and hysteresis [12-15]. In practice, the coexistence of multiple attractors implies
that an attractor may suddenly jump to a different attractor, the situation in which
coexisting attractors possess a fractal or intermingled basin of attraction being the
most intriguing. In this case, due to noise, the observed signal may be the result of
random switching of the system trajectory between two or more concurrent coexist-
ing attractors. This chapter deals with the dynamics of the Newton—Leipnik equation
considered as a prototypal dynamical system with multiple coexisting attractors. First
of all, let us review some interesting works related to the analysis and control of this
particular system. The mathematical model of the so-called Newton—Leipnik system
was introduced by Newton and Leipnik [6] in 1981. The Euler rigid-body equations
were modified with the addition of linear feedback. A system of three quadratic dif-
ferential equations was obtained that for certain feedback gains develops two strange
attractors. The attractor for an orbit was determined by the location of the initial point
for that orbit. In [16], Wang and Tian consider the bifurcation analysis and linear con-
trol of the Newton—Leipnik system as a prototypal dynamic system with two strange
attractors. The static and dynamic bifurcations of the model are studied. Chaos con-
trolling is performed by a linear controller, and numerical simulation of the control
is supplied. Further results on the dynamics and bifurcations of the Newton—Leipnik
equation were provided by Lofaro [17]. The authors used numerical computations
and local stability calculations to suggest that the dynamics of the Newton—Leipnik
equations are related to the dynamics and bifurcations of a family of odd symmetric
bimodal maps. The article [18] also studies the dynamical behavior of the Newton—
Leipnik system and its trajectory-transformation control problem to multiple attrac-
tors. A simple linear state feedback controller for the Newton—Leipnik system based
on Lyapunov stability theory and application of the inverse optimal control strategy
is designed. Chaotic attractors are stabilized asymptotically to unstable equilibria of
the systems, so that the transformation of one attractor to another for the trajectory
of the Newton—Leipnik system is realized. In [19], it is shown how a chaotic system
with more than one strange attractor can be controlled. Issues in controlling multiple
(coexisting) strange attractors as stabilizing a desired motion within one attractor as
well as taking the system dynamics from one attractor to another are addressed. Real-
ization of these control objectives is demonstrated using as a numerical example the
Newton—Leipnik equation. Motivated by the above-mentioned results, this chapter
proposes a methodological analysis of the Newton—Leipnik equation considered as
a prototypal dynamical system with multiple coexisting attractors. Regions of mul-
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tiple attractor behavior (i.e., hysteretic dynamics) are illustrated using bifurcation
diagrams computed based on suitable techniques. Furthermore, basins of attraction
of various coexisting attractors are also computed to visualize how the various coex-
isting attractors magnetize the state space. Owing to the fast computation speed of
analog computers, we suggest that such an apparatus can be advantageously exploited
to investigate nonlinear systems with multiple attractors such as the Newton—Leipnik
equation. The rest of the chapter is structured as follows. Section 2 describes the math-
ematical model of the Newton—Leipnik system. Some basic properties of the model
are underlined with practical implications for the occurrence of multiple attractors. In
Sect. 3, the bifurcation structures of the system are investigated numerically showing
period-doubling and symmetry-recovering crisis phenomena. Regions of the para-
meters space corresponding to the occurrence of multiple coexisting attractors are
depicted. Correspondingly, basins of attraction of various coexisting solutions are
computed showing complex basin boundaries. A suitable electrical circuit (i.e., ana-
log computer) that can be exploited for the analysis of the Newton—Leipnik equation
is proposed in Sect. 4. Finally, some concluding remarks are presented in Sect.5.

2 Description and Analysis of the Model

2.1 The Model

The mathematical model of the Newton-Leipnik equation [6] considered in this
chapter is expressed by the following set of three coupled first-order nonlinear dif-
ferential equations:

X1 = —ax| + x2 + bxyxs,
Xy = —x; —axy + 5x1x3, (1)

)233 =CX3 — 5x1x2,

where x1, x5, and x3 are the state variables; a, b, and c are three positive real constants.
It can be seen that the model possesses three quadratic nonlinearities in which are
involved the three state variables (x;, x», and x3).

The presence of this nonlinearity is responsible for the complex behaviors exhib-
ited by the whole system. Obviously, system (1) is invariant under the transformation
(x1, x2, x3) & (—x1, —X2, x3). Therefore, if (x1, x5, x3) is a solution of system (1)
for a specific set of parameters, then (—x;, —x», x3) is also a solution for the same
parameter set. The fixed point Ey(0, 0, 0) is a trivial symmetric static solution. Also,
attractors in state space have to be symmetric by reflection in the x3-axis; otherwise,
they must appear in pairs to restore the exact symmetry of the model equations. This
exact symmetry could serve to explain the presence of several coexisting attractors
in state space [20, 21]. Furthermore, it represents a good way to check the scheme
used for numerical analysis. It is important to note that for typical parameters val-
ues a = 0.4, b = 10, ¢ = 0.175, system (1) has five equilibrium points, which are
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all unstable [18, 19]. Also, for these parameter values, the system experiences self-
excited oscillations [22, 23].

2.2 Dissipation and Existence of Attractors

Preliminary insights related to the existence of attractors in Newton—Leipnik systems
can be gained by evaluating the volume contraction rate [20, 21] of the model.
Briefly recall that the volume contraction rate of a continuous-time dynamical system
described by X = ¢(x), where x=(x1, x2, x3)7 and @(x)=(¢; (x), ¢2(x), e3(x))7, is
given by

dp1 | dpa | 0¢s

A=V. =—+ —+—. 2
@ (x) 3X1+8x2+8)C3 @)

We note that if A is a constant, then the time evolution in phase space is determined
by V(1) = Voe*®, where Vy = V(¢ = 0). Thus, a negative value of A leads to a
fast exponential shrinkage (i.e., damped) of the volume in state space; the dynamical
system is dissipative and can experience or develop attractors. For A = 0, phase space
volume is conserved, and the dynamical system is conservative. If A is positive, the
volume in phase space expands, and hence there exist only unstable fixed points or
cycles or possibly chaotic repellors [20, 21]; in other words, the dynamics diverge as
the system evolves (i.e., for t — 00) if the initial conditions do not coincide exactly
with one of the fixed points or stationary states. Referring to the model in (1), it can
easily be shown that A = ¢ — 2a < 0 independently of the position (x{, X2, x3)7 in
state space; hence system (1) is dissipative, and thus can support attractors.

3 Numerical Study

3.1 Numerical Methods

In order to examine the rich variety of dynamical behaviors that can be observed
in a Newton—Leipnik system, we solve numerically system (1) using the classical
fourth-order Runge—Kutta integration algorithm. For each set of parameters used
in this chapter, the time step is always Az = 0.005 and the calculations are carried
out using variables and constant parameters in extended mode. For each parameter
setting, the system is integrated for a sufficiently long time and the transient is can-
celed. Two indicators are used to identify the type of scenario giving rise to chaos.
The bifurcation diagram represents the first indicator, the second indicator being
the graph of the largest Lyapunov exponent (1,,,,). Concerning the latter case, the
dynamics of the system is classified using its Lyapunov exponent, which is com-
puted numerically using the algorithm described by Wolf and collaborators [24]. In
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particular, the sign of the largest Lyapunov exponent determines the rate of almost all
small perturbations to the system’s state, and consequently, the nature of the under-
lined dynamical attractor. For X, < 0O, all perturbations vanish, and trajectories
starting sufficiently close to each other converge to the same stable equilibrium point
in state space; for A, = 0, initially close orbits remains close but distinct, corre-
sponding to oscillatory dynamics on a limit cycle or torus; and finally, for A,,,,, > 0,
small perturbations grow exponentially, and the system evolves chaotically within
the folded space of a strange attractor.

3.2 Route to Chaos

To investigate the sensitivity of the system with respect to a single control parameter,
we fix a = 0.6, b =5 and vary c in the range 0.13 < ¢ < 0.15. In monitoring the
control parameter, it is found that the Newton—Leipnik system under consideration
can experience very rich and striking bifurcation scenarios. Sample results show-
ing bifurcation diagrams for varying ¢ and the corresponding spectrum of largest
Lyapunov exponent are provided in Fig. 1a and b respectively.

Fig. 1 Bifurcation diagram (a) 08
a showing local maxima of gl
the coordinate x| versus ¢ :
and the corresponding graph 04}
b of largest Lyapunov
exponent (A, ) plotted in oL S
the range 0.13 < ¢ < 0.15. > o2t
A window of hysteretic
dynamics can be noticed for 01F
lower values of c. Magenta
and blue diagrams 9
correspond respectively to .01 . . .
increasing and decreasing 0.13 0.135 0.14 0.145 0.15
values of c. The positive c
value of 4,4 is the signature (b) 0-08 ’ =
of chaotic motion: Parameter N
values (a, b) = (0.6, 5) 0.06 |
3 0.04 +
=
e 0.02
]
-0.02 - . :
0.13 0.135 0.14 0.145 0.15

c
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The bifurcation diagram is obtained by plotting local maxima of the coordinate x;
in terms of the control parameter, which is increased (or decreased) in tiny steps in
the range 0.13 < ¢ < 0.15. The final state at each iteration of the control parameter
serves as the initial state for the next iteration. In the graph of Fig. 1a, two sets of data
corresponding to increasing (blue) and decreasing (magenta) values of ¢ are super-
imposed. This strategy, known as forward and backward continuation, represents a
simple way to localize the window in which the system develops multiple coexisting
attractor behaviors (see Sect.4). In light of Fig. 1a and b, the following bifurcation
sequence emerges when the control parameter c is slowly increased. For values of
¢ under the critical value ¢, = 0.11, the system exhibits periodic oscillations (i.e.,
period-3 limit cycle). On increasing the control parameter ¢ past this critical value,
a stable period-3 limit cycle born from the Hopf bifurcation undergoes a series of
period-doubling bifurcations, culminating in a single-band spiraling chaotic attrac-
tor. On further increasing c up to ¢.,; = 0.1402, a periodic window suddenly appears
in which the system displays a period-8 and then a single-band chaotic attractor. Past
the critical value c.,» = 0.143, the single-band chaotic attractor suddenly changes to
a double-band chaotic attractor following a symmetry-recovering crisis. Also note
the presence of many tiny windows of periodic motions sandwiched in the chaotic
bands. It can be seen that the bifurcation diagram coincides well with the spec-
trum of the Lyapunov exponent. With the same parameter settings in Fig. 1, various
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Fig.2 Two-dimensional views of the attractor projected onto the (x1, x2)-plane (/eft) of the system,
showing routes to chaos (in terms of the control parameter ¢) and corresponding power spectra
(right): a period-1 for ¢ = 0.13, b period-2 for ¢ = 0.135, ¢ period-4 for ¢ = 0.1373, d single-
band chaos for ¢ = 0.1388, e single-band chaos for ¢ = 0.1328, f double-band for ¢ = 0.145. The
parameters are those of Fig.2
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numerical phase portraits and corresponding frequency spectra were obtained, con-
firming different bifurcation sequences depicted previously (see Fig.2).

It should be noted that for periodic motion, all spikes in the power spectrum are
harmonically related to the fundamental, whereas a broadband power spectrum is
characteristic of a chaotic mode of oscillations. Briefly recall that the periodicity of
an attractor is deduced by counting the number of spikes located at the left-hand side
of the highest spike of the spectrum (the latter being included).

3.3 Occurrence of Multiple Attractors

To observe the phenomenon of multiple attractors, two prototypes were considered.
The first is obtained by setting (a, b) = (0.6, 5). With reference to the bifurcation
diagram of Fig. 1, a window of hysteretic dynamics (i.e., multiple stability) can be
identified in the range 0.13 < ¢ < 0.14 (see Fig.3).

For values of ¢ within this range, the long-term behavior of the system depends on
the initial state, thus leading to the interesting and striking phenomenon of coexisting
multiple attractor behaviors. Up to four different attractors can be obtained depending
solely on the selection of initial conditions. For ¢ = 0.142, four different chaotic
attractors are presented in a phase portrait of (Fig. 4) using different initial conditions
(x1(0), x2(0), x3(0)) = (0, 0.1, £0.01).

The second approach is obtained using (a, b) = (0.73, 10). We plot the corre-
sponding bifurcation diagram versus the control parameter c, as well as the corre-
sponding graph of the Lyapunov exponent (see Fig. 5a and b).

Inthe diagram of Fig. 5a, a window of hysteretic dynamics (and thus multistability)
can be identified in the range 0.13 < ¢ < 0.16. For values of ¢ within this range, the
long-term behavior of the system depends on the initial state; hence the system
develops the interesting phenomenon of coexisting multiple attractor behaviors. For

Fig. 3 Enlargement of the 086
bifurcation diagram of Fig.2
showing the region in which 05
the system exhibits multiple
coexisting attractors. This 04
region corresponds to values

. 03
of ¢ in the range _
0.13 < ¢ < 0.144. Two sets S — =

. 02 - o
of data corresponding to = —
increasing (magenta) and 04 - s 7
decreasing (blue) values of T it R
the control parameter are ok ] _—
superimposed 331
-0

013 0432 0434 0436 0138 0.14 0142 0.144
c
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Fig. 4 Coexistence of four
different attractors consisting
of two pairs of single-band
chaotic attractors projected
onto the (x1, x2)-plane for
(a,b) = (0.6,5) and

¢ = 0.142. Initial conditions
are (x1(0), x2(0), x3(0)) =
(0, £0.1, £0.01)

Fig. 5 Bifurcation diagram
a showing local maxima of
the coordinate x| versus ¢
and the corresponding graph
b of the largest Lyapunov
exponent A4, plotted in the
range 0.13 < ¢ <0.16. A
window of hysteretic
dynamics can be noticed for
some values of c. Magenta
and blue diagrams
correspond respectively to
increasing and decreasing
values of c¢. The positive
value of 4,4 is the signature
of chaotic motion: parameter
values (a, b) = (0.73, 10)
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¢ = 0.151, four different attractors (see Fig. 6d) can be obtained depending only on
the selection of initial conditions.

For instance, the pair of period-1 phase portraits and a pair of chaotic attrac-
tors of Fig. (6d) can be obtained under the initial conditions (x;(0), x2(0), x3(0)) =
(0, £0.1, £0.01). We also see that for c = 152, three different attractors (see Fig. 7d)
can be obtained depending only on the selection of initial conditions, a pair of
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Fig. 6 Cross sections of the basin of attraction a, b, ¢ for x; (0) = 0, x2(0) = 0, and x3(0) = 0, and
x3(0) = 0 respectively and two-dimensional views of four different attractors consisting of a pair
of single-band chaotic attractors with a pair of asymmetric period-1 attractors d projected onto the
(x1, x2)-plane for (a, b) = (0.73, 10) and ¢ = 0.151. Initial conditions are (x1(0), x2(0), x3(0)) =
(0, £0.1, £0.01). Yellow and green regions correspond to the period-1 pair of attractors, while
the magenta and blue regions are associated with the chaotic solutions obtained for (a, b, c) =
(0.73,5,0.151)

period-1 phases portraits and a double-band chaotic attractor for (x; (0), x2(0), x3(0)) =
(0, £0.1, £0.01). Therefore, considering the parameters in Fig. 6d and carrying out

a scan of initial conditions (see Fig.6a—c), we have defined the domain of initial
conditions in which each attractor can be found. Figure 6a—c show cross sections
of the basin of attraction respectively for x;(0) = 0, x,(0) = 0, and x3(0) = 0 cor-
responding to the symmetric pair of limit cycles (blue and green) and the pair of
chaotic attractors (magenta and yellow). Likewise, considering the parameter setting
in Fig.7d, we have defined the domain of initial conditions in which each attractor
can be found.

Figure 7a—c show the structure of the sections of the basin of attraction respec-
tively for x;(0) = 0, x(0) = 0, and x3(0) = 0. Green and yellow lead to a pair of
period-1 limit cycle while magenta regions are associated to the double-band chaotic
solution. It should be mentioned that multiple attractor behavior (involving at least
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Fig. 7 Cross sections of the basin of attraction a, b, ¢ for x;(0) = 0, x(0) =0, and x3(0) =0
respectively and two-dimensional views of three different attractors consisting of a double-band
chaotic attractor with a pair of asymmetric period-1 ones d projected onto the (x1, x2)-plane. Initial
conditions are (x1(0), x2(0), x3(0)) = (0, 0.1, £0.01). Green and yellow regions correspond to
the period-1 pair of attractors, while magenta regions are associated with the chaotic solutions
obtained for (a, b, ¢) = (0.73, 10, 0.152)

four nonstatic disconnected attractors) is common in various nonlinear systems (see,
e.g., Sect. 1). Very recently, Hens and collaborators considered the case of coex-
istence of infinitely many attractors, also referred to as extreme multistability, in
coupled dynamical systems [25]. It is obvious that the occurrence of multiple attrac-
tors is an additional source of randomness in chaotic systems that may be exploited
for chaos-based secure communication. However, in many other cases, this singular
type of behavior is not desirable and it justifies the need for control. Detailed study
along this line is beyond the scope of this work; also, interested readers are referred
to the review work on control of multistability by Pisarshik and collaborators [26].
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4 The Analog Computer Approach

It is well known that even with a very fast computer, scanning the parameter space
can turn out to be very time-consuming. Furthermore, there is no rigorous method for
selecting the integration step used for the numerical integration as well as the duration
of the transient time. These difficulties (as well as many others) faced in performing
numerical computation can be overcome by adopting the analog computer approach
[27, 28]. One of the merits of the analog computer is the possibility of exploring wide
ranges of dynamic behaviors by simply monitoring, for instance, a single control
resistor. Nevertheless, the accuracy of the results of analog computation strongly
depends on the quality of the electronic components used in the construction of
the analog computer. Also, by combining the fast computation speed of an analog
simulator and the precision of a digital computer, one can gain deep insight into
the dynamics of a given nonlinear process such as the Newton—Leipnik system.
Our goal in this section is to design and implement an appropriate analog simulator
that can be exploited for the analysis of the model defined in system (1). A circuit
diagram of the proposed electronic simulator is provided in Fig. 8. Compared to the
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Fig. 8 Electronic circuit realization of a Newton-Leipnik system with three quadratic
interactions using Ry = R7 = 166662, Ry = R4 = Rs = Rg = Rj1 = R12 = 10K, Rjo =0 —
100K 2, and C = 10nF
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circuit proposed in [28] (utilizing up to twenty resistors and nine operational (op)
amplifiers), the analog simulator shown in Fig.8 involves a minimum number of
electronic components.

The electronic multipliers are the analog devices AD633JN, versions of the
AD633 four-quadrant voltage multipliers chips used to implement the nonlinear
terms of our model. They operate over a dynamic range of £1 V with a typical
error less than 1%. They also have a built-in divide-by-ten feature. The signal W
at the output depends on the signals at inputs X;(+), Xo(—), Y1(+), Y2(—), and
W = (X; — X2)(Y) — Y2)/10 + Z. The operational amplifiers and associated cir-
cuitry implement the basic operations of addition, subtraction, and integration. By
adopting an appropriate time scaling, the simulator outputs can be displayed directly
on an oscilloscope by connecting the output voltage of X; to the X input and the
output voltage of X, to the Y input. By applying the Kirchhoff current and voltage
laws to the circuit in Fig. 8, it can be shown that the voltages X, X», and X3 satisfy
the set of three coupled first-order nonlinear differential equations

dX] _ X1 + X2 + X2X3
dr R Cy R,Cy 10R3C1’
dX X X X1 X
ax, X X XX 3)
dt R;C, Re¢C> 10RgC,
dX; X3 X1X>

dt - RoC3 B 10R9C3.

Fig. 9 The experimental Newton—Leipnik simulator in operation
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(a)

05 04 03 02 01 0 o1

Fig. 10 Experimental phase portraits (/eft) obtained from the circuit using a dual trace oscilloscope
in XY mode; the corresponding numerical phase portraits are shown on the right, obtained by a
direct integration of the system (1) with (a, b, ¢) = (0.6, 5, 0.145): a projection onto the (X3, X»)-
plane, b projection onto the (X1, X2)-plane, and ¢ projection onto (X7, X3)-plane. The scales are
X =1V /divand Y = 0.5V /div for all pictures
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With a time unit of 10%, the parameters of system (1) are expressed in terms of the
values of capacitors and resistors as follows (provided that the critical relationships
10*R,C; = 1, 10*RsC> = 1, 5.10°R3C, = 1, 5.10° RyC5 = 1 are satisfied):

1074 10-4 1074

a= b= Jc= )
R,C, R;C, RioC3

4)

We briefly recall that the time scaling process offers to analog devices (operational
amplifiers and analog multipliers) the possibility of operating under their bandwidth.
Furthermore, time scaling offers the possibility of simulating the behavior of the
system at any given frequency by expressing the real time variable T versus the
analog computation time variable #(r = 107" 1), allowing the simulation frequency
to be less than the real frequency by a factor of order 10™. In the latter expression,
the positive integer depends on the values of resistors and capacitors used in the
analog simulator. A photograph of the experimental analog simulator in operation
is shown in Fig.9, while a comparison between numerical and experimental phase
portraits is provided in Fig. 10.

From the graphs in Fig. 10, it clearly appears that the dynamics of the Newton—
Leipnik system is well reproduced by the analog simulator.

5 Concluding Remarks

This chapter has focused on a methodological analysis of the Newton—Leipnik sys-
tem considered as a prototypal dynamical system with multiple attractors. Regions of
multiple attractors in the parameter space were depicted using bifurcation diagrams
based on appropriate techniques (e.g., forward and backward bifurcation diagrams).
Furthermore, basins of attraction of various competing attractors were computed,
showing nontrivial basin boundaries, thus suggesting possible jumps between dif-
ferent coexisting attractors in experiment. Moreover, one piece of interesting infor-
mation that can be gained from basins of attraction is the chance of the appearance
of attractors in a real system. A suitable electrical circuit (i.e., analog simulator)
was designed that was shown to reproduce the Newton—Leipnik attractor. Combined
with numerical techniques, the proposed analog computer may be particularly use-
ful for exploring the parameter space in view of tracking further regions of multiple
attractors in the Newton—Leipnik model. We stress that the approach followed in
this chapter may be exploited advantageously in the investigation of other nonlinear
dynamical systems exhibiting multiple attractors.
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Multivaluedness Aspects in
Self-Organization, Complexity
and Computations Investigations
by Strong Anticipation

Alexander Makarenko

Abstract Since the introduction of strong anticipation by D. Dubois, numerous
investigations of concrete systems have been proposed. In this chapter, new examples
of discrete dynamical systems with anticipation are considered. The mathematical
formulation of problems, possible analytical formulas for solutions, and numerical
examples of possible solutions are proposed. One of the most interesting properties
in such systems is the possible multivaluedness of the solutions. This can be consid-
ered from the point of view of dynamical chaos and complex behavior. We present
examples of periodic and complex solutions, properties of attractors, and possible
applications in self-organization. The main peculiarity is the strong anticipation prop-
erty. General new possibilities include the possible multivaluedness of the dynamics
of automata. Possible interpretations of such behavior of cellular automata are dis-
cussed. Further prospects for development of automata theory and hypercomputation
are proposed.

Keywords Nature-inspired + Strong anticipation - Multivalued solutions - Chaos -
Self-organization + Hypercomputation

1 Introduction. Short Outlook of Singlevaluedness
and Multivaluedness in Nature and in Models

The recent science of self-organization is now important to the study of nature, liv-
ing systems, and investigations into social organization. Here we outline as examples
only some achievements: dissipative structures theories and synergetic (I. Prigogine,
G. Nicolis, H. Haken), sociodynamics (W. Weidlich, G. Haag, D. Helbing), cellu-
lar automata (B. Chopard, M. Droz, S. Wolfram, L. Chua), morphogenesis theory
(A. Turing), artificial neuronets (J. Hopfield), and many others.
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There exist many models of such objects and their solutions including parabolic
equations of heat and mass transfer, kinetic equations, equations with memory and
space nonlocality, ordinary differential equations, cellular automata, and discrete
equations. Such models have a variety of solutions: stationary and periodic solu-
tions, deterministic chaos, solitons and autowaves, “chimera’ solutions, blowup (col-
lapses), synchronization, fragmentation, “ideal” turbulence by A. Sharkovski and
colleagues (see, for example, P. Shuster, A. Pikovski, Yu. Maystrenko, E. Mosek-
ilde, A. Sharkovski, A. Samarski and S. Kurdiumov, P. Sloot, A. Hoekstra). In most
cases, since [. Newton, one of the main requirements is the single-valuedness of the
solutions in suitable spaces of the solutions (frequently in very complicated spaces,
for example in Sobolev spaces).

At the same time, our understanding of computational processes in nature and arti-
ficial devices has improved. Examples are automata theory (M. Sipser, B. Cooper)
and cellular automata theory (J. von Neumann, S. Wolfram, L. Chua, A. Illiachin-
ski). Applications are distributed from the quantum level (G. t "Hooft, A. Zellinger,
G. Grossing, H.-T. Elze, K. Zuse, S. Wolfram). We remark that previously, most
such objects of computational theory and applications were single-valued (classical
automata theory, computer architecture, etc.).

However, in parallel to the problems with single-valued solutions, many phenom-
ena were found in nature and engineering that have models with multivalued solutions
(that is, the existence of possibly many solution values at a given moment of time).
We remark also that mathematical tools for considering multivalued solutions have
been developed. As examples of tools we recall variational inequalities, differential
inclusions, and differential equations with discontinuous coefficients and nonlinear
sources. A number of models with intrinsically multivalued solutions have recently
been proposed. Examples are multivalued fields (H. Kleinert), mechanical systems
with discontinuities (M. Zak, A. Ioffe), turbulence (J. Leray), multivalued solitons
(V. Vachnenko), control theory and differential games (A. Chikriy, R. T. Rockafellar),
nonclassical mechanical systems with friction and collisions (J. Moreau, C. Glocker),
systems with multivalued Hamiltonians in field theory (M. Henneaux, C. Teitelboim,
J. Zanelli), multivalued functionals in field theory (S. Novikov), nonuniqueness phe-
nomena (ghost) in field theory (L. Faddeev, A. Grib), Hamiltonian inclusions system
(R. T. Rockafellar), and of course inverse problems.

But recently it has been found that the investigation of systems with anticipation
is also very interesting. The term “anticipation” was first attached to systems with
intrinsic models for predicting the evolution of the systems and their environment (see
[4, 5, 9-12, 15-18] and many others). But now since the work of Daniel M. Dubois
(Belgium), the notion of “strong anticipation” has been introduced and investigated.
In the case of strong anticipation, a system doesn’t have models for predictions of
future states of the system, but take into account the presence of virtual future states
in evolution. D. Dubois also introduced the notion of incursive and hyperincursive
systems (with possible multivaluedness of solutions). Also, D. Dubois was the first
to describe the elementary single element with hyperincursion. One of the most
important examples of a model with anticipation follows from modeling large social
systems. Some examples of investigations of systems with strong anticipation were
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described in [9-12, 15-18]. We remark that one of the newest and most interesting
properties in such systems is the possible multivaluedness of the solutions. Because
of this, it is worth considering the properties of multivalued solutions from the point
of view of synchronization investigations.

Thus multivaluedness as a phenomenon has many manifestations, at least in math-
ematical models of different natural and artificial objects. So further investigations
of possible multivaluedness in mathematical problems are of interest. Moreover,
the manifestation of multivaluedness and its interpretation can be important for fur-
ther understanding of self-organization, computation theory, living system properties
including consciousness, observability and measurements, complexity, and others.
In fact, presumably all systems and problems that have been considered previously
on the basis of models with single-valued solutions have a counterpart with multi-
valued solutions. Especially interesting may be interpretations related to nature and
social behavior.

Systems with anticipation (with advanced effects) constitute one of the classes of
systems with possible multivaluedness. We note that there now exist many examples
of systems with anticipation: electromagnetic theory (R. Feynman, D. Dubois), non-
local field theory (N. Nielsen), economic problems (L. Gardini), control problems,
evolution on lattices, neuron models, social systems (A. Makarenko, L. Leydersdorff
and D. Dubois), neuronets and consciousness (A. Makarenko), and many others. But
till now, systems with anticipation (especially with strong anticipation) haven’t been
considered from the point of view of relevancy to self-organization theory and com-
putation theory. So the first goal of this paper is to call attention to such problems.
For this, we describe some examples of multivalued behavior in systems with strong
anticipation. We also offer a discussion on possible directions for investigation and
some achievements.

The structure of this paper is as follows. In Sect.2, we give a brief description
of strong anticipation. Section3 is devoted to a short review of different systems
with strong anticipation—cellular automata, neural networks, discrete equations,
partial differential equations—and to the illustration of their multivalued solutions.
A discussion of multivalued solution properties and possible research problems is
presented in Sect.4. Sections 5—7 deal with some possible consequences of strong
anticipation in computation theory, consciousness theory, and uncertainty problems.
For lack of sufficient space, we offer only a brief description of examples and ideas.
Thus the main goal of this paper is to present a general view of multivaluedness in
models with strong anticipation, some interpretations, and indications of prospects
for further investigation.

2 Strong Anticipation Property

The idea of strong anticipation was introduced the early 1990s in the works of
D. Dubois; see [4, 5]:
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Definition of an incursive discrete strong anticipatory system: an incursive discrete system
is a system which computes its current state at time #, as a function of its states at past times
...,t—3,t—2,t— 1, present time ¢, and even its states at future times t + 1,7 + 2,1 +
3,...

x4+ =AC..,xt—=2),x@¢—1),x(0), xt+ 1), x@+2),...,p), @))]
where the variable x at future times r + 1, ¢ + 2, 4 3, . .. is computed in using the equation
itself.

Definition of an incursive discrete weak anticipatory system: an incursive discrete system
is a system which computes its current state at time ¢, as a function of its states at past
times ...,t — 3, —2,¢ — 1, present time ¢, and even its predicted states at future times
t+ 1,042, 4+3,...

x(t+1D)=AC..,x@t—=2),x@t—1),x@), x*¢+ 1), x*¢t+2),...,p), )

where the variable x* at future times r + 1,7+ 2,71+ 3, ... are computed in using the
predictive model of the system [4].

Many results on systems with strong anticipation have been described in papers
by D. Dubois, his coauthors, and followers (see [2]). Such investigations originated
from formulations specific for computer science. But the great variety of such sys-
tems opens new possibilities for investigations. One of them is self-organization, or
synergetics. So in this paper we will try to point out such possibilities especially with
respect to multivaluedness of solutions.

Thus as a further research problem in the field of self-organization, one should
consider systems with strong anticipation. We remark that the simplest yet rather
general counterparts of Egs. 1 and 2 are the equations for the continuous-time case.

3 Examples of Investigated Problems with Anticipation

In pursuit of the general goal of this paper, in this section we give several examples of
strong anticipatory systems to illustrate the emergence of new peculiarities of their
solutions. We give only a few illustrations because of lack of space.

In this section we briefly describe the possibilities of the strong anticipation prop-
erty as manifested in some problems.

3.1 Two-Step Discrete-Time Anticipatory Models

The proposed model has two features (see details at [15]). The first is its two-step
nature (that is, the values in two advanced steps are used in formulas). The second is
that the function f (x) in the model has a piecewise-linear character and looks like the
transition function of neurons in neuronets [12]. We note that the piecewise character
of the nonlinearity usually allows one to simplify the mathematical investigations.
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N

Fig. 1 Graph of branching of a solution. On the x-axis we display the discrete time steps, and
on the y-axis we display the p; values. The parameters values are « = 2, m = 0. Limitations for
visualization of the values of variables are as follows: maximum m 4+ 7 and minimum m — 5,
without representing the branches, which are thrown out to infinity

We write down the proposed model in discrete time steps as follows (here p,4 is
the value of the variable p at moment (¢ 4+ 1) of time, r =0, 1,2,...)

pri=a-m+{1—-a)p; —a- f(pg2— prs1)s
prrr=0a-m+ 1 —o)p1 —a- f(Pig2 — Pit1)-

The function f(x) depends on the parameter « and has the following expression:
fx)=0 x=0,
1
f)=a-x xe€ (0, —i|,
e
1
fx)=1 x> —.
!

Software has been developed so that it is possible to visualize some branches of
the states of the map, but only those that are not thrown out to infinity (see [15]). This
facilitates understanding of the processes that take place in the region of ambiguity.
In the case of the equations given above, we obtain a threefold solution (two branches
tend to infinity and one branch remains in a restricted region of space). In Fig. 1 we
display the branching of solution at discrete time steps. We display the discrete time
steps on the x-axis and the value of p on the y-axis. In other calculations we have
seen the increasing periods of cycles and increase in the number of different branches
in the course of time, that is, we have seen a tendency to phenomena that we can call
“chaos” (see Fig.2).

In Fig.2 we can see the similar behavior of solutions on different branches.
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Fig. 2 Map in state space.
The sequence of (ps, pr+1)
values in the plane is
represented for the solution,
which corresponds to the
parameters and initial
conditions from Fig. 1

m = plN-2)

3.2 Logistic Equation with Strong Anticipation [9]

Another well-known example of discrete time equations with complex behavior is
the classical logistic (or Verhulst) equation (see, for example, [18]). It is of interest
to study the counterparts to this equation with strong anticipation taken into consid-
eration.

The discrete dynamics equation with strong anticipation, which is a modification
of the well-known logistic equation, was considered. The proposed equation has the
form

Xn+1 = )\xn(l — X)) — axy%Jr]v €)]

where o # 0 (for o = 0 we have the classical logistic map) is an anticipatory factor.
Multivalued behavior and fractals were found. Examples of multivalued periodic
solutions and chaos were considered. Also, multivalued fractal properties and bifur-
cations were investigated.

3.3 Cellular Automata with Anticipation

Another very general class of models is that of cellular automata. The basic issues
of the classical cellular automata approach are a regular subdivision of space on
equal (regular) cells, discrete time for considering the evolution of cell states, and
special (local) rules for the dynamics of cell states (see [7, 16, 19]). Recently we
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have investigated such models with anticipation, namely the “Game of Life” with
anticipation, the movement of pedestrian crowds, and other general problems [16].

First of all, let us recall a brief definition of cellular automata (CA). A cellular
automaton is a discrete dynamical system that represents a set of identical cells and
connections between them. The cells create the lattice of the cellular automaton.
Lattices can be of different types, differing both in dimension and the form of the
cells [16].

The local rule for cell k£ on the lattice Z; is the transformation 7}, that transforms
the state s () in S (here S denotes the space of all states of the cell) of the cell with
index k at moment ¢ to the state s, (f + 1) in S of the same cell at moment (¢ + 1).
Namely,

si(t+ 1) =Gi({s: (O}, R), “)

where Ny is some neighborhood of the cell k£ on the lattice Z,; {s;(¢)} is the set of
the cell’s states within Ny; and the result of the transformation 7; depends only on
the states of elements within the neighborhood Ny (locality); R is a set of parameters
for rules that define the transformations. The collection of states of the cells at a
given time is called a “configuration” (we denote it by C(#)). The collection of local
transformations 7; defines the global transformation G on the configuration space
C, where C is the space of all cell states: C(t + 1) = G(C(t)).

The initial data configuration C(0) is defined at initial moment ¢t = 0. The set
of transformations {7}} or transformation G defines the cellular automaton on the
lattice Z; with the cell’s state space S.

In the case of strong anticipation, Eq.4 in the additive case can have the form

sit+ 1D =0-a)Gi({si(0}, R) + aGi({si(r + D}, R). S

The factor o corresponds to accounting of strong anticipation. The case o = 0 cor-
responds to the absence of anticipation.

3.4 The “Game of Life” as an Example of a Cellular
Automaton

One of the basic examples of a CA is the well-known “Game of Life” by J. Conway.
At time 7, let some subset of the cells in the array be alive. In such a case, S = {0, 1},
where 1 corresponds to the living state and O to the dead state in some interpretations.
The living cells at time 7 + 1 are determined by those at time ¢ according to the
following evolutionary rules. Note that accounting of strong anticipation follows to
the CA equations of the form

sit+1) = Gi({si(0)}, ... {si(t + g}, R). (6)
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Fig. 3 A large number of configurations coexisting in a system (additive next state function, & =
0.5, initial state is 0000). Discrete time moments are represented on the x-axis. The configuration’s
index of its collection of 16 cells is represented on the y-axis in a special alphabet

The main peculiarities of such an equation is that such equations can have multi-
valued solutions (of course within some range of parameters).

Figure 3 presents an example of a well-developed solution with multivaluedness
within the model “LifeA.” On the x-axis we display the values of discrete time steps.
On the y-axis we show the configurations that exist at each given moment of time.
The configurations are marked by special indices from 0000 to FFFF in a special
alphabet. Figure3 corresponds to a cellular automaton with 16 cells and periodic
boundary conditions [16].

Such behavior is interesting and promising for investigations of self-organization.
We remark that the main peculiarities in such systems are possible multivaluedness
and spatial inhomogeneity of the solutions’ behavior.

3.5 Neural Networks with Anticipation

Another class of very important object with anticipation and discrete time dynam-
ics is neural networks with strong anticipation. We have already investigated some
such models [12]. Here we propose only a very brief description of calculations for
understanding their possible behavior. One of the simplest variants of such models
with strong anticipation has the form (counterpart for Hopfield’s neural networks)
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Fig. 4 Behavior of multivalued solutions. The numbers at the right side of the figure correspond
to discrete time moments. The network has six elements. The inhomogeneous solution in space is
seen. The length of an arrow corresponds to the value of the neuron’s state. Many arrows originating
from a given point in the figure correspond to multiple values of a cell’s state. The length of the
arrow corresponds to the value of the solution on a given branch at a given moment in time

N N
i+ =fl =)D wixin) + oY wixin+1) ). (7)

i=1 i=1

Here x;(n) is the value of the jth element at the moment n, w; is the weight matrix,
and « is the anticipation parameter. The case o = 0 corresponds to the absence of
anticipation (with classical neuronet). In Fig.4 we propose the example of possible
behavior of the model of Eq. 7 at different time moments.

Two properties of artificial neural network solutions are represented in Fig.4:
multivaluedness and inhomogeneities in the elements’ behavior. Both are rather new
and of interest for the development of synchronization investigations both in theory
and in applications.
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3.6 Boundary Value Problems with Anticipatory Boundary
Conditions

Distributed systems with continuous space and time variables constitute a special
field of investigation in self-organization theory (since the works of 1. Prigogine,
H. Haken, A. Kolmogorov, A. Turing). The investigation of strong anticipation in
such systems is only in its initial stages. So in this subsection and in Sect.4 we
offer a description of some research problems and interpretations of solutions in the
multivalued case for distributed systems.

New examples of distributed systems with strong anticipation have been con-
sidered, namely systems of hyperbolic differential equations with special boundary
conditions that include strong anticipation [11]. The mathematical formulation of
problems and analytical formulas for solutions and interpretations of derived distrib-
uted solutions are proposed.

We consider some hyperbolic systems with anticipation. Such problems in the
classical case originated in considering oscillations of an elastic string in a bounded
domain, oscillations of voltage, and flows in transmission lines (see examples in [18],
E.Yu. Romanenko and A. Sharkovski (1999) and references therein).

The basic classical problems have the following form. We consider a system of
two first-order hyperbolic equations in a bounded space domain:

u; +u, =0, (8)
v — v, =0, )
(x,1) € Q2 = [0, 1] x (—o0, +00).

Initial conditions should be added to make the problem solution unique. For simplic-
ity, in this paper we add the following conditions:

v(0,1) = ¢1(x), x €]0,1], (10)
u(,1) = ¢2(x), x €l0,1]. an

Also, the boundary conditions should be considered forx = Oandx = l andall? > 0
for completeness. Interesting results were obtained with the following boundary
conditions in the works of A. Scharkovski and colleagues [18]:

u(0,t) =v(0,¢), te(—o00,400), (12)
v(l, ) = f(u(l, 1)), te (—o0,+00). (13)

To discuss the possible effects of strong anticipation, we restrict attention in this
chapter to the following form of boundary condition at the right point of the segment
x=1

v(l,t+1) = flud, r+1),u(0,1+2)). (14
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Eq. 14 replaces the condition of Eq. 13. Thus we need to study the equation
u(,1+2) = f(u,1),u0,1+2)), (15)

similarly to how it was done for the problem of Eqs. 8—13.

Equation 15 can be a very complex object. Due to the possible multivaluedness
of the solution, a strict mathematical formulation of results will be forthcoming.

We propose a multivalued counterpart for the complex behavior of solutions and
their “ideal” turbulence from [18]. The main new property is the possibility of multi-
valued fields (that is, the existence of solutions of partial differential equations with
many values at each space point at a given moment in time). This can be interesting
for field equations, for example the Dirac equations.

Since [18], it has been known that a classical system without anticipation can have
interesting and complex behavior: periodic, relaxation oscillations, oscillations with
decreasing characteristic length, and chaotic regimes (“ideal” turbulence). But for
examples with strong anticipation we can observe different behaviors on different
branches, multivalued chaotic solutions, etc.

4 Possible Properties of Solutions and Further Research
Problems in Physics

4.1 Multivaluedness and Self-Organization

Some generalizations for cases with strong anticipating can be proposed using the
results described in Sect. 3. At first, the solutions in such cases can be multivalued,
as we described above. So the fractal dimension of solutions can be greater than
that in the single-valued case. Moreover, the behavior of the solutions can be much
more complex. Different regimes on the different branches of solutions can exist
(some examples of such different branches can be found in [15]). So each branch can
have different stochastic properties, different types of relaxation behavior, etc. But
probably the most interesting is the common behavior of a mixture of the branches
in the multivalued case. Especially interesting is the problem of limiting behavior
as t — oo: limit solutions, attractors of such solutions, probability properties of
limiting objects. But new problems also arise: observability of solutions, selection
of the single-valued trajectories of the system, complexity of its limiting objects and
such complexity measures, searching adequate mathematical spaces for considering
problems and solutions. In particular, the problems of adequate definition of periodic
behavior (and also of dynamical chaos), Lemeray’s staircase, Poincaré’s bifurcation
diagram, ergodicity, and mixing are of interest. Also, many other problems from
self-organization theory [3] can be reconsidered with strong anticipation.
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4.2 General Distributed Media with Anticipation

Many more models can be proposed for the case of continuous media with some kind
of anticipation. The simplest variant is that in which only the nonlinear source f (u)
in the equations of such media (where u(x, t) is the field value) has the anticipatory
property, that is,

fi = flulx,0),ulx,t+ 7)) (16)

in simplest case or

~+00
fz=/f(u(x,7))K(x,t—T)dT (17)

in a more complex case. An example of such a model is a parabolic equation of
diffusion with such a nonlinear source. As an example of such a system, we may
propose models with continuous variables of neural activation fields (counterparts
for known models of S. Amari or H. Wilson and J. Cowan). We remark that much
more complex and well-developed models of such phenomena are the counterparts of
well-known strict models of media with space nonlocality and memory in theoretical
physics.

4.3 Oscillators and Chimeras and in Media with Memory,
Nonlocality and Anticipation. New Research Possibilities

Many interesting new solutions have been found for distributed media: dynamical
chaos, oscillations, autowaves, synchronization, and quite recently “chimera” states.
Till now, mostly the classical parabolic equations of hydrodynamics and diffusion
have been used (for example, the Navier—Stokes equations).

But now it is recognized that more accurate equations with memory and space
nonlocality effects should be used (see, for example, [3]). Here we describe some
possibilities for posing new research problems. First of all, we consider models with
memory (relaxation in hydrodynamics). In such a case, one of the classes of models
is infinite systems of ordinary differential equations of second order in time. Such
systems recall systems of coupled oscillators. So the problems of energy transitions
between different scales receive new solutions (transfer from large to small scales).
Secondly, the new possibilities provide nonlocality. This follows from the possible
origin of new ‘“chimera” states in hydrodynamics. And finally, anticipation follows
from the possibilities of multivalued “chimera” states in distributed systems.
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4.4 Chimera States in Systems with Strong Anticipation

Recall that chimera states are highly inhomogeneous transitive solutions in which
different types of behavior coexist in space [1]. The chimera states are the solutions
in chains of elements or in distributed media that have different behaviors in different
domains of the space. For example, such systems can have coexisting domains with
chaotic and “smooth” behavior in different regions of space. One discrete system
with possible chimeras is as follows [1]:

i+P
t t g t !
gt =fE)+ oy 2 (PG - FGD). (%)

j=i—P

Here zl’. is the value of the ith element at discrete time 7, ¢ is a parameter, and f is a
nonlinear function.
The next example involves chains of oscillators:

k+R

D sin(@() = (0 + ), (19)

j=k—R

di (1) 1
=W - —
dt 2R

where 1/ (¢) is the value of the kth element at the time moment .
The corresponding example to Eq. 18 with chimera state in case of strong antici-
pation is

i+P
=0 [ +55 X (@~ e |+
j=i—P
o P
al f&h+o5 20 (G =G (20)
j=i—P

where « is a coefficient of anticipation.
The corresponding example to Eq. 19 with a chimera state is

diy (1) 1—a &
B Jp— sin(y (t) — ;) +v) +
dt 2R j=k—R '
o k+R
o z sin(yy (r 4 1) — 1 (t + 1) + 7). 1)
j=k—R

It is accepted that the main source of chimera states is nonlocality in equations
(see, for example, Eqs.20, 21). We remark that the nonlocality described in [3]
essentially expands the cases with possible origins of chimeras. But the possibilities
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of chimeras in systems with anticipation are absolutely new. For example, we should
note the possibilities of ‘multivalued chimeras’ coexisting with different chimeras
on different branches of the multivalued solutions and the coexistence of chimeras
and “smooth” behavior in different branches of the solution.

4.5 Possible Research of Physical Systems

So far in this section we have described the possible properties of mathematical
objects. Currently, the quantity of experiments on the properties of expressions of
strict anticipation is very small (though they are made, especially in neuroscience
and psychology). Therefore, we describe a hypothetical possibility concerning the
physical realization of effects arising if we take the opportunity of physical realization
of systems with the strong anticipation property (there are several works in favor of
such opportunities, beginning with those of H. Tetrode, R. Feynman, D. Dubois et
al.).

Sources of the laws of probability. In the case of physical realizability of strong
anticipation, anticipation can be a model not only of probability laws, but also of
their physical mechanism.

The disruption of monitoring and instability stochastics in experiments. In exper-
imental work with complex systems with stochastic processes, sometimes failure
monitoring is observed, i.e., the system suddenly jumps from one statistical law to
another (e.g., according to Victor Ivanenko, the author of systems with amplifiers).
We can assume that such a phenomenon could correspond to jumps from one branch
to another of a multivalued solution.

The appearance of an ensemble of systems in statistical physics, particularly in
the Boltzmann scheme. In statistical physics, the Boltzmann distribution came from
calculation with ensembles (configurations). However, in this scheme, bands were
purely speculative designs. Assuming strong anticipation, one can assume that the
configuration corresponding to the branches in the multivalued structure is substan-
tially parallel.

Problems of self-organization and synergy. Classic problems of self-organization
can also obtain new interpretations primarily because of possible ambiguity. The
choice of appropriate single-valued functionals among many possible is one of the
problems. In addition, an interesting problem is to assess the degree of disequilibrium
in the future, making polysemy and branching.

Generalized quantum mechanics, where the probabilities are set by anticipation.
The usual quantum mechanics is a special case. In the classical scheme of quantum
mechanics, there is an equation for the probability density that is complemented by
the hypothesis of reduction (collapse) of the wave function of the measurements (the
reduction of the system to a certain state). However, a question still remains about
the physical sense, the laws of probability, and the sources of quantum mechanics.
Assuming the existence of a strong physical anticipation, one can consider the laws
of probability generating a mechanism with strong anticipation.
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Everett’s environment. There exists an interpretation of quantum mechanics by
Everett that assumes the existence of a plurality of parallel branching worlds. How-
ever, the mechanism of occurrence of such a pattern has not yet been suggested. It
makes sense to consider the possibility of generation of Everett’s picture of the world
through the mechanism of a type of strong anticipation. Generally, it is important
to consider an environment with strong anticipation for which Everett’s pattern is a
special case.

Cellular models of quantum fields. It is known (G. t "Hooft, H.-T. Elze, et al.)
that the equations of classical quantum mechanics can be derived from models of
cellular space on a quantum scale (Planck scale) under the limiting transition to zero
cell length. Consideration of strong anticipation in the original cellular models (recall
the anticipation approach to Egs. 20, 21 in Sect. 4.4) can lead to differential equations
for generalized quantum mechanics and just quantum gravity with anticipation. In
such a case, the solutions of the processes of measurement correspond to choosing
(or building) single-valued solutions by a measurement procedure.

S Possible Ambiguity in the Theory of Computing
Machines and Computer Architecture

One of the most promising new methodologies for modeling is the so-called cellular
automata approach. According to this method, models are built from simple elements
with local interaction with neighbors. The elements are distributed according to arule
based on simple geometry (lattices). Some details of the approach to a description of
crowds and pedestrians will be described in the next section. But here we recall the
Game of Life by J. Conway as the simplest example of a cellular automaton (CA).
Recent investigations of cellular automata in physics and applied mathematics have
shown that in spite of the simple description of the elements and rules for element
dynamics, they can represent any phenomena in nature, including- self-organization,
chaos, and complex behavior of an entire system. An outstanding example is model-
ing of hydrodynamic flows. For example, one of the CA applications is that simple
(and frequently obvious) rules that correspond to a single pedestrian’s behavior can
lead to reliable modeling of a crowd as a complex object.

We describe new possibilities of CA in theory and applications including anticipa-
tion (advanced equations). We propose examples of CA with anticipation and some
applications.

We propose a list of some properties and manifestations of anticipatory properties
in different systems and processes: global sustainable development as strongly antic-
ipative processes; regional sustainable development as weak anticipatory processes;
origin of scenarios of evolution of complex social systems as the consequences
of anticipation manifestation; self-referencing, reflexivity, and mentality aspects in
anticipation agents; medical manifestation of anticipation including schizophrenia;
new consciousness models that are based on the anticipatory effects in the brain and
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artificial intelligence; quantum-mechanical, microphysics, gravitation, and anticipa-
tory analogies in the behavior of large complex systems.

Also, examples of anticipatory aspects in automata theory and computers have
been considered. A new scheme for probability investigation is proposed for systems
with anticipation. Neural network models, cellular automata for crowd movement,
sports, communication, and social networks are proposed.

5.1 Possible Development of the Theory of Cellular Automata

In order to discuss the possible consequences of the new multivalued solutions in
cellular automata, we first of all will analyze the evolution of computation theory
and applications. After the initial period of automata theory development, the next
stage came in connection with the study of the Game of Life by J. Conway. There
were found many types of solutions of cellular automata, their relationship with
the general theory of automata, the connection with formal language theory and
formal grammars, etc. The next stage began with the involvement of methods of
physics, primarily statistical methods in cellular automata studies. The beginning of
the application of physics methods in cellular automata in the 1980s is associated with
the names of S. Wolfram, U. Frisch, T. Toffoli, B. Chopard, et al. for the simulation
of hydrodynamics. Attractors were studied in parallel for local and global maps,
languages, and machines related to cellular automata, the possibility of using CA
algorithms and programs, etc. Both deterministic and probabilistic cellular automata
and sequential automata were constructed with a complicated structure (nonlocal,
second-order (hierarchical), heterogeneous, with memory).

The next essentially new stage can be roughly related to the development of the the-
ory of quantum computing, including quantum cellular automata. The beginning of
this stage is usually connected with R. Feynman’s articles (1982, 1986) for quantum
computation. The fundamentally important accomplishments are the formulation of
the concept of a quantum machine, including CA, quantum Turing machines, quan-
tum computation, and logic applied to other quantum CA promising the formulation
of local aspects of CA in terms of local algebras of operators in the spirit of the
results of G. Haag.

Currently, all of the above areas continue to evolve (see the works by S. Mura,
J. Crutchfield, T. Toffoli, B. Chopard, and many others). Cellular automata become
more and more popular [7, 19]. Moreover, in view of hypotheses about the cellular
structure of space-time at the micro level (the Planck length, D. Finkelshteyn’s work
(1973), and many others), it is sometimes declared that the universe is a giant cellular
automaton with appropriate computational processes; see the book by S. Wolfram
[19] (2002).

Note that the development of cellular automata occurred approximately as fol-
lows. There were certain concepts (such as classical or quantum computing) that
then were embedded into the concept of cellular automata. Of course, the pro-
posed cellular automata with anticipation [8] partially admit such an immersion into
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existing classical concepts. We call this the direct way of theory development. How-
ever, the solutions of the new CA models open new paths for the development of a
theory that can be called the “inverse” or “reconstruction of concepts.”

5.2 Problem of the Reconstruction of Concepts

Again, the development of cellular automata, both classical and quantum, follows
a “direct” mode of development. That is, from original concepts, the CA were pro-
posed, and then their properties and applications were studied. The study of CA has
led to equivalent representations (languages, automata, dynamical systems). All of
this is discussed in the framework of a predetermined structure of space-time. We
can see that our research into CA with anticipation (and subsequent generalizations)
has led to new and interesting results.

But there is a new source of problems, concepts, generalizations, and interpreta-
tions. We call this way “reverse” in research or “reconstruction” concepts. It comes
from the fact that the primary source, the basic element of the CA unit cell, is given
with its laws of the evolution of states. We assume that the existence of the envelop-
ing concepts (metasystems) and others with known properties were not originally
supposed to, and they can be built, removed, and identified only as properties of
solutions of a CA system. For example, for conventional CA such concepts are:
machine, language, dynamical system, equivalence, etc. The introduction of antic-
ipation in CA leads to ambiguity in the solutions (we call these cellular automata
with multivaluedness). To specify multiple meanings, we will add the letter M to the
corresponding object. Then the concepts of the theory of automata with multivalued-
ness (AM) should be introduced. Turing machines (TM) that allow ambiguity can be
marked as (TMM), algorithms with multivaluedness as (AlgM), formal languages
with multivaluedness as (LM). Then it is necessary to revise the Church-Turing the-
sis on computability by means of automata (TChM) to the Turing test for artificial
intelligence (AIMtest).

In physics, this leads to the possibility of considering multivalued statistical
mechanics (SMM), multivalued cosmology (KM), multivalued quantum mechanics
(CMM), and the multiple structures of matter, etc. Note that Everett’s interpretation
of quantum mechanics can be useful for such considerations. Conversely, multival-
ued CA can help in understanding Everett’s picture of the universe. It seems that
new opportunities for understanding the nature of probability can be proposed. More
precisely, it can lead to new research on multiple-valued solutions in CA and evolu-
tionary objects: multivalued chaos, cycles, bifurcations, Markov chains, attractors.

These are relatively obvious examples of “reconstruction” concepts. But no limits
for generalizations exist. In fact, the structure of the “reverse” direction of research
in CA can lead to generalized elements. Therefore, generalizations, first, can con-
cern the state spaces of CA (or configurations). Also, integers and real numbers can
change other options (nonstandard analysis, p-adic analysis; oco-structure, logical
calculus, topological objects (e.g., homology), distributions). Then state operators,
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secondary operators (operads), etc., can be proposed. To all this diversity, more gen-
eral rules—generalized operators, multivalued, discrete, or continuous delay (and
anticipation)—can be considered. There can be different definitions of neighbor-
hoods (including implicit, fuzzy, time-dependent, and state). Further generalizations
can be viewed using the CA as CA cells with elements of artificial intelligence. Thus,
elements of the CA can be self-reflective elements with infinite recurrence level. Each
proposed architecture can induce construction of new structures, etc. We note only
that the obvious way along this path suggests the language of categories and functors
(including facilities for the study of the limit), which is becoming commonplace in
theoretical computer science and quantum field theory. We also point out that many
of the issues discussed can also be applied to the model equations in the form of
another type (e.g., differential).

Some features of cellular automata with strong anticipation are described in [8].
We stress here only some interesting features. Firstly, we mention the application in
the theory of automata and cellular automata. Cellular automata with strong antic-
ipation can implement nonclassical logic and can be non-Turing machines, which
are important for hypercomputation. In particular, the possible worlds approach of
S. Kripke and J. Hintikka as well as the ideas of N. Belnap can be implemented.
Consideration of the implementation of computers in strong anticipative elements
is promising. Also it is possible to consider issues in consciousness and effects on
cognitive science [13].

6 Interpretation of Mental Reactions and the Problem of
Consciousness

Recently, studies of processes in the brain have attracted more and more attention.
This list of achievements is impressive: a model of a single neuron, the theory of
neural networks, neuroinformatics, cognitive science, brain—computer interface, and
many others.

However, we are still far from a final solution (and even from the existence of a
common paradigm) because of the object’s complexity. One of the key problems is
the explanation of the relationship of such entities as brain, mind, and consciousness.

In view of these uncertainties, it seems appropriate to consider different factors and
phenomena, including those that have not yet been fully recognized. Naturally, there
is a large number of factors. However, one of the most promising is the manifestation
of the foresight properties (or more precisely of anticipation in the sense indicated
below).

In this regard, this chapter describes some of the already established facts about
anticipation in living systems, the properties of neural networks with anticipation,
and especially the possible consequences for the consideration of the problem of
consciousness.
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6.1 Property of Anticipation (Foresight) in Theory and
Nature

There are many ways to describe anticipation. Perhaps for intuitive understanding,
the closest explanation is “Anticipation is the presentation of the result of a process
that occurs before its real achievements and serving as a means of feedback in the
construction activities." This concept can be met, though without being formalized,
many times in the context of philosophy, economics, psychology, and medicine.
More recently (probably in the last thirty or forty years), anticipation emerged as a
topic of experimental research and new theoretical concepts. In the neurosciences,
the most famous investigations were made by B. Libet and numerous subsequent
studies (a review can be found, for example, in [6] and many others).

On the theoretical level, in the field of biology and modeling, systems and mod-
els have explicitly described anticipation (R. Rosen). Significant development and
formalization of the anticipation concept was introduced by D. Dubois.

One of the accepted concepts in classical neuroscience is to consider brain
processes within the paradigm of neural network architecture for activity of the
brain. Here we describe some possible consequences of strong anticipation in such
models of brain activity.

6.2 The Possible Role of Strong Anticipation in Thinking

Section 3.5 briefly illustrates the results of the study of neural network models based
on strong anticipation. The main new feature of this behavior compared to other
models is a multivalued solution in the sense of simultaneous multiple virtual item
states. Naturally, the simulation results indicate the need for further search analogues
and manifestations of such effects in actual experiments. However, even the current
results indicate a possible utility of the concept of powerful anticipation. So here we
present some of the possible consequences of the adoption of the existence of effects
such as strong anticipation.

Firstly let us discuss the problem of consciousness. Currently, there are many
concepts of consciousness, such as psychological, biological, philosophical, and
physical (unfortunately, it is impossible to give references in such a short paper).
We describe how the phenomenon of consciousness might look like in the case of
strong anticipating accounting. The physical elements of the brain on different levels
(from neurons to microtubules and Hameroff cells) can assume many virtual states.
The examples how it may looks can be found in [16] in cellular automata case —
the Game of Life in view of the strong anticipation. Then the elementary act of
consciousness is the realization of one of the plurality of virtual states. Incidentally,
it is strongly reminiscent of usual quantum mechanics complete with a measure-
ment process (especially in Everett’s interpretation). Acceptance of this interpreta-
tion can be useful in real applications. This concept can be applied, for example, to the
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problem of schizophrenia. Then schizophrenia can be associated with a disorder of
the mechanism of choice of the “ordinary” person among the plurality of virtual per-
sonalities. Also, a virtual set of states can be correlated with uncertainty in mental
processes. Also, B. Libet’s experiments on anticipation can correspond to a slow
unconscious evaluation of virtual values of states, which is then accompanied by a
conscious reaction and choice of a single state from among many possibilities.

7 Uncertainty and Probability

The history of the spread of probabilistic concepts has more than three hundred years
of development, consisting of a stream of outstanding discoveries, and mathematical
and physical interpretations of the results. However, the main problem of the sources,
meaning, nature, and adequacy of the laws of probability does not yet have a final
solution. This is evident from the steady stream of publications on these issues.
Although nowadays there have appeared many surveys and monographs, the latest
studies describe new problems and approaches to major issues. Following the first
modern research and review, it is possible to allocate such directions conditionally:

classical approach with equal outcomes (from the eighteenth century);
frequency approach (primarily associated with the name of R. von Mises);
the theory of possibilities (propensity theory);

axioms of probability theory associated with the name of A. Kolmogorov;
logical approach;

probabilistic aspects of decision theory and game approach, including upper and
lower probability;

quantum probability;

nonprobabilistic uncertainty (V.I. Ivanenko);

probability and foundations of physics;

applied statistics and others.

Generally speaking, these areas can be arbitrarily structured in four blocks.

1. The axiomatic construction of the foundations of the theory.

2. Computation of probability characteristics of distributions etc., particularly in
prior centuries (for example, Markov chains).

3. Identification of new problems and systems in which it is possible to use proba-
bilistic schemes for the calculation of uncertainties.

4. The physical interpretation of probability structures (for example, in statistical
physics).

Recently, in blocks 3 and 4, many new ideas (such as p-adic probability) have
introduced the concept of parastatistics problems of probability, decision-making
approaches in quantum mechanics, and multiple nondeterministic chaos. As a rule,
these new applications of probability schemes appear in connection with the consid-
eration of new mathematical problems describing various real processes.
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In this chapter we have briefly noted new possibilities of research on the basis of
uncertainty properties of systems with strong anticipation. The ideas described here
are mostly relevant to block 3 above, that the study of models in which the manifes-
tation of the properties that simulate probability is possible. The basic design centers
on the possible emergence of ambiguities in the evolution of solutions in problems
with strong anticipation and the origin in this uncertainty of the multivaluedness of
solutions and the emergence of many possible paths for given values of solutions
[14]. This can lead to the analogue of classical counting “frequencies of realizations
of states” in probable events. A general scheme of such a structure and specific exam-
ples, particularly cellular automata and artificial neural networks, were given. We
also discussed the hypothesis of a possible physical realization of such systems and
their relationship with the occurrence of the actual laws of probability.

8 Conclusion

In this chapter we have considered the problem of complex behavior for a new class
of objects, namely for chains and networks with strong anticipation. The possible
multivaluedness of solutions leads to new interesting properties in the framework of
existing concepts. But new features can also appear (for example nonheterogeneous
multivalued synchronization) that are very promising for further investigation. We
described only the first results of investigations and only some new possible forms of
research problems. But the obvious mathematical novelty of the proposed problems
and the possible great importance to applications (for example, for social systems,
computation and signal processing theory, consciousness investigations) leads to the
need for further investigation.

Thus, this chapter described examples of the introduction of anticipation in terms
of cellular automata, neural networks, and differential and discrete equations. One
of the important results is the possibility of the emergence of multivalued solu-
tions. An immediate consequence is the possibility of posing problems of multival-
ued machines, languages, chaos, etc. Moreover, the results on multivalued solutions
(including multivalued solutions by strong anticipation) described in this chapter can
lead to hypotheses for discussion that can have a multivalued nature but for which
we, as observers, can usually see only a single-valued picture of the world.
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Nonlinear Modeling of Continuous-Wave
Spin Detection Using Oscillator-Based
ESR-on-a-Chip Sensors

Jens Anders

Abstract In this chapter, an advanced nonlinear energy-based modeling of LC tank
oscillators used as sensors for ensembles of electron or nuclear spins is presented.
Recently, this oscillator-based sensing principle has been gaining significant atten-
tion in the electron spin resonance community for biomedical and material science
applications. Since the sensing principle relies on the coupling between a harmonic
oscillator (the spin ensemble) and an intrinsically nonlinear electrical oscillator, it
presents an excellent example of the high relevance of nonlinear dynamical systems
modeling for practical sensing applications. In order to provide a self-contained
overview, after a short general motivation that highlights the relevance of the topic,
the chapter begins with a description of the experimental setup of the oscillator-based
spin-detection approach, which is somewhat different from that for conventional
resonator-based detection. In this description, it is shown how continuous-wave spin-
detection experiments can be carried out using LC tank oscillators by monitoring the
oscillation frequency when sweeping the static magnetic field By. At this point, it is
also explained how standard field modulation using a modulation field B, parallel
to By can be used to increase the signal-to-noise ratio by means of phase-sensitive
detection using a conventional lock-in amplifier. Then the interaction between the
nonlinear electrical oscillator and the spin ensemble is modeled using the solution of
the Bloch equation in the steady state, which models the dynamics of the spin ensem-
ble, and the magnetic energy associated with the inductor of the LC tank oscillator.
In this way, under steady-state conditions as they occur in continuous-wave ESR and
NMR experiments, expressions for spin-related changes in inductance and resistance
can be derived, which are in turn related to changes in the oscillation frequency and
amplitude of the LC tank oscillator. To quantify the resulting change in oscillation
frequency and also derive expressions for the expected noise floor, which eventually
determines the achievable limit of detection, the chapter then provides a detailed
discussion of the nonlinear modeling of LC tank oscillators in the presence of noise.
The resulting model of the LC tank oscillator is subsequently used to find analytical
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expressions for the limit of detection of frequency-sensitive oscillator-based spin
detectors. Finally, experimental results from a prototype realization of an oscillator-
based CMOS ESR-on-a-chip detector are used to validate the accuracy of the derived
signal and noise models.

1 Motivation

Over the past ten years, miniaturized inductive spin detectors have gained significant
attention in the research community [1, 2, 6, 7, 9-11, 15, 16, 18, 27, 29, 30, 34,
35, 38-40, 42]. Here in the nuclear magnetic resonance (NMR) community, most
research in this area focuses either on miniaturizing the classical resonator-based
approach using MEMS-like techniques [9, 10, 15, 27, 34, 35] or on using methods
based on integrated circuit (IC) technology [2, 6, 7, 18, 38] or a combination of
the two [9, 38]. In contrast, in the electron spin resonance (ESR) community, due
to the more stringent requirements on the detector’s operating frequency, in addition
to miniaturized resonator-based detectors [11, 29, 30, 39, 40], since 2008, cf. [42],
also a novel approach that uses an LC tank oscillator to sense the spin ensemble is
used. This ESR-on-a-chip oscillator-based detection approach has recently gained
significant interest in the ESR community [1, 16, 21, 42], because in a given CMOS
(complementary metal oxide semiconductor) technology, oscillators can be real-
ized at higher operating frequencies than the amplifiers required for resonator-based
detection. Since the achievable signal-to-noise ratio (SNR) in inductively detected
spin resonance experiments improves almost quadratically with said operating fre-
quency, the oscillator-based approach has the potential to significantly improve the
achievable sensitivity of inductively detected spin resonance experiments.

2 Introduction: Oscillator-Based Spin Detection

Oscillator-based frequency-sensitive spin sensing was first introduced in the con-
text of electron spin resonance (ESR) experiments in [42] and further improved
in [1] and [16]. The required experimental setup is shown conceptually in Fig. 1.
This setup is somewhat different from conventional resonator-based ESR experi-
ments; cf., e.g., [32]: In the conventional resonator-based approach, a resonator con-
taining the spin ensemble is irradiated through a circulator with a fixed-frequency
RF-signal at a frequency wgg. The resonator converts the incident power into a
fixed-frequency RF-magnetic field—the so-called B;-field—at the sample location.
This fixed-frequency B)-field can then trigger the transitions between the different
energy levels associated with different spin states if its frequency matches the reso-
nant condition wgr = —7 By, where - is the gyromagnetic ratio of the particle under
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Fig. 1 Illustration of the — electromagnet
experimental setup using a S
fixed-frequency oscillator for oscillator ——
continuous-wave ™ data
spin-detection experiments . @ | Bml Bo rocessin
modulation ,-——>———P 9
coll === &
S———— storage
“
PO N @}
wFM \
demodulator LIA
investigation,' and By is the applied static magnetic field. In the resonator-based

detection scheme, a spectrum is then recorded by sweeping the By-field in and out
of resonance and measuring the change in the reflected power caused by the change
in sample magnetization due to the spin resonance effect; cf. [32]. In contrast, in the
frequency-sensitive oscillator-based approach of Fig. 1, the detector is realized as an
LC-tank oscillator that both produces the B;-field necessary to excite the spin ensem-
ble and detects the resulting spin-resonance-induced change in sample magnetization
as a change in its oscillation frequency.

More specifically, to perform an oscillator-based spin-detection experiment
according to Fig. 1, the nominal oscillation frequency wysc 0, i.€., the oscillation fre-
quency in the absence of the spin resonance effect, is chosen to lie in the desired
frequency range, corresponding to the center static magnetic field strength of the uti-
lized magnet. The spin resonance effect is then detected by observing the frequency
change of the oscillator as a result of a corresponding change in the spin-related sam-
ple magnetization as the applied By-field is swept through the resonance condition
By res = —Wosc.0/7y- This change in oscillation frequency can occur because in con-
trast to conventional resonator-based spin-detection experiments, the LC-tank oscil-
lator, which produces the B;-field, is bidirectionally coupled to the spin ensemble;
i.e., not only does the Bj-field generated by the oscillator perturb the spin ensem-
ble, but the spin system can also influence the oscillator. An example spectrum of
such a continuous-wave spin-detection experiment using an oscillator as detector is
shown in Fig. 2a. According to the figure, for By-fields far away from the resonance
condition, the oscillator oscillates with its nominal oscillation frequency wosc 0. As
the By-field is swept through the resonance condition By res = —Wosc.0/7, @ reso-
nant change in the oscillation frequency, which displays a dispersive line shape,
can be observed. Since typical By-field sweeps according to Fig.2a are performed
at low sweep rates, the resulting so-called direct detection spectra are plagued by
low-frequency noise and drifts in the setup. As a solution, standard continuous-wave
spin-detection experiments employ so-called field modulation,” which is illustrated

T As an example, for an isolated hydrogen nucleus and an isolated electron, + takes on values of
Yig =27 -42.576 MHz and .- = —2 7 - 28.024 GHz, respectively.

2This is also the case for resonator-based detection.
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Fig. 2 a Illustration of the direct detection spectrum when a By-field sweep is used to perform an
oscillator-based spin-detection experiment. b Illustration of field modulation for SNR enhancement
in continuous-wave spin-detection experiments

in Fig.2b. According to the figure, at every By-field point a modulating magnetic
field By,, which is pointing in the same direction as the By-field, is used to transfer
the resulting frequency shift to the frequency of the modulating field f,. If fi, is
chosen sufficiently large, i.e., outside the spectral region corrupted by low-frequency
noise and drifts, a significant improvement in the achievable SNR can be achieved.
Here it should be noted that because the spin resonance information is encoded in
the frequency of the oscillation, an FM-demodulation, e.g., using a PLL-based FM-
demodulator, needs to be performed before a standard lock-in amplifier can be used
to extract the spin resonance information at the modulation frequency fy,.

After this qualitative description of spin resonance experiments using LC tank
oscillators, the remainder of the chapter will be devoted to quantifying both the
expected signal, i.e., the spin-induced change in oscillation frequency, and the
expected noise floor, which is defined by the frequency noise of the LC tank oscil-
lator. More specifically, in order to evaluate the performance of frequency-sensitive
oscillator-based spin detectors compared to other inductive spin-detection schemes,
we will derive analytical expressions for the achievable spin sensitivity of the detec-
tor; cf. [12].

3 Magnetic-Energy-Based Modeling of the Spin-Induced
Inductance Change in Continuous-Wave
Oscillator-Based Spin-Detection Experiments

The interaction of an ensemble of noncoupled spins represented by its corresponding
magnetization M = (M, My, M,) with an applied magnetic field B can be described
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using the famous Bloch equation, cf., e.g., [41], which in the laboratory frame of
reference reads

dM My -ex+My-e, M,— M,

— =~-MxB-— — . ey, 1
a7 X B T, e, (D

where « is the gyromagnetic ratio, ey, ey, and e, are the unit vectors in the x-, y-
and z-directions of the laboratory reference frame, M, is the steady-state sample
magnetization, and 7} and 7, are the longitudinal and transversal relaxation times,
respectively.

To model spin-detection experiments using the Bloch equation, it turns out to
be convenient to transform the Bloch equation from the laboratory into a rotating
frame of reference, which rotates with an angular frequency wg around the z-axis
of the laboratory frame. Since for a continuous-wave spin-detection experiment, the
applied magnetic field in the most general case can be written according to B =
2 Bix - cos (wgit) - €x + 2 Byy - cos (wpit) - €y + By - €, the most convenient choice
for the angular velocity of the rotating frame is wg = wg;. With this choice of wg
and ignoring frequency components at 2 wg;, which are far away from resonance
and have therefore a minimal effect on the magnetization, the Bloch equation in the
rotating frame becomes

dMm’ My -ex +My-epy M,y — M
—:’Y-M,XBeff_ + Y o 0'
dr T T

e, @)

where M' = (My, My, M), ey, ey, and e, are the unit vectors along the x'-, y'-,
and 7’-axes of the rotating frame of reference’® and

WB1
Beff = (B()+T) ‘ez/+le‘ex’+Bly'ey’- (3)

Therefore, the individual components of Eq.(2), can be written according to

dM*':Aw.M,—yBI M, — Mx (4a)
dr Y yo T
dMy M,y
dr =’7B1XMZ’ _AW'MX’ - Tz (4b)
dMZ' Mz’ - MO
dr = —7 Bix My’+’VBly Mx’_Tv (4¢)
where Aw = wp; — wr and w; = —v By is the so-called Larmor frequency. From
Eq.(4), the resonant nature of the excitation through the RF-magnetic field B
becomes obvious: for a choice of wg; = w; = —7 By, the effective magnetic field in

the rotating frame of reference, Beg, has no residual component in the z’-direction,

3Note that e, = e,.
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and the terms Aw in Eq.(4) evaluate to zero. As a consequence, the magnetiza-
tion rotates about the axis of the applied B-field. For a choice of wp; # wi, Bes
has a residual component in the z’-direction that alters the axis of rotation and the
“efficiency” of the resulting rotation. Since the rotation of the net magnetization is
essentially “efficient™ only for small offsets Aw between wg; and w; , the spin evolu-
tion described by the Bloch equation is clearly a resonant phenomenon. At this point
it should also be emphasized that due to the resonant nature of the Bloch equation, of
the two circularly polarized components contained in the linearly polarized B;-field
only one is in (or near) resonance with the spin ensemble at a given By-field according
to wg; = wy, = —7yBy. The nonresonant component, which in a frame of reference
rotating at wp = wp; = wy, is spectrally located at 2wg, has only a marginal effect
on the evolution of the spin magnetization; cf. Bloch-Siegert shift [37]. Which of the
two circularly polarized fields is in resonance is—for a given By-field—determined
by the sign of the gyromagnetic ratio 7.
The solution of Eq. (4) in the steady state, i.e., for dM'/d¢ = 0, can be written as

T, (AwT, vy B, —v By
Mx/,ss = ( 2 y) 2 ' MO (Sa)
1+ A T3+ T Tr ((7 B1.)* + (v Byy) )
T (v Bix + Aw Thy By,
M . = 2( : ) - My (5b)
1+ AR T+ T T ((’Y Biy)” + ('Y Bly) )
1+ AW T}
Mz’,ss = 2 . MO' (SC)

1+ AT+ T Th ((7 B’ + (v Bly)z)

The corresponding solution in the laboratory frame of reference can be calculated
from the results of Eq. (5) according to

My ss = My 55 cos (w1f) — My’,ss sin (ws1?) (6a)
My,ss = My g sin (wp1t) + My’,ss cos (wpi1) (6b)
Mz,ss = My ss- (60)

The transversal components of the magnetization in the laboratory frame can also
be written using a phasor notation, which will become convenient later, where the
time-domain signals are related to the phasors according to

M(t) = M - cos (i + ppr) = Re {M - exp [wi]} = Re {M -explijonm] - exp [w]} )

where M = M - exp [jpum] is the complex phasor with amplitude M and phase .

“4Here efficient refers to the fact that small—compared to the static By-field—perpendicular fields
By produce a significant rotation of the magnetization M away from its equilibrium orientation
along the z-axis.
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Introducing this phasor notation into Eq. (6), the transversal magnetization in the
laboratory frame can be written as

Mx,ss = Mx’,ss + ] My’,ss (83)

My.ss _J Mx’,ss + My“ (8b)

In the following, we will relate the steady-state magnetization in a continuous-
wave experiment given by Eqgs. (5) and (6) to a change in impedance of a coil filled
with said magnetization. To this end, we can first start with the general relation
between the H-field and the B-field of an inductor filled with a linear material with
magnetization M, which can be written as

B=y (H+M), 9)

where pi is the free-space permeability. Moreover, the magnetic fields B and H can
be associated with an energy density per unit volume wy, according to

1 1 1
Wm=5'B'H=§'M0'(H+M)'H=E'Mo-(Hz—kM'H)- (10)

Assuming that the H-field is produced by a current i (#) running through an inductor

with inductance L, the energy density of Eq. (10) can be related to an electrical power
according to

W
Pzw—v(t)w(t)—[

d[L-i(D)] . .

———— + Ryin ~l(t)} (1), (1)
dr

where Wy, = [ wndV is the total magnetic energy associated with the inductor, v(r)

is the voltage drop across the inductor, and Rpi, models a potential increase in the loss

associated with the inductor due to out-of-phase components of the magnetization

M and the H-field.

Further assuming a sinusoidal waveform at a frequency wg; for the current i (¢)
according to i(¢) = I- cos(wpt), as it occurs in continuous-wave spin-detection
experiments, and noting that of the product term i () only the DC component needs
to be considered,’ Eq.(11) can be rewritten according to

OWn J 72 1 72
81‘ ) WB1 +2 pin ( )

A second expression for the power associated with the magnetic energy of the
inductor can be derived by inserting the expression given by Eq.(10) for wy, into
P =0 [ wndV/0t, yielding

5The spectral component of i (¢) at 2wp; produces an H-field component at the same frequency that
is far away from resonance and therefore does not need to be considered.
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1 d ) d
P=§~/ [Mo-—[H(t,r)] +uo-d—[M(t,r)-H(t,l‘)]]dV
\4

= / p S MOdH H Ay (13)
R e T e T2

where in the last line, to avoid notational clutter, the arguments of all vector-valued
functions have been dropped.

For the special case of sinusoidal time-dependencies of the H- and M-fields as they
occur in continuous-wave spin-detection experiments, Eq. (13) can also be rewritten
in phasor notation, resulting in

, HH M-H HM
P J - WB1 " Mo - + + dv
1%

2 4 4

i~wB1~M0'/ﬁ2dV+i~wBl-uo' ﬁMdV, (14)
2 v 2 v,

where H and M are the phasor representations of the applied magnetic field H and
the sample magnetization M, and V; is the sample volume, where M # 0. At this
point it should be mentioned that a factor of 1/2 had to be introduced into Eq.(14)
to take care of the fact that the phasors used in this chapter are amplitude phasors
and not rms-phasors.

Replacing the generic phasors H and M by those occumng in a real continuous-
wave spin-detection experiment, i.e., H=Hye,+H 1yey and M = My s ex +
My,ss ey, Eq. (13) can be rewritten according to

J - wal WBI1 Hix J My s — My g
P = . H dv + — - . ’ o dv. (15
S | 2 /v (Hly) (M My )0

Further assuming that the H-field is produced by a current running through the induc-
tor and introducing the unitary H-field of the inductor according to H, = H/ [ =
Hx, - €x + Hiy, - €y, where [ is the amplitude of the (sinusoidal) current running
through the inductor, Eq. (15) can be rewritten according to

2 Vv
“B1 Hlxu 1 jMx’ ss T My’ ss 2
= C SRR KRV 16
2 ‘/‘;s (Hlyu) 1 My s+ J My’,ss (16)

%Note that in the phasor notation, only the component of H rotating at wg; = wy, i.¢., in resonance
with the spin ensemble, has to be considered, cf. the effective B-field in the rotating frame of Eq. (3),
and that therefore, the phasor amplitudes in the x- and y-directions are Hix and Hiy and not 2 Hix
and 2 Hyy.
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Next, one can proceed by comparing Eqgs. (12) and (16) and associating all terms
of the right-hand side of Eq. (16) with inductances and resistances according to

Lo = o / flav (17a)
\%4
My s My’ ss
Login = [ |Hiw —=2 + Hy, - —2 [ dV (17b)
v, 1 1
My’,ss MX’,ss
Rspin = —wp - Hix - T — Hiyy - T dv. (17¢)
Vs

Finally, substituting the results of Eq. (5) into Eq.(17) and using the approximation
H, = (1/10) - (Bixu - €x + Biyy - €y),” one obtains

_ 1 _
Lo = ,LO/ 4V = — [ B.dv (18a)
1% Ho Jv

) M() : (Bl2xu + Blzyu)
V1+ AT+ T Ty ((v Bi.)* + (v Biy) )

My - (B3, + B3,

Rspin = —y Tr wgi / dv, (18c)
‘/S

1+ AT + T T ((v Bi)’ + (v Bly)z)

where Vj is the sample volume, Aw = wp; —wy and w; = —v By is the Larmor
frequency, 7y is the gyromagnetic ratio, M) is the steady-state sample magnetization,
T and T; are the longitudinal and transversal relaxation times, respectively, wg; is
the frequency of the B;-field produced by the inductor, and By, and By, are the
unitary magnetic fields of the inductor in the x- and y-directions, respectively.

The results of Eq. (18) can be interpreted as follows: L is the conventional induc-
tance of the inductor when filled with air/vacuum,® and Lpin and Ry, are the changes
in inductance and resistance of the (nonideal, i.e., lossy) inductor when filled with a
sample that undergoes a change in its magnetization in response to a spin resonance
experiment.

7 According to this simplifying assumption, the B;-field that interacts with the spin ensemble accord-
ing to the Bloch equation can be calculated from the current running in the coil that produces the
H-field by assuming a relative permeability of y, = 1, i.e., ignoring the small effect of the nonzero
sample susceptibility. This assumption essentially linearizes the intrinsically nonlinear interaction
between the Bj-field and the spin ensemble.

8Please note that it was assumed that the coil used for the spin-detection experiment has only By-
field components in the x- and y-directions because those are the ones interacting with the spin
ensemble. Should the coil also produce a field component in the z-direction, this component would
need to be considered in computing L but would not change the expression for Lgpip.
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Before further discussing the general case described by Eq. (18), it is instructive to
first look at the nonsaturated case, which occurs for 1>>T} T» ((7 Bi)* + (v B y)z) )

Under these conditions, it is useful to introduce a complex susceptibility x = x' —
J X", which relates the complex H,-field phasor produ_ced by thg inductor to the
spin-related complex transversal magnetization phasor My ¢ + j My ¢ according to

- - . . 2 . .
Mx ss +J My ss = (X/ - J X”) : (2 Hix +j 2Hly) = % : (X/ —J X”) : (le +J Bly) ,
) ) (19)
where M, ¢ and M, ¢ are defined according to Eq.(6). Then, x’ and x” can be
expressed as

) Aw T}

X = T Ay oM .
” T,

XTI ar T Mo 20

where Aw = wp| — wyr, T3 is the transversal sample relaxation time, v is the gyro-
magnetic ratio, /i is the free-space permeability, and M, is the steady-state sample
magnetization.

Here, it should be pointed out that the expressions for the linear susceptibility
given in Eq. (20) differ by a factor of two from those defined in previous works; cf.,
e.g., [42]. This discrepancy arises from the fact that in the treatment above, the sus-
ceptibility relates the complex H;-field, which accounts for both the H;-fields in the
x- and y-directions, to the complex steady-state magnetizations in those directions.
In previous treatments, cf., e.g., [42], the susceptibility only related the H,-field in
the x-direction to the complex magnetization in the same direction, resulting in a
complex susceptibility that is a factor of two smaller. In an oscillator-based spin
detector, the spin-induced change in frequency will turn out to be approximately
proportional to the spin-related inductance Lgi, defined in Eq.(17b), cf. Sect.5.2,
which is proportional to the total magnetic energy associated with the spin ensemble.
Therefore, since this total magnetic energy is in turn a function of the spin-related
magnetizations in both the x- and y-directions, both components should be consid-
ered in the definition of the complex susceptibility to obtain a correct expression for
the total spin-related inductance and the resulting total spin-induced frequency shift.

Keeping this in mind and assuming a nonsaturated, homogeneous’ sample, the
equations for Ly and Rgpiy given in Eq. (18) can be further simplified by introducing
the complex susceptibility of Eq.(20) according to

9Namely, My # Mo(r), that is, the sample magnetization is constant over the sample volume.
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/
Lspin = / Blzxu + Blzyudv
Vs

2 2

, JuBiat BiwdV 1 -/32 + B AV

X 2 2 ixu lyu
va + B;, . dV o Vv

1xu lyu
~ X n- Lo (21a)
X" w1
Rspin = - / Blzxu + Blzyudv
Ho Vi
~ —x"nwsi - Lo, (21b)

where n & Vi/ V.o is the so-called filling factor, Vi being the sample volume and
Veoil the sensitive coil volume. The filling factor 7 indicates how much of the sensitive
volume of the inductor is filled with the active material.

Since it will turn out to be important for the derivation of the limit of detection
(LOD) of frequency-sensitive oscillator-based spin detectors in Sect.5.2, we will
next consider the more general case in which saturation effects cannot be ignored.'?
Under these conditions, it is impossible to define a linear susceptibility independent
of Bix and By such as the one defined in Eq. (20). Instead, to capture the nonlinear
relation between B; and Mg, one can define a B;-dependent susceptibility according
to

, AwT?
X = N Y o Mo (22a)
1+ Aw? T22 + Tl T2 ((’Y le)2 + (’7 Bly) )
" T2
X' =- <~ YHo My, (22D)
1+ A2 T2+ T) T ((7 B> + (v Biy) )

where Aw = wp| —wg, T} and T, are the longitudinal and the transversal sample
relaxation times, vy is the gyromagnetic ratio, y is the free-space permeability, M
is the steady-state sample magnetization, and By y are the x- and y-components of
the B, -field.

4 Phase and Frequency Noise in LC Tank Oscillators

Large parts of the following discussions and derivations are extracted from the exten-
sive treatment of phase and frequency noise in LC tank oscillators in [8, Chap. 5]
and [5].

10That is, for 1 < 77 T» ((”y Bi)* + (’YBly)z)'
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4.1 Preliminary Considerations

In the following discussion, we will develop analytical expressions for the oscillation
frequency and amplitude as well as the frequency noise of an LC tank oscillator. From
the modeling process, we will see that in order to describe the frequency uncertainty
of an oscillator, it is not necessary to deal with actual phase noise, and that the most
natural description for the frequency uncertainty of an oscillator is its frequency
fluctuation with units of Hz>/Hz or (angular) frequency fluctuation with units of
(rad/s)>/Hz. The frequency noise process has the advantage that in contrast to phase
noise, it can be modeled by a (cyclo-) stationary process whose (averaged) variance is
constant over time. While the frequency noise process is sufficient to find the limit of
detection for the frequency-sensitive oscillator-based spin detector discussed in this
chapter, standard measurement instruments such as signal source analyzers display
their results as phase noise. Phase noise naturally has units of rad*/Hz. Therefore, to
be able to relate the measured results from signal source analyzers to the expressions
for the frequency noise of LC tank oscillators derived in this chapter, a transformation
between the two processes will be provided in Sect. 6.

4.2 Nonlinear Oscillator Modeling

An LC tank oscillator can be modeled mathematically as a second-order system
of nonlinear ordinary differential equations according to X = f(x). One possible
approach to studying its properties is the Andronov—Hopf bifurcation theory; cf.
[17]. The Andronov—Hopf bifurcation theory allows one to determine the existence
of a limit cycle as is required for an electrical oscillator by embedding the oscillator
at hand into a family of oscillators X = f(x, ©) with a family of equilibrium points
xo(w), such that f(xo(p), u) = 0, and analyzing the eigenvalues of the Jacobian
J¢(x, ) associated with f evaluated at x = xo. The stability of the limit cycle can
then be assessed from the sign of the first Lyapunov coefficient; cf. [17].

Instead of following this approach, due to the limited space available, here we
will not go into the details of the Hopf bifurcation theory but ensure the existence
of a stable limit cycle by resorting to the theory of weakly nonlinear oscillators,
which is discussed, e.g., in [24], and rewriting our system as a perturbed harmonic
oscillator.!" More details about general oscillator modeling can be found in [17]
and [24].

"I'The modeling equations resulting from the stochastic averaging method used in this chapter have
the form of a weakly nonlinear oscillator.
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4.3 Nonlinear Oscillator Modeling in the Presence of Noise

Phase noise is probably one of the most-discussed topics in circuit design, and there is
a variety of models that have been published in the open literature ranging from very
simple linear time-invariant models as proposed by Leeson [26] to more complicated
linear time-varying models as proposed by Hajimiri [19] and nonlinear models with
varying degrees of complexity [13, 20, 23, 25]. As was already discussed by Lax
in [25], one fundamental problem with all of these models arises from the fact
that an oscillator is a nonlinear system far away from thermal equilibrium, and for
such systems even the most sophisticated methods proposed up to now can be seen
only as heuristics, because they all rely on modeling based on stochastic differential
equations (SDEs). An excellent review article covering this topic in more detail
has been published by Mathis et al. [28]. In that article, the authors explain how
the Langevin approach of introducing additive noise sources into the deterministic
system description fails for nonlinear dynamical systems because it leads to physical
inconsistencies. Here, the major problem that arises in going from a linear system,
where the Langevin approach leads to physically consistent results, to a nonlinear
system is the coupling between the moments of the stochastic process, which is
described by the nonlinear system SDE. This results in a situation in which the
stochastically averaged SDE is in general not identical to the deterministic system
to which the noise sources have been added. Consequently, the self-consistency of
the Langevin approach, which is given for linear systems, where the stochastically
averaged SDE indeed corresponds to the deterministic systems to which the noise
sources have been added, is no longer given for nonlinear systems.

4.4 A Model for the Phase Noise in LC Tank Oscillators
Based on a Special Case of Bogoliubov’s Asymptotic
Method

In this section, we will proceed by tackling the problem of oscillator frequency noise
using the method outlined in the book by Stratonovich [36]. This approach is based on
the idea of introducing equivalent noise sources for the different noisy components in
the oscillator and solving the resulting SDE using the so-called stochastic averaging
method. Here, one should keep in mind that according to the previous section, this
Langevin-type approach has to be seen as a heuristic. Nevertheless, as we shall
discover when we compare the model with measured data, the heuristic approach
can be empirically justified.

Bearing this intrinsic limitation in mind, one can proceed by investigating the
model of a noisy LC tank oscillator, whose circuit diagram and equivalent model
are shown in Fig.3a and b. Here, it should be noted that the noise analysis based
on Stratonovich’s method for this circuit topology was first presented in [5]. The
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Fig. 3 a Schematic of a simple LC tank oscillator and b equivalent circuit including additive noise
sources, in which the cross-coupled pair is modeled as a static nonlinearity and the LC tank is
replaced by an equivalent parallel model

corresponding analyses for a current-starved LC tank oscillator with its active devices
in strong and weak inversion, respectively, can also be found in the open literature
in [3, 4].

From Fig.3b it can be seen that in order to introduce noise into the model, two
noise sources—one modeling the thermal noise of the coil resistance and a sec-
ond one modeling the noise of the active cross-coupled transistor pair—have been
added compared to the noise-free case. At this point, it is important to note that the
choice of state variables, which is of minor importance in the deterministic case, in
which a different choice of state variables would not alter the estimates of the oscilla-
tion amplitude and frequency, is of prime importance for obtaining even qualitatively
accurate results for the frequency noise spectra of an LC tank oscillator. More specif-
ically, depending on the state variables used, a single noise source shown in Fig.3b
can lead to a different slope in the calculated frequency noise spectrum. Although
this ambiguity might sound confusing or even seem to be an indication of an inade-
quate model, it merely reflects the fact that modeling noise in nonlinear systems far
away from equilibrium cannot be seen and treated as a straightforward extension of
the equilibrium case. To solve this modeling problem, we used measured frequency
noise spectra obtained using prototype realizations of the proposed oscillator-based
spin detector to calibrate the model. The physical reasoning behind this calibration
approach is that the ultimate detection limit of a frequency-sensitive spin detector
is defined by the white part of the frequency noise spectrum. At the same time, it is
reasonable to assume that this detection limit should result from the intrinsic white
voltage and current noise sources present in the oscillation circuit. Therefore, a rea-
sonable choice of state variables is guided by the goal of obtaining flat frequency
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noise spectra from both the white voltage noise source vpgise r and the white part of
the current noise source inoise, 7- The application of this calibration approach leads
to the rather unusual situation that in order to model the noise originating from the
coil resistance, one has to use the differential tank voltage xz = v, as state variable,
while in order to obtain the right contribution to the overall noise stemming from
the nonlinear cross-coupled transistor pair, one has to use the flux-type state variable
x7 = wic [ vqdt instead.

With this choice of state variables, one can proceed by first calculating the resulting
amplitude and frequency noise originating in the thermal noise produced by the
resistance of the tank inductor, vpeise r- TO this end, one has to set iyoise, T t0 zero and
then write Kirchhoff’s current law for node| 1 |in Fig. 3b and Kirchhoff’s voltage law
for the loop vqg — Vyoise.k = L - dir,/dt. Then, introducing the I-V characteristic of the
cross-coupled transistor pair, ig = —(Gmo/2) va + (Gmo/2)/(4 VSD)vg, and setting
Xg £ vq, one obtains the following second-order differential equation describing the
oscillator circuit:

1 . W
) - 3xlzi) XR + %C : Vnoise,Rj| , (23)

1

. 2 2

=e|=(4V 1 —
XR + Wic XR 8|:C( DD( o
where agg = (Gmo/2)/ Gty € = g/ (4 VSD) and wyc = 1/+/LC. This equation can
be further simplified by introducing a first-order estimate of the oscillation amplitude
accordingto Ayg = 4/ V3JT=1 /0od - Vpp, cf. [5], and the normalized noise process
Vnoise.R = Vnoise.R /€, Tesulting in

5e+2—3A—(2’—2' e VnoiseR | = : 24
rtwicr=¢| =\ "~ %k XR + Wi VnoiseR | = € fR(XR, XR, 1), (24)

where the normalized noise process Vpeise.r has been introduced in order to ensure that
for € = 0, the system formally corresponds to the harmonic oscillator. As discussed
in [36], there are other possible choices of introducing normalized noise processes
that in most cases all lead to the same result. For example, Ay can be calculated
by applying the method of averaging, cf. [24], to the deterministic system, i.e., the
system in which both noise sources in Fig. 3b are set to zero.

Similarly, one can derive the state equation for vyeise k. = 0 and a nonzero ippise, T
according to

.. 1(3 7\ ). wre =+ .
¥r+wicxr=¢ |:E (ZA(% - (w_Lc) )xT - Tlnoise,T =€ fr(xr, xr, 1),

) (25)
where inoise,T = inoise,T/E-

At this point, it is not obvious at all how in a nonlinear system the approach of
treating the two noise sources independently—i.e., essentially assuming the superpo-
sition principle to apply—and, moreover, using two different sets of state variables,
can lead to a consistent result. The solution to this problem will be to apply the
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so-called linearization method, cf. [36], where the two nonlinear SDEs given by
Egs.(24) and (25) are linearized around the trajectories of a corresponding deter-
ministic system, the so-called smoothly averaged system. Fortunately, this approach
will lead to equations for both the amplitude and phase noise in the two different
systems under consideration, which are linear in vpgjse g and fnoise,T, respectively, and
whose deterministic parts are identical, providing an a posteriori justification of the
utilized superposition approach.

Due to the limited space available in this chapter, it is impossible to discuss in
detail here the special case of Bogoliubov’s method, which was used to derive the
SDEs governing the behavior of the amplitude and phase fluctuations of the LC tank
oscillator. Instead, we refer the interested reader to the book by Stratonovich [36] for
a complete discussion of the required transformation steps.

For the purpose of this chapter, it should suffice to say that the core of this method
is a transformation of the noisy state equations describing the system behavior in
the presence of noise into polar coordinates, resulting in the equations in standard
form,; cf. [36]. Then the equations in standard form are further transformed to obtain
two systems: a first one describing the fast fluctuations of the circuit and a second
system describing the slowly varying components, the so-called smoothly averaged
system.

Applying this method to the system at hand and noting that the deterministic
parts of the two systems describing the amplitude and phase fluctuations, A and
d¢p, in response to the voltage as well as the current noise source are identical, one
obtains the following linear system of equations describing the amplitude and phase
fluctuations of the LC tank oscillator in the presence of a lossy coil and a nonideal,
noisy cross-coupled transistor pair:

. 3G
34 =~ 2T (43 3a%,) 0
64 C V2,
1 .
- I:WLC Vnoise,R — E inoise,Ti| sim (WLC t+ Spsm) (2621)
9 G?nO ?m

5p (3A5—5A42,)0A

T 4096 A C2 Vi wic

w 1 .
- I:ALOCVnoise,R + AO_Clnoise,Ti| cos (wict + stm) , (26b)

where the transformed noise processes Vyoise, R and fnoise,T have been again replaced by
the original noise processes Voise R = € Vnoise.R aNd inoise. T = € fnoise,T. The smoothly
averaged trajectories can be calculated as the solution of the smoothly averaged
system
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. 3Am A2 (Asm )2

Agn = =21 = (27a)
sm ] C AO

. 9e 4 2 42 4

b = ~zp (2743, — 14A7, A + 2A) . (27b)

The steady-state solution of Eq.(27a) for Ay, = 0 directly provides the desired
smoothly averaged amplitude, Agy,, according to

4 1
Agpm=Ag= —. /1 — — - Vpp. 28
8 0 7 L (28)

Then, substituting this finding into Eq. (27b), one obtains for the smoothly averaged
phase

(Ctoq — 1)2
= G Do, 29
Psm 16. ngﬂ 2] (29)

where (g is an arbitrary integration constant, which can be modeled as a random
variable uniformly distributed in the interval [0, 2 7].

The smoothly averaged amplitude and phase of Egs. (28) and (29) can then be
inserted into Eq. (26) to arrive at the SDEs describing the fluctuational deviations of
the oscillation amplitude and phase §A and d:

3 AZGn inoise ] .
D) CO V]%DO 0A — [ch Vnoise.R — — é,e T:| sin (Wose t + o) (30a)
9 A}GZ,0A o
§p = -0 Tm0 00 |, kA T o8 (wose £ + 0) , (30D)
2048 C* Vpp wic Ao Ay C
where i
(qog — 1)
Wose = WLC (1 — od—2 (31)
16 - Qcoil

Before proceeding, it is instructive to take a closer look at the structure of Eq. (30):
Eq.(30) presents a system of (weakly) coupled nonautonomous SDEs with a lin-
ear homogeneous part and that is also linear in both driving processes Vyoise r and
inoise. T- Therefore, since both vieise R and inoise, T can be modeled as Gaussian random
processes, §A and dp will inherit this property, and the second-order moments will
be sufficient to characterize them. Moreover, since both driving processes have zero
mean, both A and dp will also inherit this property, and it is sufficient to calculate
the autocorrelation functions of § A and d¢ in order to completely characterize them.

The situation is even further simplified by the relatively weak coupling between
Egs. (30a) and (30b) and the fact that for frequency-sensitive spin resonance experi-
ments one is interested only in the frequency noise produced by the LC tank oscillator.
Then, noting that the amplitude noise of oscillators is orders of magnitude smaller



74 J. Anders

than their phase noise and that the scaling coefficient of § A in Eq. (30b) is also small
in magnitude, the error introduced in ignoring the influence of the amplitude noise
0A on the phase noise d¢ is small. Finally, one can use the relation between the
instantaneous phase ; and instantaneous frequency w; of a signal given by w; = ¢;
to derive a simplified equation for the frequency noise of an LC tank oscillator from
Eq. (30) according to

wLe I
5‘*} ~ — — Vnoise,R Cos (wosc t+ 900) — 7= lnoise,T Cos (wosc t+ (190) . (32)
Ag Ay C

4.5 Frequency Noise Due to the Coil Resistance

Using the linearity of Eq.(32) with respect to Vpgise.k and ipoise, T, the solution of
Eq. (32) can be derived using the superposition principle, which allows one to inde-
pendently derive the fraction of the (angular) frequency noise process dw that is
caused by the thermal noise associated with the coil resistance vpeise r and that pro-
duced by ineise, - The total frequency noise is then found by adding the two partial
noise power spectral densities (PSDs) to obtain the total noise PSD. To this end,
one can start by modeling the process vyoise r as @ scaled white noise process £(t)
with a (double-sided) PSD of 2kT R..;i;, where k is Boltzmann’s constant and 7 is
absolute temperature. Then, inserting this model of vyeise g into Eq. (32) and setting
inoise. T = 0, one obtains the following (partial) autocorrelation Rs, 5, r(7) of the
noise process dw produced by vyise g alone:

2
R&u,dw,R(T) = 2kT Reoi (%) (cos (wosct + ©0) €OS (Wose (f + T) + ©p))
0
(EDEE + 1)
2
— kT Reai (@) €0 (WoseT)3(7)
Ag

2
kTR (%) 5(r), (33)

0

where §(7) is the Dirac delta function and the index R denotes the fact that this is
the contribution of the coil resistance R to the overall autocorrelation function. In
deriving this result, the assumption that ¢ is a random variable uniformly distributed
in the interval [0, 2 7], which is in addition statistically independent of the random
process £(t) at all times ¢ was used. Since dw is a zero-mean process and Rs, 5, g (T)
depends only on the time shift 7 and not on the absolute time epoch ¢, jw is clearly
a wide-sense stationary (WSS) process, cf. [31], whose PSD can be computed using
the Wiener—Khinchin theorem, cf. [31], according to
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wLC

2
Ssw,60, R (W) = kT Reoit (—) , (34)
Ag

where again, the index R indicates that S, 5., g (w) is the contribution to the overall
PSD from the coil resistance alone. From Eq.(34) one sees that the coil resistance
indeed establishes a constant noise floor for the frequency noise, as it was required
from the model.

4.6 Frequency Noise Due to the Cross-Coupled Transistor
Pair

To complete the frequency noise analysis of the LC tank oscillator, it remains to
compute the contribution from the cross-coupled transistor pair. Although the analy-
sis is in principle very similar to that of the previous section, it is complicated by
the fact that the current noise produced by the cross-coupled transistor pair is bias-
dependent and has a PSD that displays both a flat region, corresponding to a scaled
white noise process, and a so-called 1/f-noise region around DC where the PSD falls
off with a slope of 10dB per decade. To account for these facts, one can proceed by
first calculating the contribution of the white noise part of the transistor noise and
subsequently including the effect of the 1/f-part of the transistor noise spectrum.

In order to calculate the effect of the white noise part of the transistor noise
spectrum on the frequency noise PSD, one first has to relate the parallel current noise
source of Fig.3b to the physical noise sources given by the drain noise of the two
transistors in the cross-coupled pair.

A very suitable model for the noise produced by a single MOSFET can be found
in [14, Chap. 6]. According to this model, the white noise part of the (double-sided)
PSD of the drain current noise of a single transistor in saturation is given by

Sipinn (W) = 2kT Yup G, (35)

where ~,p is the gate excess noise factor, which takes on values of ~ 2/3 and ~ 1
in weak inversion and strong inversion, respectively, and Gy, is the (gate) transcon-
ductance of the MOSFET; cf. [14]. Then, noting that the differential tank current
iq shown in Fig.3b can be expressed in terms of the drain currents of the two tran-
sistors according to ig = (ip,m1 — ip,m2)/2, one obtains for the noise current of the
cross-coupled transistor pair

InD,M1 — InD,M2

5 ; (36)

Ind =

where inp v and iyp M2 are the drain noise currents of transistors M1 and M2, respec-
tively. Since the two noise sources iyp M1 and iyp M2 are associated with physically
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different devices, they are statistically independent and the autocorrelation R
(t, T) of the noise process ing can be written as

indsind

Rindsind (t,7) = % [RinD.Ml,inD,Ml (t,7)+ RinDAMZqinD.MZ (1, T)] . (37)
At this point, it is important to note that the gate transconductances of M1 and M2,
G2, are functions of the oscillation voltage v,. This in turn introduces a bias
dependence in the noise current PSD of each MOSFET in the cross-coupled pair
according to Eq. (35).

Fortunately, due to the periodic nature of v, the resulting frequency noise process
is cyclostationary. Therefore, in order to still be able to calculate the corresponding
spectrum by means of the Wiener—Khinchin theorem, a WSS process can be derived
from the original cyclostationary process by averaging over one period of the oscil-
lation signal.

To derive a closed-form expression for the frequency noise produced by the noise
in the cross-coupled pair, one can assume that both transistors are in strong inversion
and saturation for the entire oscillation period. Under these conditions, their gate
transconductance can be written as

Guo=08-W—=Vs)=8-Vp=0"- (38)

Ve — Vro
—
where Vs = 0 is the source potential of the transistor, Vp is the pinch-off voltage,
Ve is the gate potential, Vg is the threshold voltage, 5 = 1, Cox W/ L is the transfer
parameter of the MOSFET, and n is the slope factor; cf. [14].

Due to the periodic oscillation of v, with an amplitude of Ay, the time-dependence
of the gate voltages of the transistors M1 and M2 can be written as Vg1 2 = Vpp £
Ap/2 cos (wosct)- Then, the resulting time-averaged autocorrelation of the transistor
drain currents can be written as

RinD.Ml,ZqinD.Ml,Z (1) = 2kTynp Bm d(7) cos (Wose T)
= 2kT vnp 3 Vp1 2 0(T), (39)
with
Tose

Vp12(0)dt =

N Vop — Vo
Vpi2 = —_—

(40)
Tosc
0

where Tose = 2 7 /wosc 18 the oscillation period.

Substituting the result of Eq. (40) into Eq. (39) and using the resulting expression
to compute the time-averaged autocorrelation of ipg by averaging Eq. (37) over Ti,
one obtains

Ripgina (T) = kT vup Gmod(7), (41)
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where G = 6 (Vpp — Vro)/n is the gate transconductance of a single MOSFET
in the cross-coupled pair for v; = 0.

Finally, the result of Eq.(41) can be used to compute the time-averaged auto-
correlation of the frequency noise originating in the cross-coupled transistor pair
ng,(gw,T(T) from Eq. (32) according to

_ 1 _"mG
Rispo (1) = kT fz C’;‘O
0

o(7), (42)

where it was again assumed that ¢ is uniformly distributed in the interval [0, 2 7].

Equation (42) can be brought into a format similar to that of Eq.(34) by not-
ing that Gpo/2 = G, - cog and G, & 1/(Q2% Reoil) & ReoiiC /L. Then, substituting
these approximations into Eq. (42), the PSD of the frequency noise due to the white
noise in the cross-coupled transistor can be written as

2
W)
Si50.7(@) = kT CtoaYup (f) Reol, (43)
0

where g £ (Gmo/2)/ G, is the so-called overdrive parameter, which in order to
ensure startup of the oscillator has to be chosen larger than one.

4.7 Total Frequency Noise of the LC Tank Oscillator

Combining the results of Egs. (34) and (43) yields that the total PSD of the frequency
noise can be obtained as the sum of the partial contributions from the coil resistance
and the active transistor pair according to

2
W)
Sidertonwhite (W) = kT (ALOC) (1 + Qoa Yap) Reol, (44)

where again, aog 2 (Gmo/2)/ G, is the overdrive parameter introduced previously.

The frequency noise resulting from the 1/f-noise in the cross-coupled pair can be
calculated using a procedure very similar to the one used for the white noise part, the
main difference being the nonzero correlation time of the 1/f-noise process. Due to
the limited space available in this chapter, a detailed derivation will be omitted here,
and the interested reader is referred to [8]. From [8], the final result for the PSD of
the frequency noise process originating from the 1/f-noise in the transistors of the
cross-coupled pair is given by



78 J. Anders

T Qlod fhn OH q W Voo — Vio )| 1
St =51, Ren|348|——— | @
dw, 0 .,T,l/f(w) 32 L%I’l coil + ( Ay ) |w] )

where apg = (Gmo/2)/ Gy, wic = 1/+/ L C, L and C being the tank inductance and
capacitance, respectively, 1, is the mobility of the carriers in the transistors of the
cross-coupled pair, oy is the Hooge parameter, a unitless parameter ranging from
about 10~4=1079, q is the elementary charge, k is Boltzmann’s constant, 7 is absolute
temperature, n is the slope factor, Lt is the length of the transistors in the cross-
coupled pair, and C is their oxide capacitance; cf. [14].

5 Signal Calculation and Limit of Detection
of Frequency-Sensitive Oscillator-Based Spin Detectors

5.1 Numerical Model for the Signal Calculation

In order to derive the LOD of the frequency-sensitive oscillator-based detection
method described in this chapter, it is first necessary to derive an expression for
the spin-induced change in oscillation frequency based on the modeling of the spin
ensemble in Sect.3 and the modeling of the oscillation frequency and amplitude
provided in Sect.4.2. To this end, we will first proceed by deriving an accurate
nonlinear signal model suitable for numerical simulations. As a starting point, one can
note that both the coil inductance and the coil resistance are functions of the resonant
spin magnetization during a spin resonance experiment according to Eq. (18). Since
furthermore, Eqs. (31) and (28) suggest that both the frequency and the amplitude of
oscillation are functions of said inductance and resistance, it becomes obvious that
also these two will be affected by the spin resonance effect. In this section, we will
focus on the change of the oscillation frequency for which experimental results have
already been published in the open literature; cf., e.g., [1, 42]. To find the desired
change in oscillation frequency, one can use Eq.(31) as a starting point and replace
the tank inductance L in the equation by the total inductance including the spin-
induced change in inductance L, according to L = Lo + Lgpin = Liot, Where Lg
and L, are defined in Eq. (18). In this way, Eq. (31) can be rewritten according to

2
Wosc,spin ~ ! A 1- (aOquPin — 1) ’ (46)
SP 16- Q2% .
(L() + Lspin) C coil, spin

where the additional subscript “spin” denotes that the quantity is affected by the
spin resonance, Qcoil,spin = Wosc,spin * Ltot/Rcoil,spin’ and Qod,spin = Gumo/(2- Gt,spin),
where Gt,spin ~ (Rcoil,tol : ngi,spin)_] A Reoiltor - wLC * Lo with wpe =1/4/Lo - C
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and Reoil ot = Reoil + Rspin» Reoil being the coil resistance in the absence of spin
resonance, and L, and Rgpin are given by

L TZA / M() . (B]zxu + Blzyu) dV (47 )
spin = 7V Ly AW - ‘
V4 ART+ T Ty ((7 B’ + (v BlY)z)

My - (B]2xu + Blzyu)

Rspin = =7 T2 WB1 / 2 2
VAR TR AT (B0 + (1B1)’)

dV. (47b)

Since Lgpyin and Ry, are functions of the (thereby itself spin-dependent) B;-field!?
produced by the coil, we next have to relate said B)-field to the oscillation amplitude
of Eq. (28). This can be done by noting that for sufficiently large coil quality factors,
the amplitude of the coil current can be approximated according to

A ~ Vd,spin o AO,spin
Icoil,spin ~ ~

(48)

9
Wosc,spin * Lo Wosc,spin * Lot

where Vg opin is the amplitude of the differential tank voltage in the presence of the
spin resonance and

1

4
AO,spin - % 1 - : VDD- (49)

Qod, spin

Here, the spin-dependence of the amplitude arises from the dependence of g on
the equivalent tank conductance G,, which is a function of both Qi and Ry, as
expressed above.

Next, one can relate the current running through the tank inductance to the B, -field
assuming a simple loop coil whose axis is pointing in the x-direction'* according to

1 Icoil.spin ~ 1 AO.spin

élxs‘%_’u'—""_' :
,spin 0 Ho
dcoil 2

) (50)

\S]

Wosc,spin * Llot : dcoil

where the factor of 1/2 accounts for the fact that only half of the current running
through the coil produces a circularly polarized field rotating in the appropriate
direction to excite the spin ensemble.

12The spin-dependence of the Bj-fields is not denoted by an additional subscript “spin” in Eq. (47)
to avoid notational clutter.

13Here, if a better model accuracy is required, one could, e.g., use a Biot—Savart solver to relate the
coil current to a position-dependent vector-valued Bj-field B (r).
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In principle, the spin-induced frequency change can now be computed by inserting
the expression for Bix spin Of Eq.(50) into Eq.(47) to obtain expressions for Ly,
and Rgpin, Which can then be used to calculate o spin and Qcoil,spin before one can
finally calculate the total spin-induced frequency shift from Eq. (46). However, the
situation is further complicated by the fact that both L, and Ry, are functions of
Aw = wp] — wr, = wp] + YBy. Since wp; is the frequency of the B;-field produced
by the coil, which is in the case of oscillator-based detection equal to the oscillation
frequency, i.€., WB1 = Wosc,spin» EQ. (46) is in fact a fixed-point equation. To make this
point even more obvious, one can write

Bl,spin = fi (Wosc,spinv Bl,spin) (51)
Wosc,spin = f2 (Wosc,spina Bl,spin) , (52)

which in vector form reads

X A ( Bl,spin ) _ (fl (Wosc,spin, Bl,spin)) — f(X) (53)

Wosc,spin f2 (Wosc,spin s Bl ,spin)

This vector fixed-point equation can be solved numerically using the intrinsic values,
i.e., the values in the absence of the shift due to spin resonance, as initial conditions,

according to
1,0 2 wre Lo deoit
Xo = (w 0) - (w (1 _ (aw—1)? ))’ (54)
0% Le 16 02

where w c = 1/4/Lo C and Ay is the oscillator amplitude given by Eq. (28).

5.2 Limit of Detection

While the signal model derived in the previous section is very useful for numerical
signal calculations, it needs to be significantly simplified in order to derive closed-
form expressions for the achievable LOD for frequency-sensitive oscillator-based
spin detectors, which is the topic of this section. To achieve this goal, we can again
start from Eq. (31) but this time ignore the relatively weak—compared to the depen-
dence of L,—spin-dependence of both a,g and Q.il, yielding

(55)

~
~

1 (oa = 1)°
wosc,spin T - W .
(LO + Lspin) C coil

Next, we can observe that for typical spin resonance experiments, the spin-induced
change in the inductance Ly, is much smaller than Lg. This has two major con-
sequences for the modeling of the spin-induced frequency change: First, it implies
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that the spin-induced frequency change is most often relatively small, and therefore,
the fixed-point equation defined in Eq.(53) can be approximately solved by a fixed-
point iteration stopped after the first step. This essentially allows one to compute the
spin-induced inductance from

M, - (wosc,O - WL) : (Blzxu + Blzyu)

Lpin = Ty / 2,0 2 ~dv,
W (oo —on)’ TEH T T (B> + (7 B1y)Y)

(56)
where Wose,0 = Wosc, spin (Lspin = 0) is the oscillation frequency in the absence of spin
resonance.

Second, the resulting explicit equation for the oscillation frequency can further
be simplified by developing the right-hand side of Eq. (55) into a first-order Taylor
series in Lpin about the point Ly, resulting in

1 |Lo+ Lgyin Ley 1 Ly
CUosc,spin,.’Q"onsc,()'(l_E' L—Ospm'z—p(;n)%wosc,()'(l—§~ Z[;m)

(57)
Therefore, the spin-induced change in oscillation frequency is to first order given by

~ 1 Lspin
AWosc,spin = Wosc,spin — Wosc,0 ~ — 3 * Wosc,0 * Lo
0

2

(58)

Before proceeding further, it is instructive to note that by inserting the expression of
Eq. (17b) for Ly, the spin-induced frequency change can be written as

1 Wosc,0

Awose spin ~ — 7 * ~
' 2 I L
Ho 0

. / B, - MdV, (59)

s

where B, = Bjx.€x + Biy.ey and M, = _x,sseX + My,ssey with 1\71)‘7SS and 1\;1nyS
defined in Eq.(8). Interestingly, this simplified detection equation is conceptually
very similar to the detection equation of resonator-based spin detectors derived from
the reciprocity principle, cf. [22].

Toward a simple closed-form expression for the LOD of oscillator-based spin
detectors, Eq.(58) can be further simplified using the approximate expression of
Lpin given by Eq. (21), yielding

1 ,
AWosc,spin ~ _E * Wose,0 * 11+ X - (60)

The signal in a spin resonance experiment according to Fig. 1 can be defined as the
peak-to-peak variation of the direct-detection dispersion spectrum. The noise floor,
on the other hand, is given by the total white noise floor due to the coil resistance
and the cross-coupled transistor pair given by Eq. (44). Then the spot SNR, i.e., the
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SNR in a bandwidth of Af = 1 Hz, of the experiment can be defined according to

AWosc, spi
SNR(B) = Wose,spin,pp (61)

V 2S6w,6w,tot,white (w)

To find the maximum SNR as a function of the applied B -field, we can use Eq. (50) as
a starting point and ignore the dependence of the oscillation amplitude and frequency
on the spin resonance,'* yielding

Ag

_ A (62)
Wose,0 Lo

I coil ~

Furthermore, for a simple loop coil, the current I.,; can be related to the B;-field
according to I.oij = 2 By deoit/ 1to- Also, assuming a uniform By -field, the inductance
L can be approximated by Ly ~ V - B& /w0, where Ve is the sensitive volume
of the coil and B, & p/d.i1- Then, the oscillation amplitude can be rewritten as a
function of the B;-field according to

Bu : Vcoil
fo

Ag~2- B * Wosc,0 * (63)

Inserting this finding into Eq.(44) and further noting that the peak-to-peak signal
AWosc,spin,pp €an be computed by replacing x’ in Eq.(60) by Eq.(22), the SNR of
Eq.(61) can be rewritten according to

By By Vo1 + TIT,(yBY) + (Tow)

* X0 Wosc,05
V2410 - T+ Qoq1ap)KT Reoit /1 + V2 BITET?

where xo = Mo/Hy = My/(Bo/ o) and we used the fact that n =~ V;/ V.. Then,
noting that for all practical values of By, 7> and w;, we have that 1 4+ 717> (’yBlz) <
(Thw?), the expression for the SNR can be further simplified according to:

SNR(B)) =

(64)

BB,V T,

’ Xowgsc.O’ (65)
V240 - /(T + Qod Tp) KT Reoit - /1 + 2B T2 T

where we have used the assumption |wy | = wosc, 0. At this point it is instructive to note
that for spin-half particles y( can be calculated from the spin concentration of the
sample N, according to xo = uoNspinﬁyz h?/(4kT), where h is the reduced Planck
constant, cf., e.g., [42]. From Eq.(64) it is clear, that the SNR is a strong function
of the Bj-field. In fact, the maximum theoretically achievable SNR is obtained for
B +— 00 and given by:

SNR(B)) =

14This again corresponds to stopping the fixed-point iteration after the first step.
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By V. T
SN = us T2 o0 50 (66)
V2pg - \/(1 +od D) kT Reoil !

where we have used the assumption that |yBy| = wpsc,0- Therefore, for an optimum
sample with 7, = 2T}, the achievable SNR becomes:

B, Vs
Ho - \/(l + 0tod Yap) kT Reoil

SNRmax,opt = * Wose,0 * X0 * Bo, (67)

From Eq. (67), the achievable spin sensitivity N, of frequency-sensitive oscillator-
based spin detectors can be defined according to

N min
SNRmax,opt

; (68)

where Ngpin - Vs is the total number of spins in the sample leading to the SNR of
SNR max,opt» and the factor of 3 has been introduced to be compatible with standard
ESR literature. Then, inserting the finding of Eq. (67) into Eq. (68), one finally obtains

_ 12kT \/(1 + odMup) kT Reoit

in = 69
min 73 h2 Bu Bg ( )

This resultis up to factor of two identical to the result presented in [5] and up to a factor
of 2 /T + agYup identical to that presented in [42]. These differences exist because
in previous works, cf., e.g., [42], the spin-induced frequency shift was calculated
from an expression for the total inductance according to Ly, = Lo - (1 4+ nx’), and
the expression used for x’ did not take into account the entire magnetic energy
associated with the spin-induced magnetization but only that associated with the x-
component of the steady-state magnetization, explaining the difference of a factor
of two. The factor of +/T + 2 aog Yup arises due to the noise produced by the cross-
coupled differential pair, which was not considered in [42].

At this point it is instructive to note that assuming y,p &~ 1 and for a reasonable
choice of aog = 3, Eq.(69) can be rewritten according to

_ 24kT /KT Regi

in = , 70
min 73 hz Bu Bg ( )

which is identical to the theoretical spin sensitivity of resonator-based spin detectors
derived in [12].

6 Comparison with Measured Data

Before concluding this chapter, it is instructive to compare both the signal and the
noise models developed above against measured data from the prototype sensor
realization presented in [1]. To this end, we will first use the numerical model for the
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Fig. 4 Comparison of simulation results obtained using the numerical model of Sect.5.1 and mea-
sured data obtained using the detector presented in [1]. The parameters used for the simulation
are spin density Ngpin = 2 X 1027spins/m3, filling factor n = 3.1 x 1074, T} = T» = 62ns, tem-
perature T = 290 K, tank capacitance C = 200 fF, tank inductance Ly = 170 pH, coil resistance
Reoit = 0.8 €2, transconductance of a single transistor Gpo = 2 mS, corresponding to a supply volt-
age of Vpp = 0.6V, modulation amplitude By, = 400 L T. The measured sample has a size of
approximately (7 jm)3

signal calculation given by Eq. (53) and the initial values of Eq. (54) to solve the fixed-
point iteration required to calculate the resulting change in oscillation frequency.
Once the direct detection spectrum is calculated in this way, it is a straightforward
task to include the field-modulation as it is applied in the measurement. To perform
the comparison between model and experiment, the detector presented in [ 1] was used
together with a small sample of DPPH (2,2-diphenyl-1-picrylhydrazyl)—a standard
ESR sample—with an approximate size of (7 wm)?3. The corresponding measured
and simulated spectra are shown in Fig. 4. The corresponding simulation parameters
are listed in the figure caption. According to the figure, the agreement between the
model and the measured data is very good. The residual error in the peak height can
most likely be attributed to the imperfect estimation of the sample size using a light
microscope. The residual error in the line shape can most likely be attributed to the
uncertainty in the modeling of the actual amplitude of the utilized modulation field
By, and the actual B)-field produced by the oscillator.

Finally, we will compare the frequency noise model developed in Sect.4.3 with
simulation results from a commercial circuit simulator (Cadence’s SpectreRF) and
measured data from the prototype oscillator-based spin detector presented in [1].
Here, in order to be able to compare the frequency noise predicted by the model
against the phase noise spectra simulated in SpectreRF and those measured using a
signal source analyzer, one can apply the following transformation:

1 1
Ssp,60 (W) ~ 2 Ssw,6w (W) = 7 Ssrsr2mf), (71)
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Fig. 5 Comparison of the phase noise predicted by the model of Sect.4.3 with simulations in
Cadence’s SpectreRF and with measured data from the detector prototype presented in [1]. The
experimental conditions and the data used for the model-based calculation are oscillator supply
voltage VDD = 1.5V, fosc.0 = 27 GHz, Lo = 170 pH, Reoit = 0.8, atod = 5, a = 107, Lt =
120nm, Vg = 0.4V, and yop = 2/3

which relates the PSD of the frequency noise process dw(¢) to that of the phase noise
process dp(t). The corresponding simulated and measured spectra are displayed in
Fig.5. The experimental conditions and the data used for the model-based calculation
are listed in the figure caption. According to the figure, the model prediction is in
good agreement with the measured data and therefore is validated for its use in the
limit-of-detection calculation of Sect.5.2.

7 Conclusion and Outlook

Today, the field of oscillator-based spin-detection is receiving significant attention in
the research community, because it allows for the realization of inexpensive, highly
sensitive miniaturized detectors in integrated circuit technology [1, 16, 21, 42].
Moreover, thanks to the possibility of realizing oscillators in CMOS IC technology
at very high frequencies, cf., e.g., [33], which bears the potential of significantly
improving the achievable spin sensitivity compared to the first presented prototypes
of oscillator-based spin detectors [1, 16, 21, 42], a further increase in research
activities in this field can be expected. This increasing interest clearly mandates
the availability of a good model of this intrinsically nonlinear type of sensor, which
accurately predicts the expected performance. The modeling presented in this chapter
reflects these needs by extending the state-of-the-art [5, 42] by incorporating both
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inhomogeneous distributions of the oscillator’s B;-field and nonlinear effects in the
oscillator into the model. The resulting improved accuracy is essential for a future
quantitative modeling as is, e.g., required for quantitative spin-detection experiments.
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Effect of Nonlinearity and Boiler Dynamics
in Automatic Generation Control of
Multi-area Thermal Power System with
Proportional-Integral-Derivative and Ant
Colony Optimization Technique

K. Jagatheesan, B. Anand, K. Baskaran, N. Dey,
A.S. Ashour and V.E. Balas

Abstract This work presents the automatic generation control (AGC) of a multiarea
interconnected power system. The investigated multiarea power system is prepared
with three equal reheat thermal power systems with suitable governor unit, tur-
bine unit, generator unit, speed regulator unit, tie-line in each unit, and secondary
proportional-integral-derivative (PID) controller. During nominal loading conditions,
the power generating unit offers good quality of power to consumers. Nevertheless,
the occurrence of sudden load disturbance in the interconnected power generating
unit affects the entire performance (consistency in system frequency and voltage) and
system stability. In order to moderate this big pose, the PID controller is introduced as
a secondary controller. Jointly with the proper selection of the controller parameters
(proportional gain (KP), integral gain (KI), and derivative gain (KD)) a good quality
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of power supply is crucial in a power system for generating. An artificial intelligence
(AI) based ant colony optimization (ACO) technique is considered for tuning the
control parameters. Further, in the current chapter, nonlinearity and boiler dynamics
effects are considered to evaluate the performance of the investigated power system.
The nonlinearities are generation rate constraints (GRC) and governor dead band
(GDB). The drum-type oil-fired boiler system is considered in this work. The non-
linearity effect and boiler dynamics in the investigated power systems are derived
by considering different scenarios: (a) GRC in all areas and two percent step load
perturbation (2% SLP) in area 1, (b) GDB in all areas and two percent step load
perturbation (2% SLP) in area 1 (c) GRC and GDB in all areas and two percent step
load perturbation (2% SLP) in area 1 and (d) GRC, GDB, and boiler dynamics (BD)
in all areas and two-percent step load perturbation (2% SLP) in area 1. Time-domain
specification analysis is used for the evaluation of nonlinearity and boiler dynamics
effect.

Keywords Ant colony optimization - Artificial intelligence + Automatic generation
control + Nonlinearity - Time domain specification

1 Introduction

Nowadays, load frequency control (LFC) of automatic generation control (AGC)
plays a major role in large-scale interconnected power generating units. The power
generating units are interconnected through tie-lines for power transfer during sudden
load demand conditions. In [1, 2], various previous studies related to LFC/AGC of
single/multiarea interconnected power systems were reported. The performance of
the power system and controllers were affected by introducing nonlinearities and
boiler dynamics into the power generating unit. The response of the power system
gets more damping oscillations with affected system stability by adding nonlinearity
and the boiler dynamics into the power generating unit. Numerous studies related to
nonlinear power systems with boiler dynamics were reported in [1-43].

Saikia et al. [1] introduced the generation rate constraint (GRC) in the AGC
of three-area interconnected hydrothermal power systems and investigated power
systems equipped with fuzzy integral double derivative (FIDD) controllers. The
controller gain values were optimized by considering the bacterial foraging (BF)
optimization technique. In [2], the AGC of a multiarea thermal power system under
a deregulated environment was presented with GRC nonlinearity. The system per-
formance was improved by introducing a fractional order PID (FOPID) controller,
which employed the bacterial foraging (BF) optimization technique for tuning the
controller parameters.

Sahu et al. [3] presented the LFC of a two-area reheat thermal power system with
governor dead band (GDB) nonlinearity. The performance of the nonlinear power
systems was improved by implementing a differential evolution (DE) algorithm that
optimized a two-degree-of-freedom PID (2DOF-PID) controller. The integral time
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absolute time error (ITSE), integral square error (ISE), and integral time square error
(ITSE) were used as objective functions. Shabani et al. [4] proposed the LFC of non-
linear power system with GRC nonlinearity and imperialist control algorithm (ICA)
optimized PID controller. The LFCs of a two-area interconnected power system with
GDB nonlinearity and an SMES unit-equipped power system were presented in [5].
Additionally, the cuckoo search (CS) designed proportional-integral (PI) controller
was implemented in the same investigated power system.

The GRC and GDB nonlinearity were considered in the LFC of a two-area
interconnected reheat thermal power system with appropriate fuzzy logic controller
(FLC). The results proved the superiority of the FLC compared to the conventional
PI controller in [6]. The AGC of a two-area interconnected reheat thermal power sys-
tem was presented in [7], with GRC nonlinearity and fuzzy logic controller (FLC).
The GRC nonlinearity was considered in the adaptive LFC of a two-area intercon-
nected hydrothermal power system in [8] with adaptive implicit hybrid self-tuning
controller.

Parida et al. [9]introduced the AGC of a deregulated hydrothermal power system
employing the GRC nonlinearity and artificial neural network (ANN) based two-area
reheat thermal power system with GDB nonlinearity. Robust decentralized frequency
stabilizers were designed for a three-area interconnected reheat thermal power system
in [10], by considering GRC, GDB, BD, SMES storage units and integral controller
in all three interconnected power systems. The effects of the speed governor dead
band nonlinearity on the performance of the system frequency and tie-line power
flow between interconnected power systems were analyzed in [11]. The investigated
power system consists of two power-generating units.

Concordia et al. [12] applied an ANN technique based on p-synthesis to the LFC
of an interconnected power system. The authors considered the GRC nonlinearity to
examine the robustness performance of the proposed controller. The GDB and BD
nonlinearity equipped power system was studied in [13] by considering the effect
of a superconducting magnetic energy storage (SMES) unit and integral controller.
The LFC of the interconnected reheat thermal power system parameters were opti-
mized using a Lyapunov technique with the effect of governor dead band (backlash)
nonlinearity in the power system [14].

The AGC of an interconnected two-area hydrothermal power system was pre-
sented by considering continuous and discrete modes with GRC nonlinearity in [15].
Nanda et al. [16] suggested the AGC of a two-area reheat thermal power system
with nonlinearity. The authors optimized the speed regulation parameters based on
an optimum selection method. The effect of a battery energy storage system into the
LFC of an interconnected power system was presented in [17] by considering GRC
and GDB nonlinearity effects. The LFC of a single-area thermal power system with
adaptive controller and RC nonlinearity effect was discussed in [18].

A bacterial foraging (BF) optimization based integral controller was designed
and implemented in the AGC of a three-area interconnected reheat thermal power
system in [19]. The investigated power system was equipped with GRC nonlinearity
to analyze the performance of the proposed technique. The AGC of a two-area inter-
connected hydrothermal power system was studied with several classical controllers
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in [20]. The investigated thermal power system was equipped with different steam
configuration-based turbines and a hydropower system equipped with an electric
governor. The LFC of a two-area hydrothermal power system was studied with
GDB, GRC nonlinearity and boiler dynamics in [21]. The effects of nonlinearity,
boiler dynamics, and load disturbances were overcame by developing a proper fuzzy
logic controller.

Sample data automatic generation control of a two-area interconnected reheat
thermal power system was discussed in [22], by considering GRC nonlinearity with
classical controllers. Several classical controllers were implemented in AGC of a
three-area interconnected reheat thermal power system in [23] using GRC nonlin-
earity. The classical controller gain values were optimized using an evolutionary
computational-based bacterial foraging optimization technique. The effect of GDB
nonlinearity was considered in AGC of the two-area interconnected reheat thermal
power system studied in [24], and integral controller gain, frequency bias parameter
values were optimized using the Lyapunov technique.

The AGC control of a three-area hydropower system with classical controllers was
presented in [25]. The effects of GRC nonlinearity and controller gain values were
optimized based on the bacterial foraging technique. Decentralized biased controller-
based LFC of an interconnected power system was presented in [26], by considering
the effects of GDB nonlinearity with an integral square error objective function-
based PI controller. The cuckoo search (CS) algorithm-based AGC of a two-area
interconnected reheat thermal power system was designed in [27]. The authors used
a superconducting magnetic energy storage (SMES) unit with GRC nonlinearity.

A fractional order PID (FOPID) controller-based LFC of a two-area intercon-
nected power system was designed considering the effect of dead zone and GRC
nonlinearity in [28]. The FOPID controller gain values were optimized using the
chaotic multiobjective optimization-based technique. Several flexible alternating cur-
rent transmission system (FACTS) devices and 2-DOF controllers (2DOF-PI, 2DOF-
PD, 2DOF-IDD, 2DOF-IDD) based three-area reheat thermal power systems were
studied in [28]. The authors included the GRC nonlinearity effect in the power sys-
tem as well as optimizing the controller gain values based on the cuckoo search (CS)
algorithm.

A cascade PD-PID (proportional-derivative (PD)—(proportional-integral-derivative
(PID))) controller-based AGC of a three-area reheat thermal power system was
designed with GRC nonlinearity in [29]. In addition, the gain values of the cascade
controller were optimized using the bat algorithm. The AGCs of a multisource inter-
connected power system with GRC and GDB nonlinearity were presented in [30]
with an improved particle swarm optimization (IPSO) technique. Sahu et al. [31]
presented a hybrid firefly algorithm and pattern search technique-based AGC of a
multiarea power system considering the effect of GRC nonlinearity with a PID con-
troller. An LFC of an unequal three-area thermal power system was designed by
considering GRC and GDB nonlinearity with a PI/PID controller in [32]. The gain
values were optimized based on the firefly algorithm (FA).

The performance of the cuckoo search (CS) algorithm was analyzed by imple-
menting several CS optimized 2DOF controllers (2DOF-PI, 2DOF-PD, 2DOF-IDD,
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2DOF-IDD) in a three-area power system with GRC nonlinearity [33]. The AGC of
three unequal interconnected reheat thermal power systems was designed by con-
sidering the time delay, boiler, and GRC nonlinearity using the online wavelet filter
in [34]. The AGC of a multiarea multiunit thermal power system was designed
in [35] using the thyristor controlled series compensator (TCSC) and SMES energy
storage unit. Automatic generation control of a two-are reheat thermal power system
was studied by considering GRC nonlinearity in [36]. The performance of the dis-
crete optimum integral controller was compared with optimum proportional-integral
controllers.

2 Three-Area Interconnected Reheat Thermal Power
System with Nonlinearity and Boiler Dynamics

The load frequency control (LFC) of an investigated multiarea power system is
incorporated with three equal reheat thermal power systems and all the areas are
connected through a tie-line. Each power generating unit is equipped with appropriate
governor, turbine, and reheater unit, generate rate constraint (GRC), governor dead
band (GDB) nonlinearity, and boiler dynamics (BD). The transfer function model
of the three-area interconnected power system is illustrated in Fig. 1. In three-area
interconnected power systems, area 1, area 2, and area 3 are similar power rated
thermal power systems, and all the three areas are interconnected through a tie-
line [37-39, 41-43]. In Fig. 1, Ry, R», and R; represent the self-regulation parameters
for the governor in areas 1, 2, and 3, respectively in T, = (Hz/puMW); Ty, Ty,
and T3 refer to the speed governor time constants of areas 1, 2, and 3, respectively,
(in seconds); T,1, T2, and T,3 are the reheat time constants in areas 1, 2, and 3,
respectively (in seconds); K1, K2, and K,3 are the reheater coefficients of areas 1, 2,
and 3, respectively; T;1, Ty, and Ty3 are the steam chest time constants of areas 1, 2,
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Table 1 Transfer function

Component Transfer function | Nominal
model of power syst.em parameters
components and their T :
nominal parameters Governor TeiS+1 02541

K,iTris+1 3.335+1

Reheater Tri5+1 T0S+T

: 1 1
Turbine TS+ 0.35F1
Ky 120
Power System Tod Tl S054T

and 3, respectively (in seconds); 7)1, T2, and T,3 are the power system time constants
of areas 1, 2, and 3, respectively given by (T, = 2H /f * D) (in seconds); K1, K2,
and K3 are the power system gains of areas 1, 2, and 3, respectively (K, = 1/D);
By, B, and B3 are the frequency bias constants; f-nominal frequency (Hz), H-Inertia
constants of each area; D — App/Af (pu/Hz); delPtie is the incremental tie-line
power change between connected areas (pu MW); delF, delF,, and delF5 are the
incremental frequency deviations of areas 1, 2, and 3, respectively (in Hz); ACE|,
ACE;, and ACEj stand for the area control error of areas 1, 2, and 3, respectively (in
pu). The transfer function of the power system and its values are given in Table 1.

When a sudden load demand or disturbance occurs in any part of an interconnected
power system, it will affect the total system frequency, tie-line power flow control
between the control areas, and the system’s stability. The primary speed governor
system takes necessary control action to restore the system parameters. Nevertheless,
it is not sufficient to restore the system’s stability. In order to overcome this big pose
secondary, controllers are introduced.

In this study, the proportional-integral-derivative (PID) controller is introduced
as a secondary controller to generate the necessary control signal. The control signal
is then given to the power system as input signal. The input of the PID controller
is the area control error (ACE), which defined as a linear combination of frequency
deviation and tie-line power deviation.

The effective performance of the LFC of an interconnected power system and sec-
ondary controller performances are affected by the nonlinearity and boiler dynamics
in the power system. The nonlinearity in the power system affects the amplitude,
damping oscillations, and settling time of the system response with a particular time
period of 20s. In this work, the GRC, GDB, and boiler dynamics are considered.

The GDB is defined as the total magnitude of a sustained speed change with no
change in the valve position. The speed governor dead band produces a great effect on
the performance of the power system. Due to including the GDB in the investigated
system, it becomes nonlinear. The GDB decreases the speed before the valve position
changes and the system exhibits an oscillatory response [41]. The transfer function
model of the GDB nonlinearity is termed a governor with the dead band

0.2
—02.4038

Gg =
§ T s+ 1

(D
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Fig. 2 Structure of the generation rate constraint

For this investigation, a backlash nonlinearity of 0.05% is considered for a thermal
power system.

2.1 Generation Rate Constraint (GRC)

In practice, there are maximum and minimum limits for rate of change in generating
power. Due to a sudden power drop, it would draw excessive steam from the boiler
to cause steam condensation. The boiler keeps the steam pressure constant up to a
maximum power generating limit. After the power generation reaches its upper limit,
the turbine should be restricted by GRC [41]. The model of GRC is shown in Fig. 2

A generation rate constraint of 0.0017 p.u. MW sec™! is considered for the thermal
power system.

2.2 Boiler Dynamics (BD)

A boiler is a device that produces steam under pressure. There are three types of
boiler system: gas or oil fired, coal fired well tuned, and coal fired poorly tuned. A
gas or oil fired boiler is guaranteed to provide a quick response compared to other
systems when load demand occurs. In this work, a drum-type boiler is considered.
It is incorporated with long-term dynamics of fuel, steam flow on the boiler drum
pressure, and combustion controls. The transfer function model of a drum-type boiler
dynamics model is shown in Fig.3 [41].

An oil/gas fired boiler system responds much more quickly during sudden load
demand than a coal fired unit. A drum-type boiler is also called a recirculation boiler.
In boiler dynamics, four different control strategies or modes are available: boiler
leading, turbine leading coordinated boiler turbine, and sliding pressure control. In
this study, the boiler leading or turbine following modes of operation are considered.
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Fig. 3 Structure of the boiler dynamics

3 Design of a Proportional-Integral-Derivative (PID)
Controller and Ant Colony Optimization (ACO)
Technique

3.1 Proportional-Integral-Derivative (PID) Controller

In the current study, a proportional-integral-derivative (PID) controller is considered
for load frequency control (LFC) of a three-area interconnected reheat thermal power
system [37-39, 41-43]. The structure of the PID controller is shown in Fig. 4, where
K,, K;, and K, are proportional, integral and derivative gain values, respectively. The
control input of PID controllers is the area control errors (ACEs), and the outputs
of PID controllers (u;,u», and u3) are the input of the interconnected power system
shown in Fig. 4:

ACE; = BAfi + APy j. 2)

The control outputs of the PID controllers are

K, d
Ui = ~KiACE, = -7 | ACEy = KTy~ ACE). 3)



Effect of Nonlinearity and Boiler Dynamics ... 97

Proportional Gain

ACE » Ki B % deIPref
+

Integral Gain  INtegrator

» Kd du/dt—

Derivative Gain Derivative

Fig. 4 Structure of the boiler dynamics

K d
U, = —K;.ACE, — 7” / ACE, — KdeEACEz, 4)

K d
Us = —K; ACE; — 7” / ACE; — KdeEACE3. (5)
The transfer function of the PID controller is given by

U(S) = KES) + TEEE) + KiE(S). 6)

1

During the design of an artificial intelligence (AI) based PID controller, the first
objective function is defined based on the desired specification and constraints. In this
study, the integral time absolute error (ITAE) criterion is considered as an objective
function, since many literature surveys used this criterion because it reduces the
settling time effectively. The expression for the ITAE objective function is depicted
in the following equation [42]:

tsim
J= / LR+ 1A + | APy 1d1. )
0

In this study, the problem constraints are the PID controller parameters’ limit. The
design problem can be formulated as the minimization of performance index J within
minimum and maximum values of PID controller parameters Kpuin < Kp < Kpnax,
Kinin < Ki < Kiax, and Kgpin < Ky < Kgpmayx. The minimum and maximum values
of the PID controller parameters are considered to be 0 and 1.
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3.2 Ant Colony Optimization (ACO) Technique

Recently, artificial intelligence (AI) techniques have played a major role based on
their capability for solving combinatorial optimization (CO) problems. These tech-
niques are being used in many fields such as planning, operation, and control. In this
work, Al based techniques are used to tune the controller parameters in the power
system. Some Al based optimization techniques are genetic algorithm (GA), parti-
cle swarm optimization (PSO), stochastic particle swarm optimization (SPSO), and
firefly algorithm.

In this study, the ant colony optimization (ACO) technique was proposed to tune
the PID controllers in a three-area interconnected power system [38, 38, 42, 43].
The ACO algorithm was introduced by Dorigo and his colleague in the early 1990s
to solve many combinatorial optimization problems. The natural behavior of real
ants has inspired many researchers to develop the ACO algorithm. During the food
searching process of real ants, initially all the ants are spread randomly around the nest
searching good-quality food. As the ants return, they store a pheromone chemical
on the ground based on the quality and quantity of the food and food source, the
shortest path and the paths to the best quality of food having higher concentration
of pheromones, enabling the other ants to follow the optimal path. In the ACO
algorithm, there are three main phases: initialization, constructing the ant solution,
and pheromone updating. The flow of the ACO algorithm for the PID controller is
as follows:

ACO algorithm for the PID controller:

Step 1: Start simulation
Step 2: Parameter initialization
No of ants
Pheromone
Evaporation parameter
Number of iteration
Step 3: Run the process model
Step 4: Evaluate the objective function
Step 5: Update pheromone and probability
Step 6: calculate optimum PID controller parameters
Step 7: Check whether maximum number of iterations has been reached
Step 8: If YES: Stop the simulation process
Step 9: if NO: Go to step 3 and repeat the procedure.

The ACO optimized PID controller gain values with different scenarios are given
in Table2. An interest point has locality in space with no spatial extent. The exis-
tence of interest points can significantly reduce the required computation time. A
foremost interest point detector is a contour curvature based technique. Typically,
these were relevant to piecewise constant regions, line drawings, extracting geomet-
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Table 2 ACO optimized PID controller parameters for different scenarios

Criteria Kpl |Kil |Kdl |Kp2 |K21 |Kd2 |Kp3 |Ki3 |Kd3
Without nonlinearity and BD | 0.95 |1 024 1075 |1 0.53 {091 [0.94 |0.72
With GRC nonlinearity 1 1 0.29 0.77 {097 |0.66 |0.97 |0.87 |0.49
With GDB nonlinearity 0.36 |0.88 [0.96 [0.29 |0.75 |0.55 |0.15 |0.03 |0.94
With GRC and GDB 0.16 |0.81 |0.76 [0.07 |1 0.12 {049 10.02 [0.97
nonlinearity

With GRC, GDB nonlinearity [0.6 |0.92 [0.96 |0.58 |0.92 |0.77 [0.29 |0.36 |0.98
and BD

rically important corners [11], etc. The following sections will discuss these different
feature detectors with regard to concept and applications.

4 Simulation Results and Discussion

4.1 Simulation Results

Simulations of the investigated power system were carried out using a 4TH GEN
INTEL, Core i13-4GB RAM-1TB HDD-WINDOWS (8.1) Laptop in the MAT-
LAB 7.5.0.342 (R2007b) environment. The transfer function model of the inves-
tigated power system in this study was designed and developed under the MAT-
LAB/SIMULINK environment. The ant colony optimization (ACO) is written in a
separate file (a . m file). Initially, the PID controller parameters are optimized without
considering the effect of nonlinearity (generation rate constraint (GRC) and gover-
nor dead band (GDB)) and boiler dynamics with two percent (2% SLP) step load
perturbation in area 1. The objective function is calculated up to 180 s. Afterward,
the PID controller parameters are optimized with different scenarios, and controller
gain values of different scenarios are shown in Table 2.

Scenario A:

Consider the GRC in all areas and two-percent step load perturbation (2% SLP) in
area 1. In this scenario, GRC nonlinearity is considered in the investigated power
system. Figures 5 and 6 show the frequency deviations in area 1 and area 3. Figure 7
illustrates the tie-line power flow deviations in area 2. Figure 8 shows the area control
error of area 2. In all figures, the solid lines indicate the response of the system without
GRC nonlinearity; the dashed lines show the response of the power system with GRC
nonlinearity. The time domain specification values of this scenario are shown in the
Table 3.
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Fig. 5 Deviation of
frequency in area 1

Fig. 6 Deviation of
frequency in area 3

Fig. 7 Deviation of tie-line
power in area 2

Fig. 8 Deviation of area
control error in area 2
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Table 3 Comparisons of time-domain parameters for different scenarios

Criteria Parameters delF1 Delptie3 ACE2
Without nonlinearity and BD Settling time 12.92 19.9 19.15
Peak overshoot | 0.0052 0.007 0.0019
Peak undershoot |0.033 0.0006 0.0064
GRC nonlinearity Settling time 133 29.55 20.44
Peak overshoot | 0.004 0.0066 0.0014
Peak undershoot | 0.032 0.00061 0.0056
GDB nonlinearity Settling time 20.48 227 22.66
Peak overshoot | 0.0085 0.00797 0.002
Peak undershoot | 0.037 0.0013 0.011
GRC and GDB nonlinearity Settling time 17.9 32.36 34.16
Peak overshoot | 0.016 0.0088 0.0021
Peak undershoot | 0.039 0.0006 0.015
GRC, GDB nonlinearity and BD | Settling time 23.88 33.7 22.58
Peak overshoot | 0.011 0.0079 0.0021
Peak undershoot | 0.037 0.00048 0.011
Fig. 9 Deviation of 0.02 -

frequency in area 1

DelF (Hz)

-0.034\ ' ,: Response of system without non-linearity
. b ---- Response of system with GDB non-linearity
-0.04 4
1] 5 10 15 20 25 30

Time (s)

It has been established from the previous figures that adding nonlinearity into the
power system leads to increasing the settling time response compared to the system
response without GRC nonlinearity.

Scenario B:

We consider GDB in all areas and two-percent step load perturbation (2% SLP)
in area 1. In this scenario, the governor dead band (GDB) nonlinearity is added to
the power system. Frequency deviations in area 1 and area 3, tie-line power flow
deviations in area 2 and area control error of area 2 are shown in Figs.9, 10, 11
and 12, respectively. In the response figures, the solid lines show the response of
the power system without nonlinearity, while the dashed lines show the response
of the power system with nonlinearity. It is observed from the response that adding
the nonlinearity to the power system yields more damping oscillations with large
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Fig. 10 Deviation of 0.02 -
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peak overshoots/undershoots with large settling time. The numerical time-domain
specification values are given in Table 3.

Scenario C:

We consider GRC and GDB in all areas and a two-percent step load perturbation
(2% SLP) in area 1. In this scenario, the generation rate constraint and governor dead
band nonlinearity are considered in all three areas of the investigated power system.
The response of power systems are shown in Figs. 13, 14, 15 and 16. The solid lines
show the response of the power system without any nonlinearity, and the dashed
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lines show the response of the power system with GRC and GDB nonlinearity. It
is established that for scenario C, adding nonlinearity to the power system results
in more damping oscillations with large peak over- and undershoots approximately
up to 20 s, compared to the system response without nonlinearity. The numerical
values of the time domain specification are given in Table 3.
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Fig. 16 Deviation of tie-line
power in area 2

Fig. 17 Deviation of
frequency in area 1

Fig. 18 Deviation of
frequency in area 3
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We consider GRC, GDB, and boiler dynamics (BD) in all areas and two-percent step
load perturbation (2% SLP) in area 1.

In this scenario, the GRC, GDB nonlinearity and boiler dynamics are considered
in the investigated multiarea thermal power system. Frequency deviations in areas
1 and 3, tie-line power flow deviation in area 2, and area control error of area 2 are
shown in Figs. 17, 18, 19 and 20, respectively. The solid lines show the response of
the power system without nonlinearity, and the dashed lines show the response of the
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power system response with GRC, GDB, and BD in all areas. From the response of
scenario D, it is evident that the power system responses with GRC, GDB, and BD
yield more damping oscillations with large peak overshoot and undershoot compared
to the system without GRC, GDB, and BD in the investigated power system. The
values of settling time and peak overshoot and undershoot values are given in Table 3.

4.2 Discussion

The performance of a multiarea thermal power system is demonstrated in Sect. 4.1,
while the results are discussed in Sect. 4.2. The values of settling time, peak overshoot,
and peak undershoot for different scenarios (Scenario A, Scenario B, Scenario C,
and Scenario D) are given in Table 3.

Table 3 shows that the proposed system without nonlinearity and BD outperforms
all the other cases in terms of achieving the minimum settling time, while considering
GRC nonlinearity achieves superior performance in terms of the minimum peak
overshoot and undershoot, while without nonlinearity and BD, it is superior to the
remaining cases.

Figure 21 shows a comparison of the settling times for the different scenarios.
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From Fig. 21 it is evident that with nonlinearity and boiler dynamics implemented
into the power system, the performance of the system is affected and takes more time
to settle compared to the performance of the system without any nonlinearity and
boiler dynamics. The performance of the system with both nonlinearity and BD
takes more settling time compared to all remaining scenarios. Figures22 and 23
show the peak overshoot and undershoot values of the investigated power system in
the different scenarios.

Figures22 and 23 clearly demonstrate that system performance depends on the
parameters of the power system’s components. Adding any nonlinear parameters to
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the power system affects the system response, and the response exhibits more peak
over- and undershoots in the damping oscillations. When GRC and GDB nonlinearity
is considered in the system, that leads to more peak shoots in the response compared
to all other scenarios.

5 Conclusion

In this study, the load frequency control (LFC) of three-area interconnected reheat
thermal power systems is considered with a proportional-integral-derivative (PID)
controller. The optimal values of the PID controller are obtained using an artificial-
intelligence-based ant colony optimization (ACO) technique. The performance of
the LFC of an interconnected power system was studied by adding nonlinearity and
boiler dynamics. Different scenarios are tested: (i) scenario A: GRC nonlinearity is
considered in the investigated power system; (ii) scenario B: GDB nonlinearity is
considered in the power system; (iii) scenario C: both GRC and GDB nonlinearities
are considered in the power system; (iv) scenario D: GRC and GDB nonlinearities
and boiler dynamics are considered in the power system.

The simulation result for the different scenarios established that when GRC non-
linearity is added to the power system (scenario A), it takes more time to settle
compared to the system response without nonlinearity, while in scenario B, when
GDB nonlinearity is added to the system, it produces more damping oscillations with
large peak shoots and large settling time compared to a system without nonlinearity.
In addition, when both nonlinearities are considered (scenario C), the system exhibits
more damping oscillations with peak shoots and takes more settling time compared
to systems without any nonlinearity. Finally, when nonlinearity and BD are added
to the power system (scenario D), the system exhibits more damping oscillations
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with peak shoots with more settling time compared to system response without any
nonlinearity.

Generally, it is observed that nonlinearity and boiler dynamics produce a signifi-
cant effect in the response of the power system under investigation (it produces more
damping oscillations, large peak shoots, and large settling time).
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A Review of Traffic Light Control Systems
and Introduction of a Control Concept Based
on Coupled Nonlinear Oscillators

Jean Chamberlain Chedjou and Kyandoghere Kyamakya

Abstract This chapter provides an in-depth overview of the state of the art on traffic
light control and optimization. Several classical control systems, methods, concepts,
tools, and strategies are described, and their related pros and cons are discussed. Four
different types of control strategies are considered, pretimed, actuated, adaptive, and
self-organized, and it is demonstrated that some strategies can be appropriate for
local control, area control, or both (local and area). Further, the chapter develops
a system of coupled nonlinear oscillators, that is used for traffic light control and
optimization both at isolated junctions (i.e., local control) and in a network of cou-
pled traffic junctions (i.e., area control). The case of an isolated traffic junction is
modeled by coupled oscillators, each of which represents a specific phase group
of the traffic light at the junction. The case of a network of coupled traffic junc-
tions is also considered, and we show the possibility of modeling the traffic light at
each junction by a single oscillator. The system developed is viewed as a modified
version of the self-organized Kuramoto model for traffic light control due to some
important features that are common to both systems (i.e., Kuramoto model and the
system developed). The main advantage of the system developed is the possibility of
dynamically monitoring the signals’ phases (delays), signal-splits, or signal timings
according to the dynamic variation of the traffic demand in all conflicting approaches
of the traffic junctions under investigation. The system of coupled nonlinear oscil-
lators is considered a flexible platform, which is appropriate for modeling the four
types of traffic light control strategies. Another advantage of the system developed
is the possibility of an easy hardware implementation using electronic devices. This
allows a straightforward possibility for designing appropriate electronic prototypes
of traffic light controllers (appropriate for both local and area controls).
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1 Introduction

1.1 Motivation for Developing New Traffic Light Control
Systems and Concepts

The growing population density is a major factor explaining the increasing number
of traffic participants, and this results in some well-known endemic traffic problems
(e.g., congestion, accidents, and pollution) if the structures of roads are not modified.
Nevertheless, it is very difficult and costly to modify road structures; it can also
be impossible to construct new roads or to reconstruct a deficient street network.
These facts justify the tremendous attention devoted to the development of modern
(i.e., efficient, robust, and high-performance) traffic control systems and concepts,
since such systems are good alternatives for overcoming well-known endemic traffic
problems [1].

Traffic signals at road junctions are generally used to optimize the junction’s
throughput through an efficient management of conflicting traffic movements. This
leads to safety improvements and also congestion avoidance, less energy consump-
tion, and less pollution, to name just a few factors. Generally, the management of con-
flicting movements is performed through the signal-splitting process (or green signal
sharing within a cycle time), whereby individual traffic movements are assigned por-
tions of green signals. In order to optimize the control strategy, several nonconflicting
movements are grouped into a single movement and are further assigned a common
“traffic signal,” called a “phase group.” It should be noted that a “phase group” is
the fundamental unit of any traffic control scheme [1].

The tremendous attention devoted to the development of new traffic light control
systems in recent decades has resulted in the design and implementation of multiple
traffic control strategies such as pretimed, actuated, adaptive, and self-organized.
However, due to the complex characteristics of the traffic dynamics (e.g., high non-
linearity, stochasticity, extreme sensitivity to perturbations, chaos, unpredictability)
previously developed systems, concepts, and tools do not satisfactorily capture all
insights into the complex dynamics of traffic flows at the microscopic, macroscopic,
and mesoscopic level of detail. Some limitations of most system concepts are low
accuracy, lack of robustness, lack of adaptivity, very time-consuming, not real-time,
lack of proactivity, do not accommodate the dynamic change of traffic demand. It
has been observed that existing traffic control systems, concepts, and tools appear
complementary, since each can solve a problem not solved by its counterpart. This
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statement clearly justifies the importance of exploring further research issues with
the specific aim of developing new systems, concepts, or paradigms for traffic light
control at junctions.

1.2 Traffic Light Control Strategies: Classification
and Description

Traffic signals at junctions are generally used to optimize the junction’s throughput
through an efficient management of conflicting traffic movements. Generally, the
management of conflicting movements is performed through the signal splitting
process (or green signal sharing within a cycle time), whereby individual traffic
movements are assigned portions of the total green time available within a cycle.

The spatial extent of traffic light control is classified into (a) local control and (b)
area control. Local control is applied in the case of isolated traffic junctions, while
area control is used in a network of coupled traffic junctions (also called nonisolated
traffic junctions). Further, local control encompasses (a) pretimed, (b) actuated, and
(c) adaptive control strategies. Area control involves (a) pretimed, (b) actuated, (c)
adaptive, and (d) self-organized control strategies.

Pretimed control: This represents a fixed-time control; it does not depend on
the current real traffic demand. At every time of the day and day of the week, a
precomputed timing plan is selected from a set of plans. These plans are developed
offline based on historic traffic data, the so-called AADT (average annual daily
traffic). AADT is the average calculated over a year of the number of vehicles passing
a point in a given counting section each day (usually expressed in vehicles per day
or hour of the day), with different day types incorporated in the timing plan and
interpretation.

Actuated control: This is a detection-actuated control; it depends on the traffic
demand. Traffic detectors indicating the presence or absence of vehicles are used to
adapt the control scheme (generally a fixed-time one) to fluctuations in traffic demand.
If the gap between vehicles is larger than some maximum gap, the controller may
decide to stop the green phase.

Adaptive control: The main difference between actuated control and adaptive
control is that adaptive control first verifies (or considers) the state of the complete
intersection (i.e., all phase groups of the junction) before deciding to which phase
group priority should be assigned. Generally, the metric of decision is the current
traffic demand in all phase groups (arrivals in phase groups). In essence, the effective
traffic load continuously sensed by detectors is used to continuously optimize the
signal plans. However, adaptive control processes a huge amount of data and is
therefore very time demanding (i.e., very slow) and thus cannot be used efficiently
for real-time applications.

Self-organized control: Traditionally, artificial self-organized systems use inter-
nal (or local) interactions among a large number of agents in order to solve control
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problems [2]. Artificial self-organizing systems are commonly inspired by natural
systems that are regulated by their intrinsic internal processes. Examples of natural
systems are swarm behaviors of insects, fishes, and birds [3]. In essence, systems of
self-organizing traffic signals use a decentralized optimization principle that allows
global coordination of the traffic flows in a road network. Using the decentralized
principle, traffic signals at each intersection are controlled by an agent. This agent
makes a decision that does not depend on real-time traffic data. This means that
the agent makes a decision based on the traffic conditions that exist at road seg-
ments connected to an intersection. The self-organizing strategy is very flexible with
respect to local traffic demands and more robust to dynamic changes of the traffic
flows, as compared to the adaptive strategy. Further, traffic control systems based on
a self-organizing strategy are likely to respond to actual real-time traffic conditions
without using a predetermined signalization schedule. These schedules are generally
based on average traffic characteristics (e.g., average speed, average flow, average
density) [4]. in essence, the self-organized control strategy overcomes the drawbacks
of adaptive control, since it is an online processing strategy. The self-organized con-
trol strategy does not require a huge amount of data and therefore executes fast (or
real-time) processing. This technique can be considered an alternative that may help
to overcome some limitations of standard central as well as decentralized controllers
and make an adaptive and purely demand-driven traffic light control practically
applicable.

1.3 Commonly Used Metrics for Traffic Light Control
and Optimization

The general theory of traffic signal control based on an optimization procedure can be
developed by providing a clear definition of some performance metrics (to be mini-
mized) of junctions such as the total delay D;,,, the throughput 7,,,, and the number
of stops St,p, Which are further considered during the optimization procedure. The
total delay is the time experienced by all vehicles crossing the traffic junction, while
the throughput expresses the number of vehicles that cross the junction during the
green signals. The number of stops corresponds to all vehicles that were unable to
cross the junction during the cycle time or cycle length.

The overall optimization procedure exploits analytical expressions (mathematical
formulas) of the traffic performance metrics (Djqy, Tpur, and St,p). Related formulas
have been proposed in the literature (see Webster (1958) [5], Miller (1968) [6],
Hale (TRANSYT-7F, 2006) [7], Akcelik (SIDRA, Australia, 1980, 2011) [8], just
to name a few) as functions of the following traffic parameters and state variables:
n is the number of phase groups; c¢ is the cycle length (i.e., the cycle time); g;
is the flow demand in a phase group with index i. This demand is measured by
magnetic sensors (i.e., inductive loops); u; = ¢;/c is the proportion of green for
each phase group with index i; ¢; corresponds to the effective green signal allocated
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to the corresponding phase group; y; = (¢;/S;) is the flow factor, whereby S; is
the saturation flow (expressed by the formula in Eq. (1) (Kimber et al. 1992) [312];
Q; = Si¢/c is the capacity of a lane group with index i; x; = (¢;/Q;) is the degree
of saturation; z; = (x; — 1) is a characteristic coefficient, which is used to depict the
traffic states (e.g., undersaturation (z; < 0), at saturation (z; = 0), and oversaturation
(z; > 0); T; is the demand period:

Si = 492 ey

where Sy corresponds to the nominal value of the saturation flow (this value is
approximated in practice to 2100 vehicles/lane) and R; is the radius of the trajectory
followed by vehicles.

1.4 Challenges Faced by Traffic Light Control Systems and
Related Limitations

Traffic is a typical example of a complex system [9]. Traffic undergoes nonlinear
dynamics [10], time-varying dynamics [11], and stochastic dynamics [12].

Regarding local traffic control at a junction, the traditional approaches are (a)
pretimed [13], (b) pseudoadaptive (actuated or semiactuated). The traditional meth-
ods are at best “reactive” [14]. Further traditional methods are based on fixed phase
group sequences, and none of the traditional methods can efficiently consider all traf-
fic states (i.e., undersaturation, at saturation, and oversaturation) [11]. Finally, there
is a crucial lack of comprehensive benchmarking between the traditional control
concepts [1].

Further, the traditional traffic control schemes are not fully adaptive; they cannot
perform efficient control under real-time constraints [15]; they are not proactive
[11]; and they cannot cope with the imperfection of sensors. Further, the traditional
controllers do not consider the dynamic sequencing of signal-timing, and do not
consider dynamic cycle times [11]. Finally, the traditional traffic controllers cannot
ensure good performance at all traffic states (i.e., undersaturation, saturation, and
oversaturation) [11], and they do not enforce the “fairness” principle (see [11, 16]).

The main objective of this work regarding traffic control is to contribute to the
enrichment of the current state of the art by developing modern traffic control methods
(or concepts) that can efficiently address and solve the above-mentioned limitations
of the traditional traffic control concepts. Specifically, the following performance
metrics are at stake:

Performance:

e Precision, fairness, speed (or real-time operation), high performance in all system
states (undersaturation, saturation, and oversaturation), simulative projections.



118 J.C. Chedjou and K. Kyamakya

Robustness:

e Proactive intelligence involving an adaptive (or dynamic) black box traffic model
forecasting capability;

e Adaptivity to system-model time variations, for example due to weather and other
external events;

e Adaptive sequencing of signal phase groups;

e Low sensitivity to sensors’ imperfections.

1.5 Contribution and Organization

The main objective of the work presented (in this chapter) is twofold: first, to provide
an overview of the classical traffic light control schemes. Different types of control
strategies are considered and their pros and cons are discussed. Some inherent chal-
lenges faced by the traffic light control systems are addressed, and the possibility of
overcoming their related limitations is analyzed. In essence, useful information is
collected (from the state of the art) and is systematically classified and presented as
a summary of research achievements in the field of traffic light control.

The second objective consists in using the nonlinear oscillatory paradigm to
develop a new concept for traffic light control and optimization. The strong fea-
tures (or characteristics) of the concept developed are as follows:

e Flexibility: Modeling of both isolated junctions and coupled junctions.

e Adaptivity: real-time sensing of the time-varying traffic demand (i.e., temporal
variation of traffic flow) and optimization of traffic signal timings at junctions
accordingly.

e Implementability: The concept developed is easily implementable in hardware and
thus could be used to manufacture concrete electronic prototypes of traffic light
controllers.

The remainder of this chapter is organized as follows. Section?2 presents a gen-
eral overview of the traditional traffic light control systems. Several pioneering con-
tributions are described, and their related pros and cons are discussed. Section3
introduces a new concept for traffic light control and optimization. The concept
developed exploits the paradigm of coupled nonlinear oscillators, and the resulting
mathematical model is expressed in the form of coupled nonlinear ordinary differ-
ential equations (ODESs). The parameters (or coefficients) of the resulting ODEs are
expressed in terms of both the fundamental parameters of traffic flow (i.e., flow,
speed, and density) and the traffic junctions’ parameters (e.g., geometry of the junc-
tion, number of phase groups, type of control, dynamics of overflow queue, saturation
flow factor, degree of saturation). Finally, the coupled nonlinear ODEs are used to
optimize the throughput of traffic junctions. The last section (Sect.4) is devoted to
concluding remarks and outlooks. Further, challenging and unsolved research issues
are discussed.
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2 Review of Traffic Light Control Systems: Related Works

2.1 State-of-the-Art of Traffic Light Control

The past decades have witnessed a tremendous focus on the development of methods,
concepts, paradigms, algorithms, and simulation tools for traffic light control (local
and area control). Several contributions have been published so far: cellular automata
[17-22], Petri nets [17-22], multiagent systems [4, 23-31], analytical concepts [1,
5, 6], coupled oscillatory paradigm [30, 32-34], simulation tools [7, 8, 11, 14, 35,
36], just to name a few.

Deterministic and stochastic cellular automata (CA) models have been intensively
developed for traffic simulation in the frame of traffic light control [17]. The deter-
ministic CA models are computationally less time demanding when dealing with
traffic light control. However, deterministic CA models do not present (or provide)
a good trade-off between accuracy and computing time [17]. In fact, the computing
time increases with increasing accuracy and vice versa [17].

Traffic light control/optimization was also investigated using deterministic and/or
stochastic cellular automata (CA) models [22, 37-40]. Reference [22] develops a CA
model for traffic light control in a network of coupled traffic junctions. The CA model
combines the Nagel-Schreckenberg model for highway traffic [37] with the Biham—
Middleton-Levine (BML) model for city traffic [22, 39]. Using the synchronization
strategy of traffic signals at junctions, it is demonstrated that the cycle length (or
cycle time) of junctions significantly affects the capacity of the network of coupled
traffic junctions. In essence, the CA model in [22] calculates the optimal parameters
of a traffic signal coordination plan that maximize the flow in a road network.

Reference [38] develops both deterministic and stochastic CA models of a signal-
controlled traffic stream. Rules of the CA models are defined in terms of saturation
flow, traffic composition, turning movement, free flow speed, geometry of the junc-
tion, etc. The stochastic CA model uses the randomization rule of the NaSch model
[37]. Further modifications of the randomization rule are envisaged in order to obtain
a more realistic CA model. The parameters of the CA models are expressed in terms
of the saturation flow rates at a simulated intersection, and thus the strong depen-
dence between the parameters of the CA models and the saturation rates of simulated
junctions is revealed. Specifically, the stochastic CA model allows any value of the
saturation flow to be obtained by adjusting a deceleration probability parameter.

Reference [40] develops a dynamic traffic signal control strategy based on the
cell-transmission model (CTM). The control strategy is based on the optimization of
the delays of traffic junctions. This is achieved by transforming the CTM to a set of
mixed-integer linear constraints. The transformed CTM is further used for optimizing
the dynamic signal control using the delays experienced by traffic junctions as a key
metric. This implies an optimal choice of the signal phases such that the delays at
junctions are minimized.

Further interesting contributions encompass the work in [41] that develops a deter-
ministic CA model of city traffic. The CA model is used to simulate large road
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networks of coupled traffic junctions. Another contribution can be found in [42].
Here, rings of cells are used as a simplified representation of intersections in order
to simulate a road network of coupled traffic junctions.

Contributions have been published showing the application of both deterministic
and stochastic Petri net (PN) models for traffic light control [43-58]. In general, Petri
nets have been developed in the form of coupled algebraic mathematical models
for traffic light control [43]. The algebraic mathematical model is suitable for the
analysis of deterministic and stochastic system states, continuous and discrete states,
and distributed and parallel states [43].

Deterministic-time Petri net (DTPN) models for local traffic light control were
proposed by Febbraro and Giglio [44—46]. These models are described by (a) some
fundamental parameters (e.g., road links/lanes and intersections, occupancy, turning
rate, crossing sections, and signal timing plan) and (b) a key feature (e.g., an integra-
tion of DTPN submodels expressed in the form of algebraic states). However, in order
to avoid undesirable deadlock states that may occur in applying PNs to some specific
case studies of traffic light control, Febbraro and Giglio introduced stochastic-timed
PNs (STPNs) [47] as an alternative solution for a suitable modeling of (1) the interar-
rival time of vehicles in the traffic network, (2) the minimum throughput of a junction,
and (3) the minimum time to travel between two neighboring junctions [43]. These
good features of stochastic STPN models allow the avoidance of deadlocks. Another
good feature of STPNs is the possibility of estimating queues at a traffic junction.

Further significant contributions for microscopic or local traffic light control are
(1) the PN-based models combining deterministic-time (D) and stochastic-time (S)
Petri net (DSPN) models introduced by Badamchizadeh and Joroughi [48], and
Makela et al. [49]. The advantage of the DSPN models is the easy calculation of the
queue lengths [49] and the average delays experienced by vehicles at junctions [48];
(2) the colored PN models (CTPN) introduced by Basile et al. [S0] and Dotoli et al.
[51, 52] as an alternative solution to the “uncolored” PN models. CTPN models can
solve some of the unsolved problems by “uncolored” PNs such as (a) the successful
modeling of the different attributes of vehicles, (b) modeling of the different vehi-
cles’ behavior and parameters [43]. In essence, CTPN has been proven efficient for
modeling vehicle routing and occupancy.

Regarding macroscopic or area traffic light control based PN models, several ideas
have been proposed. Kutil and Hanzalek developed a traffic light control model based
on constant-speed continuous Petri nets called CCPNs [53]. The proposed model is
suitable for both the handling of conflicts in the network of coupled traffic junctions
and the simulation of flow rate in traffic junctions [43]. Febbraro et al. proposed a
hybrid Petri net model (HPN) for area traffic light control [54, 55]. The HPN model
is suitable for the modeling and simulation of traffic flow and queue dynamics in a
network of coupled junctions. Further, a modified version of HPN was developed in
the form of first-order HPN (FOHPNSs) by Dotoli et al. [56]. The FOHPN is suitable
for the modeling of both lane cells and intersection/junction cells and thus can clearly
describe the full dynamics of the network of coupled traffic junctions. Zhang and
Jia [57] combined a colored Petri net (CPN) with a discrete PN to obtain a new
system suitable for the macroscopic modeling of a junction. Finally, Wang et al.
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[58] developed a stochastic-timed version of Petri nets (STPN) that is suitable for
the modeling of traffic flow and traffic control at signalized junctions. The proposed
STPN model is suitable for the evaluation of the performance criteria (or metrics) of
traffic junctions such as queue lengths and time delay.

Multiagent techniques/algorithms have been intensively used for traffic light con-
trol [4, 23-30]. A.L.C. Bazzan [23] used the multiagent technique to develop a dis-
tributed approach for the coordination of traffic signal agents. The proposed control
strategy is a decentralized type aiming at overcoming the limitations of the com-
monly used strategies based on a central traffic-responsive control system, which are
very time-consuming and also difficult to implement. The technique based on game
theory consists in modeling intersections (in an arterial) in the form of individual
agents (or players) taking part in a dynamic process describing the global control
policies (or strategies) at traffic junctions. The proposed technique allows a good
coordination and cooperation of traffic signal phases at junctions. Arel et al. [25]
combined multiagent technology and neural networks to develop a new concept,
which is a multiagent system based on reinforcement learning (RL) for area traffic
light control. As case study, a network of five coupled traffic junctions is considered
in which each junction is controlled by an autonomous intelligent agent. Using a mul-
tiagent setting procedure, the RL algorithm [26] is exploited to control the different
intersections in the network of coupled traffic junctions. The proposed system aims
at ensuring a good scheduling and coordination of traffic signals in the network of
coupled traffic junctions through an efficient traffic light control policy. Fundamental
or key performance metrics of traffic junctions are optimized such as minimization of
the average delay, throughput, and number of stops. De Oliveira and Camponogara
[27] developed a framework based on distributed agents for area traffic control. The
framework uses the model predictive control (MPC) approach in the network of
coupled traffic junctions. Each junction is considered a subsystem and is managed
by a specific agent. Each agent senses and controls a specific traffic junction, and
the good handling of communication between agents leads to a coordination of the
coupled traffic junctions. The overall process is an optimization whereby the global
optimum is obtained using the MPC approach. Stefan Laemmer et al. [4], inspired
by the observation of self-organized oscillations of pedestrian flows at bottlenecks,
developed a self-organization approach for traffic light control. They view the prob-
lem as a multiagent problem with interactions between vehicles and traffic lights.
Specifically, this approach assumes a priority-based control of traffic lights by the
vehicle flows themselves, taking into account short-sighted anticipation of vehicle
flows and platoons. Gershenson et al. [30] proposed a self-organized concept using
what they call “simple rules” and no direct communication; traffic lights become able
to self-organize and adapt to changing traffic conditions. The mathematical founda-
tion of this approach is, however, weak and not clearly formulated in the paper.
Further, the authors refer to and cite none of the self-organization-based approaches
from the Kuramoto model family; this is, of course, rather strange. Further, no per-
formance comparison to adaptive approaches of the second and third generations
(i.e., 2G and 3G) has been conducted. The following contributions involving traffic
signal scheduling (area control) are also worth mentioning: The combination of RL
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with the dynamic programming algorithm [28] to obtain an adaptive traffic signal
controller used to dynamically monitor the delays of traffic junctions. A system com-
bining the Markov model and Robertson’s platoon dispersion traffic model [29] to
obtain a robust framework for the optimization and coordination of traffic lights in a
network of coupled junctions.

Considering the traffic signal control as an optimization problem, specific funda-
mental performance metrics are generally defined (e.g., delay, throughput, number
of stops) in order to characterize traffic junctions. Thus, the aim of the optimiza-
tion is generally to achieve the optimal values of the performance metrics of given
junctions.

The technological and societal importance of developing traffic control systems
is justified by the huge number of scientific contributions provided by the state of
the art.

Adaptive traffic systems are classified into three generations. The first generation
(1G) of traffic-adaptive systems comprises traffic-responsive signal control systems.
The main limitation of traffic-responsive signal control systems is their poor coordi-
nation. The second generation (2G) of traffic-adaptive systems use an online strategy
that implements signal timing plans based on real-time surveillance data and pre-
dicted values. In practice, the optimization process is repeated every five or ten
minutes. Some adaptive traffic control prototypes of the second generation used in
practice are: SCATS, SCOOT, and MOTION (method for optimization of traffic sig-
nals in online-controlled networks) [35]. Third-generation (3G) systems are similar
to the second-generation ones, but differ with respect to the frequency of revising the
signal plans. The third generation control allows the parameters of the signal plans
to change permanently in terms of the real-time measurements of traffic variables;
this enables an “acyclic” operation. The third generation encompasses the following
system examples: OPAC (optimized policies for adaptive control) [59], PRODYN
(programmation dynamique) [60], RHODES (real-time, hierarchical, optimized, dis-
tributed, and effective system) [61], UTOPIA/SPOT (urban traffic optimization by
integrated automation / signal progression optimization technology) [62], and TUC
(traffic-responsive urban control) [63].

The self-organized principle for traffic light control has also been given a great
deal of attention [4, 30, 30, 31, 33, 34, 64]. The most promising way to realize self-
organized traffic lights is to use simple models of networks of coupled oscillators
(where each oscillator represents a signalized intersection) that are adapted to the
specific features and requirements of traffic lights. An ideal starting point for such
investigations is the phase oscillator model introduced in 1975 by Yoshiki Kuramoto
[33], which later became famous as the Kuramoto model with numerous applications
in various scientific disciplines [34]. Some selected additional interesting contribu-
tions are proposed by Sekiyama et al. presented in 2000 [31], Nishikawa et al. [34],
Laemmer et al. [4, 31], Akbas et al. [30], Gershenson et al. [30]. These contribu-
tions are all inspired from the basic principle of the Kuramoto model for traffic light
control.
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2.2 Kuramoto Model for Traffic Light Control

The Kuramoto oscillatory model has been intensively used for traffic signals con-
trol in a network of coupled junctions [30, 33]. The model is based on the self-
organization principle (generally referred to as local synchronization). The achieve-
ment of self-organization is an insight of the perfect coordination of all traffic signals
involved in a network of coupled traffic junctions. The Kuramoto model is a concept
that considers the traffic signal at a junction as a control problem (see [30, 33]). This
is a robust traffic control scheme that uses traffic demands, cycle times, offsets, and
some parameters of the junction as inputs to the traffic control process. The out-
put of this process is expressed in terms of some output system parameters that are
obtained under varying conditions. The output system parameters considered by the
Kuramoto model are the phases of the traffic signals of a set of coupled junctions.
Indeed, the traffic signals of the coupled junctions are assumed to be periodic (i.e., an
oscillator) functions with phases (the phases are solutions of the coupled ODEs). The
state variables of the ODEs represent the phases of signals belonging to the coupled
junctions under investigation [30]. These phases vary in real time according to traffic
demand, offsets, and cycle time adjustment [30]. The real-time variation is expressed
by the temporal evolution of all phases of the coupled junctions as solutions of the
resulting coupled ODEs. The self-organization observed in the Kuramoto oscillator
is referred to as internal (or local) synchronization [30]. Indeed, self-organization is
observed when the coupled oscillators with different natural frequencies (i.e., differ-
ent cycles times) are phase locked [30]. The phase-locked process is observed with
some phase delays caused by their mutual couplings (interactions) [30]. We have
clearly described in two of our published papers (see [9, 65]) the different types
of synchronization. We have also provided in published papers the analytical cri-
teria for the depiction of synchronization (or its occurrence). The main strength of
the Kuramoto oscillator/model is that of providing a robust self-organizing control
scheme that internally or locally adapts (without any external action or contribution)
to dynamical demand changes [30].

2.3 Pros and Cons of the Various Traffic Light Control
and Optimization Strategies

An isolated (or single) traffic junction is managed by a basic traffic signal system
called a “local controller.” Such a system is likely to be used (or to operate) as a
pretimed (fixed-time), actuated, or adaptive controller. However, the main limitation
of the pretimed controller is the lack of adaptivity to changes in the traffic volume.
Another weakness of the pretimed controller is that the signal-splits (i.e., green
signals per phase groups, red signals, and the lost time) are fixed; they are assigned
a constant duration within a cycle time, which is also generally constant. Regarding
the pretimed control strategy, Webster’s formula [5, 66] is most commonly used to
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calculate the optimal cycle time and the optimal signal duration to be assigned to all
phase groups. This calculation is generally conducted by assuming that the arrival
flow rates (i.e., the traffic demand in all phase groups) are constants. In essence,
Webster’s formula minimizes the average delay for all passing vehicles. However,
the above-mentioned assumption (under which this formula is used) does not fit with
the real traffic dynamics (the traffic dynamics is essentially nonlinear and stochastic).
Further, Webster’s formula does not consider the traffic dynamics in queues (waiting
areas in front of traffic signals). This is a serious limitation, since the traffic dynamics
in queues experiences stochasticity. In contrast to the pretimed control, the actuated
control strategy takes into account the traffic dynamics in queues, and this leads
to the optimization of the green signals assigned to different phase groups. Indeed,
all phase groups are equipped with detectors (inductive loops) with the essential
task to manage the dynamics in queues. An example (just for illustration) of the
management process in queues is that when a given queue is empty, the priority
is immediately removed and is sent to queues in conflicting movements (in case
they are occupied by vehicles). Regarding the traffic adaptive control strategy, the
main difference with the actuated control is that the adaptive control first verifies (or
considers) the state of the complete intersection (i.e., all phase groups of the junction)
before deciding to which phase group priority should be assigned. Generally, the
metric of decision is the traffic demand in phase groups (arrivals in the different
phase groups). As already mentioned, the adaptive control strategy processes a huge
amount of data and is therefore very time-demanding (i.e., very slow) and thus cannot
be efficiently used for real-time applications. Moreover, the optimization algorithm
to be thereby executed is complex as well. The self-organized control strategy was
therefore proposed as an alternative to the adaptive control strategy, since it is an
online process that requires much less data and is therefore suitable for real-time
applications. But no serious benchmarking has shown how well the self-organized
control strategy performs compared to the adaptive strategy.

Overall, the traffic signal control concept based on the optimization procedure
presents the following advantages:

e The mathematical expressions of the delay, throughput, number of stops, etc., are
explicit enough, since they are clearly expressed in terms of the traffic parameters
as well as the parameters of the traffic junction.

e The mathematical expressions allow a straightforward possibility of performing
splitting (signals phases or signal timings) at traffic junctions.

e The mathematical expressions offer the possibility of constructing a white box
system model for traffic signals splitting and throughput optimization.

e The mathematical expressions can be used to design a real-time optimizer of traffic
signals at the junction.

e The mathematical expressions are suitable for the microscopic analysis and opti-
mization of the junction.

Regarding the limitations of the traffic signal control concept based on the opti-
mization procedure, one can underscore the following:
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e The mathematical expressions of the delay, throughput, number of stops, etc., are
generally empirical expressions.

None of these expressions can perform efficiently under all possible traffic states
(i.e., undersaturation, at saturation, and oversaturation). They are mostly good
enough only for the undersaturation state.

e The mathematical expressions are generally too complex and thus difficult to
handle (or solve).

The optimization algorithms are generally not robust and are very time-consuming
as well.

At this point, it is important to mention the lack of comparative benchmarks
among the traffic-adaptive systems. Benchmark studies are needed to ascertain the
added value of each of the proposed systems with respect to a reference. In most
papers reporting on field tests, it is the current system at that time against which it is
benchmarked. Since it is possible that the system has not been well maintained, it is
hard to judge the new system appropriately. In cases in which simulation is used as
a benchmark, it is in principle possible to benchmark against an optimized system.
However, several authors are skeptical with regard to the real (or optimum) value of
the “optimized systems” used for benchmarking in many reported cases. Moreover,
simulation presents only a partial view of the reality. An example (for illustration)
is the frequent inaccurate modeling of both side-street parking and pedestrian activ-
ity. Nevertheless, a comprehensive simulation framework may be a good and cost-
effective way for a systematic benchmarking of the most promising traffic control
concepts.

2.4 Description of Commonly Used Traffic Light Control
Strategies

e Local control

The local control is applied to isolated (or single) traffic junctions. The isolated
junctions, also called uncoupled junctions, do not interact with any other junction.
Hence, isolated traffic junctions are independent of one another. In other words, the
state of an isolated traffic junction does not influence the states of its counterparts
(i.e., neighboring junctions) and vice versa. A network of isolated traffic junctions
is characterized by the lack of coordination between the traffic junctions.

Regarding the pretimed local control strategy: The pretimed control is commonly
modeled by Webster’s formula [5, 66]. Webster’s formula calculates the optimal
cycle time and the optimal signal duration to be assigned to all phase groups. This
calculation is generally conducted by assuming that the traffic demand in all phase
groups is constant. This assumption does not fit with the real traffic dynamics, which is
essentially time-varying and stochastic. Further, Webster’s formula does not consider
the traffic dynamics in queues (waiting areas in front of traffic signals). This is a
serious limitation.




126 J.C. Chedjou and K. Kyamakya

Regarding actuated local control strategy: In contrast, the actuated control strat-
egy takes into account the traffic dynamics in queues, and this leads to the optimiza-
tion of green signals assigned to different phase groups. Indeed, all phase groups
are equipped with detectors (inductive loops) with the essential task of providing
information on the traffic arrival process.

Regarding adaptive local control strategy: Regarding the adaptive control strat-
egy, the main difference with the actuated control is that the adaptive control first
verifies (or considers) the state of the complete intersection (i.e., all phase groups of
the junction) before deciding to which phase group priority should be assigned and
then fixes appropriate timings. Generally, the metric of decision is the traffic demand
in phase groups (arrivals in phase groups). Some commonly used schemes for ensur-
ing an adaptive local traffic control are MOVA (microprocessor optimized vehicle
actuation) [36], CRONOS (control or networks by optimization of switchovers) [67],
and SPPORT (signal priority procedure for optimization in real time) [68], to name
a few.

e Area control

The coordination between neighboring junctions significantly affects the overall
performance. Vehicles leaving a queue at a traffic signal generally travel in a pla-
toon that disperses as vehicles travel further downstream. However, considering the
case of neighboring and signalized junctions, a platoon of vehicles released from a
junction will not completely disperse before arriving at the next junction. Thus, a
suitable coordination of all traffic signals in a network allows the platoons of vehicles
to move within a network of coupled traffic junctions without significant dispersion.
Signal coordination enhances the overall traffic operation. Regarding signal coordi-
nation, four strategies are presented by the current state of the art: (a) pretimed, (b)
actuated, (c) adaptive, and (d) self-organized. The approaches (a), (b), and (c) are
generally focused on the timing plans of one arterial road. Approach (d) considers
the synchronization of interwoven traffic streams.

Regarding pretimed area control, two approaches are used to compute timing
plans. The first approach is the progression-based method (see MAXBAND [13],
PASSER 1I [69], and PASSER 1V [70] as selected examples of progression-based
systems). This method is based on the optimization (maximization) of the band-
width of the progression. The second approach is the disutility-based method (see
TRANSYT-7F [7] (Traffic Network Study Tool) and SYNCHRO). This is also an
optimization approach aiming at minimizing some key performance metrics, namely
the overall delay and the number of stops. These two approaches, which converge
to different objectives can easily result in significantly different timing plans under
identical traffic conditions.

Regarding actuated area control, coordination is achieved using the same prin-
ciple as in the case of pretimed area control. However, in order to make sure that
traffic-actuated controllers will return to the coordinated phase (in time), a mecha-
nism must be developed to force phases that are uncoordinated to complete (or to
terminate). Two types of mechanisms are generally used, which are called force-off
modes: (a) the floating force-off and (b) the fixed force-off [71]. A force-off point for
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each uncoordinated phase is the point where the respective phase must terminate to
make sure that the controller returns to the coordinated phase at the right (or proper)
time in the cycle.

Regarding adaptive area control, the adaptive strategy uses real-time traffic infor-
mation in order to permanently update signal timings to fit the current traffic demand.
The leading adaptive control schemes are SCOOT [14] and SCATS [72]. SCOOT
is an acronym of split, cycle, and offset optimization technique, while the acronym
SCATS corresponds to Sydney coordinated adaptive traffic system. These two adap-
tive techniques have been intensively and successfully used since the 1970s and
have led to very good performances in various cities around the world. Further lead-
ing schemes that have been successfully used in practice are SCATS, SCOOT, and
MOTION (method for optimization of traffic signals in online-controlled networks)
[35], OPAC (optimized policies for adaptive control) [59], PRODYN (program-
mation dynamique) [60], RHODES (real-time, hierarchical, optimized, distributed,
and effective system) [61], UTOPIA/SPOT (urban traffic optimization by integrated
automation / signal progression optimization technology) [62], and TUC (TRAFFIC-
RESPONSIVE URBAN CONTROL) [63].

Regarding traffic self-organized area control, this technique can be considered
an alternative that may help to overcome some limitations of standard central as
well as decentralized controllers and make an adaptive and purely demand-driven
traffic light control practically applicable. Various self-organization mechanisms of
conflicting flows have been proposed in the recent relevant literature. The online
optimization of a whole traffic network (see [23], based on centralized control prin-
ciple) is computationally expensive, since it requires vast amounts of data to be
collected and processed. To tackle this problem, an alternative method consists in
using the decentralized control principle, which consists in placing (or positioning)
decentralized (or distributed) controllers at the individual intersections, which may
decide autonomously about the operation of the associated traffic lights (see [73],
based on the decentralized control principle). However, simple models of networks of
coupled oscillators are appropriate to realize self-organized and decentralized traffic
light controllers.

2.5 Self-organized Traffic Lights: Models Based
on Decentralized Control

The self-organized and decentralized area traffic signal control technique can be con-
sidered an alternative that may help to overcome some limitations of standard central
as well as decentralized controllers and make an adaptive and purely demand-driven
traffic light control practically applicable. Various self-organization mechanisms of
conflicting flows have been proposed in the recent relevant literature. The on-line
optimization of a whole traffic network (approach followed in adaptive control struc-
tures of the second generation [23]) requires vast amounts of data to be collected and
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processed. As a consequence of the complexity of the corresponding optimization
problem, a corresponding control can hardly be operated online, and it is thus very
inflexible in the case of exceptional events and natural disasters, but also in reaction
to short-term fluctuations in the traffic volume during “normal” conditions. These
factors have resulted in a call for the development of a third generation of control
methods, as already mentioned above, based on decentralized/distributed controllers
placed at individual intersections, which may decide autonomously about the oper-
ation of the associated traffic lights. Obviously, such controllers are much more
flexible and computationally far less demanding [73]. The result is better adaptivity
to the current local traffic conditions, a potentially higher robustness with respect to
failures, and the possibility of an online operation due to the low complexity of the
corresponding optimization approaches. In contrast, there is the disadvantage that
there is no guarantee that the sum of locally optimized strategies also yields a glob-
ally optimal service at all intersections. In particular, the capability of decentralized
approaches to deal with highly congested networks should be a benchmark for every
corresponding method.

Regarding self-organized and decentralized traffic light control models, the
Kuramoto model is a typical example that can be used efficiently for real-time appli-
cations. This model has especially motivated several studies on possible decentralized
approaches for traffic light control. Some selected interesting models are worth men-
tioning: Sekiyama et al. presented in 2000 [31] the first conceptual study explicitly
using the Kuramoto model for the development of a decentralized control strategy for
traffic lights. Starting from the standard setting of the Kuramoto model as a system
of mutually coupled oscillators described by simple linear interactions, Sekiyama et
al. described the demand-dependent self-organized adaptation of the cycle frequency
and timing for the case of traffic lights at simple four-armed intersections assuming
that these can be operated by only two consecutive service phases. Neglecting pedes-
trian traffic and related effects in the real-world system, the full service of such an
intersection typically requires, however, more than two phases, since there is always
one direction of turning traffic that would collide with the straight-on traffic moving
in the opposite direction. The model of Sekiyama et al. neglects these separate turn-
ing phases; there are, however, some road networks within which this solution has
been realized.

Nishikawa et al. [34] have developed an alternative model for an areawide control
of traffic signals based on coupled phase oscillators.

Laemmer et al. [31] studied the emergence of phase synchronization in another
Kuramoto-type model for traffic lights and proposed some extensions. In the related
formalism, all characteristic periods are expressed in terms of phase angles.

Akbas et al. [30] adapted the nonlinear oscillator model to the traffic signal system
of a two-way arterial road. The control methodology is based on measurements of
the microscopic occupancy parameters for incoming flows at intersections that have
a four-way geometric structure with four green splits. The desired signal parameters
such as cycle times, green splits, and offsets are adjusted dynamically according to
local traffic data. Thus, the desired signal patterns are self-organized through the
mutual interactions among the signals.
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Some other approaches mimicking the self-organization paradigm have been pre-
sented in the literature; it is, however, not clear whether these are really better than
those based on the coupled nonlinear oscillator models. A major problem of the
related publications is that they do not provide any comparative performance evalu-
ation with respect to those approaches based on the Kuramoto model.

3 A New Concept Involving an Extended Version
of the Kuramoto Model for Traffic Light Control
and Optimization in a Network of Coupled Traffic
Junctions

The aim of this section is to introduce a new concept for traffic light control. The
new concept, which is a modified version of the Kuramoto model, exploits the self-
organized and decentralized control principle.

This section develops a new concept inspired by the traditional Kuramoto model
for traffic control in a network of interacting traffic junctions. The advantages of the
new concept are demonstrated by the possibility of solving some of the problems
left unsolved by the traditional Kuramoto model. In particular, the new concept
provides the following significant contributions in the area of traffic control: The
new concept developed provides a detailed and systematic analytical framework to
understand how coupled oscillators can be used in traffic control. The current state
of the art (i.e., the Kuramoto analytical concept) does not provide a detailed and
in-depth analytical study, as is the case in this section. This section demonstrates the
possibility of modifying (or extending) the Kuramoto oscillator model to the analysis
and control of traffic at isolated junctions. The traditional Kuramoto model is valid
only for a network of coupled oscillators, each of which represents a traffic junction.
Thus, the Kuramoto model does not consider isolated junctions and consequently
cannot model the impacts or effects of the signal phase groups at traffic junctions
(this is a microscopic view of traffic junctions).

The above-mentioned points are necessary for the development of a traffic control
system that can be efficiently used in practice.

3.1 Architecture of a Road Network and Dynamics
of Vehicles at Junctions

A traffic network is generally modeled as a bidirected graph. In such a graph, nodes
(or vertices) represent the traffic junctions (or crossings), and the edges (or links)
represent the bidirectional segments of roads connecting neighboring junctions. The
architecture of a road network is illustrated in Fig. 1. According to this figure, a road
network generally involves coupled traffic junctions. A junction handles conflicting
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directions of traffic flows. The dynamics of traffic at a junction is illustrated in Fig. 2.
According to this figure, the junction is made up of four approaches, each of which
serves traffic in three directions (this is the general view). Thus, the outgoing flows
(from an approach denoted by ¢;;; see Fig. 2) can be expressed mathematically as the
sum of the through traffic (e7 g ), the left-turn traffic (¢,7), and the right-turn traffic
(err). The relationship among the different traffic directions can be expressed as
follows:

€ij = €ry + €rr +€LT, (2a)
where
€TH = ATH * €, (2b)
€ERT = ORT * €;j, (2¢)
€LT = QLT * €j, (2d)
arg +agr +opr =1, (Ze)

where o7y, agr, and o7 represent the respective proportions of traffic demand
in each direction. Figure 1 shows the coupling topology between traffic junctions,
each of which is characterized by a signal; as shown in Fig. I, the center junction
with index i (characterized by the signal ;) is coupled to its neighboring junctions
characterized by signals S;; (i =1, 2, 3,4). Itis important to mention here that the
notation S;; expresses the neighboring signals §; with respect to the signal §;.

Figure 3 shows the representation, in complex coordinates [Im(¢), Ne(p)], of
the phases of all traffic signals involved in the network of coupled junctions in Fig. 1.
The phases of traffic signals (¢;, and ¢;; (j = 1, 2, 3, 4)) are characterized by vectors
represented in complex coordinates by their amplitudes and corresponding angular
deviations (rotation). The amplitudes of these vectors depend on the traffic demand
(or flow) on each road connecting the junction S; to the junction S;. This demand,
denoted by ¢;;, is expressed mathematically as follows:

t+T;
/ pijt)dt; 3)

where p;,, is the road capacity, and p;;(¢) is the traffic density on the road connecting
S; to S; in the time window [¢, t + T;]; T; is the cycle of the signal ;. The indices
1 <i <Nand 1 < j <n; are integers; N corresponds to the number of junctions
involved in the coupled network, and »n; is the number of neighboring signals S;
connected to §;.

eij =
loimTi
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Fig. 1 Synoptic representation of a network of coupled neighboring traffic junctions’ S;, represent
the neighboring signals S, coupled to S;; €;, is the traffic demand served by signals S; and S,; ¢;
is the green signal duration for each of the signal groups of the junction; and ¢;, denote the green
signal durations to be allocated to each of the four signal groups (n = 1, 2, 3, 4)

3.2 Architecture of a Road Network and Dynamics
of Vehicles at Junctions

We describe here a technique based on traffic signal timing used at a traffic junction to
assign (or remove) right-of-way (priority). Signal timing provides the green duration
at each approach (see the green signals ¢, ¢», ¢, and ¢4 (phase groups) in Fig. 2) of
the junction as well as the green duration for pedestrians, among other things. The
traffic signals generally involve green, yellow, and red colors, each of which assigns
(or removes) right-of-way. The split is generally adjusted within a cycle according
to the traffic demand (i.e., incoming traffic in approaches). Thus, according to Fig.2,
the cycle length (or cycle time), denoted by 7;(n), is expressed as follows:

4
T;(n) = D (i + L), (4a)

i=1
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Fig. 2 Illustration of the general structure of a traffic junction: ¢;; is the outgoing traffic flow from
an approach; ery is the straight traffic; egy is the right-turn traffic; €, is the left-turn traffic;

P1, P2, P2, and ¢4 are the signal phase groups (i.e., the green signal durations assigned to each
approach)

where n corresponds to the index of the cycle, ¢; denotes the green signal duration
for each of the signal groups of the junction in Fig.2, and L; is the time needed by
each signal group to clear the junction; L; is also called “lost time.” In practice, the

yellow and red durations are generally approximated by 3 and 2 s respectively. Thus,
Eq. (4a) is written in the form

4
Ti(n) =4Li + > ¢ (). (4b)

i=1

Considering a pretimed control (this is a control strategy based on constant or fixed
signal timing or splitting), the expression in Eq. (4b) holds, since the splitting in this
context does not depend on the variation in the traffic demand. However, in order
to consider the demand changes, the actuated control appears to be the appropriate
control scheme. This scheme amends the signals’ timing according to changes in the
traffic demand. Thus, a new form of Eq. (4b) is needed to perform a dynamic control
at a junction. This new form is derived by transforming Eq. (4b) as follows:
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¢1(n) = oy * [Ti(n) — 4L, (5a)
$2(n) = ay * [T;(n) — 4L;], (5b)
¢3(n) = az *[Ti(n) — 4L;], (50)
¢a(n) = ay * [T;(n) — 4L;], (5d)

where «; is the proportion of traffic demand in the approach with index i. If we
denote by ¢;;(apy) the traffic demand (within a cycle) in an approach with index i,
the total demand ¢;; (fotal) in the junction during a cycle time T; (n) is expressed as
follows (apy stands for “approach number k (see approaches illustrated in Fig.2)):

4

€;j(total) = Z [€ij(api)] = €ij(apy) + €ij(ap2) + €i5(ap3) + €;(aps).  (6)
k=1

Using Eq. (6), the coefficients «; are obtained as follows:

€j(apy)
o = ——2L2 2 (7a)
l 22:1 leij(api)]
Gij(al?z)
o0 =——, (7b)
2T S lestapo)]
€;j(aps)
I L — (7¢)
YT e apo
o = €;j(aps) 7d)

> leiapl

Therefore, substituting Eq. (7) into (5) leads to the following expression for the green
signal splits in terms of the traffic demand variations observed in all approaches of
the traffic junction:

€ij(apr)
¢ (n) = ——————*[Ti(n) — 4L;], (8a)
1 > e apo]
€ij(apz)
i) = —— P2 () — 4L, (8b)
2SS @l
i) = — 19Dy — 4L, (8¢)

St lej(apo)]
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€ij(aps)

o) = ——0
! >4 leii(apo)]

* [T;(n) — 4L;]. (8d)

The quantities ¢} (n), ¢5(n), ¢5(n), and ¢} (n) represent the expected (or the
desired) green signal durations to be allocated to each of the four signal groups of the
traffic junction indexed by i. The parameter n corresponds to the index of the cycle.
According to Eq. (8), the desired green splits depend on the traffic volume. This traf-
fic volume is evaluated at the end of the previous cycle. Therefore, according to the
traffic demand variation, the green signal splits must be updated. Sekiyama et al.
(2001) [31] have proposed the following analytical expression for updating the
desired green signals:

¢i(n+1) = ¢i(n) + y[o](n) — pi(n)], (9a)

where y is an updating constant parameter (i.e., a parameter that is monitored during
updating). We consider the basic Kuramoto model in Eq. (9b) (see [33, 34]),

de; K<
il +n‘ij§€fjr<¢i,¢fj>f ©b)

and for the sake of simplification, the periodic function I';(¢;, ¢;;) with period 27
is expressed in the sinusoidal form as shown in Eq.(9c). Here n; is the number
of coupled phase oscillators (here represented by signals S; in Fig. 1), and K is a
coupling constant that depends on the traffic volume in the network (here denoted
by €; j)I

el @ij=i) _ p—i(¢ij—¢i)

Li(i, ¢ij) = sin(dij — ¢i) = % . (9¢)

Thus, substituting Eq. (9¢) into (9b) leads to the following relation:

do; K - € . - € .
I | i Ui ) i Uiy
T —a),—i-zl, e Z(n,-e ) e Z(nie ) . (10)

J=1 J=1

We now envisage the existence of two fundamental parameters, ¢; (the weighted
phase average expressed by Eq. (13d)) and o; (the amplitude of the weighted vector
corresponding to ¢;). Geometrically (see Fig.3), the amplitude o; is obtained as the
vectorial sum of g; and b;. The first term (a;) corresponds to the sum (in the real-axis
direction 9ie) of the amplitudes of all neighboring signals coupled to the signal S;.
The second term (b;) corresponds to the sum (in the imaginary-axis direction Jm)
of the amplitudes of all neighboring signals coupled to the signal S;. This geometric
interpretation of the representation in complex coordinates in Fig.3 leads to the
following expressions:
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Fig. 3 Representation in
complex coordinates of the
phases of coupled
neighboring traffic junctions.
The symbol ¢; denotes the
weighted phase average of
signal §;

Unit circle

(11a)

O—ie*i(f;izz _ b ) = q. —ib: (11b)

where ¢; stands for the average phase of the signal S;, and o; is the corresponding
amplitude (see the representation in complex coordinates in Fig. 3). The aim of this
transformation is to provide a simplified form of Eq.(10). This simplified form is
obtained in Eq. (12) by substituting Eq. (11) into (10):

dg; iK oo (G —0 o
a9i =w + G_. [el(%—w/) _ e—l(%—w/)] = w; + 0; Ksin(@; — ¢p). (12)
dt 2i

InEq. (12), the problem is related to the determination of the analytical forms of the
new variables (¢; and o;), which have been introduced for the sake of simplification.
Thus, the following relationships are derived according to Eq. (11):

ni

_ NS y
a; = Z L Lcos(¢ip), (13a)
j=1
ni 6
b = Mo .
; Z Losin(i). (13b)
j=1
2 2

n; n
o, = aiz +b12 = n_ ZE,‘jCOS((ﬂU) + Zéijsi}’l((pij) s (13C)
j=1 j=1
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> GijSin(¢ij):|

T T — (13d)
2y €ijcos(gij)

_ b;
¢; = arctan [—] = arctan |:

a;

The quantities a;, b;, ¢;, and o; are represented in complex coordinates in Fig. 3.
The advantage of the new set of equations (see Eq. (13)) is that it allows a physical
interpretation of the functioning principle of the Kuramoto model and thus a clear
understanding of the self-organization phenomenon within the coupled oscillator.
For further elaboration, full details are provided in the sections below.

3.3 Self-organization and Offset Settings in the Kuramoto
Oscillator

In order to illustrate the general applicability of the Kuramoto oscillator for traffic
signal control and also demonstrate the achievement of self-organization (i.e., local
synchronization), we consider the synoptic representations in Figs. 1 and 3. These
figures illustrate the coupling between neighboring junctions as well as the represen-
tation of the phases of signals in the complex plane. Each signal is characterized by
a frequency w; (w;;) and a corresponding phase ¢;, and ¢;; (i =1,2,3,...,4) for
the neighboring junctions. These phases are represented in the complex coordinate
system, denoted by [Im(¢;),RNm(¢;)] (see Fig.3), in the form of vectors, each of
which is characterized by a specific amplitude and a corresponding angle deviation.
As shown in Fig. 3, the phase ¢; and its neighboring phases ¢;; (i =1, 2, 3, 4) are
expressed in the form of vectors in complex space. Thus, in order to demonstrate the
occurrence of self-organization in the Kuramoto oscillator, we introduce a relative
phase v; (t) expressed as follows:

Vi) = (i — ). (14a)

Combining Eq. (14a) with Eq. (12) leads to

ay; dé: o
- = w; — o Ksin(yr;). (14b)

Further, let us denote the weighted phase average ¢; by

di = Qit + ¢i(t0), (14¢)

where €; denotes the natural frequency of the weighted phase, and ¢#y) is the initial
phase. Thus, combining Eq. (14b) with Eq. (14c) leads to the following expression:

dy;
d—I/: = Qi —w; — O’iKSil’l(wi). (14d)
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Self-organization (or local synchronization) is achieved at equilibrium of the
model describing the behavior of the Kuramoto oscillator model. This equilibrium
point (denoted by v/*) is expressed as follows:

Y =arcsin (—Q;i:,(;)i*)
and (15)

*
.1‘51.

Thus when the above inequality is satisfied, phase-locking occurs with a phase
difference corresponding to v*. Further, ¥ is a constant parameter, since it is deter-
mined at equilibrium. However, according to Eq. (15), ¥ is constant if and only if
o/ is constant. This condition leads to the derivation of the following expression for
o;* (obtained through algebraic manipulation of Eq. (11):

2 2
1

n; nj
of =\Jal +b} = — > eijcos(piy — @) |+ | D €isin(gi; — @)
! j=1 j=1

Further, according to Eq. (14a), when the oscillators are phase-locked, " is con-
stant, and this leads to the following expression:

dei  dg
T 17
dt dt (17

Thus the following characteristic equation is obtained, from which the phase
differences between the neighboring §;; signals and the center signal S; must be
dynamically adjusted regarding variation observed in traffic demand:

2 2

1 n; n;
* 2 2 :
lof \a; ; . ]-E:] €;jcos(Ag;j) E €ijsin(Ag;j) (18)

i =1

The next section will provide a full description of the adjustment principle leading
to an appropriate use of Eq. (18).
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3.4 Signal Timing and Offset Settings Adjustment:
Hlustration of both Desired Offset and Desired Relative
Phase

The desired offset and desired relative phase are two important concepts that must
be well understood in the framework of this analysis. In order to provide a good
understanding of these two concepts, we consider the representation of signal splitting
in Fig. 4.

We now want to determine the appropriate offset settings of consecutive inter-
sections (or consecutive signals) using the phase difference in Eq. (18). The desired
offsets here are obtained as the phase shift between the signals in both primary and
secondary directions.

According to Fig.4, the desired offset Ati’; between the signals S;_; and S; is
defined as the travel time experienced by a vehicle in moving from signal S;_; to
signal S;. Let us denote by d;, ., the distance between S;_; and S;, and by v;; the
speed on the road. Assuming the case that a speed limit v;;“* is imposed on the road,
the expected travel time is expressed as follows:

% ds,-, —5;
ALy = = (19)
ij

7 .
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\ .9.
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Fig. 4 Illustration of signal splitting in both the primary and secondary directions. The desired
offset Ati*f (in the primary direction) and desired relative phase Ad)i*i (in the secondary direction)
are clearly illustrated '
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The expected time A/’ is used to calculate the desired offset between the signals
S;—1 and S; (in the primary direction of the flow). The calculation is conducted as
follows. Using complex coordinates, the phase corresponding to the duration At

is expressed as [w*At;; + ¢; (to)], where w; = 2/ T; is the frequency of the signal
S;, and ¢; (o) = O is the starting phase (initial phase) at the appearance of the green

signal S; in the primary direction. Thus, the desired offset Aq‘)i*j (in the primary
direction) between S;_; and S; is expressed as follows:

27 2 dr- 5,
Agfy = wx At = - Atf; = (7) (Un;—x) (20)

ij

Remark 1 The desired offset is obtained by considering the flow in the primary
direction. The desired offset corresponds to the interval (or duration) between the
appearance of the green signal in S;_; and the appearance of the green signal in S;.

Remark 2 The desired relative phase is obtained by considering the oscillators in
both primary and secondary directions. According to Fig. 4, the desired relative phase
is obtained (in the secondary direction of the flow) as the interval (or duration)
between the appearance of the red signal in S;_; and the appearance of the red signal
in S,'.

According to the above remarks, the desired relative phase is expressed as follows:

A¢) =wx Al = TiAtij = T (Ti—l,l —Ti1 + Atij) . (21

Equation (21) represents the expression of the desired relative phase. However,
this expression does not depend on the traffic demand. Thus, derivation of a second
expression that does depend on the traffic demand is necessary. We now want to derive
the second expression of the desired relative phase in terms of the traffic demand. This
is achieved by considering Eqgs. (17) and (18) and also by assuming the occurrence
of self-organization. These two conditions lead to the following expression:

- b; L €sin(er)
@} =arctan |:—l:| = arctan Z,i_llj—(p:{ . (22)
a; 2.1 €ijeos(¢])

Further, applying the conditions Egs. (17) and (18) to Eq.(22) leads to

> GijSi"(A(P;})] . 23)

©F = arctan :
! |:Z;’1 €ijcos(Ap})
This expression (Eq. (23)) corresponds to the desired relative phase, since at local

synchronization (i.e., self-organization), all the neighboring oscillators have the same
frequency. The expression in Eq.(23) is the characteristic equation that is used to
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adjust the desired offsets (i.e., traffic timing of signals splitting) with regard to the
variation of the traffic demand.

The next section is concerned with the establishment of analytical conditions
showing that even the cycle times of the signals’ frequencies can be adjusted using
the Kuramoto oscillator model.

3.5 Cycle Time Adjustments

The preceding results (see Eq.(23)) are now used to demonstrate the possibility of
adjusting the cycle time (or cycle length) as the flow demand varies. Using Eq. (15),
the following expression is obtained:

of = Q; — o Ksin(y]). (24)

Further, according to Eq. (23), we have ¥/ = ¢ atlocal synchronization and at the
appearance (or start) of the green signal in the primary direction (for ¢; = 0). Thus
Egs. (15) and (23) are combined to obtain the following characteristic system, from
which the cycle time is adjusted in terms of the variations of the traffic demand:

wf = Q — o Ksin(gy),

) 25
= [Z’};l e,-,-sinmd»,*j)] 5)

*
T =arctan in
¢l Zj/:l fijCUS(A(b,*j)

Thus, using Eq.(25), the desired natural frequency w; of the signal S; can be
updated according to the following rule proposed by Sekiyama et al. (2001) [31]:

wi(n+1) = wi(n) + alo] — ;)] + Blo] — wi(n)], (26)

where o and B are binary parameters. The threshold frequency a;;-" is introduced for
each signal in order to avoid the occurrence of frequency entrainment between the
natural frequencies of the signals involved in the coupled traffic network.

Derivation of w; in terms of the demand flow: In order to derive the expression of
w;, we consider Eq. (14a). Further, we consider that the local synchronization of the
signal §; with its neighboring signals S;; is effective. We also consider the original
equation of the Kuramoto oscillator model with the nonlinear function in sinusoidal
form (Eq. (10)).

According to Eq. (10), the behavior of the neighboring oscillators to S; is modeled
mathematically by the following expression:

) K .
— =w;+ ;stl”(@ — ¢ij) + Fij, (27
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where w;; is the frequency of neighboring signals S;; coupled to the signal Si; n;

stands for the number of neighboring signals S;; coupled to signal §;; F;; represents

the mutual influence of the neighboring oscillators/signals (except S; ) on S;;. The

quantity Fj; is the frequency of signals (except ;) that are directly coupled to S;;.
Equation (27) can be rewritten as the following expression:

djtu _wlj+KElJSln(¢l ¢ij)+AFijy
(28)
AF; =

ijsin(i — @ij).

i

Considering the occurrence of local synchronization, the following relation
expresses the phase entrainment of the coupled oscillators:

doiy déi
Wy _ 40 _ (29)
dt dt

where w; is the compromise frequency of the oscillators when they are phase-locked.
Combining Eq. (28) with Eq. (29) leads to the following expression:

.,
W + Keysin = i) + AFy = o+ > —esin(@y —¢) =6 (30)
j=1""

Thus, using Eq. (30), the following set of equations is derived:

wi_i+KEijSin(¢l ¢lj)+AE] =
(€1))
w; + fﬁ DLy €sin(gi; — ¢i) = @

From Eq.(31), some algebraic manipulations are performed, and the following
expression of the compromise frequency of the oscillators is obtained (at steady state
and when the signals are phase-locked):

AFj; n; €z/ 1 i
o+ 20 30 Sy Ly Sy,
[+ 23 ]

@ =

(32)

Finally, assuming that the mutual interaction between the signals does not vary
significantly (A Fj; ~ 0), Eq.(32) leads to the following simplified expression:

[a),—i— 2L tj]
[1+n, > 15,,]

& =

(33)
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The expression in Eq. (33) is fundamental to the signal control procedure based
on coupled oscillators (i.e., Kuramoto), since it offers the possibility of adjusting the
frequencies of the oscillators when changes occur in the traffic demand.

3.6 Mathematical Modeling of the Traffic Signal Control
Strategy at Junctions Using a Modified Version
of the Kuramoto Oscillator Model

This subsection demonstrates the possibility of modifying the Kuramoto concept and
then extending it to local traffic control. The extended form of the Kuramoto model
is a modified form that can be used to model the dynamics of the green signal of all
phase groups involved in a local traffic junction.

The analysis in this section considers the case of a traffic junction involving N
phase groups each of which is considered a phase oscillator with amplitude a; and
phase ¢;. The amplitude of each phase oscillator represents the traffic demand in the
phase group, while the phase of the oscillator represents the green signal duration
assigned to the phase group.

Each phase oscillator is assumed to be directly coupled to a central oscillator. The
fundamental parameters of the central oscillator are the amplitude a; and phase ¢;.
The amplitude a; represents the total traffic demand at an isolated junction during a
cycle time/length, while the phase ¢; represents the time cycle length of the traffic
junction.

A master—slave coupling materializes the interaction between the coupled phase
oscillators and the central oscillator. Considering the case of an isolated traffic junc-
tion with N phase groups, this interaction can be modeled mathematically as follows:

d .
% = w :l: Elsln(d)i - ¢1)’

9 = wy £ exsin(p; — ¢o),

d .
9 = wy £ e3sin(g; — ¢3),

. (34)
‘% = w4 £ e4s5in(¢; — Ps),

d .
v = wy L eysin(@i — pn),

where the cycle length is expressed as

¢ = (1 +dr+d3+ds+ -+ Py) + NG, (35)
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and ¢y and €; represent the green signal and the traffic demand in a phase group
with index k, respectively; § stands for the lost time experienced by each of the N
phase groups. In this context we assumed that the lost times experienced by all phase
groups are identical. This assumption is commonly used even in practice. Equations
(34) and (35) are combined to obtain the following set of coupled ODEs:

= ) Lersinlgn+¢3+ ga+ -+ oy + N3,

9 = wy & esin[pr+¢3+ s+ + oy + N3],

9 = w3 tessinlpr +do+a+ -+ dy + N3],

dos - (36)
U= wstesin[pr+dr+¢3+ -+ dy + NS,

d(%NszieNSi”[d’l+¢2+¢3+'-'+¢N—1+N5].

Thus, the coupled system in Eq. (36) expresses the interaction between the green
signals at isolated traffic junctions. This coupled system can be suitably (or appro-
priately) used by exploiting the following statements (or conclusions) proposed by
Kuramoto (see [31, 34]) when analyzing synchronization of coupled nonlinear oscil-
lators. The concluding remarks proposed by Kuramoto are concerned with the fun-
damental parameters (i.e., €, wy, and ¢) of the coupled oscillators and the effects
of those parameters on the occurrence of both frequency and/or phase entrainments:

e Statement by Kuramoto regarding frequency entrainment: When the natural
frequencies wy of the coupled oscillators are different, the frequency entrainment
can occur only by monitoring the coupling terms €.

e Statement by Kuramoto regarding phase entrainment: When the natural frequen-
cies wy, of the coupled oscillators are identical, there always exists a unique stable
solution of the phase entrainment with a constant phase shift Agy = (¢; — Px).
This solution is obtained at the equilibrium point of the coupled system.

The analysis carried out here exploits the second statement (proposed by Kuramoto)
by assuming that the natural frequencies of the coupled oscillators are identical. Thus,
when this condition is fulfilled, phase entrainment occurs at equilibrium. Therefore,
we now seek the equilibrium point of the system. This point is obtained and corre-
sponds to a unique set of values assigned to the green signals ¢y of all phase groups
involved in the isolated junctions. Using the preceding equations, the green signals
are obtained as solutions of the following equations:
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$r+ 3+ a+ -+ ¢y = —N3 + arcsin [w_]

D1+ ds+ s+ +dy =—NSxarcsin| 2|,

Q1+ P+ s+ +dy = —NS *arcsin| 2|,

o (37)
P1+¢2+ 3+ -+ ¢y =—Ndtarcsin| 2|,
dr+dr+ 3+ +dy_1 = —NS *arcsin [‘:—I’VV]
Thus the general solution of Eq. (37) is expressed as follows:
_1 N
¢”‘:(ﬁ) (N—2)ak—lz aj|,>0 (38a)
j=1j#k
where
4 = —N& + arcsin [%} (k=j) and —1< [%} <1 (38b)
€k €k

and ¢, corresponds to the specific value allocated to the green signal of each phase
group. The cycle time/length ¢ is expressed in terms of the traffic parameters as

follows: N
EpYSLY (38¢)
(N —1)
Considering (for illustration) the case of an isolated traffic junction with four phase
groups as shown in Fig. 2, the allocated green signals are expressed analytically by
the following expressions:
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,¢1: { 48:&26”,6”,1[ ]:I:arcsln[ ]:I:arcsm[ ]ﬂ:arcsin[?—:]},

—48 + arcsin | & :I:Zarcsm[ ]:I:arcst [ ]:barcsin & },

€4

1
3

W=

€4

W=

{ —48 £ arcsin [ ] + arcsin [ ] + 2arcsin [ ] + arcsin _ﬂ_} ,

—48 X arcsin | | £ arcsin [ ] + arcsin [ ] + 2arcsin -%-} .

€4

(39

The traffic parameters are monitored (as control parameters) to adjust the splits
(i.e., green signal sharing among all phase groups) according to the following fun-
damental expression of the cycle time/length in terms of the input traffic parameters:

16 1 y @ 3 w4
c=——08+ = | tarcsin + arcsin + arcsin + arcsin .
3 3 €1 € €3 €4

(40)

The fundamental Eq. (40) shows the phase splits in a traffic junction (see Fig.?2)
for a fixed (or constant) cycle time ¢. An important remark to be underscored is that
the duration of the green signal in each phase group is expressed in terms of the
total traffic demand in all lane groups, each of which is controlled by a specific phase
group (to which is assigned a signal phase). Equation (40) can easily be extended to a
network of coupled traffic junctions. In this case, the total traffic demand corresponds
to the throughput of each traffic junction involved in the complete network of coupled
junctions. The throughput corresponds to the number of vehicles going through the
junction during a unit of time (1 h, cycle length, fixed period/duration, etc.).

4 Concluding Remarks and Outlook

This chapter has provided an in-depth review of traffic control and optimization
methods, concepts, systems, and tools. A comprehensive overview of the state of
the art of traditional traffic control strategies has been presented. The pros and cons
of those traditional control schemes have been discussed. Further, the chapter has
developed a new analytical concept for traffic control and optimization based on cou-
pled nonlinear oscillators. The concept developed is based on the seminal Kuramoto
model. The advantage of the proposed analytical concept is justified by the strong
correlation between the signal phases and the traffic demand in lane groups. Thus,
the concept developed is viewed as a typical example of an adaptive concept that is
very sensitive to variation in traffic demands in lane groups. We have carried out an
in-depth analytical modeling procedure, and some analytical expressions have been
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derived under which the control strategy is effective. Our main interest has been to
provide the details of the mathematical modeling of the adaptive control strategy at
isolated traffic junctions. The results achieved contribute significantly to the enrich-
ment of the current state of the art, since new expressions or formulas have been
proposed for an adaptive control strategy at isolated junctions. The mathematical
formulas obtained are based on deterministic coefficients. However, a straightfor-
ward extension of the deterministic mathematical models to stochastic models is
possible. This can be achieved by assigning probability distributions to deterministic
coefficients. Finally, the concept developed is of high flexibility and can be easily
extended to a network of coupled traffic junctions.

An interesting ongoing project is concerned with the extension of the analytical
concept developed here to the case of stochastic models. Further, the application of
the stochastic mathematical models to concrete traffic scenarios (defined in the form
of case studies) is also under consideration as proofs of concept.
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Neural-Network-Based Calibration
of Macroscopic Traffic Flow Models

Nkiediel Alain Akwir, Jean Chamberlain Chedjou and Kyandoghere
Kyamakya

Abstract This chapter proposes a neural-network-based calibration of macroscopic
traffic flow models expressed in the form of nonlinear partial differential equations
(PDESs). The calibration scheme/module developed aims at improving both accuracy
and stability of the nonlinear PDE models in order to make them more realistic.
In essence, the macroscopic nonlinear PDE models of traffic flow (proposed in the
literature) are generally inaccurate, unstable, and unlikely to describe the realistic
dynamics of traffic flow. To overcome these drawbacks we exploit the artificial neural
network paradigm to build a concept called NN-PDE (neural network + PDE solver),
which involves the macroscopic model (in the form of a nonlinear partial differential
equation) on the one hand, and the calibration scheme/module-based artificial neural
network (ANN) on the other. The calibration scheme/module is used to dynamically
adjust/optimize all outputs of the nonlinear “PDE” model in order to obtain a realistic
set of parameters that could be used by the PDE model to describe the real/realistic
dynamics of traffic flow. Overall, specific attention is devoted to some relevant issues
related to the modeling concept such as accuracy, stability, and overfitting, just to
name a few. These issues generally occur due to the complexity of the PDE model at
stake for the sake of an accurate traffic flow model. Finally, some simulation results
are shown to demonstrate the effectiveness of the NN-PDE concept developed.
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1 Introduction

1.1 Background of Traffic Flow Modeling

Transportation has always been a vector of economic development of society and
thereby contributes to improvement in the quality of life. However, due to the
growth of population density and urbanization, traffic congestion is increasing world-
wide. The transportation-related socioeconomic and environmental impacts such as
increasing travel time, fuel consumption, and pollution have been given a tremendous
attention by decision-makers in recent decades [1].

Developing new control and optimization strategies to better manage vehicular
traffic [2—4] can be viewed as the best realistic option to deal with issues related
to congestion, pollution, fuel consumption, etc., since building new roads is very
expensive and could be an unrealistic solution, since the availability of land is not
always ensured [5].

Different modeling concepts have been developed in order to capture traffic
dynamics: (1) mathematical models (in the form of ODEs or PDEs) [6-8], (2) graph-
ical models (graphs and Petri nets) [9—12], and (3) software tools (Synchro, Vissim,
and Visum, etc.) [13—15], for macroscopic and microscopic traffic simulation.

The mathematical modeling of traffic flow has always been a challenging issue
in science and engineering due to the striking and complex nature of the dynamical
behavior of traffic flows (e.g., nonlinearity, hysteresis, stiffness, saturation, oversatu-
ration, jam, shock waves, rarefaction waves, stop-and-go waves, platoons, bottleneck,
chaos, just to name a few) [16—19].

The use of ordinary and/or partial differential equations for traffic flow model-
ing depends on the level of detail (i.e., macroscopic, microscopic, and mesoscopic
levels) [20]. For instance, microscopic traffic flow models distinguish and trace the
behavior of each individual vehicle (e.g., car following model, lane change model)
[20]. The use of ordinary differential equations for microscopic traffic flow mod-
eling requires a huge amount of data for the optimization of corresponding ODE
parameters. Further, the use of ODE models for microscopic traffic simulation is
generally time-consuming (i.e., very slow). Macroscopic models aggregate vehicles
allowing a description of traffic flow as a continuum (i.e., a global view that does
not distinguish vehicles). The related macroscopic models are expressed in the form
of partial differential equations, in which dependent variables are generally obtained
as the average of the three fundamental traffic parameters (i.e., mean flow, mean
density, mean speed). Macroscopic models are generally less costly computationally
than microscopic models. However, the accuracy of macroscopic models is an issue
when compared with the good accuracy of microscopic models. Mesoscopic models
generally encompass both microscopic and macroscopic models and usually involve
human intelligence (e.g., driver behavior) and/or artificial intelligence (e.g., sensors)
[21, 22].
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The mathematical traffic flow models provided in the literature (see state of the art
on traffic mathematical modeling) are all derived using a series of specific assump-
tions (e.g., see analogy with fluid dynamics [23]; see also analogy with gas kinetics
[24]). However, these assumptions often do not consider all practical constraints (i.e.,
those faced on the road network when one is considering real traffic dynamics). Thus,
the available mathematical models reveal only a partial view of the reality (i.e., the
real traffic dynamics and related traffic phenomena and scenarios). This underscores
and justifies the statement that most traffic models presented in the literature are not
realistic enough. Further, the literature does not provide a mathematical model that
can be used as a general framework for traffic modeling in considering all practical
realistic constraints. Among the great number of mathematical models published so
far, none of them is likely to simultaneously describe traffic phenomena (all practical
realistic constraints) such as shock waves, rarefaction waves, stop-and-go waves,
platoons, bottlenecks, and jams, just to name a few. The cited phenomena are gen-
erally described by different types of PDEs (e.g., linear, nonlinear, convex, concave,
hyperbolic, nonhyperbolic).

A seminal mathematical model for traffic flow was proposed by Lighthill-
Whitham (1955) [6] and Richards (1956) [25], the so-called LWR model, expressed
in the form of a partial differential equation. This model, also known as a first-order
model, is based on the continuity equation from compressible dynamics theory, which
expresses the conservation of a flowing quantity from one point to another. Despite
the fact that the LWR model can reproduce some phenomena, it is based on a number
of assumptions that are not always realistic (e.g., constant speed, no overtaking, no
ramp). To solve this issue, Payne [26], Ross (1988) [27], and Del Castillo (1993) [28]
have proposed mathematical models of second order, which take into account the
speed dynamics. These latter models were later improved by Zhang [8], Jiang et al.
[29], and Gupta et al. [7]. Even though these PDE-based macroscopic traffic models
can reproduce the spatiotemporal behavior of traffic flow on a road segment relatively
well, they suffer mainly from a lack of accuracy, and they are relatively slow (although
they remain significantly much faster (for traffic simulation) than their microscopic
counterparts). Compared to microscopic traffic simulators, the macroscopic ones are
less accurate. Essentially, in their raw forms, none of the existing macroscopic traffic
models and simulation concepts fulfills the necessary requirements (e.g., robustness,
accuracy, realism, ultrafast simulation) for online traffic simulation. The calibration
of the PDE models for traffic flow is of importance in addressing the requirement
of online traffic simulation (i.e., fast computational speed and a practical constraints
aware accuracy).

1.2 Background of Model Calibration

Calibration is a process aiming at fitting a given model using a set of empirical data.
This process is very important in traffic modeling, since a traffic mathematical model
generally involves a number of parameters that must be adjusted for some specific
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scenarios. Otherwise, there is often a big gap (errors) between theoretical models
and experimental data.

Several traffic flow calibration algorithms have been proposed based on the opti-
mization process [30]. Nelder and Mead (1965) [31] proposed an algorithm for mul-
tidimensional unconstrained optimization. This algorithm was proven to be suitable
for problems modeled by objective functions (or cost function) expressed in non-
linear, discontinuous, or stochastic forms. Such an optimization algorithm requires
a large number of terations to achieve convergence, however, without significant
improvement in some cases; further, several updates of the optimization algorithm
are also needed. Genetic algorithms (GA) that have been proposed by Golberg (1989)
and Holland (1992) [32, 33] are part of the largest class of evolutionary algorithms.
Genetic algorithms mimic evolution in biological processes using natural selection,
mutation, and crossover techniques [32, 33]. Genetic algorithms are appropriate for
various optimization problems such as discontinuous objective functions and non-
differentiable, stochastic, or highly nonlinear objective functions. Despite the fact
that this algorithm is flexible in searching complex solution spaces, each iteration
requires as many cost function evaluations as the population size; thus the algo-
rithm is computationally costly (i.e., slow). Another very important algorithm is the
cross entropy method proposed by Rubinstein and Kroese (2004) [34] and de Boer
et al. (2005) [35]. This algorithm is applicable to discontinuous, nondifferentiable,
or highly nonlinear objective functions. The main drawbacks of this algorithm are
the high computational cost and the slow convergence, since it requires as many cost
function evaluations as the size of the population.

The few optimization algorithms underscored so far (see [22]-[27]) have been
used intensively during the past decades, in classical calibration processes and/or
calibration modules. Generally, despite the fact that those algorithms may be applied
to complex problems (e.g., discontinuous, nondifferentiable, or highly nonlinear
cost functions), they have some inherent drawbacks, which are mostly related to the
computational cost (i.e., too time-consuming) and lack of convergence.

1.3 Key Contribution and Organization

A novel calibration concept for nonlinear partial differential equation (PDE) models
used for macroscopic traffic modeling is developed here. The concept developed
uses artificial neural networks (ANN) for the calibration of partial differential equa-
tion (PDE) models of traffic flow. The main advantage of the concept developed is
the possibility of overcoming some drawbacks of classical (or traditional) calibration
concepts (e.g., flexibility, universality, robustness, and accuracy). Another advantage
of the calibration concept developed is the straightforward and easy applicability to
traffic flow modeling and an online simulation capability. The traffic models (PDEs)
and the online simulation (using PDEs) are essential in analyzing, understanding,
depicting, and controlling the realistic and spatiotemporal evolution of traffic flow
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dynamics while considering practical operational constraints (e.g., real-time con-
straint, realistic nature of solutions regarding real traffic constraints, correctness of
solutions, stability and robustness). In essence, the PDE model helps to obtain the
spatiotemporal evolution of the behavior of the traffic flow, while the calibration
helps to improve both accuracy and correctness of the related PDE models.

The remainder of this chapter is organized as follows. Section?2 is concerned
with the mathematical modeling of traffic flow. A PDE model is proposed for the
traffic flow scenarios under investigation. Section 3 presents the calibration concept
developed. Full details of all analytical steps toward development of the calibration
module are provided. The calibration module is based on artificial neural networks
(ANN). Section4 develops a novel concept to which we have assigned the acronym
NN-PDE. This concept combines PDE and ANN paradigms. The PDE model con-
siders the spatiotemporal behavior of traffic flow, while the ANN paradigm is used
for calibration to improve the accuracy of the PDE model. The offline ANN training
process is performed using data from quasireal traffic provided by a relevant popular
simulator tool called VISSIM. VISSIM is an accurate microscopic traffic simulation
tool, which is able to configure several traffic scenarios while taking into account
several practical conditions. Section5 is devoted to numerical simulation. A case
study of a concrete traffic scenario modeled by PDE is considered. The calibration
of the resulting PDE model is conducted, and the results of the calibration obtained
are discussed. Finally, the advantage of the calibration is clearly demonstrated. This
chapter ends with some concluding remarks and an outlook (Sect. 6).

2 PDE Models for Macroscopic Traffic Flow

Several traffic flow models have been proposed in the literature to express the dynam-
ics of traffic flow on arterial roads [6, 8, 26]. These models are expressed in the form
of continuous differential equations and involve the three fundamental parameters
of traffic, namely (1) the flow (number of cars crossing a section of the road per unit
of time), (2) the density (number of cars per unit of length), and (3) the speed (rate
of variation of the position over time).

As already stated above, the past decades have witnessed the derivation of several
mathematical models for the analysis of traffic flow at the macroscopic level. Some
interesting mathematical models corresponding to specific scenarios are provided by
Egs. (6), (8), and (9).

Traffic Scenario 1: Here no overtaking and no ramp (see Fig. 1).

This scenario shows a simple case of traffic flow in a single lane. It has been shown
(see [6]) that this scenario is modeled mathematically by Eq. (1). The assumption
made in [36] to obtain the model in Eq. (1) is the homogeneous nature of the traffic
flow (i.e., all cars are assumed to be of the same type).
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Fig. 1 General
representation of the traffic
flow on a road segment of
finite length. a Illustration of
the traffic flow without
overtaking. b Synoptic
representation of the traffic
flow for the sake of
modeling. (source: [37]) (b)

(a) Traffic Flow Direction
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In Eq. (1), the dependent variables are represented by k and g. These two variables
stand for the traffic density k and traffic flow ¢ on a road segment. The independent
variables x and ¢ are the spatial and temporal dimensions, respectively. For the sake
of solvability of Eq.(1), a second analytical expression is envisaged in Eq.(2) in
order to express the relationship among the three fundamental parameters

q=k-u. 2)

Equations (1) and (2) cannot be used to express the spatiotemporal evolution
of the three fundamental parameters of traffic flow (k, ¢, and ). This justifies the
choice of additional relationships expressing the empirical Greenshield’s model (see
Egs. (3), (4), and (5)). Equations (3), (4), and (5) are used to obtain the fundamental
diagrams shown in Fig. 2. This diagram is a three-dimensional (3D) representation of
the interaction between the fundamental parameters of traffic flow. Figure 2 clearly
emphasizes that the speed is high at low traffic density (e.g., weak interaction between
vehicles), while at high traffic density (e.g., strong interaction between vehicles), the
speed is low. This observation is important, since it could be used to express the
monotonicity of the speed of vehicles on roads. This is important in depicting some
phenomena such as shock waves, stop-and-go waves, and rarefaction waves, just to
name a few.

Many mathematical expressions have been proposed in the literature to repre-
sent the 3D relationship between the fundamental parameters of traffic flow empiri-
cally. Some classical and commonly used empirical models are Greenshield’s [38],
Greenberg [39], Underwood [40], Wang et al. [41]. These empirical models are
generally obtained through the use of data history, which corresponds to specific
measurements of the three fundamental parameters: flow, speed, and density.

The present chapter exploits Greenshield’s model expressed in a 3D system of
coordinates as follows:

_ _ ur
u=ul) =uy - Lk, 3)
J
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Fig.2 Fundamental diagrams: a Speed versus density. b Flow versus density. ¢ Speed versus flow
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The quantity u ; stands for the free flow speed. The free flow here expresses the
possibility of driving without any interaction between vehicles. Thus, the driver could
choose the speed (denoted here by u /) at his convenience (it is the maximum allowed
speed according to legal speed limit on a particular road segment). Equations (3),
(4), and (5) are used to plot the fundamental diagrams of speed versus density in
Fig.2a, flow versus density in Fig. 2b, and speed versus flow in Fig. 2c. The diagrams
in Fig. 2 reveal the three possible traffic states (i.e., undersaturation, saturation, and
oversaturation). The quantities ko and u( are the density (critical) and speed at the
capacity of the road. The quantity k; stands for jam density, and the quantity u s is
the free flow speed, as mentioned before.

The classical and seminal model for traffic flow, the so-called LWR model, pro-
posed by Lighthill, Whitham, and Richard [25] corresponds to Eq. (6), obtained by
combining Egs. (1) and (4):

ok 0
§+£=0 . (6)
q=qk) =kuy — k.
J

Equation (6) is a first-order quasilinear hyperbolic partial differential equation in the
dependent variable k(x, 7). The nonconservative form of Eq. (6) is given as follows:
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Fig. 3 General
representation of the traffic
flow on a road segment of
finite length. a Illustration of
the traffic flow with
overtaking and without
ramps and detectors.

b Synoptic representation of
the traffic flow for the sake of
modeling. (source: [37])
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Equation (7) is the traffic flow model that is considered in this chapter.
Traffic Scenario 2: Here there is overtaking but no ramp (see Fig.3).

This scenario shows a simple case of traffic flow in multiple lanes with overtaking.
It has been shown (see [42]) that this scenario is modeled mathematically by Eq. (8).
Equation (8) is obtained by assuming a homogeneous traffic flow:

ok;  0q1 ko Kk

vt T T

ot ox T, T;
Okj L 0aj _ ki ki ki Kk

’

= i1 7 J1 ®)
o ox T, T Tiv T,
Oky  dgn _ kno1  ky
ot ax Ty, TNV
In (8), the subscripts J = 2,..., N — 1 refer to the interior lanes, and the sub-

scripts 1 and N refer to the extreme lanes; Tjk = T;‘ (k;, k) is the vehicle transition
rate from two neighboring lanes (j to lane k).

Traffic Scenario 3: Here there are both overtaking and ramps (see Fig.4) This
scenario shows a simple case of traffic flow on multiple lanes with overtaking. It has
been shown (see [43]) that this scenario is modeled mathematically by Eq.(9). The
assumption of homogeneous traffic flow has been made to obtain Eq. (9):

ok  dku

— 4+ — =%p(x,1). 9

ar T ox p(x, 1) €))
The quantity p(x, t) > 0 corresponds the rate of vehicles entering (+) the highway
or leaving (—) the highway through ramps (respectively entrance and exit ramps).
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Fig. 4 General (a)
representation of traffic flow
on a road segment of finite
length. a Illustration of traffic
flow and the influence of
signal detectors and ramps.

b Synoptic representation of
the traffic flow for the sake of
modeling. (source: [37])
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3 Calibration Concept

3.1 General Principle

The mathematical models proposed by scientists and engineers may reflect the
dynamics of systems and phenomena. However, some of these models might be
inaccurate and unlikely to reflect the real dynamics of specific scenarios, especially
when the model involves a large number of parameters. Therefore, without a careful
prior model calibration, it would not be possible to rely on the simulated results. In
order to ensure the validity of the models, they must ideally be adequately calibrated
for the full range of conditions and scenarios of relevance. Several models have been
developed for calibrating either macroscopic or microscopic models (see [45] and
references therein).

Calibration is an optimization process involving techniques such as the genetic
and memetic algorithm [44] and the cross-entropy method [45], just to name a few.
The overall optimization procedure consists in estimating some parameters for min-
imizing a cost function that can be made, for instance, by an error (or discrepancy)
between the mathematical model result and real data obtained from field measure-
ments (or obtained from a realistic simulator like the VISSIM Simulator). This is
not a trivial task, since the system of equations may be highly nonlinear in both
parameters and state variables.



160 N.A. Akwir et al.

The parameter estimation problem can be formulated as a nonlinear least-squares
output error problem that aims at minimizing the discrepancy between the model
calculations and the real traffic data using the following cost function:

N

1 -
Ew) = |~ > k() —kmP?, (10)

n=1

where E (w) is the root mean squared error (RMSE). In the calibration process, this
error is minimized by finding the appropriate value of the weight w; k(n) is the set
of data resulting from the model, and k(n) stands for real traffic data from the field
(or VISSIM Simulator).

3.2 Calibration Involving Artificial Neural Networks

An artificial neural network (ANN) [46] is a computational model implemented as a
computer program aiming at emulating the key properties and operations of biolog-
ical neural networks. ANNs are used to model unknown or unspecified functional
relationships between the input and output of a “black box” system. In order to
apply such a procedure to decision problems, a key requirement is ANN training to
minimize the discrepancy between modeled and measured system output. Due to its
principle or properties (e.g., training capability, usage phase, redimensioning of the
network, etc.), the ANN paradigm is a good candidate for calibration tasks.

3.3 Mathematical Model of a Neural Network

A single neuron model consists of inputs, weights, an activation function, and outputs.
The mathematical model of a single neuron is expressed as follows:

Y = fOQ_ wixi +b), (11)

i
where the set of inputs is X = [xq, x1, X2, ..., X,], the set of weights is W =
[wo, wi, wa, ws, ..., wy], the output signal is ¥ = (yy, ¥2, ¥3, ..., ¥n), the activa-

tion function is given by f = f(W, X), and b is the bias.

An artificial neural network consists of neurons connected together. Several archi-
tectures of neural networks have been proposed in the literature, such as multilayer
perceptron neural networks [47], recurrent neural networks [48], and Hopfield neural
network [49], just to name few. In this chapter we exploit the multilayer percep-
tron (MLP), which consists of several layers of interconnected perceptrons. Several
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training methods such as the back-propagation algorithm [50] and the Levenberg—
Marquardt algorithm [51, 52] are used to train this type of ANN.

Considering that we have Y = (¥1, Y1, - - - » Yn) as target data (in our case they are
real traffic flow data), the training is done using an optimization process iteratively
in order minimize the discrepancy D between the ANN outputs and the target data:

minimize, D(Y,Y,w). (12)

At the end of the optimization procedure, a neural network is obtained with
new weight values W* = [wg, wi, w3, w3, ..., w;] that minimize the discrepancy
expressed by a suitable norm function:

DY,Y)=|Y —7Y]|. (13)

Once the weight values are known, the ANN can be used to perform various tasks
related to the assessment of further input data (i.e., the so-called test data).

4 The NN-PDE Concept

The NN-PDE concept is a combination of a PDE-based model of traffic flow and a
calibration based on an artificial neural network. We use the PDE model, which has
the capability to represent the traffic flow in the spatiotemporal domain. However,
as already mentioned, the PDE models are generally inaccurate, and the calibration
carried out aims at proposing a new and accurate model to which we have assigned the
acronym NN-PDE. A calibration is exploited to adjust the result with reality (real
traffic data), resulting in increasing the accuracy of the model. A neural network
module for calibration is built offline by exploiting real traffic data (or quasireal
data “from a microscopic simulator”) and the data obtained from the PDE model,
which takes into account some contextual information related to a specific traffic
flow scenario. Let us note that real traffic data are obtained using VISSIM, which
is an accurate microscopic traffic simulator that can propose and configure several
scenarios. The block diagram in Fig. 5 illustrates the NN-PDE concept.

Block (a) in Fig.5 is the PDE solver. The PDE model considered can be solved
using some numerical methods such as the method of lines (MOL), finite difference
methods (FDM), or CNN (cellular neural networks) [53]. The initial and boundary
conditions are set up as inputs according to a given scenario. Context information
(free flow speed, jam density, etc.) are also provided in order to fit with specific
scenarios for a given road segment. The result obtained expresses the spatiotemporal
evolution of the three fundamental parameters of traffic flow (i.e., density k(x, 1),
speed u(x, t), and flow g(x,t)). After solving, the models are further processed
in order to fit with the input of the calibration module. Block (b) in Fig.5 is the
calibration module based on a neural network. The multilayer perceptron (MLP)
architecture is used to build this module.
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Fig. 6 Offline training of the calibration module

As mentioned before, the training of the calibration module is done offline. The
block diagram in Fig. 6 shows the offline training procedure.

Block (a) in Fig.6 is the traffic simulator tool. We use VISSIM, as mentioned
before, to obtain quasireal traffic data. These data are processed in order to fit the
calibration module and are stored in the database (see block (b)). The calibration
module in block (c) is trained offline by considering as input the data from the PDE
solver (taking into account different scenarios) and target (corresponding prestored)
data from the database (real traffic data).
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5 Simulation Results and Their Commenting

5.1 Numerical Schemes

We consider a scenario consisting of a single-lane model without ramp, as illus-
trated in Fig. 1, for numerical simulation. This scenario is modeled mathematically
by Eq. (7). Applying the finite difference method (e.g., Lax—Friedrichs scheme) to
Eq.(7), we obtain the following difference equation:

) KR\ At wp (R AR
= (A L) - up— 2L (A L (ki'er — K1) |
2 2Ax k; 2
(14)

where the index i represents the road section and the index n denotes the discrete
time. The stability condition of the numerical scheme is given by (see [54])

wpp <1k = plmax(a)l pz2 (1)
The condition (15) is used during numerical simulation in order to guarantee
the stability of solutions. Thus the parameters of Eq.(7) are chosen according to
condition (15). During our various numerical simulations, several sets of parameters
are envisaged, each of which encompasses the parameters Az, Ax, uy, k;, and ko
(see cases 1, 2, 3, and 4 in Sect.5.3). In all four cases, the numerical solutions of
Eq. (7) are valid if the condition (15) is satisfied. Otherwise, the solutions are not
valid for the scenario in Fig. 1.

5.2 Neural Network Module for Calibration

The neural network module used for calibration encompasses the following input
and output variables:

e k(x,1) is the traffic flow obtained as a solution from the PDE model in Eq.(7) in
the form of an MxN matrix; M corresponds to the number of iterations in the
time domain, while the number of iterations in the space domain corresponds to
N; k(x, t) is transformed into a row vector of size (M * N) and is further used as
the first input of the neural network (See Fig. 7). The second input corresponds to
the vector ¢ of size M, while the size of the third input corresponding to vector
x is N. An appropriate use of the neural network in (Fig.7) is recommended by
choosing the inputs 2 and 3 of equal size. This is the fundamental condition for
all inputs of the neural network (inputs 1, 2, and 3) to be of the same size.

e k(x,1) is the traffic flow data obtained from the VISSIM simulator; k(x, t) is
transformed into a row vector of size (M * N) and is further used as the target
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Fig. 7 The one- and two-layer neural networks used for training

solution during the training phase of the neural network. The target solution and
the three inputs are of equal size.

e K(x, 1) isthe result obtained after calibration. This corresponds to the result of the
new system developed in this chapter to which we have assigned the acronym of
NN-PDE. The data provided by the NN-PDE are in vector form of size (M * N).
This vector is of the same size as x, ¢, k, and IE(x, t). This is an important condition
to ensure that the training procedure of the neural network is effective.

Another important condition for the training procedure of neural networks is con-
cerned with the number of layers and the number of perceptrons per layer. In Fig. 7,
the number of layers and/or the number of perceptrons is monitored to increase the
accuracy and avoid overfitting as well. During the training process conducted in this
work, the choice of both number of layers and perceptrons is based on trial-and-error.
It has been observed that increasing the number of perceptrons per layer significantly
improves the accuracy of the training process. However, the main problem encoun-
tered in increasing the number of perceptrons was the memory consumption and the
overfitting observed when the number of perceptrons per layer exceeds 100. It has
also been observed that increasing the number of hidden layers leads to an improve-
ment in the accuracy of the training process. However, it has been observed that
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the accuracy rate remains constant beyond 10 hidden layers. The next section (see
Sect.5.3) is concerned with the presentation of the results obtained using the fol-
lowing methods: (a) numerical solution of the original PDE in Eq. (7) to express the
traffic flow dynamics corresponding to the scenario in Fig. 1; (b) solution of the same
scenario provided by VISSIM; (c) solution of the same scenario provided by the new
concept NN-PDE developed in this chapter. Overall, a comparison between solutions
(a) and (b) has led to a significant difference. This difference can be explained by the
fact that the theoretical model (Eq. (7)) does not express reality. Thus, the NN-PDE
developed is a new mathematical model that is much closer to reality. This statement
is justified in Sect. 5.3 through a benchmarking between NN-PDE and VISSIM.

5.3 Results and Comments

5.3.1 Original PDE Versus VISSIM

We apply the finite difference method to the original PDE in Eq. (7) to obtain the
discrete form in Eq. (14). This form is further solved using MATLAB to obtain the
numerical solution of the original PDE. This solution (see Fig.8a) expresses the
traffic flow dynamics in Fig. 1. We also use VISSIM to simulate the traffic flow
dynamics in Fig. 1, and the solution obtained is depicted in Fig. 8b.

Using the set of parameters Ax = 10m; At =1s; uy =8.3m/s; k; = 0.160
Veh/m; and ko = 0.08 Veh/m, the solution of the original PDE is obtained in Fig. 8a.
The solution in Fig. 8b shows the simulation of the same scenario in VISSIM. It can
be observed from Fig. 8a, b that there is a significant divergence (see Fig. 8c) between
the solutions provided by the two methods (i.e., Original PDE and VISSIM). The
divergence in Fig. 8c corresponds to a normalized root mean square error (NRMSE)
of 28.02%. This value of the NRMSE justifies the need of calibration in order to
reduce the NRMSE. The calibration in this context consists in deriving a new model
(to which we have assigned the acronym NN-PDE) that must be able to provide
results similar to those obtained using VISSIM. Here VISSIM is considered the
target solution, because it expresses the traffic dynamics closer to reality.

5.3.2 NN-PDE Versus VISSIM

The NN-PDE model in Fig. 5 is obtained by combining the original PDE with a neural
network. The NN-PDE model is further implemented in MATLAB. Using NN-PDE,
several simulation results are obtained for different configurations of neural network.
These configurations are obtained by monitoring the number of hidden layers and
the perceptrons involved. Further simulation results are obtained for two different
values of the free flow speed (i.e., uy = 30 and u y = 50km/h).
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Fig. 8 Simulation results. a PDE results. b Vissim results. ¢ Error (PDE-Vissim). The NRMSE
corresponds to 20%

Case-1: We use the following parameters of the NN-PDE: value of the free flow
speed (uf = 30 km/h), neural network architecture (multilayer perceptron (MLP)),
1 hidden layer involving 50 perceptrons.

The simulation results obtained are illustrated in Fig. 9a—f. The results in Fig. 9a—
correspond to the situation without calibration shown in Fig. 8. In contrast, the results
in Fig. 9d—f correspond to the situation with calibration. These results obtained using
NN-PDE are compared with the results obtained using VISSIM. The outcome of
comparison is depicted in Fig. 9f. Using this figure, we see that the NRMSE calculated
corresponds to 6.55%. This value of the NRMSE obtained using NN-PDE shows a
significant improvement when compared with the previous value of the NRMSE
(28.02%) obtained without calibration (see Fig. 8).

Case-2: We use the following parameters of NN-PDE: value of the free flow speed
(uf = 30 km/h), neural network architecture (MLP), 10 hidden layers involving 20
perceptrons.

The simulation results obtained are illustrated in Fig.10a—f. The results in
Fig. 10a—c correspond to the situation without calibration shown in Fig. 8. In contrast,
the results in Fig. 10d—f correspond to the situation with calibration. These results
obtained using NN-PDE are compared with the results obtained using VISSIM. The
outcome of the comparison is depicted in Fig. 10f. Using this figure, we see that the
NRMSE calculated corresponds to 2.21%. This value of the NRMSE obtained using
NN-PDE shows a significant improvement when compared with the previous value
of the NRMSE (31.51%) obtained without calibration (see Fig. 8).

Case-3: We use the following parameters of the NN-PDE: value of the free flow
speed (uy = 50 km/h), neural network architecture (MLP), 1 hidden layer involving
50 perceptrons.

The simulation results obtained are illustrated in Fig.1la—f. The results in
Fig. 11a—c correspond to the situation without calibration shown in Fig. 8. In contrast,
the results in Fig. 11d—f correspond to the situation with calibration. These results
obtained using NN-PDE are compared with the results obtained using VISSIM. The
outcome of the comparison is depicted in Fig. 1 1f. Using this figure, we see that the
NRMSE calculated corresponds to 6.39%. This value of the NRMSE obtained using
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NN-PDE shows a significant improvement when compared with the previous value
of the NRMSE (28.02%) obtained without calibration (see Fig. 8).

Case-4: We use the following parameters of NN-PDE: value of the free flow speed
(uf = 50km/h), neural network architecture (MLP), 10 hidden layers involving
20 perceptrons. The simulation results obtained are illustrated in Fig. 12a—f. The
results in Fig. 12a-c correspond to the situation without calibration shown in Fig. 8.
In contrast, the results in Fig. 12d—f correspond to the situation with calibration.
These results obtained using NN-PDE are compared with the results obtained using
VISSIM. The outcome of the comparison is depicted in Fig. 12f. Using this figure,
we see that the NRMSE calculated corresponds to 3.5%. This value of the NRMSE
obtained using NN-PDE shows a significant improvement when compared with the
previous value of the NRMSE (31.51%) obtained without calibration (see Fig. 8).

5.3.3 Comment on Results

The four cases envisaged (see cases 1-4) show that the accuracy of NN-PDE signif-
icantly depends on the neural network architecture. This dependence is confirmed
by the different values of the NRMSE obtained in each case. Further, it has been
observed that the variation of the free flow speed also significantly affects the results
obtained using NN-PDE. Our various numerical simulations have consisted in mon-
itoring and varying both the number of perceptrons in the hidden layer and the free
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Table 1 Summary of the results of the eight configurations of NN-PDE

Network configuration NRMSE in %
ur = 30 Km/h ur = 50 Km/h
No calibration 28.02 31.51
1 layer, 50 perceptrons 6.55 6.39
10 hidden layers, 20 perceptrons per layer 221 3.5

flow speed. The results obtained by varying the two cited parameters are summarized
in Table 1. This table provide the NRMSE for different combinations (each of which
consists of a fix number of perceptrons in the hidden layer and a fixed value of the
free flow speed). The results reported in Table 1 show the values of NRMSE for cases
without calibration versus the NRMSE for cases with calibration. The outcome of
this comparison clearly demonstrates that the new NN-PDE model developed pro-
vides results that are closer to those provided by VISSIM. This statement can be used
to justify the realistic nature of the NN-PDE model developed in this chapter.
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6 Concluding Remarks

In this chapter we have proposed a partial differential equation (PDE) based traffic
flow model that is calibrated using a neural network (NN). The model developed is
called NN-PDE (i.e., a combination of a PDE model with a calibration module based
on NN). The calibration carried out is important, because the traditional mathemati-
cal models for traffic flow (proposed by the state of the art of traffic flow modeling)
involve many parameters due to the complex dynamics undergone by traffic flow.
Further, these models are based on assumptions that are generally nonrealistic, since
they are unlikely to express the real traffic dynamics observed on arterial roads.
Among the huge number of mathematical models for traffic flow proposed in the
literature we have considered the LWR model, which is the seminal model proposed
in the literature for modeling and simulating the dynamics of traffic flow at a macro-
scopic level of detail. The advantage of considering the LWR model is twofold. The
LWR model is simple and can reproduce some relevant insights into the dynamics
of traffic flow. These insights express specific phenomena (shockwaves, rarefaction
waves, stop-and-go waves, etc.) that are generally observed on arterial roads. The
calibration of LWR carried out in this chapter has led to a new model, called NN-
PDE, which is very accurate and more realistic in describing the dynamics of traffic
flow when compared to the basic LWR model. This statement has been proven in
the framework of a benchmarking process conducted by considering the numerical
simulation of various scenarios of traffic flow on arterial roads. Regarding the numer-
ical simulation and benchmarking carried out in this chapter, the basic LWR model
(corresponding to traffic flow in a single lane) has been simulated using the finite
difference method (FDM) combined with the related stability conditions derived
analytically. Both FDM scheme and stability conditions have been implemented in
MATLAB to obtain numerical results. Further, in order to obtain the new NN-PDE
model as a calibrated version of the basic LWR model, the MLP architecture has
been used to design a neural network (NN) scheme that was trained offline using as
target the data provided by VISSIM. The input data used for training the NN scheme
are those provided by the LWR model. The outcome of the training has led to the
NN-PDE model, which is further used for numerical simulations. Using NN-PDE,
the various numerical simulations performed have revealed that the accuracy of NN-
PDE can be improved by varying the configuration of the neural network module and
also by monitoring the parameters (e.g., free flow speed) of the NN-PDE model. We
have noticed that increasing both the number of perceptrons per layer and the number
of layers involved in the NN architecture leads to a significant improvement in the
accuracy of the NN-PDE model. However, we have detected a maximum number of
layers and also a maximum number of perceptrons in layers above which the numer-
ical results obtained do not lead to further significant improvement of the accuracy of
NN-PDE. In contrast, a further increase of the number of perceptrons and layers may
inherently lead to a waste of resources (memory), convergence issues (e.g., failure to
converge), instability (loss of robustness), and low or worse computing performance.
A benchmarking has been considered with the aim of comparing results of the numer-
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ical simulation of several specific traffic flow scenarios obtained using three different
methods, namely the LWR model, the NN-PDE model, and VISSIM. The outcome
of this comparison has revealed that the NN-PDE model developed provides results
that are closer to results provided by VISSIM for all traffic flow scenarios envis-
aged in this chapter. For the same scenarios, the LWR model provides results that
significantly diverge from those obtained using VISSIM. Hence the NN-PDE model
developed shows very good accuracy and thus appears to be more appropriate (than
the classical LWR) to model and simulate traffic flow scenarios on arterial roads.
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Travelers in the Second Modernity:
Where Technological and Social Dynamic
Complexity Meet Each Other

Oana Mitrea

Abstract Can we speak of a totally normal chaos (Lash, Individualization in a
Non-Linear Mode, 2002, [21]) of mobility in the second age of modernity? The cur-
rent essay draws its inspiration mainly from the findings of systems theory and
sociology about nonlinearity and individualization with particular application to
mobility systems. Its first part analyzes the societal system of the second modernity
as an open system with high nonlinearity. The second part applies reflections from
the construction of hypotheses about the usage dynamics of an intelligent concept
of social interaction on the move.

1 Introduction

Perhaps one of the best ways of becoming aware of the importance of dynamic
complexity is just to look out of the window while taking breakfasting in a big city
awakening to a hectic life. In (post)modern daily life, anything can happen, in spite of
the expectations and efforts to maintain a rather predictable daily agenda. The passing
of people and vehicles, the movements and sounds of the natural environment, the
invisible flows of information and communication, the various objects, and human
actions and interactions are in constant flux and seem to be closely related to each
other. Small modifications of behavior may produce important effects in unexpected
distant places. The sociotechnical systems of a technological civilization are char-
acterized by change over time; the ability of components to interact with each other,
feedback, nonlinearity, self-organization, adaptability and counterintuitiveness [32].

The characteristics of dynamic complexity are particularly visible in today’s
mobility systems. The common observation of daily life in Western Europe depicts
indeed an explosive circulation of persons and goods at rates never before
encountered.

O. Mitrea ()

Institute for Smart Systems Technologies, Alpen-Adria-Universitaet Klagenfurt,
Universitaetstrasse 65-67, Klagenfurt, Austria

e-mail: oana.mitrea@aau.at

© Springer International Publishing AG 2018 175
K. Kyamakya et al. (eds.), Recent Advances in Nonlinear Dynamics

and Synchronization, Studies in Systems, Decision and Control 109,

DOI 10.1007/978-3-319-58996-1_8



176 O. Mitrea

However, mobility statistics reveal some more nuanced or unexpected facts. For
instance, the Statistics Brief 2013. Trends in the Transport Sector of OECD empha-
sizes the difference in transport growth between emerging and advanced economies,
with emerging economies continuing to outperform developed markets [26]. Impor-
tant tendencies in transportation are stagnation and drop in air freight, the growth
of rail freight in Russia and China, significant differences in road freight between
EU and China, the rapid recovery of inland waterways, the increase of air transport
in markets linked to emerging economies, the stability of EU rail passenger traffic
at precrisis levels. Interestingly, OECD 2013 shows that car use appears stagnant or
falling in high-income countries:

Over the past 10 to 15 years, the growth of passenger vehicle travel volumes has decelerated
in several high-income economies and in some growth has stopped or turned negative.
Figure 11 shows an index of passenger-km volumes in a selection of high-income economies
from 1990 through 2011. The slowdown in growth is clear in Germany. In France, car use
is virtually unchanged since 2003. In Japan, car use has been declining since 1999. In the
United Kingdom growth is negative since 2007 and it had slowed down considerably since
2003. The United States displays a decline since around 2005 or even earlier. (OECD 2014,

p-2)

These developments demonstrate that the transportation of persons is often par-
ticularly counterintuitive. Public opinion is far from being aware of a decline in
automobility—quite the contrary. For comprehension of future developments in this
field it is necessary to examine more closely the dynamic complexity of sociotech-
nical systems.

The mobility of persons is a challenging field for analysis, particularly due to its
strong social flavor. Manifold emotions, power, and social interactions are involved in
the decisions and actions of individual actors and institutions. These only-human par-
ticularities are revealed in the intercity commuting and intracity travel between home
and office; mobility of children; leisure mobility during the week or on weekends;
paying of social visits, trips to cultural and social events involving family members;
transport trips for picking up or bringing children and other family members; supply
movements (for fetching goods, shopping), other types of daily movements; as well
as in the communication and information necessary to coordinate all such move-
ments. On the other hand, technology has recently become more and more complex
and intelligent (that is, active and interactive), aiming to resemble human character-
istics. In technology designers’ visions, technology should come closer to humans
behavior and intentionality and become a true companion in everyone’s mobility.

The starting challenge is to be able to identify how and where the social and
technological complexities best meet and beneficially complement each other. A key
phenomenon of current social complexity is individualization, with various conse-
quences in social interaction, family, education, employment, transportation. The
influence of individualization of social relationships and transportation is difficult
to grasp without considering the system dynamics perspective of tipping points,
feedback loops, and delays between causes and effects. On the other hand, mobility
technologies do not influence social systems in a straightforward manner (pushing a
button for more during the journey social contacts and obtaining them on the spot).
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On the contrary, between technology design and actual use there are multiple dimen-
sions and variables involved, among which nonlinear reinforcing or balancing rela-
tionships exist. The current chapter takes some first steps toward this explanatory
goal: In the first part, the societal system of the second modernity is analyzed as
an open system with high nonlinearity. The second part applies the reflections from
the first part to the design of a particular concept for intelligent mobility: journey as
purpose [25].

2 Manifestations of Dynamic Complexity

2.1 About Dynamic Complexity

The dynamic complexity of societies is revealed mainly in the processes of social
change. Let us only think at what European societies looked like two centuries ago
and what tremendous changes have occurred in the way that humans communicate,
move, think, learn, work, entertain, live, and die. At the same time, changes in society
feed on themselves, in the sense that they produce further positive and negative mod-
ifications of the relevant states of society on which changes had previously operated.
For instance, the widespread presence of mobile information and communication
technologies has modified the nature of work toward more flexibility of time orga-
nization and more mobility. The new type of work requires contextual real-time
information necessary for speedy mobilization, a fact that challenges the way that
information and communication are gathered, processed, and presented, and puts
pressure on the development of real-time (dynamic) information systems.

The feedback view of the world in the vision of [29, 32] implies that our decisions
alter the environment, leading to new decisions, but also triggering side effects,
delayed reactions, changes in goals, and interventions by others. It is important also
that these feedbacks lead to unanticipated results and ineffective policies [32], p. 9.
From my perspective, one of the most interesting aspects from the list of complexity
features synthesized by [32] is nonlinearity. Nonlinearity has received a variety of
definitions, depending on the perspective of analysis adopted. For [32] this means
that effect is rarely proportional to cause, and what happens locally in a system (near
the current operating point) often does not apply in distant regions (other states of
the system). Another interesting aspect is that complex systems are counterintuitive:
In Forrester’s words, people misjudge the behavior of social systems [12]. Many
policies fail because policymakers do not recognize the feedback-loop dynamics
underlying obvious facts such as human suffering in cities. The classical example
given by [12] shows that an increase in housing as a measure to alleviate this suffering
would only turn more and people into captives of depressed social systems and
would therefore have many negative unexpected consequences. The comprehension
of dynamic complex systems benefits from a perspective of modeling, where the role
of feedback, nonlinearity, and self-organization is widely recognized. It is true that
the comprehension and modeling of the whole social system in which the problem is
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integrated may represent an overwhelming task. By combining qualitative analysis
with quantitative analysis and system synthesis reasoning to describe these undefined
behavioral characteristics, system dynamics represents the appropriate method for
dealing with nonlinear, high-order, complex time-varying systems [24]. The system
dynamics simulation models have concentrated so far on macroscopic tasks such
as urban passenger transport, energy consumption, and CO, emissions [24], the
diffusion of and competition among multiple types of alternative vehicles, along
with the evolution of the ICE fleet [33] and intercity transportation [22].

2.2 Travel and Mobility

According to Merriam Webster’s Dictionary, the verb “to travel” means “to move or
undergo transmission from one place to another.” This quite general definition will
be adopted in the current chapter. It complies with the majority of sociological posi-
tions that integrate the movement of humans with that of things, ideas, imagination
(see new mobilities paradigm, [31, 35]), or propose various perspectives on mod-
ern transportation systems. Travel as an analysis category comprises bodily enacted
movement (such as walking, cycling), technology-enabled transportation by various
means (car, train, bus, plane), and the use of information and communication tech-
nologies (ICTs) for various purposes, whether or not travel-related. The thematic
field of travel includes several possible categories of analysis such as the journey to
work (travel to the office and back, short- and long-range commuting, business trips),
coordination of daily life (such as shopping, procurement of goods, daily errands,
dropping off and picking up children from school), regular leisure travel (such as
relaxation walks after work, morning/evening walking, travel to sports locations),
infrequent touristic travel (holiday travel, excursions), and socially driven travel (for
instance to visit an aged relative, friends), etc.

The sociology of mobilities [35] has long recognized the importance of dynamic
complexity. For instance, automobility is defined by Urry as a self-organizing
autopoietic, nonlinear system that spreads worldwide, and includes cars, car drivers,
roads, petroleum supplies, and many novel objects, technologies, and signs. The
hallmarks of its dynamic complexity are the interconnection of many technical and
nontechnical elements and the more recent reliance on specialized and arcane forms
of expertise [35] (p. 14). The more recent concept of automobilities derives from
“the new mobilities paradigm” [31, 35] and proposes a systemic integration of the
movements of individuals, goods, ideas, representations, made possible mainly by
advances in information and communication technologies.

The new smart technologies for information and communication and transporta-
tion enhance the mobilities of some, while reinforcing the immobilities of others.
The growing availability of personal information over communication and traffic net-
works also bears new risks, such as accidents, diseases, terrorism, surveillance, and
environmental damage [35] (pp. 11-12). Modern mobility includes “interspaces,”
places of intermittent movement where groups come together, use mobile phones,
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laptops, SMS, make arrangements on the move (idem). Such interspaces add value
to the time spent traveling. That is, it is “not always a wasted dead time that people
wish to minimize” (ibid.). Intracity travel, commuting, intercity and international
travel cannot be imagined now without the all-pervading information and communi-
cation technologies (ICTs) for traveler information, driving, entertainment, and travel
safety. A concept of smart mobility/smart travel has been coined for these forms of
human movement in which information about events on the way, destinations, sched-
ules, time, weather, entertainment, even one’s own psychical and physical state and
possibilities for social interaction on the way should be provided reliably and in real
time to travelers and the involved institutions.

The consideration of (mobile) ICTs within a dynamic complexity perspective
about mobilities is important, particularly because these unify travel and social life,
particularly in the making and remaking of connections on the move and planning of
meetings. The possibilities for social relations and interactions, as well as for human
mobility, are more and more dependent on the technological networks operating in
the background [19]. In the perspective of mobilities, it is difficult to focus only on
the mobility of persons and to ignore other types. Travelers of the second moder-
nity experience a variety of mobile contextual configurations on the move, which
integrate pieces of communication and information, portability of goods, imagina-
tion, and reveries on the way. The multiplicity of involved variables and the variety
of feedback loops that characterize their relationships make the prediction of the
behavior of today’s travelers particularly difficult. Small perturbations caused by
events communicated via ICTs may have important unintended consequences on the
further course of daily mobility: delays, side effects, cancellation of intentions, or
new actions and decisions.

2.3 Individualization and Social Relationships

Contemporary sociology and social theory use various concepts to characterize our
epoch: the second modernity [8], liquid modernity [5], reflexive modernization [7],
technological civilization [3], risk society [6]. In the context of the research on
individualization and the manifold changes, risks, and destabilizations that occur
in the present highly nonlinear social systems [8, 21, 30], there has been a strong
interest in the future evolution of social interactions. Expected is a passage from
living for others to a life of one’s own, from the community of needs to elective
affinities in a postfamilial family, new division of labor, declining birthrates, and
desire for children [8].

While the concept of “first modernity” refers to the quite predictable and linear
societal system of industrial society, characterized by rigid social structures and tra-
ditional relationships to institutions and between individuals, the “second modernity”
represents an open system characterized by high nonlinearity [8]. Among sociolo-
gists there is still no consensus about the proper usage of terms: for instance, Giddens
[13] argues that rather then entering a period of postmodernity, we are moving into
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one in which the consequences of modernity are becoming more radicalized and
universalized than before [13].

The key driver of system destabilization in the second modernity is individualiza-
tion [21]. Societal individualization means that central institutions of modern society,
including basic civil, political, and social rights, but also paid employment and the
training and mobility necessary for this, are geared to the individual and not to the
group. Individualization is becoming the social structure of the second modern soci-
ety [8] (p. xxii). Individualization is not equal to the individualism, but represents a
structural sociological transformation of social institutions and the relationship of the
individual to society [8] (p. 202). Its mechanisms (at the same time consequences)
are the transformation of work, the decline of public authority, increasing personal
isolation, a greater emphasis on individuality and self-reliance, the changing balance
of power between men and women, a redefinition of relationships between men and
women, the emergence of a culture of intimacy, informality, and self-expression [8].

Individualization represents a societal problem because it seems to destroy the
established foundations of social existence: family and group relations, social struc-
tures on which individuals usually rely [8]. The disembedding from such traditional
structures without reembedding confronts individuals with a precarious biographical
freedom constructed like a do-it-yourself biography, constantly living with risk and
uncertainty and being solely to blame for their eventual failures [8]. It seems that
individuals of the second modernity do not have the time and reflective distance to
themselves to construct linear and narrative life and work biographies (idem). They
describe themselves as flexible and thus represent passage points for the unintended
consequences that lead to system disequilibrium [21]. Flexibilization as a conse-
quence of individualization is responsible for a vicious circle of deterioration of
social (including work) relationships. The demand of being always flexible leads to
uncertainty, a decrease of trust and commitment, and a superficiality of teamwork
[30]. A short-term mentality replaces long-term ideas about love, family, and career,
and this finally leads to a corrosion of the human character [30]. Individuals socialized
in this way reproduce such nonvalues. Uncertainty, superficiality, poor trust between
people, feed on themselves until a certain critical point whose consequences are
difficult to foresee.

At the same time, individualization has also an important side effect for the acti-
vation of social relationships. Currently, the mobile Internet with its world of social
apps sets new conditions for the display of one’s sociability and social relationships.
Individuals have now the possibility of being virtually surrounded by more persons
than their imagination can grasp. A cohort of virtual fellows can accompany each
traveler in his or her trip and mingle with the reality of his or her physical travel.
Supported by mobile ICTs, the second modernity’s individuals act as amalgamators
who put together networks, construct alliances, and make deals in an atmosphere of
risk in which knowledge and life changes are precarious [21]. The increasing num-
ber of networks in which they are involved brings new possibilities for action and
interaction.
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Fig. 1 Mental model of the duality of individualization

In Fig. 1 these relationships among variables are described by two main causal
loops:

1. Individualization induces flexibilization with negative side effects on the quality
of social relationships (mutual trust, loyalty, commitment). A poor quality of social
relationships reinforces the part of individualization that has generated “destructive”
flexibilization.

2. On the other hand, individualization can also induce a “good” flexibilization,
understood as the ability to create social connections and to creatively combine
sequences of life trajectories. This can bring new possibilities for social interaction
and can potentially increase the quality of social relationships (if contacts lead to
accomplishments), balancing some of the negative aspects of individualization.

From the considerations above it can be concluded that individualization repre-
sents a complex issue. This can negatively influence the quality of social relationships
in time but can also open spaces for creativity and positive societal change.

In the following it will be shown how these positive and negative factors inter-
mingle with mobility. The sociologists of mobility have emphasized how mobility
nowadays becomes more and more individual and therefore personalized through
its enrichment information and communication. However, little has been researched
about the way that the various types of human movement (physical, virtual, imagi-
nary) and larger social phenomena influence each other and merge into a complex
societal problem: individualization of mobility.

Some open research questions are as follows: Is societal individualization bene-
ficial for mobility in the long term? Is the long resistance to change of the system of
automobility [34] a side effect of the overall societal individualization? Is the per-
sonalization of mobility enabled by numerous “apps” a problem or a way (a solution)
to achieve better (more socially responsive and environmentally friendly) mobility?
The answers to these questions pose numerous difficulties that also derive from the
nonlinear relationships between variables.
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2.4 Social Relationships and Mobilities

In general, there is consensus among researchers about the existence of a certain
relationship between the forms and amount of mobility and the nature and intensity
of social relationships [18, 19, 35]. There is also agreement about the role that
(mobile) ICTs play in travel and social life. The possibility for social relations and
interactions, as well as for human mobility, is indeed more and more dependent on
the technological networks operating behind the scenes [19] (pp. 92-93). However,
the reciprocal relationship among the three areas has not yet been clarified. The
exact nature of this relationship (referring to the exact specification of the model,
linearity/nonlinearity involving circularity and feedback, time dynamics) represents
quite an unexplored territory. There is significant research about how mobile ICTs
and sociality (sociability and association) interact.

The mobile phone could be regarded as a new stage on which mobile society
is acted out [28]. The rather weak and superficial mobile interactions turn mobile
telephony contexts into places: where one can go and chat about anything. With a
mobile phone, one can feel that one is in a place where emotional arguments and
friendly laughter, for example, are appropriate. It is a stage that resembles a virtual
cafeteria or marketplace where people meet each other [28] (p. 27). Mobile phones
also play a significant role in the managing of distant interactions, with a focus on trust
and negotiated local context together with construction of bonds and commitments
[23] (pp. 94-109). Some of the most studied subjects in the area of relationship
travel sociality has been the influence of modern transportation enriched with mobile
communication and information on the traditional community [4, 30, 34], the impact
of business mobility on family coordination [19], the interactions between the spatial
structure of social networks and the travel pattern of the members of these networks
[2], friendship and mobility in location-based social networks [10].

Negative as well as positive aspects have been highlighted. Bauman’s analysis
of the changes in local communities highlights the way in which the increasingly
technicized transportation of interpersonal communications weakens the substance
of the traditional community. The social relationships in traditional communities
were based on proximity, vicinity, high density of face-to-face communication, and
intensive daily interaction [4] (p. 37). The borders of communities were defined by
the volume and speed of possible transportation. Such proximity-based intensive
direct contacts become difficult in the age of globalization and heavy travel. With
the use of information and communication technologies, even space came to matter
less (idem). Flows instead of places and the idea of the death of distance seem to be
justified by the possibility of interaction at the speed of light through IT networks.
The physical (noncyber) space is degraded to a site for delivery, absorption, and recy-
cling of the essentially extraterritorial cyberspace information [4] (p. 38). “Currently,
some persons have no other choice than to stay in place due to the lack of mobility
resources.” Therefore, immobility becomes a measure of social deprivation and the
lack of freedom (idem) [4].
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Modern work travel is criticized mainly in what concerns its recent tendency
to turn into a domination practice [19]. The business mobility regime [19] pursues
the disciplining of individuals’ movements, in particular the normalization of work
travel, the rationalization of mobility management, and the self-optimization of one’s
mobility behavior [19] (pp. 87-89). Mobile workers, as entrepreneurs of their own
mobility skills, should accept the necessity to travel and renounce their free time and
self-determination [19] (p. 89). The fragmentation and flexibilization of time, space,
and life experiences in business mobility regimes also contaminates the private life
domain. The increasing distances between communicators challenge the coordina-
tion with the members of the trusted social space such as family and close friends.
Multiple processes of negotiation and renegotiation over (mobile) ICTs are necessary
[11]1in [19] (p. 92). A reembedding in the family context still represents the priority
of business travelers: as interviews with frequent business travelers and travel man-
agers in Sweden showed, although individual travelers often appreciate having good
working conditions while traveling, they want to minimize time spent away from
home and family rather than to make productive use of their travel time [16].

The flexibilization of the new capitalism [30] is criticized for negative conse-
quences such as the uncertainties of flexibility, the absence of deeply rooted trust
and commitment, the superficiality of teamwork, most of all the specter of failing
to make something of oneself in the world, to get a life through one’s work [30]
(p. 138), the short-term mentality that replaces the long-term one: family, love and
family, career, and ultimately the corrosion of human character. The short-term per-
spective represents a principle that corrodes trust, loyalty, and mutual commitment.
Such communities are not empty of sociability or neighborliness, but no one in them
becomes a long-term witness to another person’s life [4] (p. 38). The fleeting forms
of association become more powerful than the long-term connections (idem). Indi-
viduals adapt to the present circumstances by trying to invest sense and purpose and
to identify positive aspects in them [4] (p. 23). This leads to the high valuation of
mobility in all senses. Commenting on the results of a study of singles highly valuing
mobility in their professions, Beck and Beck-Gernsheim conclude that the idea to
having to practice a lifelong profession is considered a burden rather then something
desirable, while change, in work as well as in relationships, is considered natural and
desirable by many [8] (p. 162). Because the establishment of a short-term mentality
is considered a powerful mechanism for the dissolution of community relationships
[4, 30], it is also important to analyze how this is involved with sociability and
mobilities.

On the positive side, real-time and mobile communication technologies seem to
reinforce the initiation of new on-trip connections, sometimes by means of mobile
social networking. Even if these interactions cannot compete with face-to-face con-
tacts in what concerns long-term investment in trust [4] (p. 38), they do extend the
circle of social possibilities. The access to travel information and communication
with family, friends, and colleagues while on the road also opens possibilities for
the concomitant planning of mobility and sociality, one as a function of the other:
when to meet somebody and whom to meet, the reformatting of social actions and
relationships under mobile conditions. A mobile contextual configuration emerges
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[1], characterized by intensive information exchange in mobile phone calls about
location, transportation, current activity, etc. In a recent article, Urry emphasizes the
fact that mobile ICTs make and remake connections across time and over space,
which are essential for the extension and/or consolidation of social networks [36]. It
is worth mentioning here the ad hoc nature of the spontaneous network-type mobility
that follows the connective logic of integration in meaningful contexts and socially
coupled connections and interactions: one no longer meets not in a specific place
but in the city or city quarter, the exact coordinates of which are communicated by
means of the mobile phone [19] (p. 93).

3 Toward Sociability-Friendly Mobility Systems

Sociability represents a psychosociological characteristic of individuals that have a
feeling for, and a satisfaction in, the very fact that one is associated with others and that
the solitariness of the individual is resolved into togetherness, a union with others [17]
(p. 255). In this view, sociability represents a play-form of association, completely
oriented around personalities that should bring joy and imagination (idem). A slightly
different perspective is that of a fund of sociability [37]. According to this idea,
individuals require a certain amount of interaction with others and would experience
stress only if the total amount of relating to others was too little or too great [37]. One
must also distinguish between the intrinsicality of sociability (stating that sociability
is dependent on internal factors such as social class and age, instead of the individual
situation) and the interactivity deriving from a socialization behavior that assesses
that individuals aim to fulfill their social interaction needs and to build social ties
until these needs are met or by satisfying these needs through meeting already known
acquaintances [9] (p. 2). To understand sociability as interactivity, it is important to
focus on the characteristics of the context (mobile/not mobile, ICT enriched or not)
in which individuals manifest various needs of interacting with others. The context-
dependent variation of these needs is the element that distinguishes interactivity from
individual-specific intrinsic sociability. This perspective on sociability as interactivity
will be adopted in the present research.

Another important differentiation is between the sociability oriented toward direct
(face-to-face) interaction and the one expressed in virtual social networks. A person
who is constantly on social networks in trains and pays no attention to the other
travelers is sociable in a different way than an individual who starts chatting with the
fellow travelers as soon as he or she takes a seat. An examination of the combination
of these two forms of sociability in traveling can represent a captivating issue for
research. The analysis of the interactive sociability (or interactivity) should take into
account the social interaction needs of an individual as a function of the context,
the sociability values (such as joy, relief, vivacity), the manifestation of forms of
sociability in various mobile contexts (direct/online, forms of presentation of self),
other variables such as age, gender, family status, number and age of children, number
of friends, perceived intensity of contacts with family/friends, the number of groups
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in which a person is integrated, the dimensions of groups, the number of new contacts
per month, the number of exchanged (responded) messages per week, the level of
trust between participants, participant satisfaction with social interactions, number
of persons who still interact with the person after a longer time (adapted from [27]).

The disposition toward being sociable while traveling may represent an important
condition for actually engaging in social interactions in the mobile space. Existing
studies are not very encouraging about this aspect, particularly those analyzing public
transportation in Western societies. Their starting observation is that people who
are traveling by train or bus are actively trying to avoid eye contact and initiation
of conversation with strangers. Studies from symbolic interactionism [14] tried to
understand why some people actively disengage from others over the course of the
ride [20] and identified the need of travelers to design and carefully coordinate
interaction rituals by avoiding people nearby and slipping into a personal space of
the self [20] (p. 16). This avoidance behavior varies in terms of the cultural context
and reference time periods. As emphasized in [25], active social disengagement did
not apply to the lengthy shop queues in the period of Romanian Communism, where
citizens actively sought interaction with fellow sufferers during the long waiting
times for basic necessities. Also, train journeys usually provided a venue for very
lively interactions and problem-solving sessions where even lifetime relationships
could be initiated. The key difference was that a feeling of spontaneous community
accompanied the common ride. The perceived community cohesion could represent a
powerful mechanism toward interaction and cooperation in the mobile public space.

A mobile contextual configuration [1] refers to the reciprocal shaping of travel,
communication and social interaction by means of mobile ICT devices for commu-
nication, travel information, and location-based information and services. Meeting
places and events are communicated on mobile phones (and soon by smart cars inter-
connected with homes, offices, and leisure targets). People who have previously been
unknown to each other are unified in common missions, for instance in ride-sharing.
Their trajectories can change rapidly as a function of events that have occurred
and other persons encountered on the way. Small perturbations of routes as a result
of interpersonal communication, new tasks, new interests, make the movements of
today’s travelers extremely difficult to understand and predict. Mobility should be
thus conceived in a nonlinear manner (feedback loop) as a continuous adaptation
of humans, society, and technical systems to changes in purposes and tasks that
appear along the way. The simultaneous immersion and switching between multiple
offline and online worlds, quite often observed in trains and buses, can also represent
a chance for a richer interaction and communication that combines the benefits of
pretrip information with direct communication [25]. Due to the new possibilities
opened by both smart mobile communication and ITS, new approaches in the field
of intelligent mobility systems are called for in which not only time savings and the
minimization of travel variability are important, but also the intrinsic valuation of
travel time in terms of sociability and action possibilities along the way.

A conceptual implementation of this idea in the field of intelligent public trans-
portation has been advanced in [25]. The concept of journey as purpose aims at turn-
ing public transportation into a space of social interaction and multipurpose action
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(transient mobile social space). This vision is consonant also with the considerations
of Urry (2007) about the productive value of travel and the potential of meetings on
the move [35] (pp. 250-251).

A journey as purpose story:

Imagine a busy young mother who works as a freelancer in advertising. She usually travels
a lot to meet her contractors or colleagues. Today it takes her around 45min to reach an
office in the neighboring city. She has just received bad news from her contractor there by
mail, why she now feels totally confused and upset and would gladly cancel the contract,
only that she doesn’t know very much about legal conditions and obligations. She is then
sitting in the commuting train for almost one hour. What if there would be some opportunity
inside the train to get at least some general orientation and advice about her problem? What
if somebody with this knowledge would travel on the same route by the same means? In
such a situation she would gladly take even a later train to meet this person there in order to
be able to explain him/her the problem and to receive feedback on the spot.

How are decisions and actions of this user in this scenario linked and how do they
flow in time?

Figure 2 depicts several main hypotheses about the possible dynamics of the use
of the Journey as Purpose concept (abbreviation JaP). The nodes refer to variables
as well as actions and events. The structure of the figure contains nodes, their rela-
tionships, and several feedback loops that account for the behavior of the system
(Fig.2).

Explanation of the dynamic relationships in Fig.2:

e At the beginning of actions and decisions lies a problem generated by a given
situation. This generates a need to search for a solution in a reasonable amount

New problem \ . User experience with
the system

Anxiety about the

new problem level of personal ~
Anxiety about of the SARCItC
initial problem /
# #
Initial problem Motrvation for action acceptance degree of
(search for support) ocial interaction on the
way
+
Use of the "journey as
purpose” IT system probabability of the
problem task solving
the move
Daily mobility Probability of the

"journey as purpose

erns
e "travel

obability of problem *
solving contacts

Fig. 2 Hypotheses about the usage dynamics of the journey as purpose (JaP)
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of time, without great effort. Mobility is already there, since this person usually
commutes. The idea of the concept is to combine mobility with problem-solving
via an IT system that enables various interactions and actions during travel.

e Several feedback loops and delays can be observed in this simplified model. The
initial problem generates the motivation to look for support, which can lead to
the use of the IT JaP solution and subsequent travel by a given mode in order to
come into contact with the problem-solving person. A successful solution of the
problem by the IT system JaP reduces the motivation for further action for this
particular problem (balancing).

e A new problem appears. At this time, some users have already integrated the
knowledge about journey as purpose into their way of approaching problems.
As users get advice from expert contacts, their level of personal expertise may
increase. This fact can lower their motivation to discover solutions trough JaP
(balancing), with negative impact on the probability of the travel triggered by JaP
and the number of social contacts on the move (similar to saturation in adoption).

e On the other hand, successful problem-solving can enhance the acceptance of
social contacts on the move in general, a fact that can be beneficial for use of the
system for various cooperative actions and initiatives by the supported persons to
assist others.

4 Conclusion and Future Work

To sum up, the present chapter has aimed at illustrating how small spontaneous
choices of individualized travelers about their movement, communication, and infor-
mation have the power to create (sometimes unintended) consequences that can set
new conditions for future social interactions on the move.

The temporal evolution of both mobility and social interaction behaviors of a
particular traveler is also influenced by some variables described below that are not
included in this model, but will represent key elements of future work: First of all,
background (static) information about the present life situation of the users can be
collected: gender, age, personality type, family situation, employment, lifestyles and
values, level of sociability, attitudes toward employment, mobility, satisfaction with
life, etc. They can be determined in a one-way surveying step and summarized in the
form of personal scores. In a second step it is necessary to concentrate on obtaining
dynamic information about the following:

e Internal state variables: stress, enjoyment, health state, emotions, tiredness, etc.

e Context variables of a social or technical nature: a concrete demand for something,
various tasks/goals, mobile information, communications on the move (face to face
or over ICTs).

e Mobility variables: travel mode, distance, time to destination, delays, stops, mode
changes and pauses, traffic variables, degree of comfort. The importance of the
mode of travel for social relations is highlighted by interesting research in the field
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Fig.3 The intervention of JaP in the relationships between individualization and social interaction

of travel behavior and society. It is shown that a mixed environment that allows
much walking increases the social capital in the community and the probability of
making stable connections in time [15].

e Variables characterizing candidates for contacts: age, gender, visual attributes of
class, occupation, income.

In Fig. 3, the quality of social relationships can be positively influenced by the
opportunities for interaction and harmed by the destructive forces of individualiza-
tion (flexibilization, risky biographies, and uncertainty, leading to the deterioration
of social relationships). Two main feedback loops are visible there: (a) the right-
hand circle describing the reinforcing of individualization via flexibilization and the
deterioration of social relationships and (b) the left-hand balancing circle via better
opportunities for social interaction along the way. In the left-hand circle, the use
of a system that enriches the mobile space with new possibilities for action and
social interaction has the potential of increasing the power of the constructive circle.
The positive side of individualization might gain in importance and become more
widespread.
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COMPRAM Assessment and System
Dynamics Modeling and Simulation
of Car-Following Model for Degraded
Roads

A.K. Kayisu, M.K. Joseph and K. Kyamakya

Abstract The presence of potholes in roads is a complex societal reality in
developing countries that leads to situations such as congestion, chaotic driving,
and acceleration of road degradation. More and more money is spent on the main-
tenance of the same segment of road and on the repair of cars due to potholes. This
complex phenomenon “traffic congestion in Kinshasa linked to degraded roads” is an-
alyzed with the COMPRAM methodology. It is shown that more policy intervention
is needed via improvement of legislation, road maintenance, and road monitoring.
In this paper we elaborate on traffic flow models, system dynamics (SD), and COM-
PRAM. We briefly discuss the relationship between the “car-following” model and
the “microscopic/macroscopic” traffic model. For measuring the pothole effect on
road users such as cars, a simulation of a car-following model was done with system
dynamics (SD). We considered two scenarios for simulation: a scenario with a single
pothole on a one-lane road and a scenario with two potholes separated by a distance
of 590 meters on a one-lane road. The results of the simulations demonstrate that
in the presence of the pothole at the microscopic level, speed and travel time are
negatively affected, impacting road capacity at the macroscopic level.
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1 Introduction

Car-following models are important in seeing/showing the microscopic behavior of
the driver—vehicle system during follow-the-leader scenarios, as well as in modeling
microscopic traffic propagation and evolution [1]. At the macroscopic level, it is
necessary to see the effect of microsimulation on road traffic in general [1, 2].

At the microscopic level, embedded devices in vehicles assist drivers to maintain
safe and comfortable driving conditions for collision avoidance or for intelligent
speed adaptation [2, 3].

In the developed world, road users, traffic engineers, and traffic managers use
advanced traveller information systems (ATIS) and advanced traffic management
systems (ATMS) to get information such as travel time estimation, prediction, and
congestion state. Advanced sensor systems placed either at roadsides or embedded
in cars can thereby collect the necessary basic information or raw data [1, 4, 5].

The authors of [6] propose a rethinking of intelligent transportation system (ITS)
design and traffic management, particularly in India and generally in developing
countries because of considerations such as the absence of traffic lights and road
markings as well as chaotic (i.e., undisciplined) driver behavior. These situations
in developing regions led us to consider traffic management and specifically a car-
following model on degraded roads as a complex system that is a reality in developing
countries and areas (cars, drivers’ reactions to potholes, people around a degraded
road, weather, road traffic management, and road maintenance policies, etc.).

The complex problem-handling methodology (COMPRAM) is used to analyze
this phenomenon globally. COMPRAM allows us to figure out a way to handle
complex societal problems while involving a system dynamics (SD) simulation op-
tion [7-9].

In this work, we first briefly present and discuss the traffic flow models, system
dynamics (SD), and COMPRAM methodology. These models, tools, and method-
ology are applied to the development and simulation of a car-following model on a
degraded road specifically in the presence of road potholes for a traffic congestion
management related initial investigation.

The main objective of this work is to analyze road potholes as a complex soci-
etal problem and to propose a sustainable solution. Secondly, we focus on systems
dynamics [10] based modeling to assess the effect of potholes on a car-following
model in order to depict the related impact on microscopic variables, and finally, we
discuss the negative macroscopic incidence of congestion through a significant road
capacity reduction.
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2 Traffic Flow Modeling and a Brief Introduction
to System Dynamics (SD)

2.1 Macroscopic Traffic Flow Model

Macroscopic models [11, 12] involve the motion of groups of vehicles moving in a
system. Traffic flow appears to conform to the theory of fluid dynamics, and first- as
well as second-order partial differential equation (PDE) models are mainly used in
macroscopic models. One of them, the Lighthill-Whitham—Richards (LWR) model,
is based on three variables: speed, flow, and density [11, 13]. The system is completely
determined by a system of three equations:

qx,t) =k(x,t) x u(x,t),

g (x,1) 9g(x,t) __

ML 4 M0 =, 0
ulx,t) =u.(k(x,1)),

where g represents the traffic flow (vehicles/hour), & is the traffic density in a road
segment (vehicles/km), u and u, stand respectively for the speed (km/hour or m/sec)
and equilibrium speed in steady-state condition, x (km or m) and ¢ (sec, min, or
hour) are respectively spatial and temporal dimensions.

The first equation is the fundamental diagram, the second expresses traffic con-
servation (the number of vehicles on a road segment is constant, i.e., there are no
additional vehicles coming from a ramp or going to a ramp), and the third equation
is the definition of speed. Here, the assumption is that the traffic is always in an
equilibrium state and that it evolves from one equilibrium state to another.

For analytical resolution purposes, the Eq.(1) can be reduced to a single hyper-
bolic PDE:

ok(x,t) K t))ak(x, 1 0 @)
or AT T =
ge(x,1) = k(x,1) X ue.(x,1). 3)

Equation (3) is the fundamental diagram in density, and ¢, (k(x, ¢)) in Eq.(2) is a
slope that is equal to the tangent to the fundamental diagram in flow at the point k:

q(x, 1) =k(x,t) xu(x,1),
MR+ A =0, o
ulx,t) =us[l — (’%)]]”,

N J

where k; is the maximum car concentration or the jam density occurring when the
road section is full of vehicles, and in that extreme situation, flow rate and velocity
are zero, and u s is the desired speed (it is the maximum speed limit indicated by
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traffic signs at the roadside), which occurs when the number of vehicles is low enough
on the road section and there is no interaction between cars, so every car can move
freely, that is, traffic can flow with free speed; [ and p are constant values, which are
generally determined empirically.

2.2 Microscopic Traffic Models and Car-Following Model

Microscopic traffic models [12, 14] attempt to describe the motion of individual
vehicles within a system. The following components are contained in a microscopic
traffic model: a car-following model, a lane-change model, a route choice model, etc.
[15]. The microscopic traffic flow model analyzes very small changes in the traffic
stream over time and space.

A car-following model can enable us to understand traffic flow, common driving
behavior and forms the bridge between the individual car behavior and the macro-
scopic model.

Car-following theories describe a model’s behavior dictated by a lead vehicle
in an uninterrupted flow. Each vehicle’s behavior is described by its own ordinary
differential equation. A driver, who reacts based on the stimulus—response mecha-
nism, follows another vehicle by judging distance, speed difference, reaction time,
and road conditions (especially the existence of potholes), as described in this study.
The car-following process models microscopic behavior of the driver—vehicle system
during follow-the-leader scenarios mainly to maintain safe and comfortable driving
conditions (i.e., distance between a given car and the car ahead of it) to avoid colli-
sions.

The global traffic flow is determined by tracking multiple individual vehicles.
Three functions—position, velocity, acceleration—and driving states (one of three
states: free traffic state, following state, braking state) are involved.

Various car-following models exist: microscopic car-following, speed—distance,
and stimulus-response models, etc. [14, 16]. The first model is a simple linear rela-
tionship between driving speed and distance headway with the leader and follower
vehicles or between speed and time headway [14]. Another series of car-following
models is a stimulus—response system introduced by researchers at General Motors
(GM), as shown in Eq. (5).

In this car-following system, the stimulus is represented by the relative speed
between a leader ((n — 1)th vehicle) and a follower (nth vehicle), and the response
is represented by the acceleration of the follower, as illustrated in Eq. (11).

The acceleration or deceleration from a driver may be regarded as the response
to the stimulus received from the interaction with other particles in the system,
here specifically in the presence of either a vehicle ahead or an obstacle such as a
pothole. Also, the stimulus variable is a function of speed and relative speed. The
proportionality factor represents the follower driver’s sensitivity to the stimulus:

Response = L x Stimulus. 5
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Equation (5) is based on the principle of action (stimulus from the leader vehicle
or the discovery of an obstacle such as a pothole) and reaction (response from the
follower vehicle to the vehicle ahead or/and to the obstacle in front such as a pothole).
The response is proportional to the intensity of the stimulus, but it also depends on
the driver’s sensitivity to this stimulus.

In this process of action and reaction, the follower has to avoid collisions, which
means he must maintain a safe distance to the vehicle ahead. The gap A required for
the nth vehicle is given by

Ax, (1) = A-xsafe + TX, @) (6)
Xn—1 (t) — Xn (t) - Axsafe + Txn (t) (7)

where the nth and (n — 1)th vehicles are follower and leader vehicles respectively,
Axgqr. s the safe distance, X,(t) and x,_;(¢) are the velocities, T is a sensitivity
coefficient.

Differentiating equation (6) with respect to time, we obtain

Xn—1 (1) — X (1) = T3, (1) ®)
X (1) = 1/T[xp—1 (1) — %, (1)] €))

From Eq. (8), five generations of models for the sensitivity coefficient term exist,
and the GM model has the form

om [xn—l (t)]m

() = [[xnl(t) — X, ()]

} [Xn—1 (1) — X (1)] (10)

Therefore, the equations of a car-following model can be developed as below,
where T, represents the reaction time of the follower, and ¢ is the updating time.
Then the equations can be written as

Xn(t + 1) = MXy—1 (1) — X, (2)] (11)
. . O5l,m[)‘cn—1(l‘ + Tn)]m . .
Xt +T,) = [ Dot () — O] ] [Xn—1(1) — Xn(1)] (12)

2.3 Car-Following and Macroscopic Model “Bridging”
Relation

The car-following model has to be connected, or “bridged,” to suitable macroscopic
models in order to determine the road capacity reduction on a degraded road envi-
ronment, due to potholes especially. The assumption is to consider a leader—follower
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scenario and after that a platoon of vehicles [2]. Fundamental diagrams are models
that describe the relationship between speed and density (see Fig. 1), flow and density
(see Fig.2), and speed and flow. Fundamental diagrams express macroscopic traffic
flow models coming mainly from observed road traffic data. These macroscopic traf-
fic stream models, developed historically by Greenberg [17], Underwood [18], and
Drake et al. [19], show a nonlinear relationship between density and speed. The GM
model is selected due to its capability of representing both microscopic and macro-
scopic traffic flow conditions and its characteristics of representing several various
models with different parameters. The “bridging” relation could be developed as
explained below.
From Eq. (12) and withm = Oand/ = 1 (m and [ are parameters of the Greenberg
model), we get the GM3 model:
xn(t + Tn) — |:xn—l(t) - xn(t)i|

13
Xp—1 (1) — Xu (1) (1

And by integrating Eq.(13) on both sides with respect to time ¢, we obtain the
following equation:

x(t+T,) =aln|jx,_1(t) — xo ()| + C,, = aln|S, ()| + C, (14)

where C, is an integration constant for the vehicle under an equilibrium or steady-
state condition, i.e., there is no difference among the drivers’ identities n, all cars are
traveling at the same speed, and there is the same space (expressed in the form of
time headway) between them. Also, the speed doesn’t depend on time and x,, (t + T},)
is the same as the traffic speed v. In this situation, spacing S becomes the reciprocal
of traffic density k, i.e., § —> % Thus, Eq. (14) can be reduced to

1
vzalnE—G—C. (15)

An interesting interpretation of Eq.(15) is the prevailing traffic condition, here
density k; thus drivers are required to adjust their speed, i.e., v = V (k). The relation-
ship between traffic speed and density can be roughly represented as the red curve,
which is opposite to the dashed-line blue curve of the Greenberg model (see Fig. 1).

The speed—density curve possesses two known points: (vs, k.0) and (0, k;).
Putting the two points into Eq. (15), we get the following speed expression:

vr Kk
gin (16)

*

vV =

<.

In

Equation (16) represents the traffic speed in the Greenberg model as derived from the
GM model. This is the “bridge” relation, which appropriately expresses the traffic
speed.
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We present the speed—density relation with two different curves. The red curve
is an approximation with empirical data, and the dashed-line blue curve is a fine-
tuned representation of a Greenberg model. It is also known that traffic density and
traffic speed vary respectively between 0 < k < k; and 0 < v < v;. k, is the critical
density; it allows drivers to maintain their desired speed, and hence the free-flow
speed v can be sustained up to a k. density level.

Thus, Eq. (15) became Eq.(17), and in the range 0 < k < kj, o = ln(,:% = v,

Uy =vy when 0
v

a7

=<

L =v, when k.

Int

Figure 1 illustrates the variation of speed with respect to density, from a “free

flow” speed state to a congested state (congested state means at jam density, where

the speed of each car is near zero). The critical density appears when in the car-

following process, a follower driver is not driving or is unable to drive in “free

flow” mode. The corresponding illustration of Fig. 1 in a fundamental flow—density
diagram is described in Fig.2 (see Eq. (18)):

gm =vrk  when 0<k<=<k,,
Gm = U-kf/ when k. <k <kj.

In-

(18)

From Eq. (1), where ¢ = kv, and Eq.(17), we get Eq. (18).

Flow is a linear function in the interval 0 < k < k.. After traffic density grows
beyond k. and flow continues to increase until it reaches the maximum flow (g,,),
then ¢ is decreasing until the density reaches its maximum (k).

Fig. 1 Speed-density A
relationship diagram

Speed. v

A

0 k. Density, k Kj
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To find the capacity (g,,) and conditions for its existence, we derive as follows:

d k;
M =0="1ant —1),
dk nkk

k; k;
Int —1=0=k=k,=-2,
k e

where k,, is the density at capacity g,,, and k,, = ]%,

v ki vr k
qm = i ln_]km = i / )
InL Km InL e
ke %e
qm exists if % <0,
dq _ vk _ vl
dk? lnlg ki ln% k

where k. < k,, = ’% <k;;thus0 <In(e) < ],i—’

The flow—density relationship can be plottéd as the green curved illustrated in
Fig.2.

The relation provided above by both Greenberg and GM3 shows that it might
be possible to relate some of the existing equilibrium traffic flow models to a GM
generalized model by aggregating or integrating the model with varying speed and
spacing exponents. Table 1 summarizes the link between GM (see Eq.(12)) for the
car-following model and the macroscopic relation for different speed (m) and spacing
(1, n) exponents for various models (e.g., Pipes—Munjal, [=n + 1; Drew, [=n + 1.5).
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Table 1 Car-following model and macroscopic traffic flow model bridge [Source: [2]]

Model I:m Traffic speed
Greenberg I=1;m=0 v= & ln%
lnr{_
Greenshields [=2:m=0 V=vf — Z—f_k
J
Underwood I1=2;m=1 v = vfe%
;l(L)Z
Drake I=3m=1 v=vse? fn
Pipes-Munjal I=n+1;m=0 v=vr((1 - (kﬁf)"])
Drew l=n+15m=0 v=vr((1 - (kLI_)H%])

The “bridge” between microscopic and macroscopic models under equilibrium
conditions supposes that all vehicles are equally separated in space and traveling at
the same speed. With this consideration, the driver identity n or n — 1 is dropped. The
GM model (Eq. (12)) expresses the generalized car-following model with model pa-
rameters /, m at the microscopic level. The choice of different values of the parameters
in the Greenberg, Greenshields, Underwood model, etc., is at the macroscopic level.
This model constitutes a unifying factor for connecting microscopic to macroscopic
models in equilibrium state.

The choice of [ = 1, m = 0, as illustrated in Egs. (13)-(16), determines traffic
speed, as shown in Fig. 1, representing the Greenberg model and the corresponding
traffic flow shown in Fig.2. The same procedure will lead to other traffic speed
formulas.

2.4 System Dynamics: A Brief Introduction

Grounded in the theory of nonlinear dynamics and feedback control developed in
mathematics, physics, and engineering, system dynamics (SD) models are built to
solve complex problems and to understand the nonlinear behavior of complex sys-
tems over time. Thus, in SD models, human behavior and physical and technical
systems are (can be) simultaneously considered as displaying an interdisciplinary
characteristic. Components such as stocks, flows, converters, internal feedback loops,
and time delays are used for system modeling and simulation [10].

In SD, a stock represents a part of a system whose value at any given instant in
time depends on the system’s past behavior. The value of the stocks at a particular
instant in time cannot simply be determined by measuring the value of the other
parts of the system at that instant in time; the only way you can calculate it is by
measuring how it changes at every instant and adding up all those changes. Thus,
flows represent the rate at which the stock is changing at any given instant, they
either flow into a stock or flow out of a stock. Converters either represent parts at the
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boundary of the system or parts of a system whose value can be derived from other
parts of the system at any time through some computational procedure [10].

In this work, the Stella SD software tool (it is one SD tool among many others)
has been used to perform the SD modeling of the case study at hand, namely the
one addressing the shortcomings in the comprehension of the impact of potholes on
traffic microscopic scenario and to reflect space, speed, and deceleration/acceleration
in the presence of potholes within a microscopic traffic simulation scenario.

3 COMPRAM Methodology for Handling Complex
Societal Problems

Handling complex societal problems, a branch of operations research, generally fo-
cuses on all phases of the problem-handling process from awareness of the problem
to evaluation of potential interventions [20]. The process of handling a problem is
divided into two subcycles: (a) defining the problem and (b) changing the problem
(see Table 2). Defining the problem is to define a conceptual model by describing the
problem, defining relevant domain(s), and finding relevant concepts of the problem,
the main phenomena as well as the relations between phenomena, and theoretical
ideas based on the description of the problem. The second subcycle, with the con-
ceptual model as the entry point, begins with the construction of the empirical model
of the problem and ends with the evaluation of the interventions.

The COMPRAM methodology, which is mainly based on societal complexity the-
ory, offers a more structured and transparent way of optimally handling real-life and
real-world complex societal problems. According to DeTombe, the inventor of the
COMPRAM methodology, handling “means to find out what is going on, finding the
causes, indicating possible interventions, implementing interventions and evaluating
the process and the outcome of the problem handling process.” Handling complex
societal problems involves many phenomena and actors with different views of the
problem, different interests, and different “solutions” in mind. Thus, the methodology
is multidisciplinary, multilevel, as well as multiactor.

The creator of the methodology argued also that “problem handling” differs sig-
nificantly from “problem solving” because solving refers to a certain desired goal,
since the desired goal potentially (and probably often) differs from actor to actor
[7, 8, 20]. Since most societal problems concern various actors and stakeholders,
the best “problem handling” should take those various respective perspectives into
consideration. Such a nuancing is not provided by a standard “problem solving”
approach and involves a much higher complexity.

COMPRAM, which improves the handling of complex societal problems, pro-
vides guidelines starting from the conceptual model and six steps of the methodology.

The first outcome of handling a complex societal problem using the COMPRAM
methodology is to “make a conceptual model” of the problem, i.e., a clear definition
of the problem at stake, and thereby to avoid a hazardous handling of the problem.
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Table 2 Following model and macroscopic traffic flow model bridge

The first subcycle of the problem handling process defining the problem

Phase 1.1 Becoming aware of the problem and forming a (vague) mental
idea of the problem

Phase 1.2 Extending the mental idea by hearing, thinking, reading,
talking, and asking questions about the problem

Phase 1.3 Extending the mental idea by hearing, thinking, reading,
talking, and asking questions about the problem

Phase 1.4 Forming a problem-handling team and starting to analyze the
problem

Phase 1.5 Gathering data, exchanging knowledge, and forming

hypotheses about the problem

Phase 1.6 Formulating a conceptual model of the problem

The second subcycle: changing the problem

Phase 2.1 Constructing the empirical model and the desired goal
Phase 2.3 Defining the handling space

Phase 2.4 Suggesting interventions

Phase 2.5 Implementing interventions

Phase 2.6 Evaluating interventions

The “conceptual model” comprehensively structures the problem from the process
of defining it up to the simulation of the obtained problem-related model.

The conceptual model has been structured (in COMPRAM) as a seven-layer model
(Fig. 3). It begins by describing the problem in text form as the first layer. Retrieved
concepts and phenomena from the text constitute the second layer. A reflection is
made on the knowledge status based on hypotheses, theories, experience, intuition,
or assumption through verbal description; that constitutes the third layer. A further
step explains the influence of the concepts on the phenomena or vice versa, and
a graphical representation of the knowledge; this is performed in the fourth layer.
In layer five, a semantic model represents graphically the relations between the
concepts and the phenomena. And in layer six, a causal model is provided, which is
the graphical representation of the causal relations from layer five. In layer seven,
the system dynamical simulation of the problem-related developed system model is
performed through an SD computer software tool such as Stella/Ithink/PowerSim.

The COMPRAM methodology includes six steps: knowledge, power, negotiation,
societal reaction, implementation, and evaluation (see Table 3).

Knowledge, power, and emotion are core elements of the COMPRAM methodol-
ogy in the management of complex societal problems. “Knowledge” is about having
information of different aspects of the problem by providing an integrated simulation
model (see Fig.4). Indeed, each expert has knowledge of a part of the problem. We
need “power” to reach an agreement on the definition of the problem and to select the
interventions. Influence of emotions can stimulate or obstruct cooperation between
people and between groups [21].
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Fig. 3 The seven-layer communication model of the COMPRAM method [Source: [21]]

Table 3 The six steps of the COMPRAM methodology [Source [21]]

Step 1 Analysis and description of the problem by a team of neutral content experts
(knowledge)

Step 2 Analysis and description of the problem by different teams of actors (power)

Step 3 Identification and negotiation of interventions by experts and actors

Step 4 Anticipation of the societal reactions

Step 5 Implementation of the interventions

Step 6 Evaluation of the changes
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Fig. 4 Each expert sees only
part of the problem from his
respective perspective
[Source [7]]

Itis known that the COMPRAM methodology is an iterative process. In this study,
for the first COMPRAM-based assessment regarding degraded roads with potholes,
we focus on the initial assessment by describing and/or defining the “road potholes
problem” while targeting the effects of potholes, which could lead to or contribute
to “road congestion as a complex societal problem” (one should note that potholes
are not the only cause of congestion, one of the other major causes being increasing
traffic beyond available road capacity).

This study was conducted to obtain initial knowledge (i.e., preliminary informa-
tion) on the issue. As a complex societal problem, other aspects must be evaluated
in considering the multidisciplinary and interdisciplinary flavors of the problem, all
actors involved, and so on. Finally, in dealing with such a complex societal problem,
the COMPRAM methodology has to be used for defining and improving the process
by which road potholes are handled, namely, what actions are to be taken to achieve
specific goals from the perspectives of different actors and stakeholders.

4 COMPRAM in the Framework of Applicability to
Understanding a Complex Societal Problem: “Traffic
Congestion in Kinshasa Linked to Degraded Roads”

4.1 Origin, Formation and Phenomena in Producing
Road Potholes

A pothole is a sharp-edged hole in a road, usually caused by water (which is a major
cause of other weather-related damage) or related to poor construction. Regarding its
civil engineering construction, aroad is divided into three major layers: soil, subbase,
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Fig. 6 Road potholes in Kinshasa (Photograph taken by A.K. Kayisu on 13 December 2015)

and pavement. A pothole arises when water penetrates the pavement, reaches its base,
and creates a small cavity. The unsupported pavement then falls away (due to the
small cavity), creating a pothole (see Fig.5).

The potholes considered here are classified as carriageway potholes, with dimen-
sions of more than 300 mm across and 40 mm of depth, while a footway pothole must
be deeper than 20 mm and more than 150 mm across. The pothole could be rocky,
muddy, full of rainwater, or very deep, causing a time delay for a vehicle trying drive
through it (see Fig. 6).

The formation of potholes differs with different kind of pavements, i.e., surfacing
types, asphalt or thin bituminous seals. In the asphalt case, the structure of pavement
and the material used for road construction or repairs have an impact on the formation
of potholes. Another source of potholes is poor road design over certain subgrades
(i.e., expansive, collapsible, and dispersive), resulting in a negative influence of heavy
traffic, with overloaded trucks and heavy vehicles causing the road to weaken. The
repetition of this type of heavy traffic over small potholes causes cracking of asphalt
as a result of fatigue of road pavement due to poor support.

As cracking increases, more water gets into the structure, the material shear
strength drops, failure occurs rapidly, and water penetration into the asphalt causes
separation of the asphalt from the underlying layer. This explains why more potholes
are created in rainy seasons compared to dry seasons, for example in the city of
Kinshasa. Environmental cracking of asphalt is also caused by ultraviolet light from
the sun, heat, and oxidation, all resulting in shrinkage of the asphalt over time. In
the case of thin bituminous seals, cracking of the seal allows water into the road, and
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potholes propagate downward. Some causes of this are bitumen age, fatigue under
the load of heavy vehicles, and lack of adhesion between thin seals and the base
course.

4.2 State of Traffic Congestion and Degraded Road Problem
Due to the Potholes in Kinshasa

The mobility of persons and goods constitutes a basic economic and social need for
every country worldwide. Intelligent transportation systems (ITS) were proposed to
assist and optimize the technological solution of this need in a given region while
avoiding or reducing traffic congestion through suitable and optimized road traffic
management. Traffic congestion is a phenomenon that occurs either when the demand
is greater than the supply in terms of road capacity or when an unusual event occurs
such as an accident or a truck breakdown on the road, resulting in a significant
“temporal” capacity reduction. Other contributors to congestion are roads littered
with potholes as well as suboptimal driver behavior (such as a misunderstanding
between drivers at a crossroads, for example).

From field observations it is well known that road traffic is a complex phenom-
enon, especially in crowded large cities like Kinshasa (i.e., in a country like the
Democratic Republic of Congo (DRC), particularly in the capital city Kinshasa).
Traffic in Kinshasa suffers from a lack of appropriate strategic traffic management
and the nonexistence of real-time traffic control. Similarly to what has been noted
in India [5, 6], the city of Kinshasa experiences daily recurrent traffic-related prob-
lems: congestion, degraded roads, lack of road maintenance, inappropriate driver
behavior, etc.

Congestion in Kinshasa is due mainly to very limited road capacity, road surface
conditions, and chaotic (i.e., undisciplined) driving behavior. At least one or a com-
bination of these reasons can lead to severe congestion states. The road network in
Kinshasa consists of roads that are mostly in an advanced state of degradation, roads
with neither street signs nor traffic lights, roads that are mostly more or less degraded.
Further, there is no parking system worth mentioning that meets even minimal inter-
national standards. One can daily observe that traffic congestion also occurs when
roads are interspersed with potholes, with vehicles, mostly in a car-following process
or platoon-following process, significantly perturbed by the presence of potholes.

The poor construction quality of the roads, the poor and partial road monitoring
and maintenance strategy, and the poor water drainage system, when combined with
other aspects such as weak transportation legislation, the relatively long rainy sea-
sons, all contribute to the road potholes problem, and the consequent “effective road
reduction” and congestion phenomena. Also, most car drivers have never attended a
driving school (where they could have learned about best practices in driving a car
in road traffic). The result is chaotic and undisciplined driver behavior. The situation
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becomes even worse whenever chaotic driving behavior occurs in the presence of
potholes: much greater congestion is the consequence of such situations.

On the other hand, administration officials in charge of road maintenance and
traffic management are never in a hurry to solve problems of degraded roads within a
reasonable amount of time according to the standards related to a given type of “road
maintenance.” Sometimes, they wait until a road has suffered advanced degradation
to justify the large sums of money that will be needed for repairs.

It is known that water is one of the major causes of the formation of potholes, and
this formation differs according to the types of pavement, the method of construction,
and materials used. Other causes are poor road design, chemical spillage on the roads,
effects of heavy traffic, and cracking of asphalt.

Traffic congestion in Kinshasa due to potholes is a complex societal problem with
interdisciplinary aspects, and the use of methods such as COMPRAM can assist in a
comprehensive handling of this societal problem, which should benefit the quality of
life of those using the roads in Kinshasa. According to the founder of COMPRAM,
the shared features of a complex interdisciplinary societal problem are uncertainty
about the starting point, development, and end of the problem; incomplete or not
directly available knowledge and data about the problem; a large number of relevant
actors (people, institutes, countries) with diverse/varying interests [21].

The COMPRAM methodology improves the problem-handling process and in-
creases the quality of interventions and therefore the quality of life [7]. The COM-
PRAM methodology has been involved in multidisciplinary studies at the micro,
meso, and macro levels using selected methods, models, and tools from the field of
the methodology of societal complexity [7].

The COMPRAM methodology has been successfully used in fields such as health-
care, economics, climate change, terrorism, large city problems (such as traffic, water
supply problems), and large technological projects [7-9, 20]. In 2006, the Organi-
zation for Economic Cooperation and Development advised the use of COMPRAM
to handle “global safety.” The International Society on Methodology for Handling
Complex Societal Problems is one of the communities that uses this methodology,
and the Dutch Federation of Methodology in the Social Sciences has been involved
in this enterprise since 1994, particularly the research groups on Complex Societal
Problems and Simulation [7].

The real-life problem addressed in this study, namely traffic congestion due to
road potholes, cannot be resolved by one field alone, since for sustainable change,
interdisciplinary work is needed. Different scientific fields have to be combined for
the comprehension (integrated knowledge) and handling of the problem (definition,
analysis, description, and evaluation of intervention, etc.). Verbal language, visual
language, mathematical and simulation models, all are tools and methods used among
facilitators, experts, and actors from the above-mentioned fields to avoid miscom-
munication and misinterpretation for problem definition and handling.
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4.3 “Community” Concerned by Road Potholes and Traffic
Congestion

For an initial description of traffic congestion and road potholes, there is no doubt
about the need to define all aspects of the problem. This is required for accumulating
integrated knowledge from different perspectives and for coming up with adequate
interventions. The combination of methods and tools from scientific and political
fields such as engineering sciences (civil, traffic, and transportation engineering),
social sciences, chaos theory, and legal science are needed to comprehensively handle
the “potholes on the road” and the related traffic congestion problem for better road
traffic management in Kinshasa.

The selection of appropriate disciplines and domains is based on traffic, civil en-
gineering, sociology, law, and policy. The community composed of facilitators, ex-
perts, and actors involved in the maintenance of roads (i.e., of relevance to the pothole
problem) and in the traffic congestion problem in Kinshasa is diverse and includes
academic researchers, people living around pothole-plagued roads, road users, com-
panies and agencies in charge of road construction, maintenance, and transportation,
as well as various state organizations. The knowledge of traffic congestion induced
by the phenomenon of road potholes is held by experts from a number of different
professions.

In different domains, a list of professions has to be carefully selected to form
the community in charge of road potholes and traffic congestion management (see
Table4). In the traffic domain, we select the profession of “traffic engineer.” In the
discipline of civil engineering, we select the profession of “road infrastructure engi-
neer.” In the social sciences, we select the profession of “phenomenology analyst.”
In legal science, we select the profession of “traffic and transportation legal expert.”
Facilitators should be persons with a sufficient background in management, social
sciences, and road traffic fundamentals.

The community comprises people and companies or national agencies. Here we
identify components that should help in both problem definition and problem han-
dling. A deeper description of actors and experts will ensure an improvement in
understanding the road pothole problem and the related congestion problem in the
Kinshasa city case study.

For comparison purposes, two different sections of a road are considered, one
with potholes and another without. Vehicles take more time on roads with potholes,
and speeds are affected. Degraded roads caused by the pothole phenomenon leading
to traffic congestion need an overall study in order to identify impacts on other
components involved in traffic systems. Apart from civil engineering works for filling
and repairing potholes in due time, an adequate policy intervention is needed for
sustainable change.

Figure 7 shows the negative impact of potholes in the reduction of traffic streams’
speed and consequently on road capacity. Potholes on roads reduce the speed of
cars both in microscopic scenarios in which cars are in a close car-following process
and in macroscopic scenarios in which cars are even in nearly free-flow processes,



208

A K. Kayisu et al.

Table 4 Community involved in defining and handling the “road potholes and traffic congestion”

problem in Kinshasa/DRC

Experts and actors

Mission or background

Traffic engineer

Civil engineer

Social science

Lawyer

Road users

CNPR* (Commission Nationale de Prévention
Routiere, the DRC Road Safety Agency)

Office des routes, the DR Congolese Agency
for intercity road maintenance

OVD*, the DR Congolese agency in charge of
intracity road maintenance

ACGT* (Agence Congolaise des Grands
Travaux, the DR Congolese agency in charge
of managing large road and
transportation-related infrastructure projects)
PCR* (Police de Circulation Routiére, the
traffic police in charge of traffic related legal
enforcement)

National ministries in charge of
transportation and finances

Strong knowledge of traffic systems’s science,
specifically of road capacity and congestion
problems in general and specifically in
Kinshasa

Strong knowledge of Kinshasa’s road
infrastructure and related problems related
mainly to congestion and infrastructure. The
expert must have a strong knowledge of the
historical development of the road
infrastructure in Kinshasa

A university researcher with a good knowledge
and understanding of how people living in
Kinshasa react to diverse phenomena of
societal relevance

This expert has a profound knowledge of
special legislation related to roads, traffic, and
transportation in DRC and especially in
Kinshasa

This group includes car and truck drivers,
motorcycle drivers, and even pedestrians as
well as persons who daily experience recurring
congestion

An Engineer or a road safety expert with solid
background in road traffic engineering, road
geometry, and road markings, safety prevention
measures, etc.

A manager from the administration in charge of
collecting funds from road tolls and other
similar taxes destined for financing various
road maintenance and construction projects
(tax collector and road project manager)

An engineer with profound knowledge of the
road water drainage system of Kinshasa city,
and of roads maintenance policies and
standards

An engineer with broad experience in
managing construction and modernization
projects of road infrastructures

A senior Traffic Police officer for road traffic
legal enforcement

A senior officer from the DR Congolese
Ministry in Charge of Transportation and Road
Management; a second senior officer from the
DR Congolese Ministry in Charge of Finances

* Companies or national agencies
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Fig. 7 Potholes on roads and consequent negative impact on road capacity and speed

because in both cases, whenever a driver encounters a pothole, the tendency is to
reduce speed, since otherwise, the car will be damaged on hitting the pothole. At
the macroscopic level, the road capacity is directly affected, leading to an effect on
the traffic’s macroscopic variables: flow, density, and average speed. Thus, a policy
intervention is an appropriate mechanism for pothole elimination.

Potholes also have an effect on variables such as travel time (increase) and on
further components such as vehicles’ health (depreciation, higher probability of car
defects), increased rate of accidents, and chaotic/undisciplined driver behavior (see
Fig.8). This process demonstrates also the effect of potholes on roads and related
consequences on capacity, speed, and further on related car operation costs (i.e.,
gas consumption, lost time, etc.), leading to congestion whenever the resulting car
density comes near to or goes beyond % x k; (note: congestion starts when the density
becomes greater than half of maximum density &;) on a given road section.

Some of the possible interventions are improvement of road maintenance, perma-
nent road state monitoring, and appropriate legislation to enforce good road mainte-
nance policies and standards. Further, bribery avoidance in the framework of (mainly
outsourced) road construction and maintenance projects can significantly improve
the quality of road construction. Figure 8 integrates all the above-described causal
relationships into a global causal effect diagram and policy intervention. This causal
loop diagram illustrates interdependencies and feedback processes responsible for
the effects of the road pothole problem and some considerations that could con-
tribute to its resolution [10]. The resolution takes into account the implication of
stakeholders such as different actors, policy-makers, road executives, drivers, and
driving instructors.

The effect of potholes on all the above identified variables (i.e., speed, capacity,
lost time, accidents, driver behavior, vehicle depreciation, accident and other costs)
confirms the complex multidisciplinary nature of the problem.

From Fig.8, it is seen that the causal loop diagram is needed to describe the
structure of the road pothole system. An analysis of this causal loop diagram shows
that the presence of potholes, which is an independent variable in relationship to
other independent variables, produces various effects (positive (+) or negative (—))
on them. The diagram shows also that the presence of potholes reduce capacity and
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Fig. 8 Causal loop diagram of both effects of pothole presence and policy intervention

the speed of vehicles. Another piece of information is that more potholes reduce both
traffic flow and average travel speed. That is why the loop polarity of “loop B1” is
negative.

Another issue is lost time and the cost of an increase in fuel consumption. By
observing the positive signs of different links, these effects are amplified with an
increase in the number of potholes. Chaotic driving behavior is also caused by the
presence of potholes, since drivers have a tendency to avoid potholes, and this raises
the probability of vehicular collisions. Potholes have an amplifying effects on acci-
dent variables, lost time, and deterioration of cars. That is why the polarities of the
loops R1, R2, R3, R4, RS are positive.

The situation described above leads to congestion. Interventions such as good road
legislation, good road monitoring systems, good road maintenance, and the avoidance
or prohibition of bribery should decrease the incidence of potholes, decrease lost time
and costs, and also increase traffic flow (speed and capacity) as well as the average
travel speed.

Simulation of potholes’ effect microscopic traffic parameters within a
car-following process reinforces the core hypothesis that potholes on roads effec-
tively and significantly reduce traffic flow and the effective road capacity and thereby
lead to congestion.
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5 System-Dynamics-Based Modeling and Simulation
of a Car-Following Process on a Pothole-Degraded Road

In this modeling case, the car-following model considers the initial context of a
single-lane road having respectively one and then two potholes, and three vehicles
driving on that road. No lane change is authorized during this driving observation,
which means that the vehicles remain in the same lane. The first vehicle goes through
a pothole as the lead vehicle, and a second lead vehicle follows. Then comes the
third and last vehicle as a follower vehicle. The second vehicle is a follower of the
first one and is the lead vehicle for the third. A driver follows another vehicle by
judging distance, speed difference. Each driver has a particular reaction time. The
road condition, which may be good or bad, as is the case here, where it is marked
with potholes, is another influencing factor in the stimulus—response equation.

The basic difference between this model and existing car-following models is
that existing car-following models consider each vehicle pair separately, whereas in
this model, several vehicles are considered simultaneously. Furthermore, this car-
following model exploits the concept of a “desired safe spacing or operating speed”
that depends on pavement conditions in general and on the presence of potholes in
particular. This last-named concept lies at the center of our formulation.

A pothole can be rocky, muddy, full of rainwater, very deep, etc., each such
feature impacting the time-delay of a vehicle attempting to through it. Regarding the
pothole impact, more travel time will be required to pass it compared to a road in
good condition, and this will influence the macroscopic traffic stream in general. The
abrupt speed reduction resulting from the presence of a pothole generates a shock
wave, which can produce a relatively long queue (i.e., congestion) of several meters
within a very short time.

One of the mathematical equations of relevance to describe the situation is Eq. (5).
But here, in the presence of an obstacle, which is the pothole, the car-following
model’s algorithm on a degraded road should be redefined accordingly, mainly taking
the pothole’s characteristics and the related impact on the driver into account. Thus,
a comprehensive modeling and simulation involving SD tools will be used to capture
all related system-behavioral aspects.

The novel SD-based context modeling and computer simulation of the pothole-
related driving situation should take the following facts into account:

1. The driver’s reaction to change in speed of the front car (vehicle ahead or lead
vehicle) will occur after a reaction time, which is a time gap during which the
follower perceives the change in speed and then begins to react to it.

2. The vehicle’s motion parameters (i.e., position, speed, and acceleration) will be
updated with a given frequency depending on the accuracy required (whereby a
higher updating frequency leads to greater accuracy).

3. The vehicle’s position and speed are governed by Newton’s laws of motion, but
the vehicle’s acceleration is governed by the car-following model.
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Therefore, the governing equations of traffic flow can be derived as explained below.
We consider At to be the reaction time, and At to be the updating time interval of
the vehicle’s motion parameters.

The governing equations can be written as follows:

vh =M 4 a A X AL, (19)
1
xp =X oA AL+ Ea’[m x At?, (20)
[ots m (V)" ] _ _
at — > F [,Ul At vl‘ Al]’ (21)
F (xz—At . x;—Az) L F

where vZ, x! stand respectively for speed and distance traveled by the leader vehicle

during the simulation interval At; a’. is a response (acceleration or deceleration of a
follower vehicle to a leader vehicle; it is a function of sensitivity and stimuli. Stimuli
are represented by the relative velocity, and sensitivity is represented by the driver’s
sensitivity. A sensitivity coefficient reflects the characteristics of a driver (driver
sensitivity). The driver does not respond directly to relative speed. The follower
driver reacts to the lead vehicle mainly to the probability of avoiding a rear-end
collision by accelerating or decelerating. The driver takes into account both relative
speed and the estimated risk of collision.

Equations (19) and (20) are a simulated version of Newton’s law of motion for
the leader vehicle regarding respectively speed and spacing (location). The accel-
eration of the follower vehicle (see Eq.(21) depends on the following values: the
relative velocity between leader and follower vehicles, a sensitivity coefficient, and
the (spatial) gap between the vehicles.

5.1 Proposed SD Car-Following Model Considering
Pothole Influences

We propose a car-following model that replicates the behavior of the follower ve-
hicles’ drivers. This proposed model considers endogenously the speed, the accel-
eration/deceleration of the follower vehicles, and the respective spacing between
them and their respective lead vehicles. Road geometry and pavement conditions
have an impact on the speed profiles. The proposed car-following model determines
internally the acceleration/deceleration rates, speeds, and the spacing profiles of the
follower vehicles on the basis of the behavior of downstream lead vehicles as these
are influenced by the potholes.

Concerning underlying assumptions, it is assumed that the acceleration/
deceleration rate of a follower vehicle’s driver depends on the current speed, the
control speed, and the perception—reaction time of the lead vehicles’ drivers. And



COMPRAM Assessment and System Dynamics Modeling ... 213

the acceleration/deceleration rate of the first lead vehicle depends on the current
speed and the influence of the pothole on the current speed. A decrease of speed
begins when the driver of the first lead vehicle sees the pothole. And due to the re-
sulting shock wave, the speed also decreases for the second lead vehicle, similarly for
the further following vehicle. The control speed is defined as the maximum speed
at which the following vehicle’s driver might travel given the spacing and rate of
change in spacing with respect to the lead vehicle immediately ahead of it.

5.2 Stock-Flow Diagram and Simulation of a Car-Following
Model on a Road with Potholes

The stock—flow diagram responds to the limitations of the causal-loop diagram,
which is rather just a mental model, in that it captures stock and flow structures
of the system’s behavior. The terms “stock,” “flow,” and “feedback” characterize
the state of the system with information generated for decision or action. Stocks
express accumulations, which can be altered by inflow or outflow and can represent,
for example, in general, an account balance, number of people in a company, or a
vehicle’s speed [10].

The proposed car-following model consists of four sectors: first lead vehicle,
second lead vehicle, following vehicle, and spacing. Functions in each sector interact
with functions in the other sectors through feedback links. The first and second
lead vehicles’ speed profiles are specified externally and prescribe a lead vehicle’s
conditions for input into the following vehicle’s speed and spacing sectors.

The simulation assumptions are the following:

e Vehicles drive with a rectilinear motion uniformly accelerated (RMUA) before
their drivers discover the pothole.

Vehicles drive with a rectilinear motion uniformly decelerated (RMUD) when their
drivers see the pothole. RMUA or RMUD mean that the trajectory of the vehicle
is a straight line and acceleration is constant.

Speed reduction depends on the characteristics of potholes (namely their respective
length, depth, and width).

Vehicles enter into the pothole with an RMUD.

Vehicles exit the pothole with an RMUA.

5.3 Stock-Flow Diagram of a Car-Following Model of a Road
with a Single Pothole

The simulation experiment is performed using the software tool Stella, in which
the SD model for this first scenario with one pothole on the roadway has been
implemented. All variables are implemented to reflect equilibrium in all stocks
(See Fig.9).
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Table 5 Aggregated data on the road with one pothole; data related to the simulation presented in
Figs.10 and 11

Simulation time Motion Distance First lead vehicle | Percentage of

mode covered by first | speed (m/s) speed variation
lead (m) of first lead (%)

t=0stor =20s MRU 205 10 0

t =20.25stot = 36s MRUD 102.7425 9.82 — 4.38 1.8—56.2

t =36.25stot =40s MRUD 16.4975 4.35-3.92 56.5 — 60.8

(within pothole)

t =40.25stot=80s MRUA 341.7975 4.08—9.89 592 —1.1

Initially, we assume that the speeds of the first lead, second lead, and follower
vehicles are the same and approximately 10m/s (36 km/h) as a realistic speed on a
one-lane road in Kinshasa. From ¢ = Os to ¢t = 20s, cars are moving in MRU mode
and acceleration is zero. In this 20-second period, the distances between the first lead
and second lead as well as between the second lead and follower vehicle are 15m
each, which means that the spacing between the first lead and the follower vehicle
is 30m. The total road length is 672 m.

Furthermore, the first lead vehicle sees the pothole at# = 20s. It begins to decrease
its speed until a certain value is reached (i.e., from 10 m/s to 4.38 m/s) in order to enter
the 16 m pothole slowly at # = 365s. In the pothole, the speed is between 4.35 m/s and
3.92m/s (t = 36stot = 40s). After r = 40s, the vehicle leaves the pothole, and its
speed returns to a final value of about 10m/s, as shown in Fig. 10.

The empirical data obtained from the simulation show that the presence of one
pothole reduces the first lead vehicle’s speed by 61% (from 10 m/s to 3.92 m/s). Such
a situation in the presence of more cars on the road, for example at peak hours, will
lead to congestion.

If we consider the initial speed of 10m/s and in MRU motion of the first lead
vehicle, the entire distance would be covered in 67 seconds. Due to the pothole,
the same distance is covered in 80s. This assertion shows that the pothole adds 13
more seconds of travel time, and the average speed falls from 10m/s to 8.4m/s. It
represents 16% more travel time and average speed depreciation. If the first lead
vehicle is moving at the road’s maximum speed of 13.9m/s (50km/h), the entire
distance is covered in 48 seconds. It will be 40% more and almost three times the
average speed decrease. The reduction in speed and more time taken are mainly
due to the deceleration mechanism when a driver perceives the pothole and at the
same time collects information about the pothole’s characteristics. This information
obtained by real-time observation will guide the driver to adapt his speed while
approaching the pothole and after entering it. In Table 5, we summarize information
in regard to the simulation process of a road of length 16 meters with one pothole, the
distance covered by the first lead vehicle related to speed, and percentage of speed
variation compared to the initial value of the speed, 10 m/s.
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Fig. 10 Speed profile of the first lead, second lead and following vehicles, as obtained from the
SD simulation
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Fig. 11 Spacing profile obtained using proposed model with one pothole on the roadway, as ob-
tained from the SD simulation

Figure 10 illustrates the speed profiles of all three vehicles. The simulation covers a
time interval of observation of 80 s (real-world time); the motions of all three vehicles
(i.e., speed and spacing) are presented in Figs. 10 and 11. As shown in Fig. 11, the
speed reduction of the first lead vehicle results in a corresponding speed reduction
of both second lead and follower vehicles.
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InFig. 11, the second lead vehicle’s driver perceives the speed reduction of the first
lead vehicle; he then reacts by slowing down, and this induces a spacing reduction
between them due to the pothole in front of the first lead vehicle. The driver of the
following vehicle also reacts in a similar fashion and reduces his or her speed to
match that of the second lead vehicle while keeping an appropriate spacing to avoid
a collision.

5.4 Stock-Flow Diagram of a Car-Following Model
on a Road with Two Potholes

Here we assume that the first lead vehicle travels on a roadway with two potholes
with different characteristics: the first pothole has a length of 18.5m and the second
is of length 14 m. The distance between the two potholes is 590 m. The entire road
length is 1003 m.

From t = 0s to t = 20s, cars are moving in MRU mode, and the acceleration
is thus zero. In this 20s period, the spacing between the first lead and the second
lead vehicle is 16 m. Also, the distance between the second lead and the follower
vehicle is 16 m. This means that the spacing between the first lead and the follower
vehicle is 32 m. The speed of the three vehicles is approximately 10.5 m/s (38 km/h).
At t = 21 s, the first lead vehicle sees the pothole and begins to decrease its speed
down to a certain value (from 10.5m/s to 3.82m/s) in order to enter the first pothole
slowly (with length 18.5 m) at + = 35s. In the first pothole, the speed is between
3.8m/s and 3.62m/s (t = 35stot = 40s). After t = 405, the vehicle leaves the first
pothole with MRUA with a speed between 3.96m/s and 10.49m/s (r = 40.25s to
t = 75s). After t = 755, the first lead car moves in MRU mode (t = 755 to 80s),
MURD (¢t = 80s to 97s), and in the second pothole, (t = 97s to t = 100s) as well
as in MRUA (t = 100s to t = 120s) (See Table 6).

The empirical data obtained from the simulation show that the presence of two
potholes reduces the first lead vehicle’s speed by 66% within the first pothole and
by 57% in the second pothole.

If we consider the initial speed of 10.5m/s and MRU motion of the first lead
vehicle, the entire distance would be covered in 965s. In the presence of two potholes
separated by 590 m, the same distance is covered in 120s. This assertion shows that
245 of travel time is added due to potholes. It represents a 20% loss of time

In Figs. 13 and 14, the speed reduction of the first lead vehicle results in a corre-
sponding speed reduction of the following vehicles. The second lead vehicle driver
perceives the speed reduction of the first lead vehicle through seeing both the rear
brake lights and also the spacing reduction between them as caused by the first pot-
hole ahead of the first lead vehicle. The driver of the third following vehicle also
reacts in a similar fashion and consequently reduces his or her speed to match that
of the second lead vehicle and to avoid a possible collision.
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Table 6 Aggregated data collected on road with two potholes; data related to the simulation pre-
sented in Figs. 13 and 14

Simulation time Motion Distance First lead vehicle | Percentage of

mode covered by first | speed (m/s) speed variation
lead (m) of first lead (%)

t=0stor =20s MRU 212.625 10.5 0

t =20.25stot =35s MRUD 84.2125 10.15 — 3.82 3.3 —63.62

t =3525s to t=40sf MRUD 18.4825 3.81 —3.62 63.71 — 65.52

(within first pothole)

t =40.25stot =75s MRUA 334.82 3.96 — 10.49 62.3 — 0.09

t =7525stot =80s MRU 52.5 10.5 0

t =80.25stor =97s MRUD 104.125 10.2 — 4.68 2.86 — 55.43

t =97.25s to t=100s] MRU 13.9 4.67 — 4.6 55.52 — 56.19

(within second pothole)

t =100.25stor = 120s | MRUA 182.43 4.89 — 10.4 53.43 - 0.95

# 1:Lead 1 wehicle Speed 2:Lead 2 Vehicle Speed 3: Following vehicle Speed

1 1 =g—1

1
9 ] 4
3 T L 1
0,00 30,00 60,00 90,00 120,00
Page 1 Seconds 1622 sam 11 jui 2016
2 Speed Profile 2 Potholes
az/s ? P2

Fig. 13 Speed profiles of the first lead vehicle, of the second lead vehicle, and of the third following
vehicle obtained from the SD simulation of Fig. 12

The tendency of the first lead vehicle after exiting the first pothole is to increase
its speed, but as soon the second pothole (separated by 590m from the first one)
is discovered, the driver gradually decreases speed again. The situation remains the
same for the following vehicles. We remark that through simulation it can be shown
that on the same road segment, travel time increases significantly if a road has more
potholes.
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® Spacing Between Lead 1 & Lead 2 2: Spacing Between Lead 2 & Following  3: Spacing Between Following & Lead 1
1 30+
2 30
1 20
2 15
1 10
0
0 T L) T L]
0.00 30,00 60,00 90,00 120,00
Page 1 Seconds 1353 sam 11jui 2016
- Spacing Profile 2 Potholes
as/; ? RaCTHE

Fig. 14 Spacing profile obtained using the proposed model with two potholes on the roadway, as
obtained from the SD simulation of Fig. 12

6 Road Capacity Reduction Due to a Degraded Road
with Potholes

According to the United States Highway Capacity Manual (US HCM) [23], there
are some basic factors affecting road capacity under basic conditions, which assume
good weather, good pavement conditions, and users’ familiarity with the roadway
and no obstacles to traffic flow.

Itis known that road capacity (RC) represents the maximum traffic flow obtainable
on a given roadway using all available lanes; it is usually expressed in vehicles per
hour or vehicles per day (see Eq. (22)). Capacity is considered in terms of a relation
between speed, time, and flow:

RC = max[q(k)] = max[k(x,t) x u(x, t)]. (22)

US HCM methods are applicable in both developing and underdeveloped coun-
tries with adapted considerations. In Kinshasa, traffic and driving conditions exist that
differ from those in developed regions. We experience a deterioration of roads mainly
expressed through potholes. This situation causes a slowdown (speed deceleration)
of vehicles in order to pass through potholes; this situation is worse during the rainy
seasons. The pothole characteristics (i.e., depth, composition (rocky, muddy, full of
water, etc.) have an influence on car speed profile, steering, and on time required to
pass the pothole.

Figures 10, 11, 13 and 14 have sufficiently illustrated that the presence of pot-
hole(s) along the road has an impact on speed profiles and travel times. Figure 10



COMPRAM Assessment and System Dynamics Modeling ... 221

(one pothole) and Fig. 13 (two potholes) convey a message explaining how far the
pothole(s) reduce road capacity. The lowest speed value observed in these two fig-
ures constitutes an effective bottleneck for road capacity. The road cross section
where the lowest speed value occurs constitutes the road portion with the lowest
effective capacity due to the pothole(s). This lowest speed value in the speed pro-
files of Figs. 10 and 13 is the maximum speed within the pothole cross section. As
a car emerges from the pothole, one also observes the birth of a shockwave leading
eventually to congestion if the traffic density on the road segments to the rear of the
pothole is near or greater than half of the maximum traffic density ;.

For the two pothole scenarios illustrated in Fig. 13 with the same assumptions,
the congestion is not more severe than in the one pothole case, because the mini-
mum speeds with both potholes are nearly the same. Since a pothole is an effective
capacity bottleneck, two consecutive bottlenecks at two or more consecutive road
cross sections have the same effect as a single pothole. This statement is crucial for
road maintenance: it means that a responsible administration must take even a singe
pothole very seriously and not wait until the road is full of dozens of potholes. The
capacity reduction begins immediately when the first pothole appears on the road.

A way to determine road capacity (RC) is explained in the highway capacity
manual and in the road traffic literature:

RoadCapacity = ([max.speed] x [maximumdensityl/4).

If we consider a one-lane standard urban road with a maximum speed of 50 km/h,
in applying the road capacity relationship with a maximum density of k; = 167
vehicles/km, one obtains a road capacity pf

RC(for 1 —laneroadwithoutpothole) = (50 x 166/4)veh/h = 2087vehicles/hour.

Further, according to Figs. 10 and 13 the maximum speed within the pothole is
approximately 4m/s, which corresponds to 14km/h. In general, we can state that
depending on the pothole constitution (material, full of water or dry, etc.) and di-
mensions (size, width, and depth), the maximum speed within the pothole ranges
between 10km/h and 20km/h.

Thus, a maximum speed of 10km/h appears to be a good indicative maximum
speed within potholes. Therefore, the road capacity in the cross section with a pothole
is given according to the road capacity relation by

RC(for 1 —laneroadwithpothole(s)) = (10 x 167/4)veh/h = 417vehicles/hour.

To assess the effective capacity reduction due to one or more potholes on a one-
lane road, one just compares the two last values. The road capacity decreases from an
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initial value of 2087 vehicles/hour to a value of 417 vehicles/hour. This corresponds
to reduction by a factor of 5in the effective road capacity. This should raise a huge
alarm in all those who are in charge of road maintenance and traffic management in
an urban environment, especially for Kinshasa. A single pothole has an extremely
huge negative impact on road capacity. A road capacity reduction by a factor of 5 has
the negative consequence that peak traffic (in the busiest hour) that usually traversed
a road in 1 hour will now take a minimum of 5 hours to traverse the same road
segment. Therefore, for most road users, the usual travel time (experienced when the
road pavement is safe) on a specific road segment having one or more potholes will
be multiplied by at least 5.

Important remark: One should notice that the above-mentioned “capacity re-
duction” estimation due to a road pothole is in the context of a single-lane road with
no possibility to change lanes to avoid the pothole. In the case (not considered in
this document) of a road with a single lane in each direction, and with the possibility
of using the lane of the opposite direction to avoid the pothole in some cases or for
overtaking, if the current traffic allows such a maneuver, then the capacity reduction
factor will be a bit different. This case and the cases of multiple lanes in each road
direction will be addressed and simulated in a future work.

7 Conclusion and Outlook

Severe road traffic congestion is an obstacle to mobility in general. Here, it is stressed
that the traffic congestion problem specifically linked to road potholes must be care-
fully addressed.

This work has essentially assessed how far road potholes and traffic congestion are
interlinked and together constitute a real-life complex societal problem, especially
in the city of Kinshasa, DR Congo. This societal problem can be effectively defined
and handled through the COMPRAM methodology because of its multidisciplinary,
multiactor, and interdisciplinary flavors.

This research indicates that SD simulation (in this case using the software tool
Stella) can reliably simulate the negative impact of road potholes on microscopic
traffic variables of a car-following model. A simulation has been proposed regarding
the presence of one or more potholes on the roadway in which all variables are
implemented to reflect equilibrium in all stocks of the SD system model, which
implements a car-following model on a degraded road. After the SD model was
developed, two illustrative scenarios were successfully simulated: (a) a scenario with
a single pothole on a 1-lane road, and (b) a scenario with two potholes separated by
a given distance of 590 meters on a 1-lane road.

In this research we first presented a brief consideration of COMPRAM as applied
to “road potholes” and subsequent “traffic congestion.” A series of societal consid-
erations is required for a sustainable problem handling. The hypothesis that more
policy intervention is needed via improvement in road legislation, road maintenance,
and road monitoring during the construction period and afterward will be validated
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and consolidated by a more detailed and thorough implementation of all seven layers
of the COMPRAM model as shown in Fig. 3.

As already mentioned above, further research on this topic will concentrate on
the comprehensive problem of the coupled societal problems “road potholes” and
“traffic congestion” in the special case of the city of Kinshasa. Thereby all seven
layers of the COMPRAM methodological platform will be thoroughly implemented
with contextual adaptions to the case study under consideration.

Furthermore, the complex societal problem setting discussed above also links
to other societal problems. One of these is related to the fact that the evolution
of potholes over time (for example increasing number, increasing special coverage
of potholes on ever more roads of the global road network, etc.) has a significant
negative impact on the following elements: the reliability of the vehicles of the city
will decrease (more defects and higher defect frequency due to potholes), there will
be an acceleration of vehicles depreciation, pothole-induced accidents will impact
global road safety indicators, driver behavior will be negatively influenced, there will
be global macro- or microeconomic consequences (for the target city of Kinshasa)
of both potholes and traffic, and there will be a significant impact on short-term
predictions of road traffic. These factors are of relevance for a crucially needed
optimized traffic management, which is also viewed as an immediate technical way
to alleviate traffic congestion.
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Design of a Chaotic Pulse-Position
Modulation Circuit

Junying Niu, Zhong Li, Yuhong Song and Wolfgang A. Halang

Abstract An analog chaotic modulation circuit based on Chua’s circuit is proposed
to generate a chaotic pulse-position signal. The circuit is designed with standard elec-
tronic components, and the parameters of the generated signals, including the pulse
period, the modulation range of the pulse-position, even the probability distribution
of the pulse-position, can be adjusted flexibly.

1 Introduction

The highly unpredictable and random-like features of chaotic signals are very useful
and desired for engineering applications [2, 5, 6, 12]. One of the successful appli-
cations is a chaotic modulation technique, which has been utilized in the electronic
communication field [2, 7, 10]. There, chaotic pulse-position modulation(CPPM),
which is to chaotically dither the high-level duration, namely pulse position, of a
periodic pulse, has attracted extensive interest, and it has been applied in secure
communications [8, 11], EMI reduction of switching mode power supply [9], and
so on [5].

Until now, CPPM has been realized digitally [4], while analog CPPM has its
unique advantages in low cost and rapid reaction. A digital CPPM signal is generated
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by a digital device, such as FPGA, digital signal processor (DSP), and high-speed
processor. The advantage of the digital CPPM circuit is that the pulse period and
the pulse position can be easily adjusted without changing any hardware. However,
its disadvantages involves the high cost and the unique character of the signal dis-
cretization. In contrast, the analog CPPM circuit is realized by separate electronic
components. Firstly, the cost of the analog chaotic carrier is much lower. Secondly,
and more importantly, there is no discretization problem in the analog system, so
that it satisfies the requirements of high precision and fast reaction.

To facilitate the application of chaos control, an analog CPPM circuit com-
posed of standard electronic components will be designed and simulated. Not only
chaotic pulse-position modulation but also chaotic impulse-position modulation are
implemented. Meanwhile, the timing parameters, including the pulse period and the
modulation range of pulse position, can be set conveniently. More importantly, the
probability distribution of the pulse-position can be adjusted by regulating a resistor.

2 The Chaotic Pulse-Position Modulation Circuit

2.1 Working Principle

The working principle of the circuit is shown in Fig. 1. To obtain periodic pulse and
impulse (see Fig. 1a), a sawtooth (Vsawtooth € [Views Vupp)) With period T is used to
be compared with a certain voltage (veom ). At the beginning of the period of vgawiooth»
Upulse 18 set to a high level. Once vgayioon 1 larger than veom, vpuise is locked to a low
level until the end of the period. The differential coefficient of vpy’s falling edge is
an impulse (Vimpulse)-

Thus, the pulse position #; is constant, since veom 1S constant. Conversely, #; is
modulated chaotically, since v, is chaotic, as shown in Fig. 1b. Hence, the chaotic
modulations of pulse-position and impulse-position are implemented.

2.2 Design of the CPPM Circuit

A chaotic pulse-position modulation circuit was designed as in Fig.2. The circuit
is composed of four parts, among which the chaos circuit is used to generate the
chaotic voltage vom. In the oscillator circuit, the timing capacitor C| is charged and
discharged between Vi, and Vp, periodically, and its voltage vsawtoom takes on the
waveform of a periodic sawtooth. Then, in the trigger circuit, vpyis is obtained by
comparing Vsawiooth and Veom . Finally, via the differential circuit, vpus. is differentiated
10 Vimpulse- A schematic of the oscillator circuit, the trigger circuit, and the differential
circuit is given in Fig. 3.
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Fig. 1 Waveforms of vsawtooth» Vpulse> and Vimpulse

The charging and discharging circuit of C; is a first-order circuit [1], so that the
period of the sawtooth, which is also that of the pulse sequence and the impulse
sequence, is
Viow — VREF

1
T=—- = RsCq! 1
F 6Ciln (D

,
Vupp - VREF

where, as shown in Fig.3, R|—Rs are the resistor parameters, Vggp is the fixed

Ry R,
reference voltage, and Viow = VREp —————, Vupp = VR ———. Since V. and
£ low. ' REF Ry + Rq upl.) REF R+ Ry . low
Vupp can be changed by adjusting Rj—Ry, the period T can be set accordingly.

During a period, the position of the vpy’s falling edge, ., can be calculated as



230 J. Niu et al.

The chaos
circuit

/ circut
The oscillator -

Ycom  The trigger v The differential
\ p_lllie circuit —Dvin}pu]se

circuit sawto oth
\ %
Vupy A f
\./ ".... t
‘710""
N i .
| | 2 N
vl Tyt Tz " Tisg Tyss t
73 Tiey tis2 ?ps. vy
< > <> <>

Fig. 2 Diagram of the chaotic pulse-position and chaotic impulse-position modulation circuit
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View — V
f = RgCln—2 — “REE 2)
Ucom — VREF

To implement CPPM, v, should be chaotic.

2.3 Chaos Circuit

In this design, Chua’s circuit [3] is used to generate the chaotic voltage. Figure 4
illustrates Chua’s circuit, where Ng is Chua’s diode. As shown in Fig. 5, iy, and v;
satisfy the relationship

1
iNg zf(vl)ZGbU1+§(Ga - Gp)(Jvr + E| — |v; — EJ). 3)

Hence, Chua’s oscillator is expressed as

Wy )G~ fo)

= _Cl[vz_vl = fwl,

dv2 1

— = —[(v; — )G + i3], )
7 Cz[(vl 12)G + i3]

dis 1

— =,

dt L

where G = %.

As R varies, v; and v, exhibit different waveforms, which may be constant,
periodic, and chaotic.

The chaos circuit is composed of Chua’s circuit and an amplitude-limiting circuit.
Chua’s circuit is employed to produce chaotic voltage v, (v, € [vy,,,, V2, 1), and then
through the amplitude-limiting circuit, v, is linearly transformed to vcoy, within a
specified range. In reality, Chua’s diode, Nk, is designed as the circuit shown in the

shadow in Fig. 6.

Fig. 4 Chua’s oscillator
circuit
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As shown in Fig. 6, R7—R; are the resistor parameters, Vcc is the power voltage;
then v.om can be expressed as

1 [VceRii(Ry+ Rig)  v2RsR1p0
Vcom = 5 - . (5)
Rg R+ Rpp R7 + Ry
3 Parameter Calculation
3.1 The Timing Parameter
Substituting (5) into (2) leads to
View — VREF
fi = ReCiln VeeR1i(Ro+R19) _ _vRsRio \Y4 ’ (6)
Ro(Ri1+R12) Ro(R7+Rg) REF

where v; is a chaotic voltage varying between v, and vy, , # is modulated chaoti-
cally and varied between # , and # . Therefore, in order for # to vary in a specified
range, R;—R, should satisfy the following equations deduced from (6):

Uenin
Xmin = ¢ R6C1(Vio, — Virer) + Vier
(N
_ VeeRii(Ry 4+ Rio) v, RgR1o
Ro(Ri1 + R12) Ro(R7 + Rg)’
tlelaX
Xmax = ¢ R6C1(Vio,, — Vier) + Vier
®)
_ VeeRii(Ry + Rio) w2, RsRio
Ro(Ri1 + Ri2) Ro(R7 + Rg)’
where xpin and xp,, are defined to simplify calculations. Then
VeeR 1(Rg + Rio) 02, Xmin — V2, Xmax ©)
Ro(R11 + Rp2) Ve = V2
R8R10 Xmax — Xmin (10)

Ro(R; +Rs) v

max  V2min
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We remark that R; and Rj, can be used to set #,, and #_ , since the other para-
meters are fixed. Furthermore, to set # € [#,,,. X, ], K7 and R, can be calculated
as
R RSRIO(Uzmax - v2min)

7 =
Ro(Xmax — Xmin)

— Rg, an

VeeR1(Rg + Ri0) (V2 — V2un)
R12 = - Rll- (12)

R9xmax — Xmin

For example, R; versus %, and R, vs tfk is given in Fig.7, as Vcc = 12V,
Rg = Rg = Ry = 30k2, Ry = 10k<2, vy = 7V, vy = 5V, Hone T Thin = T.
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1,
According to Fig. 7, the statistical property of fk with different values of R; and

R, is given by Fig. 8.

3.2 Probability Distribution of Chaotic Pulse Position

In addition to the variation range, the probability distribution of the chaotic pulse
position can also be set. Figure 9 describes the statistical property of ’7" with different
values of R, which determine the state of Chua’s circuit. We remark that the distrib-
ution of the values is transferred from the left side to the mean value with a decrease

in R.
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4 Simulations

The circuit shown in Fig. 3 is simulated. The waveforms of the chaotically modu-
lated pulse and impulse with different values of R; and R;,, which are shown in
Fig. 10, indicate that the modulation range of the pulse position becomes larger with
a decrease in R; and R},. Meanwhile, the waveforms of the chaotically modulated
pulse with different values of R are given in Fig. 10, which shows that the probability
distribution of the chaotic pulse position can be adjusted by R. Coincidental with
Fig.9, since R = 1.988 k<2, the values of the pulse position are concentrated in the
area where they are relatively small. The values become uniform for R = 1.988 k<2,
and are focused on the mean value for R = 1.8 k2. Obviously, the pulse-position
and impulse-position are modulated chaotically, and the simulations (Fig.11) are
basically consistent with the calculations.

Fig. 11 Waveforms of a
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5 Conclusion

To promote the application of chaotic modulation, an analog CPPM circuit, which can
be applied in a switching converter, DC motor control, and secure communication,
is designed and simulated. The circuit, composed of standard components, is to
generate a chaotic pulse position and chaotic impulse position signals. Meanwhile,
the period of the pulse, the pulse-position modulation range, and the probability
distribution of the pulse position all can be adjusted conveniently. In conclusion, a
CPPM circuit with features of low cost, simplicity, and flexibility can be utilized
widely in the electronic communications field.
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Chaos-Based Digital Communication
Systems with Low Data-Rate Wireless
Applications
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Abstract This chapter presents a study on the modeling and performance evaluation
of chaos-based coherent and incoherent systems, i.e., chaotic direct-sequence code-
division multiple-access (CDS-CDMA) and differential chaos-shift keying (DCSK),
for low-data-rate applications in wireless communications. This study is motivated
by the design of a secure physical layer for wireless-based applications with low
data rate and in small transmission areas. A wireless channel affected by noise,
fading, multipath, and delay-spread for low-data-rate transmission of chaotically
spreading signals is described and mathematically modeled. Discrete-time models for
the transmitter and receiver of CDS-CDMA and DCSK systems under the impact of
the wireless channel are developed. Bit error rate (BER) performance of the systems is
estimated by means of both theoretical derivation and discrete integration. Simulated
performances are shown and compared with the corresponding estimated ones, where
the effects of the ratio E}, /Ny, spreading factor, number of users, sample rate, and the
number of transmission paths on the BER are fully evaluated. The obtained results
showed that the low-rate chaos-based systems can exploit the multipath nature of
wireless channels in order to improve their BER performances. This feature indicates
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1 Introduction

Chaos-based digital communication systems have received strong interest from
researchers worldwide over the past decades [1, 2]. This is mainly due to the obser-
vation that chaotic signals not only can be simply generated [3] but also have some
beneficial characteristics, i.e., aperiodic random behavior for increasing physical-
layer security [4], good correlation properties for spread-spectrum and multiple-
access performances [5, 6], immunity of the system to multipath degradation and
self-interference [7, 8]. Among various digital communication systems using chaos,
chaotic direct-sequence code-division multiple access (CDS-CDMA) [6, 8] and dif-
ferential chaos shift keying (DCSK) [9, 10] have been the most widely studied. In the
CDS-CDMA systems, the chaotic signal is used as a spreading sequence to spread
the information-bearing signal, and the sequence synchronization is carried out on
the receiving side for coherent demodulation. On the other hand, DCSK systems with
incoherent receiver do not require sequence synchronization or channel estimation,
but need only symbol or bit rate. Because of its simple structure, the DSCK system
is one of the most promising chaos-based communication schemes for hardware
implementation [11, 12].

Studies on CDS-CDMA systems can be divided into two main groups: (1) those
that address the design [13], optimization [14], and synchronization of communica-
tion systems for chaotic spreading sequences [15—-18], and (2) those that provide a
theoretical and numerical analysis of the BER performance for multiple-access oper-
ation under different transmission channels [19-30]. Most of these previous works
used correlator-type receivers to study the BER performance over noisy channels
[19-25], because of their simple architecture. In contrast, the performance over mul-
tipath fading channels has been investigated only by means of more complicated rake
receivers, which can combine multipath components to enhance the signal-to-noise
ratio [26-29]. The error probability of CDS-CDMA systems is theoretically derived
in the context of wide-band channels whose the fading coefficients and multipath
delays vary according to random distributions [30]. The combination of DS-CDMA
and chaotic pulse time modulation [31] was recently proposed in [32, 33], where
the bit duration of input data is varied chaotically and then spread in the frequency
domain by directly multiplying with the binary spreading sequences, i.e., pseudo-
random noise (PN) or chaos-NRZ sequences. With respect to the DCSK systems,
the performance of the conventional scheme over an additive white Gaussian noise
(AWGN) channel and multipath fading channel is investigated in [34—36] and then
extended to a multipath fading channel with delay spread in [37-39]. The work in [40]
presents a study on ultra-wideband (UWB) direct chaotic communication technology
using the DCSK scheme for LR-WPANSs applications. However, the system perfor-
mance is evaluated only by numerical simulations. Besides the conventional scheme,
multiple extended DCSK schemes have been proposed, such as frequency-modulated
DCSK [41], permutation-based DCSK [42], reference-modulated DCSK [43], high-
data-rate DCSK [44], high-efficiency DCSK [45], multi-carrier DCSK [46], DCSK-
ARQ/CARQ [47], improved DCSK [48], and so on, which aim at improving the
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system’s properties, e.g., data rate, spectrum efficiency, BER performance, and phys-
ical layer security under different transmission environments. In particular, sev-
eral works have recently been conducted focusing on improving the performance
of DCSK communication schemes over wireless environments. The combination
schemes of DCSK and diversity techniques, such as single-input multiple-output
(SIMO) FM-DCSK [49], multiple-input multiple-output (MIMO) M-DCSK [50],
MIMO-relay DCSK-CD [51], and cooperative communication DCSK [52], were
proposed as robust solutions to achieve this improvement.

Wireless networks can be divided into two main categories, i.e., wireless local
area networks (WLANs) and wireless personal area networks (WPANs) [53], where
the former is designed for applications with high data rate and relatively long dis-
tance [54]. Most modern WLANs are based on IEEE 802.11 standards, marketed
under the WiFi brand name [55]. In contrast, the latter focus mainly on low-data-rate
and short-distance applications [56]. It is known that communication technologies
today are robustly developing in the direction of increasingly enhancing data rate
over a given frequency band. Nevertheless, this does not mean that the low-data-rate
applications are less important. In fact, low-data-rate applications are more popular
and closer to our daily lives, such as in industrial control and monitoring; environ-
mental and health monitoring; home automation, entertainment, and toys; security,
location, and asset tracking; emergency and disaster response; and control and com-
munication in transportation [57]. The Bluetooth technique with the IEEE 802.15.1
standard was the first standard targeting at low-data-rate applications [58]. However,
the complexity of this technique makes it unsuitable for simple applications requiring
low cost and low power consumption. For this reason, IEEE released a new standard
for low-rate WPANs (LR-WPANS), i.e., IEEE 802.15.4, which was intended to be
simpler and less expensive than Bluetooth. A typical example of LR-WPANs with
this standard is wireless sensor networks (WSNs) using Zigbee [59], which have
been used widely in practical applications.

In this chapter, we study the modeling and performance evaluation of chaos-based
communication systems for low-data-rate wireless applications [58], where two typ-
ical and popular systems, i.e., CDS-CDMA (coherent system) and DCSK (incoher-
ent system), are selected for our investigation. The main motivation for this study
is expressed by both application and academic aspects as follows: first, the design
problem of low-complexity chaos-based communication systems that can exploit
the flat fading characteristic of low-data-rate multipath channels in order to obtain a
good performance for applications in LR-WPANSs; second, most previous studies of
the performance of CDS-CDMA and DCSK systems over multipath fading channels
have been carried out under the context of high-data-rate transmission [21-30, 34—
52], while this study presents and fully investigates these systems over low-data-rate
multipath fading channels. The obtained models and analysis could motivate future
studies on chaos-based low-rate wireless communications. Mathematical models in
the discrete-time domain for wireless channels as well as the transmitter and receiver
of CDS-CDMA and DCSK systems under the impact of noise, fading, multipath, and
delay-spread for low-data-rate transmission of chaotic spreading signals are devel-
oped and analyzed. Theoretical BER expressions are theoretically determined by
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means of Gaussian approximation and then distribution histograms for the ratio of
variable bit energy to noise power spectral density are numerically computed [24,
25]. BER performance is finally estimated by integrating the BER expressions over
all possible values of the histograms. PC simulations are carried out and the simulated
performances are shown in comparison with the corresponding estimated ones. The
dependence of the BER on typical parameters, such as the ratio E,/Ny, spreading
factor, number of users, sample rate, and the number of paths, are evaluated in detail.
It is found from the obtained results that chaos-based communication systems can
perform well under the studied wireless channel, where the performances get better
as the number of paths increases.

The rest of this chapter is organized as follows. In Sect.2, the model of wire-
less channel for low data-rate transmission of chaotic spreading signals is described.
Section 3 presents and analyses discrete-time models of CDS-CDMA and DCSK sys-
tems. In Sect. 4, theoretical performances are derived by means of Gaussian approx-
imation. Obtained theoretical expressions are then used to compute BER perfor-
mances through numerical integration in Sect. 5. The simulated results are shown in
comparison with the estimated ones in Sect. 6. Our conclusion with remarks is given
in Sect.7.

2 Mathematical Modeling of Wireless Channel
with Low-Rate Chaotic Spreading Signals

This section describes a simplified mathematical model for wireless channels in
the context of low-data-rate transmission of chaotic spreading signals. Basically,
the spread-spectrum process in chaos-based communication systems is carried out
by multiplying the chaotic spreading sequence by the input data, where the chip
duration T, is much shorter than the bit duration T}. The ratio 28 = T}, /T, is called
the spreading factor, i.e., the number of chips per bit. Suppose that the transmitted
signal at the output of the transmitter is sent to the receiver over a closed space full of
obstacles, which can be tables, chairs, trees, walls, and moving objects such as cars
or people. The signals, after being reflected, refracted, or diffracted, can reach the
receiver with various delays and attenuation and from various paths. The path having
the shortest transmission period is considered the primary path, and all others are
secondary paths with nonzero delays. A hypothetical scenario of the propagation in
a multipath channel with a primary path and L secondary paths and its block diagram
are presented in Fig. 1a, b, respectively. In our study, the transmitter and receiver are
assumed to be stationary, thus phase variations of the received signals in primary
and secondary channels can be ignored. The impulse response of the channel can be
given by

L
hn) = " 06 (n — 1)), M
j=0
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where §(?) is the Dirac impulse; 7; and o; are the time delay and fading coefficient of
the jth path, respectively. The primary path (j = 0) has 9 > 0 and 79 = 0. The sec-
ondary paths (j = 1,2, ..., L) have o; > 0 and 7; > 0. Here, the fading coefficients
«; vary randomly according to the Rayleigh distribution [60] given by

"
flay) = e/, @)
o

with o; the scale parameter of the distribution. The mean value of each fading
coefficient is determined by E[o;] = 0;4/7/2. In the above parameters, the path
delays 7;, number of paths L, and spreading factor 8 are constants, while the fad-
ing coefficient ; and Gaussian noise ny; are considered independent random vari-
ables. In the scenario of low-rate transmission over a short distance, the delays
7; are much shorter than the bit duration 7}, and assumed to satisfy the condition
7p=0<71 <1 <--- <t < T. Under this condition, the output signal of the
channel can be expressed by the following sum:

Tho = o€k + o€k —q g+ e g g+ Nk 3)

where ey ; is the value of the kth chip in the /th bit in the transmitted signal, e;_, ; is

the delayed version of ey ;, ajex_; 1 is the signal on the jth secondary path, and 7
is additive white Gaussian noise (AWGN). These signal components are illustrated
in Fig.2.
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3 Discrete-Time Modeling of Transmitter and Receiver

In this section, the discrete-time models of chaos-based communication systems over
the aforementioned channel are presented and analyzed. Figure3a, b show block
diagrams of CDS-CDMA and DCSK systems, respectively.

3.1 CDS-CDMA System

In the transmitting side, the input bit streams of the K users are spread by K uncor-
related chaotic sequences produced by K chaotic generators, which use the same
chaotic map with different initial conditions. Here, b;') = {£1} and x,E')I respectively
denote the /th bit of the ith user and the kth chip in the /th bit of the ith user. The
output signal of the ith user in the kth chip duration is given by

@ _ 5O 0
Crp = b X 4

The signal transmitted on the channel is the sum of all output signals from the K
transmitters, which can be expressed as follows:

K K
e = Zc,({'), = Zbl(’)x,ﬁf)l. ®)
i1 i—1
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Fig.3 Block diagrams of chaos-based communication systems under study: a CDS-CDMA system
and b DCSK system

On the basid of Eq. (3), the output signal of the channel can be written as the following

sum:
K
_ @ ,.() @ @) @ ()
"k,l—O‘OZb xkl+alzblnxklt] "'+O‘Lzblz,xk1z,
K K (6)
@) (@) @ @
+“lzbmxk 1.I7 "‘+0‘Lzblerk Lim T ks

where bl(’)fj and x,i’)l , are b;i) and x,i’)l after being delayed by a period 7;, respectively.
In the ith receiver the incoming signal ry; is first sampled at a sampling cycle, i.e.,
T = 2%\ = x , with A the number of samples in each chip duration 7,.. With no loss
of generality, the chip duration 7, and all channel delays 7; are assumed to be equal
to a multiple of the sampling cycle t. For the sake of mathematical representation,
we define A; = 7j/7 and 7.4 = T.. This means that there are A samples in each chip
duration 7. and A; samples in the duration of ;. The oversampling process in the
kth chip duration of the /th bit is also illustrated in Fig.2. The despread spectrum
process is then carried out by multiplying the sampling signal r, ; ; by the local
chaotic sequence x,ﬁl)l which is reproduced in the same way as in the transmitter and
synchronized with the incoming signal by means of the synchronization methods
proposed in [15-18]. Here, the integrate-and-dump block operates similarly as sum
block. The consecutive samples at the input are added together in each bit duration

to produce, at the output of the correlator, the signal Sz as expressed by
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208 208
= 2l = Skl =T+ U+ @

where the three components 7', U, V respectively are

28 28 K
(0 .(H2 (m) Om) (@)
r=a(H Y X o) ®
k=1

k=1 m=1,m#i

28 , 2 X 286 K
_ @ ,.() (m) __(m) _ (i) (m)_ (m) (i)
= B( - sz Xl — Z z by Xy X+ Z z by X Xy z)
k=1

k=1 m=1,m#i k=1 m=1,m#i
9)
and

—Aan Rt (10)

with A = Z Aaj and B = Z Ajatj. (The detailed development of Egs. (7)—(10) is
j=0

presented in Appendix A.) In Eqs (8)—(10), we can find that V is the noise component

created by the AWGN. The sum of (7 + U) can be rewritten in another form as

follows:

T+U=S+I, (11)

where § is the component of the beneficial signal determined by

28
S = (A_B)Zb(” ,ﬁ”, , (12)

and 7 is the interference component between different users determined by

28 K 2B K
I=A-BY > b"xMx"+B> > b"x" b (13)

k=1 m=1,m#i k=1 m=1,m#i

Based on Egs. (10), (12), (13), it is easy to find that the values of the components
S, I, and V increase as the number of delay paths L or the number of samples per
chip A increases. However, owing to the low cross-correlation between the different
chaotic sequences and between the chaotic sequences and AWGN, the increasing
number of the components I and V' is much less than that of the component S.
Therefore, the SNR of the output signal s;l) increases. The increment of the SNR
leads to improvement in the system’s performance. The binary value of the /th bit is

finally recovered by the decision circuit using a sign function as follows:
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1 sl(i) >0,

p® = ‘
! -1 sl(’) < 0.

(14)

3.2 DCSK System

In the DCSK transmitter, each transmitted bit duration 7}, is divided into two equal
time intervals. The first interval is used to transmit the chaotic reference sequence.
The second one is to send the data-bearing sequence. During the second interval, if
a bit +1 is transmitted, the chaotic reference sequence is repeated, while an inverted
copy of the reference sequence is sent if a bit —1 is transmitted. The output signal
ex, of the transmitter in the /th bit duration is given by

) Xk kIl,...,,B,
Okl = [bzxkﬂ,z, k=pg+1,...,28, (15

where b; is the binary value of the /th bit, x; ; is the value of the kth chip in the /th
bit in the reference sequence, and x;_g ; is the delayed version of xy ;.

In the receiver, the signal components and the sampling process of the incoming
signal 7y ; are the same as in Fig. 2. Within the duration of the kth chip in the second
interval of /th bit, we find that the received signal consists of three components, i.e.,
the kth chip and its delayed parts with duration of (7, — 7;), the delayed parts with
duration 7; of the (k — 1)th chip, and AWGN. It also can be found that all samples
in the duration of (¢, #;1] have the same value. The value of samples falling into the
duration of (#;, #j4] is determined by

Fok = Qoek;+ -+ e+ i€+ -+ opep—1;+ Nk

J L
= ey, E o+ et E o+ N1
i=0

i=j+1 (16)

7 L
= bixe—ps D i+ bxa-1-ps D %+ Nk,
i=0 i=j+1

where r, 1 ; is the value of the gth sample in the kth chip duration, satisfying A; <
g =< Aj41. Similarly, we can express the value of samples in (%, tj4+1] of the signal at
the output of the delay B block as follows:

J L
Fok—B.l = Xk—B.l zai + Xk—1)-B.1 Z o + Nk—p.1- a7
i=0 i=j+1

Based on the results in Egs. (16) and (17), the value of the samples in (¢, #;1] at the
output of the multiplier is determined by
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dg k1 = TgkiTgk—p.I
2 2

J L j L
= Zai ble,ﬂ,l + Z o blx(zk,l),ﬂ,l + ZZ%‘ Z Q; bixg_g 1X—1)-p,1
i=0 i=jt+1 =0 i=j+1

+

Zaz Xk—p.1 + Z o X(k—1)—B,1 | X (nk,l +bl7lk—ﬂ,l) + Nk 1Mk—p.1-
i=j+1

(18)

In the sum block, the consecutive samples at the input are added together in the
second half of each bit duration to produce a decision variable s; as follows:

B L
st ki = ZZ% k1 =20 > (et = Adg e
k=1 g=1 k=1 j=0
B B B
= Ab; fo,ﬂ’l + Bb; Zx(zk,l),ﬂ’l + Ch; Zxkfﬁ,lx(k—l)—ﬁ‘] (19)
k=1 k=1 k=1

B B B
+D Zxk—ﬂ,l (.1 + bimk—p1) + E Zx(k—l)—ﬁ,l (1 + bimk—p.1) + A Z N, 1Mk—p. 15

k=1 k=1 k=1
where
L j 2
C=> Oy —N) (Z a,-) : (20)
j=0 i=0
L L 2
D = Z()\,j+1 — )\,j) Z o . (21)
j=0 i=j+1
—22@,“ —A)Za, Z o, (22)
=0 i=j+1
L J
F=>" =)D a, (23)
j=0 i=0
and

G= Z(A,H ) Z . (24)

i=j+1

We find that the signal s; contains the following components: the component of the
beneficial signal, denoted by
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B B

W = Cb[ le%flg*l + Db[ Zx(zkfl),ﬂ,,; (25)
k=1 k=1

the interference component between the current chip with its delayed version, denoted
by
B
X = Eb ) X piXa-1)-p.; (26)
k=1

the noise component created by the impact of the AWGN, denoted by

B
Y = szk—ﬂ,l (it + bime—p.1)
k=1
27
; @7)
+G Zx(k—l)—ﬁ,l (ks + bime—p.1) ;
k=1
and the noise component created by the AWGN only, denoted by
B
Z=2D Neimp- (28)
k=1

It can be seen from Egs. (20)—(28) that the values of the components W, X, Y, and
Z increase with the number of delay paths L, and the increase in the number of
components X, Y, and Z is much less than that of the component W. This makes
the SNR of the output signal s; increase. Finally, the binary value of the /th bit is
recovered according to the following rule:

|1 5=0,
=] 2% @)

4 Theoretical Derivation of BER Performance

This section presents the theoretical derivation of BER performance for the CDS-
CDMA and DCSK systems. First, the static BER expression is derived based on
Gaussian approximation. The dynamic expression is then produced by reflecting the
chaotic variation in the static one.
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4.1 Static BER Expression

In the above equations, the components, i.e., T, U, V of the variable s}i) , and
W, X, Y,Z of the variable s;, are random functions. Owing to the independence
between fading coefficients and delays in the primary and secondary paths and their
independence to AWGN, these components are also independent.

Firstly, the statistics of the components, i.e., T, U, V and W, X, Y, Z, in the case
of a +1 bit transmitted are determined, under the assumption that the value of the
spreading factor is high enough that the correlation values of the independent vari-
ables in these components are approximately equal to zero. The mean and mean
squared values of these components are determined as follows (see Appendix B and
Appendix C):

E[T|b" = +1] = 24BE,, (30)
E[U|b)” = +1] = —2BBE., 31

28
E[VID" = +1] = AE [Z e ,x“)} =0, (32)

k=1
E[T?b)” = +1] = A2 (2BE.4 +2B(2B + K — 2)E?), (33)
E[U*b)" = +11 = B> (2BE.4 + 2828 + 2K — 2)E?) (34)
E[VY = +1] = ME,,%, (35)

and
E[W|b, = +1] = (C + D)BE,, (36)
E[X|b; = +1] = E[Y|b; = +1] = E[Z]b; = +1] =0, (37)
E[W?|b; = +1] = (C* + D*)B(Eca + (B — DE]) + 2CDB’E?, (38)
E[X?|b; = +1] = E*BE?, (39)
E[Y?|b; = +1] = (F* 4+ G} BN, E.., (40)
2

E[Z%|b; = +1] = A /3—0 41

N2
where E, = E [x,i?, ] =E[2)), By =E [x,Q, ] Elx! 1, Ey = 2BE., and Ny =
2E [771%1]
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Based on the resulting values above, the variances of the components are calcu-
lated by '
Var[T|b\" = +1]1 = E[T?*|b}” = +1] — E}[T|b\" = +1]

2 5 42)
=A (ZﬂEc4 +2B(K — 2)EC),
VarlUlb” = +11 = E[U° b = +11 = E’[U|b{" = +1]
2 ) (43)
=B (2ﬂEc4 +2B(2K — 2)EC),
. , | N
VarlVb) = +11= EIV|b" = +11 = IV | = +11 = By, (44)

and

Var[W|by = +1] = E[W?|b; = +1] — E2[W|b; = +1] = (C? + D*)B(Ecq — E2),

(45)
Var[X|by = +1] = E[X?|b; = +1] — E*[X|b; = +1] = E*BE?, (46)
Var[Y|b, = +11 = E[Y?|b; = +1] — E°[Y|b; = +1] = (F* + G*)BNE,,
47)
N2
Var[Z|b, = +1]1 = E[Z%|b, = +1] — E*[Z|b, = +1] = /\2,6’70. (48)

Due to the statistical independence between the components, i.e., T, U, V and
W, X, Y, Z, the mean value and variance of the decision variables, sl(’) and s, are
respectively determined as

ElsP1b” = +11 = E[T|p" = +1]1+ E[Ub = +1] 40, (49)

Varls 16" = +11 = Var[TIp\” = +11+ VarlUp\” = +11 + Var[V [ = +1],
(50)
and

Elsj|b; = +1]1 = E[W|b; = +1] + E[X|b; = +1]1 + E[Y|b; = +1]1 + E[Z|b; = +1] 1)
=E[W|b; = +1],

Varls;|lby = +11 = Var[W|b; = +1]1+ Var[X|b; = +1]1 + Var[Y|b; = +1],
+ VarlZ|b; = +1].
(52)
Secondly, the case of a —1 bit transmitted is considered. Analogously, we have
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E[s" b = —11 = —E[s]" |b}” = +1], (53)
Varls"1p\" = —11 = Var[s® b = +1], (54)
and
Elsi|b; = —1] = —El[s)|b; = +1], (55)
Varls;|b = —1] = Var[s;|b; = +1], (56)

assuming that each bit, either 41 or —1, appears at the output of the data source with
a probability of 1/2. Based on the obtained results above and according to the central
limit theorem (CLT) [61], the statical BER expressions for CDS-CDMA and DCSK
systems can be respectively derived by Gaussian approximation as follows:

BERcps—cpma = 3 PI(S(') < Olb(’) +1) + = Pr(s(’) > 0|bl(i) =-1

1% U] b(i) -1 T2
:Pr(sl(l) <O|b(’) D —Q( ar[s,"| +1]

E*[s" b} = +1] (57)

1
2

BHK-2 42K-2 1
) _§2+ A_ 7+ Ep (A=B)?
p(1=2) 28(3-1)" 28 (%)

=0

and

1 1
BERpcsk = 3 Pr(s; < 0|by = +1) + EPY(SI > 0lby = —1)

Varls|b = +1])%
E2[s1|b; = +1]

E.. 2(F? 2 1
(Crovee g p

=Pr(s; <0lb;=+1)=0 ( (58)

+ +
B(C + D)? CD b ((C+D) A
Y

[o¢]
. . _ 1 2 E, : :
where the function Q(-) is defined by Q(¢) = Wirs Lef exp(y~/2)dy, and VZ is the ratio

of average bit energy to noise power spectral density.

4.2 Dynamical BER Expression

In the studied channel, since the fading coefficients vary randomly according
to the Rayleigh distribution, the elements in parentheses in Eqs.(57) and (58),
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. K2 542K -2
respectively denoted by ¢cps—coma = 57, VepscDMA= T-———7, VCDS—CDMA =
28(1-%) 28(5-1)
2 2\ Eca 2
B, (A=B\? 414 _ (D) —DHE _2(F4GY) CDE o
IVO( i ) , an ¢DCSK - ﬂ(C+D)2 ,IﬁDCSK = (C+D)x J/DCSK Y , also

randomly vary in the communication process. Here, the elements, i.e., Ycps—cpma and
¥pcsk » are considered the main elements because they fully depend on the bit energy
Ej, and all parameters of the channel, i.e., L, o, A;, No. To simplify our analysis, the
elements ¢CDSCDMA’ wCDScDMA, and ¢DCSK, I/IDCS[( are approximated to constants,
. . — Paigk—2 _ 34 +2K-2
which are respectively equal to ¢cps_cpua = =, Veps—coma = ——,
2(1-%) 26(5-1)

-2 =2 E,
— (C+DH(Y —DHE> Yiaten)
ind_quCSK_z ETeY, R Ypesk = CID . The constants, i.e., A, B, C, D,
E, F, and G, are respectively obtained by replacing the variable coefficients «; in A,
B,C,D, E, F, and G by their mean values, i.e., @; = 0j4/7/2.

The static BER expressions in Eq.(57) and (58) are approximated by

l—

_ _ 1 -
BERcps—cpma ~ Q (¢CDS—CDMA + Y eps—coma + 2—) (59
YCDS—CDMA
and 1
— v B\
BERpcsk ~ O\ bpesk + ———~ + -5 : (60)
VYDCSK Ybesk

On the basis of Egs. (59) and (60), the dynamic BER expressions reflecting the vari-
ations of chaotic sequence and fading coefficients corresponding to the two systems
are obtained as follows:

[e°]

_ _ 1 -
BERcps—cpma(ycps—cpma) = / 0o (‘pCDS—CDMA + Y cps—coma + I — )
YCDS—CDMA

=

(61)

x f(ycps—coma)dyceps—coma

and

I

WDCSK+5) x f(ypesk)dypesg,  (62)

BERpcsk (Ypesk) = / O\ épcsk + 3
YDCSK  VYpcsk

with f(yeps—cpma) and f(ypesk) the probability density functions (PDF) of the
elements ycps—cpma and ypcsk, respectively.
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5 Performance Estimation Using Numerical Integration

First, we consider the performances of CDS-CDMA and DCSK systems in the special
case of a multipath fading channel, i.e., one-path Rayleigh fading channel, which is
equivalent to the studied channel in the simple case of L = 0 and oy > 0. Under this
condition, the parameters of two systems have the following values: 1o =0, A; =
MA=Xlay, B=0, C = Aa%, and F = Aag, D = E = G = 0. The elements in the

dynamic BER expressions become as follows: @ cps_cpya = (% +K — 2) /(28),

ECD&CDMA =0, $DCSK = (% - 1) /B, JDCSK =2, and Ycps—cpMa = Ypcsk =

aé%’;. According to [37, 39], the PDFs of ycps—cpma and ypcsk are given by

1
S (Ycps—coma) = f(vpesk) = 202 E e . (63)

The dynamic BER expressions in this special case are determined by

0 . -3
BER /Q(%+K_2+ : ) i —;;zd(zE,,
CDS—CDMA ™~ >E SE € vd\ay
/ 2B 2055 ) 2055 No

(64)
and
o E(-4 2 2
E 2 p L =% (E
BERDCSK%/Q ‘ + =7+ 5 e d|ag— ).
/ B G (ag 1%) 204 5 No
(65)

It can be seen from the above analysis that since we know the PDFs exactly, i.e.,
f(Yeps—cpma) and f(vpesk), in the simple case of L = 0, the BER of the systems
can be totally determined by means of the theoretical expressions. However, in our
study, the channel under investigation is generalized with the number of paths L > 1.
Therefore, the greater the number of secondary paths L, the more complicated, if
not impossible, the theoretical determination of PDFs becomes. For this reason, a
simpler approach to estimate the PDFs and performances using numerical integration
is presented. In this approach, the numerical computation method proposed in [24,
25]is used to determine histograms of the value distributions of ycps—cpua and ypesk
instead of theoretically determining their PDFs. The sample values of y¢cps—cpma and
¥pcsk are first computed and then used to build the histogram of the value distribution.
With the assumption that the values of ycps—cpma and ypcesx are the outputs of
stationary random processes, the obtained histograms can be considered a good
estimate of the PDFs [62]. Based on the BER expressions theoretically obtained in
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Egs. (61) and (62) as well as the distribution histograms obtained by the computation,
the BER performances of the two proposed receivers can be respectively calculated
by the following numerical integrations:

BERcps—cpma(Ycps—cpma)
N

~ Z Q ($CDSCDMA + ¥ eps—coma +

m=1

=

—) P(ycps—coma,m)
2YcDS—CDMA,m

(66)
and

N — -3
BERpcsk (Ypesk) ZQ(EDCSK + Vpesk + d ) P(ypesk.m), (67

2
m=1 YDCSK ,m )/DCSK,m
where N is the number of classes of the histogram, and P(ycps—cpma.m) and
P(ypcsk.m) are the probabilities of having the energy in intervals centered on
ycps—cpma,m and Ypesk ., respectively.

6 Simulation Results

In this section, the performances of two systems obtained by the analysis according
to Egs. (66), (67) and the corresponding numerical simulations are displayed in the
same graphs for comparison. The figures display the BER performance according to
the typical parameters, i.e., the ratio Ej, /Ny, spreading factor 28, number of users K,
and number of samples per chip A, as the number of paths L gradually increases from
1 to 4. The chaotic map used for generating the chaotic sequence is the Chebyshev
polynomial function of order 2 [63] given by

X =flgo) =2x_, — 1, (68)
with the invariant PDF of x, denoted by p(x), being

1
x| <1,

= | 2/1-22 69

) [O otherwise. (©9)

The values of E. and E4 are determined by

00 1
E.=E [x;?)zz] = /xzp(x)dx = /xzédx - (70)
: : TN 1 —x? 2
o :
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o0

1
9 | 3
E. :E[x(’) ]: /x4 (x)dx:/x4—dx:—. (71)
! ko p : T/l —x2 8

The parameters of the channel are set as follows: oy = 0.7 for the primary path;
0, =0.6,7y =51,00 =0.5,7p = 107,03 = 0.4, 713 = 157, and o4 = 0.3, 74 = 207,
for the secondary paths.

Figure4a, b show respectively the histograms of the value distributions of
yeps—cpma and ypesk obtained by numerical computation for the case of E, /Ny =
10dB and A = 30. Each histogram was plotted with N = 1000 classes, which are
calculated statistically from 100000 samples. It clearly appears that incrementing L
leads to changes in value distribution, specifically, the average values and variation
ranges of ycps—cpma,m and ypesk ., increase. Due to the property of the Q function,
we can find from Eqgs. (66) and (67) that these changes will make the BERs decrease.
In addition, with the same value of L, the average value and variation range of ypcsk . m
are always higher than those of ycps—cpma.m-

In Fig.5a, b, we study the effect of the ratio E,/Ny and number of paths L on
the performance of the two systems in the case of A = 30 and 28 = 64. The BER
performances obtained in Egs. (64) and (65) for the special case of the channel with
L = 0 are also plotted. It can be seen that there is a good match between the analy-
sis and simulation performances. The performance of two systems is significantly
improved when the number of paths increases, where the performance of CDS-
CDMA gets better than that of DSCK with a higher value of L. For example, at
the same E; /Ny = 10dB, the BER values of the CDS-CDMA and DCSK systems
corresponding to L =0,1,2,3,4 are 1.4 - 1072, 1.1-1073,6.2-107%, 1.2- 1077,
42-107%and1.9-1071,4.2-1072,7.9-1073,1.7-1073,5.8 - 107%, respectively.

The dependence of the CDS-CDMA performance on the number of users K
with different values of Ej,/N, is shown in Fig.6. We can observe that the BER
performance becomes significantly worse with incrementing K. Specifically, at the
same value of E, /Ny = 10dB, the BERs obtained from the simulation increase from
9.1-107*to 1.1 - 1072, corresponding to K changing from 1 to 10. In general, the
simulation results agree with those obtained by our estimation. However, withK = 5,
slight differences between them begin to be visible. If we continue to increase K > 5,
these differences become more and more clear. The reason is that the variables
A,B,C,D,E,F,G in Eqgs.(57), (58) are respectively approximated by the fixed
simpler.

The effect of the value of the spreading factor 28 on the BER performances
of CDS-CDMA and DCSK systems in the case of E,/Ny = 10dB and A = 30 is
shown in Fig. 7a, b, respectively. For the CDS-CDMA system, the BER performance
becomes slightly better with the increment of 28. For example, at the same value
of E, /Ny = 10dB, the obtained BERs decrease from 1.1 - 10* to 8.1 - 1072, cor-
responding to 28 changing from 16 to 128. With respect to the DCSK system, we
can see that in the value range from 24 to 64, the value increments of 28 and cor-
responding BERs are directly proportional to each other. For example, in the case
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Fig. 4 Histograms of the
value distribution of the
elements a ycps—cpma and
b ypcsk, in the case of
Ep/No = 10dB and A = 30
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of L = 3, the BER values increase respectively from 1.5- 1072 to 3.4 - 1073, cor-
responding to B changing from 24 to 64. In contrast, in the value range from 4 to
24, an increment of 28 makes the BERs decrease. In particular, the minimum values
of BER are obtained with the value of 28 within 8 and 16, which means that good
performance is obtained at low values of the spreading factor, or in other words,
the DCSK system can perform well even with a moderate bandwidth. Generally, the
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Fig. 5 BER values against
the ratio Ej,/No with an
increment in the number of
secondary paths L in the case
of 28 = 64 and A = 30: a
CDS-CDMA system and b
DCSK system
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simulation results agree exactly with the analysis except for the ranges of 28 < 32
and 28 < 24 in the cases of the CDS-CDMA and DCSK systems, respectively. The
differences become more pronounced at higher values of L. There are two causes
for these differences. First, our assumption in Sect. 4, i.e., that the correlation values
of the independent variables are approximately equal to zero, is no longer satisfied
with low spreading factor. Second, the elements, ¢sps and @pgss, ¥pss, in Eqs. (57)
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Fig. 6 BER values against
the number of users K in the 10
CDS-CDMA system with an
increment of Ej /Ny in the

case L =1,28 =64,» =30

Ep/N,=2dB

—— Estimation
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and (58) are approximated by the constants ¢gs and @ pgs, ¥ pss» in Eqs. (61) and
(62), respectively. Note that these assumptions and approximations aim to simplify
our BER analysis, but simultaneously, they also create differences.

In the CDS-CDMA and DCSK systems, with fixed channel delays 7;, the number
of samples per chip A can be changed in the following two cases: (1) keeping the
chip duration fixed and changing the sampling clock in the receiver and (2) keeping
the sampling clock constant and changing the chip duration. In the first case, in spite
of the sampling clock changing, the ratio A;/A = 7;/T. is still unvaried. Notice in
Eqgs. (57) and (58) that the BERs depend only on the ratio A;/A, but not on the specific
value of A; or A. Therefore, this case does not result in the BER being changed. In
the second case, the simultaneous change of chip duration 7, in both transmitter and
receiver leads to a change in the ratio A; /A, and thus the BER of the system also varies.
Figure 8a, b respectively show the dependence of the BERs on A of the two systems
for the second case. The simulation results point out that the system outperforms
when A is increased. For example, in the case L = 4, the BER values of the CDS-
CDMA and DCSK systems respectively decrease from 1.2 - 1073 and 6.2 - 1073 to
2.9-107%and 6.3 - 1074, corresponding to A increasing from 10 to 50. It can be seen
that the estimated results agree completely with the simulated result except for the
cases L = 3, 4 with A = 10. The main reason of this mismatch is that the simulation
parameters chosen for these cases, i.e., 73 = 157, 7y = 20t > T, = At = 107, are
incorrect with the channel condition in theory.
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Fig. 7 BER values against
the spreading factor 2: a
CDS-CDMA system with an
increment of Ej /Ny in the
caseof K =1,L =2,

A =30, and b DCSK system
with an increment of the
number of secondary paths L
in the case of E;, /Ny = 10
and A = 30
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The performance of chaos-based communication systems over wireless channels in
the context of low-rate transmission was investigated in this chapter. The mathe-
matical models in the discrete time domain for the wireless channel, transmitter,
and receiver of the two most typical systems, i.e., CDS-CDMA and DCSK, were
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Fig. 8 BER values against (a) . :
the number of samples per
chip A with an increment of
the number of secondary
paths L: a CDS-CDMA
system in the case of K = 1,
2B = 64, E,/Ny = 6dB b 10
DCSK system in the case of
2B =64 and E; /Ng = 10
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described. Based on the theoretical BER expressions and distribution histograms
obtained, the BER performances of these systems were estimated by means of numer-
ical integration. The simulations agree with the estimates. It can be seen from the
obtained results that first, the chaos-based communication systems can perform well
in the studied wireless channel; especially, the BER performances are significantly
enhanced when the number of secondary paths increases. This means that the systems
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can exploit the low-rate transmission characteristic of chaotically spreading signals
to improve their performance. Second, it is observed that owing to the requirement of
chaotic sequence synchronization, the structure of the CDS-CDMA receiver is more
complicated than that of the DCSK receiver. In return, our comparison showed that
under the same channel condition and system parameters, the CDS-CDMA system
outperforms the DCSK, especially at a higher number of secondary paths. Last but not
least, since the transmitter and receiver of the two systems can perform the spreading
and despreading processes based on discrete-sample processing in the time domain,
it is suitable to be implemented on high-speed programmable ICs such as FPGA and
DSP. All blocks in the proposed schemes can be implemented by available or created
modules on the same chip. For example, the sampler at the input can be done by
an ADC module, in which the received signal is sampled and converted into binary
values stored in registers. The delay block can be realized by a counter or a timer. The
multiplication, summation, and threshold comparison of discrete samples are then
done by corresponding calculations with respect to the binary values in the registers.
Besides the simple structure of the systems, the low-rate transmission also does not
require too high a hardware processing speed. Therefore, the low-rate CDS-CDMA
and DCSK communication systems can achieve low power consumption, low cost,
and small size. The aforementioned features make chaos-based communication sys-
tems promising and robust in the design of a secure physical layer for wireless appli-
cations with low rate, low complexity, and small size for communications between
nodes in LR-WPANSs.

Annex: List of Symbols

Symbol Definition

A,B,C,D,E,F,G Values of A, B, C, D, E, F, G when ; is replaced by &;
A B \Variables in the expression of s,(’)

BERcps—cbma Static bit-error rate of CDS-CDMA system
BERcps—cpma(Ycps—cpma) IDynamic bit-error rate of CDS-CDMA system
BERpcsk Static bit-error rate of DCSK system

BERpcsk (Ypesk) IDynamic bit-error-rate of DCSK system

C,D,E,F,G \Variables in the expression of s;

Ep [Energy per bit

Ep/No [Energy per bit to noise power spectral density ratio

E. [Energy per chip

Ese Constant defined by E [x]g)f] =E [x,‘(‘, B

E[-] IMean value function

E[(H)?] Squared mean value function

1 Interference component between different CDS-CDMA users
K INumber of users in CDS-CDMA system

L INumber of secondary paths of wireless channel

N INumber classes of distribution histogram
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Symbol IDefinition

No INoise power spectral density

P(ycps—cpma) IProbability of having the energy in interval centered
ON YCDS—CDMA,m

P(ypcsk) IProbability of having the energy in interval centered
On YpCSK,m

o) Q function

S Component of the beneficial signal in CDS-CDMA
receiver

T,U Components of the signal sl(')

Ty IBit duration

T. Chip duration

% INoise component created by the AWGN in
CDS-CDMA receiver

w Component of the beneficial signal in DCSK receiver

X Interference component between chips in DCSK
receiver

Y INoise component created by the impact of AWGN in
IDCSK receiver

z INoise component created by AWGN in DCSK
receiver

by, b Binary value of /th bit

c,(:), Output signal of ith user in kth chip duration in

@)
dg k.1, dg,k,l

€kl

€k—1j,1
h(n)

Ykl .
Fekds ok
St sl(l

Xk,1

xk*ﬂ,l

a

28

YCDS—CDMA> PCDS—CDMA > ¥ CDS—CDMA

7CDS*CDMA ’ ¢CDS—CDMA Y CDS—CDMA

YDCSK » PDCSK » YDCSK

Ypcsks $pesk s Vpesk

3(1)
Nk, 1
A
Aj
T
T

CDS-CDMA transmitter

Value of samples at output of the multiplier in the
receivers

Value of kth chip in /th bit in the transmitted signal
IDelayed version of ey

Impulse response of the channel

Input signal of the receiver

Input signal of the correlator in the receivers

IDecision variable in the receivers

Value of kth chip in /th bit in the reference sequence
IDelayed version of xi ;

IFading coefficients of Rayleigh distribution
Spreading factor of the systems

IElements of the static BER expression of
CDS-CDMA system

\Values of ycps—cpma, ¢cps—cpma Yeps—cpma on
replacing «; by o;

[Elements of the static BER expression of DCSK
system

Values of ypcsk, pcsk > Ypesk on replacing o by
T

D]irac impulse

Additive white Gaussian noise (AWGN)

INumber of samples per chip

INumber of samples in duration t;

Sampling cycle of the receivers

IDelay of the ith secondary path
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Appendix

A. Expression for the output signal s,(i) of the CDS-CDMA correlator:
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B. Statistical calculation for the mean and mean squared values of 7, U, V:
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C. Statistical mean and mean squared values of the components W, X, Y, Z:
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Nonlinear Programming Approach
for Design of High Performance
Sigma-Delta Modulators

Valeri Mladenov and Georgi Tsenov

Abstract Inthis chapter we present a nonlinear programming approach to the design
of third-order sigma—delta modulators with respect to maximization of the signal-
to-noise ratio, taking into account the modulator’s stability. The proposed approach
uses an analytic formula for calculation of the signal-to-noise ratio and an analytic
formula for stability of the modulator. Thus the goal function becomes maximization
of the signal-to-noise ratio and constraints come from stability issues and bounds of
the modulator noise transfer function coefficients. The results are compared with the
optimal third-order modulator design provided by DStoolbox. The proposed proce-
dure has low computation requirements. It is described for third-order modulators
with one real pole of the loop filter transfer function and can be extended easily and
generalized to higher-order modulators.

Keywords Sigma-delta modulators - Digital signal processing - Stability + Analog-
to-digital conversion + Signal-to-noise ratio

1 Introduction

The basic SDM structure consists of a filter with transfer function followed usually
for implementation simplicity by a one-bit quantizer in a feedback loop. For sigma—
delta modulators (SDM) with single-bit quantization levels, it is usually difficult
to design high-order sigma—delta modulator loop filter transfer functions that both
are stable and provide high signal-to-noise ratio levels [1-3]. This is caused by the
nonlinearity of the modulator, i.e., SDMs are nonlinear systems, due to the quantizer
utilized. Nowadays, sigma—delta modulators have become the standard for analog-
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to-digital conversion. SDMs can achieve a very high signal-to-noise ratio (SNR)
even with a small number of quantization levels, and this is achieved using very high
oversampling ratios. With the feedback loop and the transfer function, SDMs shape
the noise and push it to frequencies higher than the operational band of interest.
Thanks to its simplicity, single-bit code-shaping SDMs are of great interest, because
their performance is influenced mostly by the loop filter transfer function and the
modulator’s oversampling ratio (OSR), and the modulator output is encoded into a
bitstream. Until recent years, the modulator’s maximal stable DC input signal range
and its SNR were determined mostly with the use of simulations, which left a zone
of uncertainty. Many engineers experimented with the loop filter transfer function
coefficients in order to achieve higher SNR while keeping the modulator stable [3-9].
The realistic high-performance loop filter transfer functions have the poles grouped
into complex conjugate pairs and one real pole when the modulator order is odd, and
complex conjugate pairs for even loop filter orders. In order to increase modulator
performance, some authors move one of the complex conjugate pairs of poles or
the real pole a little bit outside the unit circle while keeping the other poles inside,
resulting in increased SNR and reduced stability limit for maximal DC input signal
amplitude beyond which the modulator becomes unstable. Moving a single pole
or complex-conjugate pair a little bit outside the unit circle does not necessarily
makes the SDM unstable, since it is a nonlinear system, which makes the SDM
behavior analysis harder for those cases. In recent years, approximation formulas for
determining both the SNR and the maximum stable DC input levels based on the
loop filter transfer function coefficients and the input variables without the need for
simulation models have been published. Using a parallel decomposition form of the
loop filter allows approximation of the maximal stable DC input signal value without
the need for simulations for single-bit quantizer modulators, while SNR calculation
from a derivation of the loop filter noise transfer function also provides no need of the
modulator’s output bitstream to obtain it, resulting in no need for SDM simulations to
determine both stability and performance. This makes possible the design of optimal
loop filter transfer functions with respect to maximizing the SNR while keeping the
modulator stable with nonlinear optimization procedure as the modulator loop filter
transfer function coefficients and their respective ranges set as constraints. We are
presenting such a design approach for a higher odd-order SDM, taking into account
SDM stability and SNR performance. The procedure is backed up with examples
and results made for third-order loop filter sigma—delta modulators, and it gives
the performance impact when the poles of the noise transfer function are varied
when optimized zeros are used. This loop filter function design is computed with
fast theoretical calculation of the signal-to-noise ratio with a mathematical formula,
instead of an approximation based on simulations and combined with theory that
presents an approximate value for the modulator’s maximal stable DC input signal,
resulting in a design without the need for simulations of the modulator’s output
bitstream.
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The chapter is organized as follows. We provide the theoretical background nec-
essary for understanding the approach in the following section. The formulation of
the nonlinear programming procedure is given in the third section. Results and com-
parisons are presented in the fourth section, followed by a conclusion and remarks
given in the last section.

2 Theoretical Background

In order to better understand the design approach, the results of [10] will be briefly
recalled as they are used. The basic structure of an SDM, shown in Fig. 1, comprises
a filter with a transfer function G(z). A one-bit quantizer in a feedback loop follows
it in the SDM structure.

The system works in discrete time, and a discrete-time sequence u(n) € [—1, 1]is
the input to the loop. It appears in quantized form at the output. The output of the filter
is the discrete-time sequence x(n). The same sequence is applied to the quantizer
input. When the input is a positive quantity, the quantizer produces an output of +1,
and when its input is negative, the quantizer output is'1 (single-bit). In this case, the
quantizer will not provide a good approximation to its input signal: that is why a
feedback loop has been used. In this way, the quantization noise is shifted away from
a specified frequency band. If a given input signal that lies in this frequency band
is applied to the loop, then a great deal of the noise due to the quantization process
will appear outside the frequency band of interest. Thus a good approximation to the
input signal will be received. This process is called noise shaping.

The stability of the modulator could be acquired without simulation. The authors
of [10] examine an Nth-order modulator of the form

aiz' + o +ayzV

G(z) = .
@) l+diz7' +doz 2+ +dyzV

(1)

In the most common case, the loop filter transfer function has complex-conjugate
roots. Without any loss of generality, only one pair of complex-conjugate roots will
be considered. Then Eq. (1) becomes

Loopfilter Quantizer

Sum

MA—O—> i) v -t

Input Output

Fig. 1 Basic sigma—delta modulator structure
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o — Loopfilter G(z) in partial
o fraction expansion form
il
— *117 Quantizer
S+ jy i S
. B TN
Sum Output

—
s-jy o

Fig. 2 Block diagram of higher-order SDM with parallel loop filter form
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2
In Eq. (2), the coefficients b;,i = 1,2, ..., N, of the fractional components can
be easily found by the well-known expression b; = %G(Z) . The denom-

inator of the last term of Eq. (2) has a complex-conjugate pair of rz(;oés, and Eq. (2)
becomes

biz™! by-1z7! byz™!
G(7) = ——~ 4 ... , 3
(2) e +e g I W Rl ey €)]
where
At =a+jB, Ay=a—jj3, )

by_1=0—jv, by =0+ jv,

i.e., Ay—1, Ay, and by_1, by are complex-conjugates.

Due to this, in Eq. (2) a parallel presentation of the third-order modulator is used
(see Fig.2). The values of the last two blocks are complex numbers, but their output
signals are real numbers. They correspond to a second-order SDM with complex-
conjugate poles of the loop filter transfer function G(z). The signals x; and x3 are
complex-conjugates:

xotk+1)=mk+ 1)+ jnk + 1),

ik + 1) =mk+ 1) — jnlk +1). )

Due to this, the input of the quantizer is real:

(0 — jyxa(k) + (0 + jy)xs(k) = 20m (k) + 2yn(k). (6)
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We can consider the modulator to be three first-order modulators through the
quantizer function only. The connected signals with two modulators are complex
quantities, while at the same time, the input and output signals (¢ and y) are the “true”
signals of the modulator. As emphasized in [ 10], both modulators work cooperatively,
since their signals are conjugated. The real SDM does not have these modulators:
they are introduced to facilitate the behavior of the whole system.

The advantage of this modulator description is the possibility to determine whether
the modulator is stable by this criterion [10]:

N-2
|| 216(1 — ) + 8
>_§>\i_l+ d_afs @)

2-=X) b
At (A =D

The maximal range of input signal that ensures the stability expressed by Au can
be determined as well:

ZN*2 \b,I 2|0(1—a)+7/3] + b=\

i=2 N— (1—a)?+32 At =1
Au < — _ZN 2 Il 2100—a)+95] ®
-1 =2 N-1 (1—a)?*+3?

The last inequality that will be used for fast signal-to-noise ratio (SNR) cal-
culations is received following the procedure [11]: The quantization theory and the
corresponding noise are well established. The distance between two successive quan-
tization levels is called the quantization step size Q. A quantizer with a given number
of bits covering the range from +1 to — 1 needs 2%'* quantization levels, and the width
of every quantization step is 5

Ty

9)

The quantizer assigns each input sample u(n) to the nearest quantization level.
The quantization error is the difference between the input and output to the quantizer,
e, = y(u) — u, and is bounded by

0 0
-5 = eg(n) = 5 (10)
The quantization noise power is given by
/ e2d ! (11)
e, = —_—
Te Q g €q9¢q 12 3(2bm _ 1)2
Many authors propose that o2 be approximated with
1
e A — (12)

e 3. 22bzts
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This quantization error is on the order of one least-significant bit in amplitude,
and it is quite small compared to full-amplitude signals.

The average power of a sinusoidal signal of amplitude A, x(t) = A cos(2nt/T),
15 1 /7 A2
o —/ (Acos(2mt/T))*dt = —. (13)

If the signal is assumed to be oversampled, then instead of acquiring the signal at
the Nyquist rate, 2 f3, the actual sampling rate is f; = 2"*! 5, and the oversampling
ratiois OSR = 2" = f;/2 fp. In this case, the quantizing noise is spread over a larger
frequency range; yet we are still primarily interested in the noise below the Nyquist
frequency.

Now, most of the noise power is located outside the signal band. The quantization
noise power in the band of interest is decreased by a factor O SR. The signal power
occurs over the signal band only. It remains unchanged and is given by Eq. (13).

The linear SDM model for analysis is used by many authors. This model has two
inputs: the input signal X (z) and the quantization error E(z). In the basic model
shown in Fig. 1, a filter is placed in front of the quantizer, known as the “loop filter,”
and the output of quantization is fed back and subtracted from the input signal, as
shown in Fig. 3.

This may be represented by transfer functions applied to both the input signal and
the quantization noise. The Z-domain output may be represented as

Y(2) =STF(2)X(z) + NTF(2)E(2), (14)

where STF is the signal transfer function,and N TF is the noise transfer function. The
input to the loop filter is X (z) — E(z), so that Y(z) = G(2)[X(z2) — Y (2)] + E(2).
Rearranging terms, we have:

G(2)

STF(z) = TG(Z)’

TF(z) 15)

T 1+GQ)

Utilizing the linear model of S D M, the noise shaping in S DM implies a variable
noise power in the baseband:

E(z)

X(z) Y(2)
+ P G) [ __j__ W >

Fig. 3 Representation of a sigma—delta modulator using the linear model
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B
o, = / S2(f)INTF(f)2df, (16)
—fB

where S2(f) = ce?/f; is the power spectral density of the unshaped quantization
noise. The total noise power, oe?, remains unchanged, but an appropriate choice of
NT F(z) pushes the noise up to the high frequencies.

By definition, SN R is calculated on the basis of

2
SNR(dB) = 101og;y =% (17)
ag

n

We can take the 02, o2, and o terms and substitute them to get the general formula
for the signal-to-noise ratio of any sigma—delta modulator:

A2

_ 2
5 SAPINTF(f)Pdf (18)

o

SNR(dB) = 10log;y % = 10log,, 7

= 10log,y ——7f
N 810 202 (T8 INTF(FRds

Applying the approximation of o2, we get the formula

SNR(B) ~ 10log,, —o2Anfs
2 [B INTF(H)Pdf "

~ 10log,o 3 - 2215 A2 f, — 10log,y 2 [ |NTF(f)2df.

Making use of numerical integration, this equation can be solved for an SDM with
any noise transfer function, oversampling rate, and bit length. These calculations
for the SNR approximation by computer are very fast and precise, and they are
realized much faster than the SNR approximate estimation when the modulator output
bitstream from simulations is used. If a loop filter transfer function is of odd order,
using the function coefficients in Eq. (8), then the stability can be calculated without
simulations. This provides the tools for SDM analysis without the need for SDM
model simulations.

The practical relationship between Au and modulator stability that depends on
its signal value for one case is given in Fig.4. Here we have a loop filter transfer
function that produces losses of stability for input signals with amplitudes less than
unity if unity is the scaled maximal input signal.

When a higher input signal is applied, the SNR usually rises. With raising the
test sine wave amplitude it can be observed that at a given point, there is an SNR
decrease and perhaps a loss of stability. This means that the modulator can be stable
for input signals greater than Au. Unfortunately, we cannot guarantee its stability
(Au = 0.68 in this example).
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Fig. 4 Relationship between Au and DC input signal value in terms of stability and SN R

3 Design Approach

Some authors [12, 13] claim that if the NTF zeros (loop filter poles) are not placed
on the DC, but spread in the baseband, then the SNR is higher, and the quantization
noise is spread evenly in the baseband, as shown in Fig.5.

The Delta Sigma Toolbox [14] for MATLAB, created by this author, can generate
such NTFs of arbitrary order. This toolbox was used to generate an exemplary noise
transfer function with optimized zeros for a third-order SDM filter order that has the
following form:

22 —2.999z%2 +2.9997 — 1
73 —2.1992z2 + 1.6876z — 0.4441°

NTF(z) = (20)

c Noise distribution of SDMs with e  Noise distribution of SDMs with
,9.. regular Noise Transfer Functions g Noise Transfer Functions with

3 _g Optimized Zeroes
5 "=
S Noise distributionin the _E

(a] band of interest [a] Noise distribution in the

L _— band of interest

g g [

L s \

a @
P K

o X o - L
= Operating Max freq uency is = Operating INTF zero positions are spread
frequency band b d half of the sample frequency band within the baseband
Frequency an rate frequency Frequency band

NTF zero positions are at DC

Fig. 5 SDM noise distribution comparison with and without optimized NTF zeros
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Our goal was to initiate a nonlinear constrained optimization [15] programming
approach [14, 16] with maximization with respect to the SNR while maintaining a
maximal reasonable limit for the maximal minimum level for the DC input level Au
that ensures stable modulator behavior. This is an approach similar to finding stable
SDM NTFs of third order in terms of finding them with high SNR like the one in [17],
where the poles were varied inside the unit circle and zeros were optimized from
DSToolbox and kept constant. For this type of noise transfer function with Eq. (8)
we can determine the SDM stability ranges even while moving the real pole outside
the unit circle, and we can find the SNR very rapidly with the following constrained
optimization procedure:

max (SNR)
SNR = 101log;, 3 - 2201 A2 f, — 1010g102f_f;3 INTF(f)|*df [dB],

(l—zern_ntfl xz7! )*(1—zero_ntfz*z’l)*(l—zero_ntf}g*z’l)

NTF =
(17]70161*Z_l)*(lfpolez*z_l)*(171)0[63*2_]) ’
Subject to :
by @—zero_ntf]) 216(1—a) 71
A zero_nifi zerontfi—1)  (1—a)2+32 (21)
u< b W =artr]
zero_ntfi—1 " (1—a)24+32

zero_ntfy > 1, zero_ntf; <1,5
pole; > 0, pole; <1
a>0,a<1,¢>0, c<1
b>0° b<90° d>0° d<90°,

where

_ 1 _ bz} byz”! byz~!
NTF(z) = 1+G(z)’ G = 1—zero_ntfiz7! + I—zero_ntfyz~! + 1—zero_ntf3z~!
zero_ntfa = a+ jf, zero_ntfz=a— jB, bp =95 — jv, b3 =656+ jv,
zero_ntfy = axcos(b) + j xcxsin(d), zero_ntf3 = a *xcos(b) — j *c * sin(d)

poley = conj(poles), poles = conj(poley).

This procedure deals with the transformation of a polynomial to the rooted form
of the NTF and with specifying boundaries for the poles and zeros and one additional
constraint for Au. This constrained optimization problem was programmed with the
fmincon function in MATLAB. Since that function searches for a global minimum,
in the programing approach the goal function is the SNR, but the SNR was specified
to be presented with negative values. With this form of procedure, we are to find the
NTF with maximal SNR for third-order SDMs that is also stable. The theoretical
peak SNR for third-order SDMs for 64 times oversampling ratio (OSR), scaled input
amplitude of level 0.5, scaled sampling frequency Fs equal to 1, and a 1-bit quantizer
is 106.8 dB. This NTF, however, provides unstable modulator behavior. The NTF
function with optimized zeros generated from the DSToolbox provides a little over
85 dB SNR for the same parameters and is stable, and the candidate NTF in [17]
provides around 90 dB for the same OSR, amplitude level, and quantizer bits, and
95 dB peak SNR for the case in which the input signal has maximal amplitude level.
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Our goal is to find an NTF with better SNR performance in comparison to the existing
known good NTFs for SDMs with high SNR. For this reason, the NTF coefficients
from Eq. (20) were used as an initial conditions vector starting point.

4 Simulation Results

We have implemented the sigma—delta modulator design procedure mentioned in the
previous section in MATLAB with the fmincon optimization function. The end
result was an NTF function with stability and result suggesting that there should be
a 95 dB SNR for third-order SDM with 64 times OSR for an amplitude of 0.5 for a
1-bit quantizer that is also stable.

The candidate noise transfer function that provides a maximal SNR from Eq. (21)
is the following, when transformed from rooted to polynomial form (with numbers
rounded up to the fourth digit):

73 —2.99837% 4+ 2.9987 — 0.9997

NTF(z) =
@ 73 — 1.8933z% 4+ 1.3352z — 0.3341

(22)

In order to verify the correctness of the results from the implementation of the
design approach procedure with respect to maximization of the SNR, we have tested
the resulting candidate NTF obtained from the constrained nonlinear optimization
procedure with simulations on a sigma—delta modulator model implemented also in
MATLAB. We have observed stable SDM behavior without loss of stability, as can
be seen in Fig. 6, where are plotted a sine wave input signal with amplitude 0.5 and
the resulting bitstream on the output.

In order to better compare the NTFs from Egs. (20) and (22) of Fig.7, we have
plotted the resulting SNR for input signal amplitude variation for SDM with 64 times
OSR and a 1-bit quantizer. This difference will apply when changing the OSR or
increasing the output quantization levels.

One example of a modulator power spectrum shape obtained after simulations,
scaled with respect to sampling frequency (F's = 1), when using 64 times over-
sampling ratio and test sine wave with scaled amplitude of 0.5 for the sigma—delta
modulator with noise transfer function from Eq. (22), is shown in Fig.8. In this
case, the effective SNR obtained from simulations is also around 95 dB, proving the
correctness of the solution. The resulting data suggests (Table 1) that the NTF from
Eq. (22) provides around 10 dB better SNR than the DSToolbox generated NTF and
5 dB better SNR from the resulting NTF from [17].
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Fig. 6 SDM input and output of simulated SDM with third-order NTF from Eq. (22)

Fig. 7 Input signal and
resulting SNR for SDMs
when using NTF (z) from
Eqgs. (20) and (22) for 64
OSR and quantization level
of 1 bit
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In the paper, a design approach for s stable high-performance third-order sigma—
delta modulator was presented. The approach is based on formulating and solving
an appropriate constrained optimization problem. The goal function is maximization
of the signal-to-noise ratio, and the constraints come from stability issues and the
ranges of the noise transfer function coefficients. This is possible due to the use of an
analytic formula for calculation of the signal-to-noise ratio and results for stability
and maximum stable DC input signal. Based on the presented approach, a third-order
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Fig. 8 SDM spectrum of simulated SDM output with third-order NTF from Eq. (22)

Table 1 SNR performance comparison between three stable NTFs

NTF Resulting rounded SNR for input with
amplitude level of 0.5 and 1-bit quantizer (dB)
DSToolbox generated NTF 85
_ 3 —2.999z%+2.999z—1
NTFQ@) = 3575927 41.6876:—0 4241

The resulting NTF from [17] 90

_ 23-2.9977242.9962-0.999
NTF(z) = 5750774 1535:—0.467
The resulting NTF from Eq. (22) 95

3 2
_ 23-2.99837242.998:-0.9997
NTF(2) = 5775033,7415352:—0.3341

stable SDM with reasonable performance in the sense of SNR and stable DC input
signal range was obtained. The approach can be easily generalized and extended to
higher-order modulators.
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Emotion Recognition Involving Physiological
and Speech Signals: A Comprehensive
Review

Mouhannad Ali, Ahmad Haj Mosa, Fadi Al Machot
and Kyandoghere Kyamakya

Abstract Emotions play an extremely important role in how we make decisions,
in planning, in reasoning, and in other human mental states. The recognition of a
driver’s emotions is becoming a vital task for advanced driver assistance systems
(ADAS). Monitoring drivers’ emotions while driving offers drivers important feed-
back that can be useful in preventing accidents. The importance comes from the fact
that driving in aggressive moods on road leads to traffic accidents. Emotion recog-
nition can be achieved by analyzing facial expression, speech, and various other
biosignals such as electroencephalograph (EEG), blood volume pulse (BVP), elec-
trodermal skin resistance (EDA), electrocardiogram (ECG), etc. In this chapter, a
comprehensive review of the state of-the-art methodologies for emotion recognition
based on physiological changes and speech is presented. In particular, we investigate
the potential of physiological signals and driver’s speech for emotion recognition
and their requirements for ADAS. All steps of an automatic recognition system are
explained: emotion elicitation, data preprocessing such as noise and artifacts removal,
features extraction and selection, and finally classification.

1 Introduction

Human emotion is a state involving various physical structures; it is either gross
or fine-grained behavior, and it occurs in particular situations [21]. The ability
to understand and discern a driver’s emotions while driving and to perform the
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appropriate actions has been identified as one of the key focus areas listed by inter-
national research groups for improving intelligent transportation systems [4]. How-
ever, recognition of the emotional state and response during driving is an extremely
difficult task and is still a scientific challenge. One of the main difficulties is that the
emotion-relevant signal patterns may differ widely from person to person or from one
specific situation to another. Moreover, it is hard to find an exact correlation between
classes (patterns) due to the problem of precise definition of emotions and their
meanings [22].

Nevertheless, the emotions and reaction(s) of a driver can be captured and mea-
sured using appropriate biosensors. Most researchers in the field of emotion recog-
nition have focused on the analysis of data originating from a single sensor, such
as audio (speech) or video (facial expression) data [9]. Lately, many studies in the
emotion recognition field have begun to combine multiple-sensor data in order to
build a robust emotion recognition system. The main target of using a combination
of multiple sensors is that we as humans use a combination of different modalities in
our body to express emotional states during human interaction. The human modali-
ties are divided into audiovisual (facial expression, voice, gesture, posture, etc.) and
physiological (respiration, skin temperature, etc.) [21].

Computers can be made to understand human emotions by capturing these modal-
ities, extracting a set of useful features from them, and fusing those features in order
to infer an accurate emotional state. There is a growing number of sensors that
can capture various physical manifestations of emotion: video recordings of facial
expressions [13], vocal inflection changes [2], EEG, skin-surface sensing of muscle
tension, electrocardiogram (ECG), electrodermal activity (EDA), body temperature,
etc.

In this chapter, an overview of the recent state of emotion recognition approaches
involving speech signals and different physiological signals is presented. In particu-
lar, it is focused on emotion elicitation scenarios, features extraction, and selection
and classification methodologies. The main goal of this review is to get an idea about
the current situation (state of the art) of emotion recognition approaches and the
current advancement in this filed.

This chapter is organized as follows: Sect. 2 describes the theories of emotion and
the different categories of emotion types. Section 3 presents the physiological mea-
sures of human emotion recognition. Section 4 discusses the implementation steps of
an emotion recognition system using physiological and speech signals. The overview
of previous research work on emotion recognition using speech and physiological
signals is presented in Sect. 5. Finally, a set of concluding remarks is given in Sect. 6.

2 Theories of Emotion

What is an emotion? “Everyone knows what an emotion is, until asked to give a
definition” [14]. Emotion by definition is awareness of situations as relevant, urgent,
and meaningful with respect to ways of dealing with it. According to cognitive
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theory, people’s experience of emotion depends on the way they appraise or eval-
uate the events around them [28]. For example, a person sees a snake. His brain
starts to process the situation as a dangerous one, then his heart rate increases,
and he then feels afraid. In general, emotion is a complex concept involving three
components [40]:

e Subjective experience: There is a number of basic universal emotions [12] expe-
rienced by all humans regardless of culture and race. However, the way of expe-
riencing these emotions is highly subjective [22].

e Emotion expressions: These are observable and nonverbal behaviors that illustrate
an affective or internal emotion state. For example, a smile indicating happiness
or pleasure and a frown indicating sadness or displeasure. In general, expressions
include audiovisual such as face, gesture, posture, voice intonation, breathing
noise.

e Physiological response: This is a biological arousal or a physical reaction the
body experience during an emotion. For example, when we are frightened, our
heart races, our breathing becomes rapid, our mouth becomes dry, our muscles
tense, our palms become sweaty, and we may want to run [28].

Emotions can be categorized into various types. The two most frequently applied
models for emotion classification are the “discrete emotion model” proposed by
Ekman [12] and the “two-dimensional valance arousal model” proposed by Lang
[27]. The discrete emotional model categorizes emotions into six basic emotions—
happiness, sadness, surprise, anger, disgust, and fear [12]. These emotions are biolog-
ically fixed and universal to all humans. They are widely accepted. The dimensional
model assumes that emotions are a combination of several psychological dimensions.
The best-known dimensional model is the “valance arousal dimensional model.”
Valance represents the pleasure level and ranges from negative to positive. Arousal
indicates the physiological and psychological level of being awake and ranges from
low to high [23].

3 Physiological and Speech Signals

The general way to recognize the emotional state of a subject is through his speech,
facial expression, or gesture. The speech signal can carry the emotional state of the
speaker [31]. Williams and Stevens [43] found that when the sympathetic nervous
system is aroused with the emotions of anger, fear, or joy, speech becomes loud,
fast, and enunciated with strong high-frequency energy. Moreover, when a subject
is sad, his parasympathetic nervous system is aroused and his speech becomes slow
with high-frequency energy. According to the cited authors, emotion affects overall
energy, energy distribution across the frequency spectrum, and the frequency and
duration of pauses of speech signals.

However, detecting the physiological patterns of a subject can also give infor-
mation about his emotional state, because when a subject is positively or negatively
excited, the sympathetic nerves of the autonomic nervous system are activated [43].
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This sympathetic activation increases respiration rate, raises heart rate, decreases

he

art rate variability, and raises blood pressure [41]. The most common physiologi-

cal signals used for emotion recognition include:

EMG signal [mV]

Electromyography (EMG): This refers to the muscle activity or frequency of
muscle tension of a certain muscle. EMG detects the electrical potential generated
by muscle cells when these cells are electrically or neurologically activated [36].
High muscle tension often occurs under stress. It can also be measured on the
face to distinguish between negative and positive emotions. Figure 1 shows an
example of an EMG signal recorded at the smiling muscle (zygomaticus major
muscle) during three consecutive muscle contractions.

Electrodermal activity (EDA): This refers to skin conductivity (SC); it basically
measures the conductivity of the skin, which increases if the skin is sweaty. This
signal was found to be a good and sensitive indicator of stress as well as other
stimuli and also helps to differentiate between conflict and no-conflict situations
or between anger and fear. The problem with this signal, however, is that it is also
influenced by external factors such as outside temperature. It therefore needs refer-
ence measurements and calibration [16]. Figure 2 illustrates the skin conductance
response (SCR) in an EDA signal that is occurring in reaction to a stimulus [20].

Raw EMG signal

110 120 130 140 150 160 170
Time [s]

Fig. 1 Example of an EMG signal recorded at the zygomaticus major (smiling muscle), showing
three muscle contractions [19]

Fig. 2 Ideal skin
conductance response (SCR)
in the EDA signal [20]
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e Skin temperature: This is a measure of the peripheral skin temperature. The skin
temperature depends on the blood flow in the underlying blood vessels. Since mus-
cles are tense under strain, the blood vessels will be contracted, and therefore the
temperature will decrease. In general, it is a relatively slow indicator of changes
in emotional state [16]. Nevertheless, during happiness or anger, the temperature
increases, and it decreases during sadness or fear.

e Blood volume pulse (BVP): This is a measure to determine the amount of blood
currently running though the vessels using a photoplethysmogram (PPG). A PPG
consists of a light source and a photo sensor, which are attached to the skin. The
source bounces infrared light against a skin surface and measures the amount of
reflected light. BVP is used for emotion recognition, whereby the BV increases
during anger or stress and decreases during sadness and relaxation. Moreover,
BVP can be used to measure vasoconstriction and heart rate [16].

e Electrocardiogram (ECG): Each healthy heartbeat has an orderly progression
of depolarization that begins in the sinoatrial node, which generates an electrical
impulse. This impulse spreads through the heart muscle and causes the contraction
of the heart. The accumulation of action potentials traveling along the heart muscle
generates electrical potential fluctuations. The electrical impulses generated by
the heart can be measured on the surface of the skin over a period of time with
electrodes [15]. This process of recording is called ECG. The ECG signal is a
recurring pattern, as schematically depicted in Fig. 3. The ECG signal consists

QRS
| Complex
CTE—

A

‘ PR Interval

| QT Interval

Fig. 3 Typical ECG signal with P, QRS, and T waves. [3]
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of three main waves. The first is known as the P wave, which corresponds to
the depolarization of the atrium. The is the QRS wave, which indicates the start
of ventricular contraction. Finally, after the ventricles have contracted for a few
milliseconds, the third wave, known as the T wave, occurs when the ventricular
muscle repolarizes [15].

The R-peak represents the most prominent attribute of the ECG, and its time stamp
can be precisely determined. It can be used to measure heart rate (HR) and interbeat
intervals (IBI) to determine heart rate variability (HRV). A low HRV can indicate
a state of relaxation, whereas an increased HRV can indicate a potential state of
mental stress or frustration [19].

e Electroencephalogram (EEG): An electroencephalography signal is the mea-
surement of brain waves. It can be used to evaluate brain disorders. The brain
waves are generated by current flow during synaptic excitation of the dendrites of
many pyramidal neurons in the cerebral cortex [38]. The EEG signals are mea-
sured using small, flat metal disks (electrodes) attached to the scalp. There are
five major brain waves distinguished by their different frequency ranges. These
frequency bands from low to high frequencies are called respectively [38]:

1. Delta (8) waves, which lie within the range of 0.5-4 Hz. They are usually present
during deep sleep and may appear in the waking state.

2. Theta (0) waves, which lie within the range of 4—7.5 Hz. They are usually present
during drowsiness and are associated with increased learning, creativity, and deep
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Fig. 4 Four typical brain waves, from high to low frequencies. [38]
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meditation. They allow access to the unconscious. Moreover, a theta wave seems
to be related to the level of arousal.

3. Alpha () waves lie within the range of 8—13 Hz. In general, an alpha wave appears
as a round or sinusoidal signal; they are usually associated with relaxation and
super-learning.

4. Beta (8) waves lie within the range of 14-26 Hz. They are usually associated with
active thinking, active attention, or solving concrete problems.

5. Gamma (y) waves correspond to the frequencies above 30 Hz. The detection of
these waves can be used for confirmation of certain brain diseases.

Figure 4 illustrates the first four brain waveforms with their usual amplitude levels.

e Respiration: this measurement indicates the breathing rhythm of a person. It
is captured be applying a rubber band around the chest. Usually, fast and deep
breathing can point to anger or fear but sometimes also joy. Rapid shallow breathing
can indicate fear, panic, or concentration. Moreover, slow and deep breathing refers
to relaxation, and slow and shallow breathing can indicate depression or calm
happiness [16].

The combination of these signals can be used to derive a set of features that can
be used to build a robust classifier. This is then used to automatically detect the
emotional state of different subjects.

4 The Implementation Steps of an Emotion Recognition
System Based on Physiological and Speech Signals

4.1 Emotion Elicitation

The creation of a high-quality dataset (i.e., a reference database) of speech and
biological signals still represents a necessary task for researchers in the field of
emotion recognition. Different scenarios have been used to elicit emotion. Current
rsearch highlights seven criteria that help with the selection and use of these emotion
elicitation scenarios [7]:

1. Intensity: Do the elicitation scenarios lead to intense negative and positive emo-
tion?

2. Complexity: Is the scenario a simple one such as showing a silent image such

as a fixation cross, or is it more complex, such as a dynamic visual and auditory

sequence?

Attention capture: Do the scenarios require much attention?

4. Demand characteristics: Does the scenario include a specific instruction such as
“please watch this video carefully.” In general, it is content-dependent?

(O8]
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5. Standardization: Is the scenario going to affect all participants in the same way?
For example, is it possible to guarantee that showing a specific video will be
equally effective for all participants?

6. Temporal consideration: Emotions can be considered relatively rapid phenomena
with onsets and offsets over seconds. Generally, film clips are much lower in
temporal resolution and range from about 1 to 10 min.

7. Ecological validity: To what extent will emotion elicitation procedures elicit emo-
tions in the way that many stimuli encountered in real life do?

Moreover, the most-used scenarios for emotion elicitation are the following [7]:

Film clips: This scenario works by showing many short film clips to participants. The
advantage of this method is that it is a rich source of discrete emotions (love, anger,
fear, joy, etc.), which can be self-reported by participants. On the other hand, the
disadvantages of this method are that it is necessary to extract particular periods of
interest from the film. Furthermore, due the fact that emotions are considered evanes-
cent phenomena, any delay between the activation of emotion and the assessment of
it by an experimenter can introduce an error in the measurement.

Pictures: This scenario works by showing a set of pictures to participants. The
advantages of this method are that it is easy and fast to apply and can also be self-
reported by participants. However, the disadvantages of the method are that it is not a
rich source of discrete emotions compared to film clips, and the time for stimulating
emotion is too short.

Music: This scenario applies by playing music to participants. The advantages are
thatitis simple and highly standardized, and emotions develop over time (15-20 min).
The drawbacks are that the music tastes of the participant might influence experienced
emotions. In addition, this scenario gives only the moods (positive or negative), not
the discrete emotions.

Emotional behaviors as emotional stimuli: This scenario involves the manipulation
of the target person’s behavior or the person’s understanding of that behavior in order
to change his/her feelings. The advantage of this method consists in the large sources
to produce emotions (posture, eye gaze, tone of voice, breathing, and emotional
actions). On the other hand, the disadvantage is that in some cases, it would be easy
to manipulate the subject, but others might be more difficult (for example, making
the participant angry).

Dyadic interaction tasks: Emotion is here elicited through interaction with different
types of dyads (friends, romantic partner, family member, etc.). The advantages of
this method are that it elicits a range of emotional responses and it studies emotion in
social contexts. The disadvantages of this method are that (1) it requires significant
resources, for example, dyadic interaction procedures can take 2—4 h; (2) some pro-
cedures my not be completed (the participant changes the topic to avoid a high level
of emotional intensity; finally, (3) it provides just a snapshot sampling of emotions.
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In general, choosing the appropriate elicitation scenario or stimuli depends on the
target emotions and available sensors. For example, if we need to extract a speech
signal from a subject, then music and picture scenarios will not be useful. The useful
scenarios in this case are “emotional behaviors as emotional stimuli” and “dyadic
interaction” tasks. Moreover, if we want to extract discrete emotions from a subject,
we cannot choose the music scenario, because it just induces moods (positive or
negative).

4.2 Preprocessing of Involved Signals

Both speech and physiological signals always contain unwanted modifications during
capture, processing, or transmission. These unwanted modifications are noises and
other external interferences such as artifacts that appear because of the electrostatic
devices and muscular movements [24]. These noises and artifacts should be removed
from the signal by the use of different types of appropriate filtering techniques. The
appropriate filter is defined according to the signal’s type and noise patterns. Low-
pass filters such as adaptive filters, elliptic filters, and Butterworth filters generally
are used to preprocess the raw ECG and facial EMG signals. And smoothing filters
are used to preprocess the raw GSR signals [5, 21]. Also, low- and high-pass filters
are used to preprocess EEG signals. Moreover, different methods have been used
to remove artifacts from physiological signals. Principal component analysis (PCA)
[37] and independent component analysis (ICA) [11] are the best-known methods
for removing artifacts from EEG, ECG, and EMG.

Moving to speech signals, preprocessing including preemphasis, framing, and
windowing processes have to be integrated [25].

4.3 Feature Extraction

Once the signals have been preprocessed, it is necessary to extract useful information
or features from these signals in order to use them in pattern classification to detect
the emotional state. The features to be extracted are chosen according to the signal
type. Some features (such as mean, standard deviation, minimum, maximum, and
range) can be extracted from most of the recorded sensor signals, whereas some
special features are extracted only from a specific signal type.

From the speech signal: the best-known speech features usually extracted for emo-
tion recognition include prosodic and spectral features. Prosodic features include
pitch, pitch histogram, intensity, formant frequency, and voice quality [25]. Spectral
features include Mel-frequency cepstral coefficients (MFCC), Daubechies wavelets,
coefficient histogram [44], linear prediction cepstral coefficients (LPC), log fre-
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Table 1 ECG features Feature Domain

Standard deviation of all RR interval Time

Root mean Square of differences between Time

RR intervals
Power in low frequency Frequency
Power in high frequency Frequency

quency power coefficients (LFPC), and perceptual linear prediction (PLP) coeffi-
cients [44].

From the electrocardiogram signal: The most-used ECG features are heart rate
(HR) and heart rate variability (HRV). Moreover, [1] used the Hilbert instantaneous
frequency and a measure of local oscillation as feature extraction. Table 1 lists dif-
ferent ECG features in the frequency and time domains.

From the electrodermal activity signal: The extracted features from EDA are the
average, skin resistance, zero crossing rate of skin conductance, average of absolute
derivative, skin conductance response (SCR), and the nonspecific skin conductance
response [21].

From the respiration signal: Respiration rate, average, and breathing rhythm are
the best-known respiration features. Moreover, the average breath depth and spectral
power are also commonly used [19, 21].

From the electromyogram signal: The most frequently extracted features from
the EMG are mean value, root mean square, and the power [19, 21].

From the electroencephalogram EEG signal: EEG power spectra at distinct
frequency bands, such as delta, theta, alpha, beta, and gamma, are commonly used as
indices for assessing the correlates of specific ongoing cognitive processes in EEG
research [25, 38], fast Fourier transform analysis, wavelet analysis, and high-order
crossing [33].

4.4 Feature Reduction

After the features are extracted from the signals, it is useful to determine which
features are most relevant to differentiate well between emotional states. Reducing
the dimension of the feature space has two advantages:

e The computational costs are lowered, which leads also to shorter training times
[18].

e Opverfitting is reduced and prediction performance is improved by excluding irrel-
evant or noisy features in the learning process [46].
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The most used methods for selection of features are principal component analysis
(PCA) [37], independent component analysis (ICA) [11], random subset feature
selection (RSFS) [35], and sequential floating forward selection (SFFS) [34].

4.5 Classification

After extracting and selecting the features that are appropriate for a best possible
differentiation of emotional states, the next step is to use these features to train a
classifier and test whether it can classify different emotional states. This section
describes the most popular classification algorithms from the literature. We have
selected the following classifiers:

4.5.1 Quadratic Discriminant Analysis (QDA)

Quadratic discriminant analysis (QDA) is the most commonly used method. It
assumes that the likelihood of each class is normally distributed and uses the posterior
distributions to estimate the class for a given test point [17]. The normal (Gaussian)
parameters of each class are usually estimated from training points with maximum
likelihood (ML) estimation [39].

4.5.2 k-Nearest Neighbor (KNN)

KNN classifies unlabeled samples (testing data) by their similarity with the training
data. In general, given an unlabeled sample X, the KNN classifier finds the K closest
neighborhood samples in the training data, and it labels the sample X with the class
label that appears most frequently in the K closet neighborhood samples in the
training data [32].

4.5.3 Support Vector Machines (SVMs)

The SVM is a classifier that separates a set of objects into classes so that the distance
between the class borders is as large as possible. The idea of SVM is to separate
two classes with a hyperplane so that the minimal distance between elements of both
classes and the hyperplane is maximal [8].

4.5.4 Artificial Neural Network

Artificial neural networks are used to estimate or approximate functions that can
depend on a large number of inputs and are generally unknown [45]. Artificial neural
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networks are a computational model that uses the idea of natural neurons that receive
signals and exchange messages between each other. Each connection between neu-
rons (nodes) has a numeric weight that can be tuned based on experience, thus making
the network capable of learning. In general, ANNS start out with randomized weights
for all their neurons. For that, they must be trained to solve a particular problem. The
training phase can be applied using two methods, depending on the problem the
ANNSs must solve. The first method is self-organizing ANN. It uses a large amount
of data and tries to discover patterns and relationships in those data. The second
method is back-propagation ANN, which is trained by humans to perform specific
tasks [6, 47].

5 Previous Works

Emotion recognition has become an important research topic mainly in the field of
human-machine interaction. Several studies have been done on emotion recogni-
tion using speech and physiological signals. Initially, researchers tried with subject-
dependent approaches, where the emotion recognition system is performed only on
one user, and it needs to be retrained or recalibrated in order to perform well on
another user/subject. Nowadays, the focus has shifted in the direction of subject-
independent approaches, where the emotion recognition system is tested on fully
different subjects and not those on which it had been trained; i.e., it is tested with
unknown speech and physiological signals. Table 2 illustrates a short review of previ-
ous works in emotion recognition using speech and physiological signals. The table
shows which signals were analyzed, which stimuli were used for emotion elicitation,
which emotion were recognized, the number of subjects involved in the experiments,
and which features and classification method were applied. Also, the accuracy of the
recognition approaches is included in the table.

We can observe that regarding the subject-dependent approaches, the maximum
accuracy values reached are 96.58% for recognizing three arousal levels (high,
medium, and low), 95% for four emotions (joy, anger, sorrow, and pleasure) and
91.7% for six emotions (amusement, frustration, anger, fear, sadness, and surprise).
On the other hand, for subject-independent approaches, the maximum accuracies
were 99.5% for recognizing one emotion (stress), 86% for two emotions (joy and sad-
ness), and 70% for detecting four emotional states (joy, anger, sadness, and pleasure).
We can also notice, for physiological signals, that besides the feature extraction and
classification approaches, the emotion stimulus type involved also has an effect on the
classification accuracy. In general, the sensors used, number of subjects, emotional
states, stimuli used, feature extraction and classification methods are the required
building blocks and parameters to build a robust and reliable emotion recognition
system.
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6 Conclusion

This chapter has reviewed and presented the main steps toward human emotion
recognition systems using physiological and speech signals. It should be emphasized
that building a generalized system (i.e., subject-independent) for classifying different
emotional states is still a big challenge, particularly because emotions are highly sub-
jective. Most of the state-of-the art methodologies are based on the subject-dependent
approach. Upgrading to a subject-independent approach needs more sophisticated
features, more robust classifiers, and eventually more sensory data for training and
testing. For good referencing, the collection of sensor data is done during a specific
emotion elicitation scenario. Hence, the emotion elicitation scenario plays an impor-
tant role in defining the target emotional states and how strongly those emotions
should be elicited.

Moreover, the respective techniques for feature extraction, feature selection and
classification are also very important steps and building blocks towards a robust and
reliable subject-independent emotion recognition system.

Some future research avenues that are worth mentioning are related to:

e Emotion state forecasting for short-, middle-, and long-term horizons. Here the
human emotional system is considered a dynamical system that is externally
excited by emotion elicitation-related elements of the contextual environment. The
short-term time horizon covers some seconds to several minutes. The middle-term
horizon should cover hours. And the long-term horizon should cover several days.
It is evident that a reliable forecasting of the emotional states is a core enabling
unit for some form of emotion-related early warning system.

e To improve robustness, reliability, and accuracy, our hypothesis is that
neurocomputing-based classifier concepts offer the greatest potential for best-
possible performance. A series of our won ongoing works is developing, optimiz-
ing, and benchmarking cellular neural network-based neurocomputing classifier
concepts, which integrate related recent paradigms such as deep learning, reservoir
computing, and echo state.
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A Hybrid Reasoning Approach for Activity
Recognition Based on Answer Set
Programming and Dempster—Shafer Theory

Fadi Al Machot, Heinrich C. Mayr and Suneth Ranasinghe

Abstract This chapter discusses a promising approach for multisensor-based activ-
ity recognition in smart homes. The research originated in the domain of active
and assisted living, particularly in the field of supporting people in mastering their
daily life activities. The chapter proposes (a) a reasoning method based on answer
set programming that uses different types of features for selecting the optimal sen-
sor set, and (b) a fusion approach to combine the beliefs of the selected sensors
using an advanced evidence combination rule of Dempster—Shafer theory. In order
to check the overall performance, this approach was tested with the HBMS dataset
on an embedded platform. The results demonstrated a highly promising accuracy
compared to other approaches.

1 Introduction

Active and assisted living (AAL) [31] aims at helping persons in mastering their
daily life activities [18] by employing intelligent technical means to compensate for
disabilities. One of the major issues of AAL systems is to recognize the behavior of a
person (i.e., what the person is currently doing) robustly in order to be able to provide
optimal support. Activity theory conceptualizes a person’s behavior as activities that
consist of series of simple events such as walking, running, pushing a button, and
grabbing something.

Consequently, activity recognition systems use different types of sensors that
extract low-level features from the environment. For a structured view on that envi-
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ronment, researchers define an aggregation of contexts according to the task context
[22], the personal context, the environmental context, the social context, and the
spatiotemporal context. These contexts have to be analyzed and interpreted in order
to identify the current activity and subsequently the whole activity. For example,
in smart home environments, it is common that different activities may share many
similar sensors, e.g., preparing a meal and preparing a drink activities can share the
same simple events such as entering the kitchen, opening the cupboard, and open-
ing the fridge. Thus, such situations form a kind of uncertainty that can cause bad
decisions.

In this chapter, an uncertainty handling approach that allows better decisions in
such situations and that can be implemented in embedded platforms is presented. It
has been performed within the realm of the Human Behavior Monitoring and Sup-
port' (HBMS) project [32], that aims at deriving support services from integrated
models of abilities and episodic knowledge that an individual has had or has tem-
porarily forgotten.

The chapter is organized as follows: Sect.2 gives an overview of the state-
of-the-art approaches and their limitations. Section3 covers a wide range of
uncertainty handling approaches. Section4 explains the answer set programming
paradigm. Section5 discusses the overall architecture of our activity recognition
system. Section 6 presents the obtained results and the overall performance evalua-
tion. The chapter ends in Sect.7 with a discussion about uncertainty handling with
respect to the proposed approach. Finally, a conclusion is provided in Sect. 8.

2 Related Work

During the last decade, different approaches to human activity recognition under
uncertainty have been reported. They can be classified into three major categories
along with their underlying model types: knowledge-based context models, graphical
models, and syntactic models. Figure 1 provides an overview of activity recognition
approaches under uncertainty.

Knowledge-based context models use expressions and rules to describe con-
text properties such as entities, their properties, and the relationship between them.
To recognize complex human activities, for example, the Ontology Web Language
(OWL) [1] and answer set programming (ASP) [2, 3] are used for ontology repre-
sentation and knowledge base (KB) creation, respectively.

Graphical models are used to describe complex activities in a higher-level rep-
resentation, e.g., Bayesian dynamic networks [46], hidden Markov models [49],
Dempster—Shafer [29], conditional random fields (CRFs) [44], and Gaussian mix-
ture models (GMM) [36].

Syntactic models describe real-world events by structuring them with the use of a
set of production rules, e.g., rough set theory [45] and fuzzy logic [11]. The Ontology

I'This work was funded by the Klaus Tschira Stiftung GmbH, Heidelberg.
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Fig. 1 An overview of complex event detection approaches under uncertainty

Web Language (OWL 2) is still a major research area [30, 35], and fortunately, OWL 2
ontologies are supported by a fuzzy logic-based reasoner to handle uncertainty.

Bayesian inference suffers from difficulty in defining a priori probabilities and
the inability to consider general uncertainty [21]. Hidden Markov models (HMM)
showed promising results in the field of activity recognition, but they do not perform
perfectly, since human behavior is not Markovian [37]. The fuzzy logic sensor fusion
method provides an effective means to handle requirements of human daily life [17].
However, fuzzy logic sensor fusion defines membership functions and production
rules that are extremely domain- and problem-specific.

To overcome the limitations of the Bayesian inference method, the Dempster—
Shafer method generalizes Bayesian theory to allow for distributing support not only
to a single hypothesis but also to a union of hypotheses [23]. The Dempster—Shafer
and Bayesian methods produce identical results when all the hypotheses are single-
tons (not nested) and mutually exclusive [4]. Additionally, the combination rule of
the classical Dempster—Shafer theory can be implemented to fuse data from sensors,
but it can lead to illogical results in the presence of highly conflicting evidence.

Therefore, we aim at a technique to propose a reasoning approach for activity
recognition under uncertainty that (a) avoids the previous limitations, (b) responds in
real time, (c) runs on embedded platforms, and (d) uses an evidence combination rule
[4] that delivers logical results even in the presence of highly conflicting evidence.

3 Approaches to Uncertainty Handling

There is a variety of approaches for handling uncertainty in activity recognition.
Since we will present a novel approach to this topic subsequently within this chapter,
this section discusses the state of the art within that field.

Bayesian approach: A probabilistic distribution expressing data uncertainty was
the first approach to handling the problem of imperfect data. Later, new techniques
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appeared that dealt with the limitations of probability theory, such as fuzzy set theory
and evidential reasoning. Many event detection approaches require prior knowledge
of the cross covariance of data to perform well. Unfortunately, prior knowledge can be
affected by different sources of noise in the observation environment. The Bayesian
inference network offers the following advantages: it incrementally estimates the
probability of the truth of a hypothesis for new given observations; reasoning can
be incorporated using prior knowledge about the likelihood of a hypothesis being
true; and when empirical datasets are not available, it allows using subjective prob-
ability estimators to estimate the prior of hypotheses. Although Bayesian networks
have these advantages, Bayesian reasoning also has some disadvantages [20] in that
it suffers from the difficulty in finding prior probabilities, from complexities when
there are multiple hypotheses and multiple conditionally dependent events, and from
the inability to account for general uncertainty. Dynamic Bayesian networks [33]
are suitable for the consideration of temporal aspects. They represent state variable
changes over time. Moreover, Kalman filtering [47] is an optimal solution for esti-
mating the moments of a probabilistic distribution that uses a series of measurements
observed over time containing inaccuracies, uncertainties, and noise.

Hidden Markov models: Simple hidden Markov models (HMM) can be used
to model simple events to detect complex events, but they do not support modeling
temporal aspects. They offer the possibility to model temporal granularity, which is
not possible with a simple HMM. Therefore, to solve this problem, layered HMMs
offer this possibility.

Dynamic Bayesian networks (DBN) offer more flexibility in representing rela-
tionships between activities and subactivities, but some problems could arise when
the system is detecting complex events that might be solved using tractable varia-
tional algorithms. DBN is a generalization of HMMs and CRFs. It supports modeling
complex relationships between variables over time. However, this can affect the rea-
soning process. Tractable variational algorithms can help to eliminate this effect [7].

Fuzzy logic: Fuzzy set theory deals with vagueness of data, and evidential belief
theory focuses on both uncertain and ambiguous data. However, a disadvantage of
fuzzy logic is that it cannot be the main fusion method in a generalizable architectural
solution to design a context-aware computing system. Moreover, fuzzy set member-
ship function assignment and production rules are usually extremely domain- and
problem-specific, making it difficult to implement the method as a general approach.

Dempster—Shafer: Dempster—Shafer theory performs well only under situations
of minimal conflict or irrelevant conflict in which all sources are considered reliable
[39]. Because of such limitations, new approaches have been developed, for exam-
ple, the new version of DSET called the transferable belief model (TBM) [40] and
DezertSmarandache theory (DSmT) [12]. The transferable belief model (TBM) the-
ory extends DSET by DSmT, which allows the combination of all types of indepen-
dent sources to be represented as belief functions, but it is specifically focused on
the fusion of uncertain, highly conflicting sources of evidence. Moreover, the com-
bination rule of the classical Dempster—Shafer theory can be implemented to fuse
data from two sensors, but it can lead to illogical results in the presence of highly
conflicting evidence. However, researchers in [4] proposed an evidence combination
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rule to provide more realistic results than those offered by the standard Dempster—
Shafer combination rule. In order to perform event detection successfully, in the case
of fusing sensors that do not require preliminary or additional information such as
data distribution or a membership function, rough set theory is suitable [24].

Random sets and Monte Carlo simulation-based techniques: The conditional
random fields technique models the conditional probability of observations for better
class discrimination. A key advantage of CRFs is that they offer the possibility to
include a wide variety of arbitrary nonindependent features of the input [28]. CRFs
have been compared to HMMs for activity recognition. In general, they show better
results than HMMs [43]. However, they need more computation time, especially if the
low-level features are large. Several solutions have been suggested for optimizing
the training of conditional random fields for event detection such as gradient tree
boosting [13].

Furthermore, the Monte Carlo simulation-based techniques such as sequential
Monte Carlo (SMC) and Markov chain Monte Carlo (MCMC) are among the most
powerful approaches to approximating probabilities. Particle filters are a recursive
implementation of the SMC algorithm [19]. They provide an alternative for Kalman
filtering in dealing with non-Gaussian noise and nonlinearity in the system. They
assign weights to the randomly chosen samples (particles) to approximate the prob-
ability density. Particle filters can be used in the framework of event detection to
increase the performance of Bayesian approaches.

Ontologies and logic Based: Ontologies and logic-based event detection
approaches are a tentative solution to performing complex reasoning tasks. The cur-
rent frequently used ontology language is the Ontology Web Language (OWL 2),
which has recently become a W3C recommendation for ontology representation [15].
Therefore, several fuzzy extensions of description logics can be found in the literature
[27], and some fuzzy DL reasoners have been implemented, e.g., fuzzyDL [8] and
Fire [42]. Each reasoner uses its specific fuzzy description logic (DL) language to
model the fuzzy ontologies. Therefore, there is a need for a standard way to represent
such information.

Logic-based approaches that use hidden Markov models, Bayesian networks,
or conditional random fields typically encode only pairwise event constraints, and
therefore, they take time points as primitives of their models. Consequently, many
types of events are fundamentally interval-based and are not accurately modeled in
terms of time points [10].

Hybrid approaches: Hybrid approaches combine components (methods) of com-
plex event detection to gain the advantages of each approach. Some hybrid event
detection approaches, e.g., the hybridization of fuzzy set theory with D-S evidence
theory, have been studied frequently [48].

A combination of fuzzy set theory with rough set theory (FRST), proposed by
Dubois and Prade, is another important theoretical hybridization that has appeared
in the literature [14]. Application of FRST to complex event detection in visual
surveillance systems has not often been investigated, since rough set theory itself is
still not an established data event detection approach under uncertainty.
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4 Answer Set Programming (ASP)

Answer set programming (ASP) [6, 9] is widely used in artificial intelligence (AIO).
Itis recognized as a powerful tool for knowledge representation and reasoning, espe-
cially due to its high expressiveness and ability to deal with incomplete knowledge.

ASP programs consist of two major parts: the knowledge base part, in which the
facts are included, and the rules part, which describes how the problem should be
solved. The output of ASP systems is the answer sets (models) that present the pos-
sible solutions of the encoded problem. Figure2 shows the overall steps for solving
problems using ASP.

An ASP program formulated in the language of AnsProlog (also known as
A-Prolog) is a set of rules of the form

A) <= A1y eeey Ay i ly -« vy "y, @))

where | < m < n, and each g; is an atom of some propositional language. Here —a;
is a negation-as-failure literal (naf-literal). Given a rule of this form, the left- and
right-hand sides are called head and body, respectively.

A rule may have either an empty head or an empty body, but not both. Rules with
an empty head are called constraints; rules with an empty body are called facts.

Let X be a set of ground atoms in a given ASP program, i.e., all atoms that do
not have free variables; as such, X is the Herbrand base of that ASP program. Then
the body in a rule of the form (1) is satisfied by X if {a+1,...,a,} N X = ¢ and
{ai,...,an} € X. Arule with a nonempty head is satisfied by X if either ap € X or
its body is not satisfied by X. A constraint is satisfied by X if its body is not satisfied
by X.

Many facts from the state of the art [5, 25, 41] made ASP one of the most
powerful knowledge representation paradigms, due to its strong expressive ability to
model and represent many classical problems of knowledge representation. Although
defeasible information cannot simply be represented easily, ASP offers the use of
default negation in the body of rules, which makes it conceivable.

Furthermore, conditions allow for instantiating variables for collections of terms
within a single rule. This is particularly useful for encoding conjunctions or disjunc-
tions over arbitrarily many ground atoms, as well as for the compact representation
of aggregates. Additionally, optimization in ASP is indicated via maximization and
minimization statements that can extend a basic question whose answer set can be
upgraded to an optimal one.

Problem w w | w Model (s)
Instance | Encoding . | ASP Solver Optimal Answer (s)

Fig. 2 Problem-solving steps using ASP
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5 Reasoning Process Structure

This section describes the process structure of the proposed approach. It consists of
two major phases: (1) an offline phase for analyzing and windowing the streaming
data, and (2) an online phase to recognize activities using the same windowing
technique.

We exploit the advantages of ASP to optimize extracted features from sensor
streams. The goal of the optimization is to help in assigning weights to the online
sensor streams with respect to their priorities.

Consequently, the concept is to maximize the total combined beliefs of those
candidates (see Fig. 3). To evaluate the overall performance, we apply our approach
to the HBMS dataset. This set consists of data from 22 sensors (switches and motion
Sensors).

Each sensor generates binary output only, 1 if it is activated, O otherwise. The
dataset is annotated with five activities such as watching TV, going shopping, check-
ing blood pressure, getting a drink, and preparing a meal. None of these activities
occur simultaneously. Due to the binary nature of sensors, context values for these
sensors provide simple events if dishes or cups are taken, devices are turned on or
off. The lab had three virtual rooms (a living room, a kitchen, and a bedroom).

Activities were recorded over 18 days in the HBMS lab. The actors performed
different activities over two hours, distributed over three activity periods per day.

Get
@‘ Tii - ‘S.PJ. » . ASP Priorities of
2 9 Selection Base =3 * t;ptkna!
o of NSOrs
2 = Optimal
e : using | NI
PCA
g D =
Activity 1 ¢mm =
ot
Activity 2 @ Smte @ ey
Offline Phase Activity N{mm

Online Phase

Fig. 3 Process structure of the activity recognition approach
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5.1 Offline Phase

The basic concept of the offline phase is to analyze the dataset based on different
features to find the optimal number of activated sensors. In order to employ efficient
approach, we extracted the following features within two to three days of the given
dataset: (a) the number of activations of each sensor, (b) the duration time of each
sensor activation, (c) the duration time of each activity, (d) the time of performance
of each activity, (e) the number of activated sensors for each activity, and (f) the
location of the sensor.

The analysis is applied using information gain (IG) attribute evaluation [34]. The
results showed that the number of activations for each sensor was the most relevant
attribute.

Consequently, for each activity, we sorted the sensors based on their activation
times and started out by choosing the first three, four, five, and six sensors in the
window as optimal sensors.

Hence, using the support vector machine (SVM) based attribute ranking approach
[16], we chose the window whose optimal number of sensors delivered the highest
rank.

5.2 Online Phase

After the optimal sensors for each activity have been determined, the sensor data is
collected in a window until the optimal sensors of one activity are activated (thus, the
provided dynamic window size avoids the previously mentioned disadvantages). As
soon as this happens, the following three steps are applied: (a) assignment of priority
levels to each optimal sensors, (b) adjustment of sensors’ belief, and (c) evidence
combination of optimal sensors’ beliefs.

5.2.1 ASP Optimization to Assign Priority Levels to Sensors

The assignment of priority levels is calculated based on three different features,
which are categorized as follows: (1) the number of activations of each optimal
sensor (which is the result of the offline phase); (2) the cost value, which is the
performance of the measurement for each optimal sensor; (3) the sensor activation
time. Consequently, sensors are represented in our knowledge base as follows:

sensor (Id) .

sensor_time (SensorId, Time) .
hist_importance (SensorId, ImportanceValue) .
cost (SensorId, CostValue) .

timing (SensorId,Duration) .
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user_current_time (Time) .

The cost value (costValue) per optimal sensor is calculated as 1 — C'V, where
the confidence value (CV) is the performance of the measurement for each optimal
sensor. The importance value (hist_imprtance) is defined as the number of
activations of each optimal sensor in the current window divided by the total number
of activations. See Eqs.2 and 3, where N is the total number of optimal sensors in
the window, i is the index of the sensor in the window, AllAct is the sum of all
activations in the window, and sy, is the current sensor:

N

1
hist i _ _ 2
ist_importance(sy) AllAc ; S (k) 2)

1, ifs;iis ON,

)= 3
PO =00 g is OFF. ®)

Timing is considered with respect to the firing time of each optimal sensor. This
feature is specified in the offline phase. Based on this, an optimization problem is to
be solved using ASP and considering our three priority factors (in ascending order),
identified by @:

): hist_importance (X,Y)=Y @3].
): cost (X,Y):

)=Y/Z @1].

): timing (X,Y)=Y @2}.

1. maximize[sensor (

X
2. minimize[sensor (X
hist_importance (X,Z

X

3. maximize{sensor (

Lines 1-3 contribute to optimization statements in descending order of
significance. The optimization statement (line 1) gives the first priority to
hist_importance, which should be maximized. Line 2 serves to minimize the
cost of each optimal sensor, which has the last priority. Line 3 states that timing is
our second priority, which should be maximized. The statements maximize and
minimize are predefined optimization statements that are provided by ASP.

5.2.2 The Adjustment of Sensor Belief

After reading sensor data in the window, each sensor defines its belief (propagates)
across the context values for the sensor via a mass function. The adjustment of
sensors’ belief is considered with respect to sensors’ priority, which results from the
sensor occurrence sequence in the answer set. Consequently, evidence propagation
from context values is achieved using compatibility relations and evidential mapping
[26, 29].
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For illustration, at time ¢, the sensor mass functions produce “GetDrink,” where
6 is the frame of discernment:

{FridgeUsed = 1,notFridgeUsed = 0} —
{GetDrink = 1, notGet Drink = 0},
{CupUsed = 0,notCupUsed = 1} —
{GetDrink = 0, notGet Drink = 0.8,60 = 0.2}

“Prepare a meal,” where 6 is the frame of discernment:

{FridgeUsed = 1,notFridgeNotUsed = 0} —
{Prepareameal = 1not Prepareameal = 0},
{MicrowaveUsed = 1, MicroUsed = 0} —
{Prepareameal = 0.2, not Prepareameal = 0,60 = 0.8}
{PlateUsed = 1, not PlatesUsed = 0} —
{Prepareameal = 1, not Prepareameal = 0},
{GroceriesUsed = 0, notGroceriesUsed = 1} —
{Prepareameal = 1, not Prepareameal = 0}

After setting the priorities for each sensor, Eq. 4 is used to adjust the belief of each
optimal sensor, where W is the weight of the sensor, Pr is the priority of the sensor,
s; is the current sensor, and Mu is the number of optimal sensors.

For example, in case of Mu =5, the weights will be assigned as follows: the
sensor with first priority will be weighted by 1, the sensor with second priority will
be weighted by 0.80, the third by 0.60, the fourth by 0.40, and the fifth by 0.2:

((Mu — Pr(s;)) + 1)
Mu '

W(s;) = “4)

5.2.3 Evidence Combination

Dempster—Shafer theory can effectively represent uncertain and imprecise informa-
tion. It has been widely used in the field of information fusion. But in multimodal
sensor networks, there are often conflicting sensor reports due to the interference of
the natural environment or other reasons.

It has been proven that classical Dempster—Shafer evidence theory cannot deal
with the integration of conflict information effectively. If Dempster’s combination
rule is used directly to integrate evidence, with such conflicting cases, the results do
not reflect reality. Many improved methods have been proposed to combine evidence.

As an example, Ali et al. [4] proposed a combination method by complementing
the multiplicative strategy by an additional strategy. This method shows promising
results for evidence combinations in comparison to other existing approaches.

The major components of evidence theory proposed by Dempster—Shafer are the
frame of discernment 6 and the basic probability assignment (BPA). The frame of
discernment 6 is the power set of the set of all possible mutually exclusive hypotheses
(at most one of which s true), i.e., in our case, the set of all possible events (in the sense
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of operation sequences). BPA is a function m : 2° — [0, 1] related to a proposition
satisfying conditions (1) and (2) [38] (see Egs.5 and 6):

m(¢p) =0, (5)
Zm(A) =1. (6)
A€l

Here, A is any element of the frame of discernment, and ¢ refers to the empty
set. Consequently, the whole body of evidence of one sensor is the set of all basic
probability assignments greater than 0 under one frame of discernment.

The combination of multiple evidence defined in the same frame of discernment
is a combination of the confidence level values based on the basic probability assign-
ments (BPA). If there are two sensors, where each sensor has its body of evidence
ms; and ms,, these bodies of evidence are the corresponding BPA functions of the
frame of discernment.

We have used the combination rule proposed by [4], since it provides more real-
istic results than the standard Dempster—Shafer rule when conflicting evidence from
multiple sources is combined. Equation 7 shows how to calculate the combined prob-
ability assignment function:

1 — (1 —mg(e) * (1 —my(e))
L+ (1 —mg () x (1 —mgp(e))

)

mS] @ mS] (e) =

Equation 7 is used to combine all the beliefs of optimal sensors to maximize the
occurrence of the best activity candidates, where m is the mass function, and e is the
evidence.

6 Results Obtained

From the HBMS dataset, we extracted a subset consisting of 10-day observations
including all five activities to determine the inference during the offline phase. The
online phase was applied using the data from the other eight days. The proposed
windowing technique was performed in both phases. In other words, the data is
divided into 70% for training and 30% for testing.

Table 1 shows the results of our experiments with respect to accuracy and
F-measure. Clearly, our overall accuracy is (96.76). Figure 4 shows the overall activ-
ity distribution in the dataset.

In order to measure the runtime behavior of the answer set programming approach,
we performed several tests on an embedded platform: A pITX-SP? 1.6 plus board
manufactured by Kontron. It was equipped with a 1.6-GHz Atom Z530 and 2 GB

2See http://www.kontron.de/.
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Table 1 Overall performance C1: watch TV; C2: go shopping; C3: Check blood pressure; C4: get
a drink; C5: prepare a meal

Class Accuracy (%) F-Measure (%)
Cl 100 1
Cc2 95.4 0.94
C3 96.9 0.94
Cc4 91.3 0.89
C5 100 0.96
Fig. 4 Opverall activity @ watch_a TV
distribution as a percentage ® go for_
Shopping
@ check_blood_
pressure
@ get a drink

@ prepare_a_meal

RAM. For the evaluation, Clingo® was used as a solver for ASP. The average time
to detect a complex event was 0.4s.

7 Uncertainty Handling

Our approach convincingly shows that (a) it does not face the problem of the tradi-
tional Bayes’s theorem for assigning the right priority probabilities, (b) it can respond
in real time and run on embedded platforms, (c) it uses an evidence combination rule
that can lead in the presence of highly convicting evidence to logical results, (d) ASP
is an appropriate approach to dealing with incomplete knowledge and thus uncer-
tainty. Little research has been proposed into the use of answer set programming
(ASP) for reasoning under uncertainty in AAL environments.

The proposed approach can be used for any purposes simply by adjusting the
knowledge base to the new context. This adjustment is not difficult, since only the
facts have to be adapted but not the rules. ASP supports a number of arithmetic
functions that are evaluated during grounding. Therefore, the major reasoning-under-
uncertainty approaches can be implemented in ASP.

3See http://potassco.sourceforge.net/.
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Also, different optimization problems have the same formulations to be repre-
sented as logic programs. Therefore, ASP provides this possibility using maximize
and minimize statements. Additionally, the intuitive semantics of ASP programs
avoid the complex representation of optimization problems that are based on other
standard approaches, for instance simulated annealing, genetic algorithms, and artifi-
cial neural networks. Moreover, the syntax of logic programs offers the possibility of
fastimplementation of different complex problems that might be difficult to represent
in any other form.

Furthermore, constraints play an important role in ASP, because adding a con-
straint to a logic program P affects the collection of stable models of P in a very simple
way. It eliminates the stable models that violate the constraint. This feature can be
applied to activity recognition by the definition of the constraints in the environment.

8 Conclusion

Activity recognition requires a detailed analysis and understanding of the domain
in which the activities to be recognized occur. Within the scope of this chapter we
have shown that combining logic programming (ASP) and Dempster—Shafer the-
ory is a solid basis for implementing a powerful tool to detect complex activities.
In particular, the ASP paradigm proved to be suitable for activity recognition sys-
tems due to its inherent knowledge representation and optimization capabilities. In
addition, we were able to improve our technique’s accuracy by assigning weights to
sensor events with respect to different spatial and temporal features. Altogether, this
concept allowed us to come up with a methodology that improves the handling of
uncertainty. With respect to other approaches, a disadvantage of the one presented
here is the fact that it needs previously collected knowledge about users and sen-
sors. This chapter is mainly concerned with the development of effective activity
recognition systems for complex event detection under uncertainty. It discusses the
consideration of uncertainty in the framework of complex event detection involv-
ing multiple sensors. Moreover, we addressed diverse state-of-the-art approaches for
complex event detection, the advantages and disadvantages of each technique, and
a comprehensive evaluation about the performance of the methodologies for han-
dling uncertainty. In our future work, we will test the proposed reasoning approach
using other international datasets and increase the number of activities to be able to
compare the proposed approach with other state-of-the-art approaches.
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Estimation of Infection Force of Hepatitis C
Virus Among Drug Users in France

Selain Kasereka, Yann Le Strat and Lucie Léon

Abstract The spread of diseases is a dynamic and complex phenomenon. In the
world, they are due to misery and poverty. To understand epidemiological systems
is essential for governments. Since modeling simplifies reality, it is an excellent
method. The hepatitis C virus (HCV) infection is common worldwide, and injection
drug use remains the major mode of transmission of the disease, especially because
of equipment sharing. Consequently, it is crucial to monitor the HCV transmission
dynamics over time and to assess the effect of harm reduction measures. The aim
of this work is to estimate the force of infection of hepatitis C from two national
cross-sectional epidemiological surveys conducted in 2004 and 2011 by the French
Institute for Public Health Surveillance and its partners in a drug user population in
France. HCV prevalence was estimated according to age and calendar time through
fractional polynomials adjusted or not to the HIV serological status and to injected
drug users or oral drug users in general. The force of infection was modeled according
to an SIS (susceptible-infected—susceptible) compartmental model using ordinary
differential equations (ODE) and as a function of the derivative of the prevalence
function depending on age, time, HIV serological status, and having injected at least
once in their life, from 2000 to 2020. Our model was applied on real and simulated
surveys using R and Stata software. The results show that HCV prevalence and the
force of infection are linked to age and time, and are very high for drug users who
injected at least once in their life and who are simultaneously HCV and HIV infected.
Based on this model, we estimated that HCV incidence will continue to decline over
the following years. Currently in France, there is no cohort study of the HCV among
drug users. The only way to estimate HCV incidence in the French population is to use
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the only existing two national cross-sectional surveys. Our work provides guidance
for researchers to compare several cross-sectional epidemiological surveys among
drug users and proposes an alternative method to estimate the force of infection
among drug users from cross-sectional surveys in the absence of a cohort.

1 Introduction

Mathematical modeling and computer-based simulation of epidemics/endemics are
a key to achieving a better understanding of the spreading of infectious diseases in
order to eradicate them in a population. As a rule, the idea is to try to understand
the flow of people who become infected at a given time . These steps become even
more realistic when we use data resulting from epidemiological surveys. An epi-
demiological survey is aimed at discovering facts, the improvement of knowledge,
or the resolution of doubts and problems. Classically, in epidemiology, we make a
distinction between descriptive studies that examine the frequency and the distrib-
ution of health parameters and/or of risk factors in populations and the etiological
studies that consist in comparing some groups of subjects in order to highlight an
association between an exposition and a pathology.

In these etiological studies, we find the cohort surveys (these are of great interest
but are very costly and difficult to implement on a large scale). The transversal
surveys, those dealt with in the framework of our research, are characterized by
their easy organization and their more sensible cost but suffer from the difficulty
in establishing a temporal relationship between the risk factor and the pathology.
The case-control surveys consist in comparing the preceding exposition among the
sick people (the cases) with the exposition of control samples. They are particularly
interesting for the study of rare pathologies.

When we use data resulting from several transversal surveys, the issue of the
interest indicator estimate according to time arises regularly. That estimate is not
easy to find, for its calculation requires one to take into account the survey plans
used to constitute the samples, the size of surveys, and the population composition,
which can be different from one survey to another.

To take up this challenge, we have organized this work in two distinctive parts.
In the first part, we have generated a population of drug users (DU) during a seven-
year period in which the hepatitis C virus spreads and diffuses according to an
SIS (susceptible—infected—susceptible) compartmental model. In the second part,
the hepatitis C virus (HCV) prevalence was estimated according to age and calendar
time through fractional polynomials adjusted or not to the HIV serological status and
toinjected drug users or oral drug users in general. The force of infection was modeled
using ordinary differential equations (ODE) and as a function of the derivative of
the prevalence depending on age, time, HIV serological status, and having injected
at least once in their life, from 2000 to 2020. We have worked on real and simulated
surveys at the same time.
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This work is organized in five part. We introduce general notions on hepatitis C in
the first part before dealing with some generalities on the transversal epidemiological
surveys in the second part. The third and fourth parts present respectively the materials
and methods used and the results obtained before their discussion in the fifth part.

2 Generalities on Hepatitis C

2.1 Introduction

Hepatitis C is a contagious liver disease that results from an infection by the virus of
hepatitis C. It manifests itself with a seriousness that can range from a benign form
lasting a few weeks to a serious illness that will become permanent. The HCV is one
of the viruses that infect the liver most frequently. Infection by the HCV is a major
problem of public health around the world. The countries having a high chronic
infection rate are Egypt (15%), Pakistan (4.8%), and China (3.2%). Every year,
3—4 million people are infected by the HCV around the world. About 150 million
individuals are chronic carriers and run the risk that their hepatitis will evolve toward
liver cirrhosis and/or liver cancer. Every year, around the world 350,000 to 500,000
people die of hepatic pathologies related to hepatitis C [20]. In France, about 600,000
people were carriers of the HCV (1% of the population) in 2004, with more than
one-third of them not knowing about their status. In the literature, it is estimated that
between 200,000 and 300,000 people have been infected by blood transfusions [20].

The transmission of the HCV is carried out most of the time by exposure to infected
blood, for instance during blood transfusion, blood products of a contaminated graft,
injections carried out with contaminated syringes or wounds by a needle prick in a
treatment environment, use of injectable drugs, or at birth by a mother infected with
hepatitis C.

The natural history of infection by the HCV proceeds in three steps:

1. The contamination by the HCV ends in an acute hepatitis (very recent infection),
not visible most of the time. About 80% of individuals infected by the HCV are
asymptomatic, that is, they manifest no symptoms. Among people manifesting
symptoms, we observe fever, fatigue, loss of appetite, nausea, vomiting, abdomi-
nal pain, dark coloration of urine, grayish coloration of excrement, articular pain
and/or icterus (jaundice of the skin and the white of the eye). Most infected
individuals remain chronic carriers of this virus.

2. The persistence of the viral infection leads to the appearance of chronic hepatitis
lesions and the development of a fibrosis that can lead to cirrhosis several decades
after the date of contamination.

3. Clinical complications (hepatocellular carcinoma, notably) occur essentially at
the stage of cirrhosis and are responsible for mortality linked to this infection.
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Fig.1 Evolution of markers (HCV RNA and anti-HCV antibodies) in case of very recent infection
[91

2.2 Very Recent Infection

As illustrated in Fig. 1, the diagnosis of a very recent infection begins with the
detection in the serum of a marker, the HCV RNA, 7-21 days after the date of conta-
mination. The rise of serumal transaminases, often 10 times above the superior limit
of the average, arises beyond the 15th day, often beyond 4 weeks. Clinical symptoms
(often an icterus), if observed, appear 2—12 weeks after the date of contamination
and disappear quickly. The anti-HCV antibodies appear in the serum 20-150 days
after contamination. Seroconversion is important for the diagnosis of a very recent
infection, the RNA positivity not allowing one to distinguish a very recent infection
from a chronic one. Healing from a very recent infection is defined by the sponta-
neous disappearance of the detection of the HCV RNA in the serum. In this case, the
HCV RNA becomes undetectable, after 19 months in one case or two, and remains in
that state the rest of the time. Conversely, the persistent positivity of the HCV RNA
in the serum reveals the evolution toward a chronic infection [1].

2.3 Chronic Infection

Chronic infection is attested by the presence of HCV RNA in the serum long after the
onset of infection, as shown in Fig.2. The HCV RNA remains constantly detectable
throughout the evolution. Sick people having a positive serology (detection of anti-
HCYV antibodies) and a search of HCV RNAs constantly negative are probably healed.
The absence of HCV RNAs detectable in the liver reveals a complete viral elimina-
tion.

Table 1 presents, depending on the detection or not of the two biological markers
(HCV RNA and anti-HCV antibodies), four different situations: chronic infection,
very recent infection, healing, and absence of contamination (the individual has never
been in contact with the virus).
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Fig. 2 Evolution of markers (HCV RNA and anti-HCV antibodies) (antibodies anti-HCV) in case
of chronic infection [9]

Table1 Classification according to detection of the RNA markers of HCV and anti-HCV antibodies

Detection of the HCV RNA Nondetection of the HCV
RNA
Detection of anti-HCV Chronic infection Healing (spontaneous or after
antibodies treatment)
Nondetection of anti-HCV Very recent infection Noncontaminated
antibodies

About 75-85% of newly infected people contract the chronic illness and among
chronic carriers, 60-70% will suffer from a chronic hepatic disease; 5-20%, will
be affected by cirrhosis, and 1-5% will die of liver cancer. For 25% of liver cancer
cases, the underlying cause of the cancer is hepatitis C [9].

2.4 Diagnosis

Common methods of antibody detection are unable to tell the difference between
chronic infections and recent infections. The presence of antibodies against the
hepatitis C virus indicates that an individual is or has been infected. We resort to
the RIBA test (recombinant immunoblot assay) and viral RNA detection to confirm
the diagnosis. We pinpoint the diagnosis of chronic infection when anti-HCV anti-
bodies are present in the blood for more than six months. As for recent infections,
the diagnosis must be confirmed by a further test. We often use specialized tests to
assess whether patients are affected by a hepatic disease such as cirrhosis or liver
cancer.
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2.5 Treatment

The treatment of people infected by the HCV stretches from 24 to 48 weeks depending
on the genotypes:

e In case of genotype 2 or 3: 24 weeks with a good reaction to the treatment (70%
success).

e In case of genotype 1: 48 weeks with a good reaction to the treatment (less than 1
person out of 2).

The treatment of infected people ensures a viral nonreplication of the virus [5].
Six months after treatment, patients are tested once again to see whether viremia is
absent. Let us note that older patients recover less frequently from hepatitis C [9].

The healing of infected people can occur spontaneously: the infected person elim-
inates the virus and recovers spontaneously from infection (in other words, without
treatment). This fact can be due to the genes of that person. It is what we will call
seroreversion in the following pages. These cases are very rare [15]. Healing can
also be posttherapeutic [10]: here the subject does not exhibit the virus after a 2448
week treatment.

2.6 Transmission of Hepatitis C Among Drug User Injectors

The risk of HCV transmission is more important in case of a deep wound, a prick with
a hollow needle, and notably a needle that was used in intravenous or intraarterial
injection. The HCV is transmitted through blood (transfusion, use of drug injection,
organ transplant). Drug injection users are a high-risk population, particularly for the
transmission of hepatitis C [2]. A borrowed syringe and shared preparation equipment
are major factors of risk in the transmission of this virus. Needles and syringes have
the highest potential contamination by the HCV because of the direct contact with
blood during intravenous injection.

A contaminated subject produces HCV RNA, which becomes detectable after
about 6-10 days. We will have to wait a few weeks (about 60 days) for the anti-HCV
antibodies produced by that person be detected. To detect infection, a screening test
is essential. It detects the presence anti-HCV antibodies. If this test is positive, a viral
charge test is carried out in order to quantify the RNA rate in the blood [9].

3 Transversal Epidemiological Surveys

In broad outline, two principal types of epidemiological studies are generally dis-
tinguished and most often carried out: descriptive surveys and etiological (analytic)



Estimation of Infection Force of Hepatitis ... 325

studies. In most cases, cross-sectional surveys are derived from observation. Con-
trary to therapeutic essays or the studies assessing the actions of public health, the
distribution of exposure in the studied population is not controlled by the investigator
and is also not randomized. Descriptive surveys are principally aimed at providing
sanitary statistics in the populations. They study the frequency and the distribution of
health indicators or risk factors and their variation over time, geographic zones, and
population groups. From these observations, they make it possible to state hypotheses
on the risk factors of diseases.

Etiological surveys, which concern the framework of our work, examine and
analyze the relationships between exposure to one or several risk factors and state
of health. They are always comparative (two different groups are compared, in the
presence of either the disease or the risk factor). A risk factor is a characteristic
associated with a higher probability of contracting the disease. These surveys can be
implemented to check and make precise hypotheses formulated from the results of
descriptive studies or other types of studies (animal or toxicological, etc.), concerning
the relationships between exposure factor and diseases. They are sometimes realized
on an exploratory basis to identify the effects of an exposure factor or the risk factors
of adisease. In our research, we are interested in transversal epidemiological surveys.

In transversal surveys, a sample is taken from the population without necessarily
being selected on the exposure or disease. This type of surveys allows that information
can be collected on the disease and exposure at the same moment. It is common in
transversal surveys that the information is also collected on past exposure or other
past health events. When in a transversal survey information on exposure is collected,
one speaks of a retrospective transversal survey.

Transversal surveys have the advantage of enabling one to collect, at the same
time, information on different factors of exposure and on different health events.
Their implementation is relatively easy, and their cost is less significant than for other
surveys. These surveys have, however, some methodological drawbacks. They are
subject, as for the cohorts, to biases of participation, since they are based on voluntary
participation. They are also subject to biases of memory, classically described for
case-control studies, when exposure is reconstituted in a retrospective way.

4 Materials and Methods

4.1 Materials

4.1.1 Population of Study

Drug users (DU) are the population most widely affected by hepatitis C because
of their high-risk practices, particularly the sharing of materials (syringes, needles,
etc.). In France, drug consumption is the principal mode of contamination. Every
year, among new contaminations, 70% are related to drugs [16, 17, 19]. For DU,
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contaminations occur early, at the first injections: from the very moment of the
introduction of the injection, users take risks. They have little accurate information
[19]. Drug consumption is illegal in France, which places the high-risk population
in situations of precariousness and which causes them to hide from other people,
making them often inaccessible to investigating officers.

4.1.2 Coquelicot 2004 and 2011 Surveys

The Coquelicot survey is a multicentric survey carried out in five towns (Lille, Stras-
bourg, Paris, Bordeaux, and Marseille) and two departments (Seine-et-Marne and
Seine-Saint-Denis). A random sample of DU was constituted in almost all of the
specialized services for DU in these towns and departments, according to a two-
degree poll. A list of all the services open on a half-day, constituting in this way
the sampling frame, has been constructed in order to pull random the services and
half-days, according to a simple poll random.

In the specialized services for DU in towns and departments cited below, inves-
tigation officers have enlisted in a random way the first DU who shows up. Others
DU have been questioned according to a sampling interval adapted to the size of the
specialized service for DU, in order to prevent the investigator to choose the DU to
investigate, because this one can introduce selection bias. The generalized method of
weight sharing (MGPP) has made it possible to take into account the heterogeneity
of the DU as regards their attendance of the specialized services [11, 12].

Coquelicot 2004

In 2004, 1462 people who had used injectable drugs and/or drugs by inhalation at
least once in their lifetime took part in the Coquelicot survey. The objective of this
survey was to value the seroprevalence of HIV and HCV among DU and to describe
their high-risk behavior and practices. The participants agreed to complete a ques-
tionnaire on socio-compartmental aspects, and biological samples were collected by
self-sampling of blood at the finger level for 79% of them [11].

Drug users are primarily men (74%), and their average age is 35.6 years for men
and 34.5 years for women. They are often inactive (at the time of the survey, 65%
declared themselves unemployed) and experience precarious life conditions (only
45% have a stable accommodation and 19% live in the street or are squatters).

Among the 1462 participants, 10.8% were HIV positive and 59.8% were HCV
positive, 10.2% were simultaneously HCV and HIV infected. While HIV seropreva-
lence is almost zero among DU of less than 30 years, it is 28% for HCV among
these same people (less than 30 years) and reaches 71% for those 40 years and older.
The HIV seroprevalence varies according to towns (1% in Lille, 10.9% in Paris, and
31.5% in Marseille). On the other hand, there is no significant difference for the HCV
[11].

Among those surveyed, 71% had received an opiate-based treatment of substitu-
tion in the previous six months (57% with Subutex and 36% with methadone). The
principal illicit psychoactive products consumed by the DU (during the last month)
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were crack (30%), cocaine (27%), heroine (20%), and ecstasy (12%). Those less
than 30 years old reported more frequent consumption of hallucinogenic substances
and had resorted more often to cocaine (40%), ecstasy (26%), amphetamines (14%),
LSD (12%), and other hallucinogens (11%). Intravenous injection was practiced by
70% of DU who participated in the survey, at an average age of 20.4 years [11].

Coquelicot 2011

This second edition of the Coquelicot survey was realized in 2011 among a sample
of 1568 DU taken in 122 specialized services. Almost all the specialized services for
DU in towns and departments contacted agreed to take part in the survey. Altogether,
25% of DU were recruited in services belonging to some CAARUD (Welcoming and
Caring Centers for the Reduction of Risk among DU), 70% in services belonging to
CSAPA (Caring and prevention health centers in addiction studies), 1.5% in housing
centers, and 3.7% in other types of associated structures.

The rate of participation in the survey was 75%, and among the respondents,
92% agreed to self-sampling of blood. For the analysis of seroprevalence, a total of
1418 subjects were registered. The nonrespondent sample is similar to the sample of
respondents in terms of age and gender [12].

The DU population is essentially masculine (79% men) and 39 years old on
average (16% of DU are less than 30 years old). More than two thirds (70%) declare
their level of education was a secondary school, 6% declare a primary level, and 24%
attained a level higher than the baccalaureate. More than three-fourths (79%) of the
DU did not work during the period of the survey. More than half of the DU live in
insecure situations: they do not live in their own house, at their spouse’s house, or
at their parents’ house. Among them, 18% face very great insecurity, for they are
squatters or live in the street. The majority of DU (57%) have been in prison [12].

4.1.3 Simulated Data

Based on real data from Coquelicot 2004 and 2011, we have generated a population
having the same distribution as the real data. This population named pop0 had a size
of 21300 individuals, and the global HCV prevalence was 62%. Consequently, the
generated population constituted our simulated population for 2004.

Once population pop0 was established, we made it evolve by simulations, taking
into account several factors explained below, according to an SIS-type compartmental
model (introduced later in our work, where the HCV spreads and diffuses during
a seven-year period) and considering the varying size of the population. A new
population popl of size 21996 individuals was obtained seven years later, with a
global prevalence of 53% (Table 2).
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Table 2 Diff@rent var.iables Variables Labels

of the population studied - - —_— - -
id Identifier of each individual in the population
vhe HCYV status for each individual (yes/no)
age Age of each individual
vih HIV status for each individual (yes/no)
injvie Injector status for each individual (yes/no)

4.2 Methods

4.2.1 Generation of Population

To generate the initial DU population, named pop0, of size n and having the same
characteristics as those of the survey in terms of age distribution, HCV status, HIV
status, the fact of being injector or having high-risk practices, we used the results of
the survey of Coquelicot 2004. The following steps were taken:

e The individuals were duplicated according to their poll weight multiplied by 50;
a number arbitrarily chosen for having a very large population.

e A random number was assigned to each individual.

e Then the individuals were arranged in order according to this random number;

e Lastly, the first n individuals were selected to constitute our newly generated
population popO.

The DU population benefits from proposed services at different moments of the
day by different welcoming structures devoted to their use. Based on the design of
the Coquelicot survey, we suppose that:

80 structures have proposed 10 services per each open half-day.

The structures were opened from Monday to Friday, that is, 5 days a week.

The survey lasted 8 weeks.

The number of attendance of specialized services of drug users follows a negative
binomial distribution of mean @ = 3 and variance 6 =10.

We associate a service to each individual during a given half-day in a given
structure. One thousand samples (2000 individuals in each simple) were generated
according to a three-degree screening called place-moments:

o At the first degree: 20 structures drew lots according to a simple random poll.

e At the second degree: 25 half-days drew lots according to a simple random poll in
each structure sampled.

e Atthe third degree: 4 services drew lots according to a simple random poll in each
half-day sampled.
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Fig. 3 SIS model describing the transmission of the HCV

4.2.2 Compartmental Model for the HCV

The spreading of an infectious agent in a population is a dynamic phenomenon: the
numbers of infected individuals and uninfected individuals evolve in time, according
to contacts. Such a phenomenon can be studied by separating the individuals accord-
ing to their status in the compartments [3, 4, 6, 13]. We call susceptible the fraction
of the population that is uninfected but can potentially come in contact with a virus,
and we denote by S the compartment containing those individuals. At an instant ¢,
compartment S has S(¢) individuals. In the same way, we call infected the individu-
als infected by the virus. The compartment containing this fraction of the population
will be denoted by I and will contain 7 (¢) individuals at time 7. Individuals can then
move from one state to another and change compartments. This phenomenon can
then be modeled by differential equations and its behavior determined through the
numerical solution of these equations [7, 8, 13].

In a diagram, an SIS model can be represented as shown in Fig. 3.

In the figure:

B: rate of new DU;

t: time;

y: rate of seroreversion;

w1 rate of mortality (not related to infection);
Wo: rate of mortality related to infection;

m: rate of contact;

S: fraction of susceptible people;

I: fraction of infectious people;

a: age (in years).

It should be noted that several models can be used to model the spreading of
hepatitis C. for instance, a compartment named E containing people in the period of
incubation could be added, leading to an SEIS model.

The hypotheses to be considered for the SIS model in our case are the following:

1. At the beginning, two groups of individuals: susceptible people S and infectious
people I (who are infected and can transmit the disease). A person is considered
infectious if he manifests anti-HCV antibodies.
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2. As time goes by, the group of infectious people can be added to by the group
of susceptible people S according to a force of infection m1 (a, t), m being the
contact rate, @ and ¢ representing respectively the age and the time.

3. The infectious people I can become susceptible again according to the rate of
seroreversion y.

4. New people can be added to the group S at a rate S.

. In group S, people can die (natural causes) at a rate ;.

6. In group I, people can die (natural causes) at the rate p; or experience death
linked to the infection by the HCV at a rate u,.

9]

This model can be represented by the following system of differential equations:

dS(Cl, t) — —mI(Cl, I)S(a, l) — /-’LIS(a’ [) + IBS(CI, t) + )/I(Cl, t)7
d(a,t)
ey
@D o 1a,0S@. 1) — (1 + )@ 1) — y I, 1).
d(a,t)

4.2.3 Model Parameters

The study period ¢ considered in this work was seven years with an annual time
step. That period was inspired by two epidemiological surveys (Coquelicot 2004
and 2011), from which we took the data used in our research. The parameter values
were essentially taken from the literature. Seroreversion y was set at 0.001 [15].
The mortality rate w; (not linked to infection) among DU was set at 1.5% [16]. A
recent article [14] considers the all-cause mortality rate among HCV infected drug
users equal to 1.85% (among the ARN+, 1.75% and among the ARN—, 2.05%). The
7.5% death rate among the ARN+- was due to liver disease, against 2.3% among the
ARN-—. The death rate was 2.35% person-years among injector drug users (IDU)
[17]. Given that (i1 + u7) represents the all-cause mortality rate among the HCV
infected DU, and that u; is set at 1.5%, w, was obtained by the difference: 1.85—
1.5%. The proportion of people joining the DU population (8) was set at 3% per year
based on the Coquelicot survey data. We have considered that the DU age is from
18 to 34 years old. The average age of new IDU was 26 years [18].

4.2.4 Estimation of Infection Force (Force of Infection)

Modeling of infection force (IFO) according to age: we have estimated the IFO by
expressing it according to the prevalence derivative using fractional polynomials
[21]. Two link functions were used: complementary log-log and logit.

Starting from differential equations (1), we define the IFO by A(a, t) = ml(a,t).
System (1) becomes then
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dS(a’ t) — _)\‘(a’ t)S(a, t) — Mls(a’ [) + ﬂS(a, t) + J/I(av t)v
d(a,t)
)
@D ;@08 1) — (o1 + p2) 1@, 1) — y 1@, D).
d(a,t)

From (2) we have

aiS(a, 1)+ %S(d, t)=—Ma,t)S(a,t) —uSa,t) + BS@a,t)+vylil(a,t)
a

il(a, H+ il(a, t)y=2Aa,t)S(a,t) — (uy + p2+y)(a,t).
da at

3)
From (3) we obtain
0 0
BS(a,t) — —S(a,t) — =S(a,t) — 1S, t) +yl(a,t)
a1y = da o @)
S(a,t)
0 0
(ﬂ - I‘Ll)S(aa t) - B_S(aa t) - _S(av t) + VI(CL t)
_ a dt
= 5 . )]
(@, t)

By definition, S(a,t) =1— I(a,t).
From (5) we deduce

a d
(B — ) —1Ia,0) — = (1 =1 1) — =1 = 1) +ylan

Ma, 1) = )

(6)

0 0
32 Ia, )+ —1l@anD)+B—-—w)—B—-—w—y)a,r)
a dt )

1—1(a,t) ™

By modeling prevalence with a cloglog link, we have the following relation:

log(—log(l — P(Y =1la,1))) =na) +ct +«

= log(l — P(Y = 1la,t)) = —exp[n(a) + ct + «]
=1— P =1la,t) = —exp[—exp(n(a) + ct + a)]
= P(Y =lla,t) =1 —exp[—exp(n(a) + ct + )],

where n(a) is the age fractional polynomial. 1t is the regression coefficient related
to time, and « is a constant (intercept).
The calculation of the prevalence derivative shows that
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0
— P + 1la, 1)
da
0
= —5(— exp(n(a) + ct + a)) x exp[—exp(n(a) + ct + )]

= %(U(Q) + ct +(X) X exp(n(a) + ct +(X) X exp[— exp(n(a) + ct +a)]

=1 (a) x exp(n(a) + ct + «) x exp[—exp(n(a) + ct + a)].

At time ¢, we denote by m(a) the prevalence according to age. The expression
A(a) is then given by

—1 () log(1 — w(@)(1 = w(@)) + (B — p1) — (B — 1 — y)7(a)

Aa) = 8
(@) o) (8)
By modeling prevalence with a logit link, we have
1 P =1la,t) @+t +
=na)+ct+a
—PY¥=1la,n)] "
P =1la,1)
= t
[—P( =10,y SPU@+ct+o)
t
o P(Y = lja.1) = —SPW@ Fet o)
1 4+ exp(n(a) + ct + )
The calculation of the prevalence derivative gives the following relation:
IP(Y =1la,1)  n(a)exp(n(a) + ct +a) ©)
da T [l +exp(na) + ct +a]?
The force of infection, denoted by A(a), according to age is expressed by
AMa) = —n (@) x 7w(a) X (1 =7(@) + (B— ) — (B—p1 —y) X m(a) (10)

1—m(a)

4.2.5 Choice of Model

Fractional polynomials were applied to model the relationship between prevalence
and age using two link functions (cloglog, logit) and supposing that the explained
variable follows a binomial distribution.

To select the best model, we have used the information criterion of Akaike. The
smallest value of AIC (Akaike information criterion) obtained for the logit model
is equal to 25,841.84 for the model, which takes into account age and survey year,
20,134.82 for the model including age, survey year, and injector status (yes/no),
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and 22,698.33 for the model including age, survey year, and HIV seropositive status
(yes/no) as illustrated in Table 3.

5 Results

5.1 Introduction

The results obtained for prevalence and incidence of hepatitis C among DU in France
are presented in this section.
We organize the presentation of results obtained as follows:

1. Results obtained using simulated data;
2. Results obtained using real data;
3. Results obtained using the 2000 generated samples.

A comparative study between results from simulated (generated) data and those
from real data will be presented below. The results obtained using the simulated
samples made it possible for us to validate our model. In all the figures, the horizontal
axis represents age.

5.2 Simulated Data

We have used simulated data from the Coquelicot surveys. We have presented below
the results obtained. In Fig. 4, the prevalence and HCV IFO are presented according
to age and survey year. Figures 5 and 6 present them according to age, survey year,
and injector status. Finally, Figs. 7 and 8 take into account age, survey year, and HIV
seropositive status (yes/no). In all figures, the size of the points is proportional to the
number of individuals in the population at each age. We took into account the survey
weights for each individual (Fig.4).

Table 3 Criteria of choice of the best model with different link functions (logit et cloglog)

Link function Df -Log likelihood | Deviance ‘ AIC
Model according to age and survey year

logit 4 12916.92 25833.84 25841.84

cloglog 4 13044.94 26089.88 26097.88
Model according to age, survey year and injector status (yes/no)

logit 5 10062.41 20124.825 20134.82

cloglog 4 10372.30 20562.97 20572.97
Model according to age, survey year and HIV seropositivity (yes/no)

logit 5 11344.163 22688.33 22698.33

cloglog 5 11409.84 22819.68 22829.68




334 S. Kasereka et al.

5 15
[+
-
—
~
(=]
(=]
1 »
§ = 10
& 2
-
8 3
) =
B b
‘é‘ [=]
£ 8 5+
7] =] 2000
[24) =
'8 2004
‘g 2
g o-
[ T I | | I I I T I
20 30 40 50 55 20 30 40 50 55
Age Age

Fig. 4 Left estimate of hepatitis C prevalence among total population of drug users (2004: gray
and 2011: black). Right estimate of IFO from 2000 to 2020
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Fig. 5 Left estimate of hepatitis C prevalence among DU who have never injected (2004: gray and
2011: black). Right estimate of IFO from 2000 to 2020
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Fig. 6 Left estimate of hepatitis C prevalence among DU who have injected at least once (2004:
gray and 2011: black). Right estimate of IFO from 2000 to 2020
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black). Right estimate of IFO from 2000 to 2020
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Fig. 8 Left estimate of hepatitis C prevalence among DU who are HCV and HIV simultaneously
infected (2004: gray and 2011: black). Right estimate of IFO from 2000 to 2020

5.3 Real Data

Using real data, prevalence was estimated according to age and survey year. The
IFO obtained from this prevalence is illustrated in Fig.9. Figures 10 and 11 show
prevalence and IFO estimated according to age, survey year, and injector status.
Finally, Figs. 12 and 13 present prevalence and IFO according to age, survey year, and
HIV seropositive status (yes/no). In all these figures, the size of points is proportional
to the number of individuals in the population at each age.

5.4 Model Validation

To validate our model, we have drawn 2000 random samples of the simulated popu-
lation (1000 samples for 2004 and 1000 for 2011). Each sample was made up of 2000
individuals. We have estimated prevalence and IFO in these samples while taking
into account the survey weight. We present respectively the estimated prevalence
and IFO for the model taking into account age and survey year (Fig. 14); age, survey
year, and injector status (Figs. 15 and 16); age, survey year, and HIV seropositive
status (yes/no) (Figs. 17 and 18).
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Fig. 9 Left estimate of hepatitis C prevalence among total population of drug users (2004: gray
and 2011: black). Right estimate of IFO from 2000 to 2020
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Fig. 11 Left estimate of hepatitis C prevalence among DU who have already injected at least once
in their life (2004: gray and 2011: black). Right estimate of IFO from 2000 to 2020
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6 Discussion of Results and Concluding Remarks

6.1 General Discussion

Our estimates show that prevalence and IFO depend on age and time. IFO was
estimated as a function of the derivative of prevalence between 2000 and 2020. The
results obtained show that prevalence increases over age and evolves very quickly
for the DU who are at least 30 years old. In the total population, the prevalence peak
is reached around the age of 50 for 2004 and 2011. IFO increases among DU and
reaches its peak around the age of 35 for the total population. A very high prevalence
and IFO were observed among DU who are simultaneously HCV and HIV infected;
prevalence reaches almost 90% for the DU aged from 35 to 55 years for 2011 versus
65% for the infected DU by HCV but not infected by HIV. For this population, the
highest IFO is observed among the DU aged from 25 to 30 years old. The DU who
have injected at least once in their lives have a high prevalence, more than 80%
between the age of 40 and 50in 2004 and more than 75% in 2011 versus less than
60% in 2004 and less than 40% in 2011 for the DU who have never injected in their
lifetime. Our estimates reveal a decrease in the IFO to less than 2% in 2020 for the
DU of less than 40 years versus about 10% in 2004 for the same population.

The results obtained on simulated data tally with those collected from the real data
for the different populations (total population, having injected at least once in their
lives, and those who are simultaneously HCV and HIV infected). The simulations
carried out with our model on the randomly drawn samples (2,000 samples) indicate
a certain robustness of our estimates.

Our estimates show that prevalence and the IFO of the HCV among the DU in
France will continue to decline over the following years for the categories of DU we
have studied.

6.2 Concluding Remarks

Efforts to improve the measures of risk reduction of the contamination of hepatitis
C among the DU in France have been shown to be effective. The considerable fall
of prevalence rate and IFO in the coming years among the DU, as our study shows,
is good news for French public health.

In France, as in several countries, the measures of risk reduction continue to be
improved by programs for sharing syringes and needles, HCV treatment, and the
voluntary screening for the HCV. This would contribute more to the decrease of
HCYV prevalence and HCV infection force in this particular population. One of the
limits of our work is that we have worked only on anti-HCV antibodies. The data on
the RNAs for the survey carried out in 2004 were unavailable.

In the context of perspectives, the model can be improved by considering rates
of mortality (w; and ;) as a function of age and HIV status. Another improvement
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could result from considering in our model the new DU who might be susceptible
or infectious, for in our case they were susceptible when they joined the DU popu-
lation (based on the Coquelicot data). We can also take into account, in the model,
individuals who cease to be DU.

Currently in France there is no cohort study of the HCV among drug users. The
only way to estimate HCV incidence in the French population is to use the only two
national cross-sectional surveys that we have exploited.

The task carried out in this chapter is a contribution to science in the sense that it
provides guidance for researchers to compare several cross-sectional epidemiological
surveys among drug users and proposes an alternative method to estimate the force of
infection among drug users from cross-sectional surveys in the absence of a cohort.

Our model is sufficiently general and can be easily used with transversal survey
data of the HCV among the DU in other countries without major changes.
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Neurocomputing-Based Matrix Inversion:
A Critical Review of the Related State
of the Art

Vahid Tavakkoli, Jean Chamberlain Chedjou
and Kyandoghere Kyamakya

Abstract Solving matrix inversion is very useful in many areas of science (e.g., in
physics and engineering, such as chemical processes, robotics, electronic circuits,
engineered materials, and other natural sciences). Various methods exist to solve
matrix inversion problems. Most of them are very good algorithms, which, however,
have the drawback of being efficient only when implemented on single-processor
systems. Therefore, those algorithms are very inefficient when implemented on mul-
tiprocessor platforms; thus, they lack sufficient parallelizability. The main root of
the problem lies in the nature of the algorithms, since they were originally designed
for implementations on single-processor systems. Some novel concepts involv-
ing neurocomputing, however, have the potential for more efficiency in multicore
environments. This chapter provides a comprehensive overview of both traditional
and neurocomputing-based methods for solving the matrix inversion problem (i.e.,
analytical, heuristics, dynamical-system-based methods, etc.). These methods are
compared based on some important criteria including convergence, parallelizabil-
ity/scalability, accuracy, and applicability to time-varying matrices. Finally, we
propose a new concept based on neurocomputing for solving the matrix inversion
problem. The main advantage of this concept is the possibility of efficiently satisfying
all the important criteria.
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1 Introduction

Matrix inversion is extensively used in linear algebra (e.g., for solving linear equa-
tions). Although matrix inversion is referred to in very old books, significant atten-
tion has been devoted to it (by scientists) mainly since the seventeenth century. The
interest devoted to matrix inversion has led to the development of various methods,
concepts, and algorithms for solving linear equations.

Solving matrix inversion is very useful in physics, engineering, and other natural
sciences [1]. Solving real-time matrix inversion is part of mathematics and control
theory. Several applications of matrix inversion are found in communication [2],
machine learning [3], and robotics [4, 5]. To fulfill their roles in many applications,
different methods have been developed to achieve fast convergence and higher accu-
racy of calculation. Among those methods, some famous ones are elimination of
variables, Gaussian elimination (also known as row reduction), LU decomposition,
Newton’s method, eigendecomposition, and Cholesky decomposition, just to name
a few. Generally, one can categorize matrix inversion methods into two different
groups: recursive (or iterative) methods and direct methods [6, 7].

The first group encompasses methods like Gauss—Seidel and gradient descent. The
initial condition (or starting point) is provided, and each step uses the previous value
to calculate the new value. At each iteration, the solution approximation becomes
better until the desired accuracy is attained [8, 9].

On the other hand, direct methods like Cholesky and Gaussian elimination typi-
cally compute the solution in a finite number of iterations. These methods can lead
to exact solutions if there is no rounding error [10].

This chapter provides a full investigation of iterative and direct methods for matrix
inversion. The prior history of the topic is related to a review of some important prop-
erties and characteristics of matrices, which could motivate the choice of appropriate
or efficient methods (among the two main groups identified) for matrix inversion.
Indeed, a suitable method for matrix inversion can be selected based on the sparsity
level (i.e., number of zero elements in the matrix) of the matrix under consideration.
Further criteria of relevance for such a method selection can also be requirements
related to memory consumption and speed [11].

The remainder of the chapter is organized as follows. In Sect. 2 we present different
types of matrices and discuss their properties with regard to the matrix inversion issue.
Section 3 presents a critical review of both direct and recursive/iterative methods for
matrix inversion. We also present our method developed as a new contribution to
the matrix inversion problem. The pros and cons of the methods of matrix inversion
are discussed through the benchmarking procedure. Some concluding remarks are
formulated in Sect.4 in order to clearly highlight the scientific achievement in this
chapter.
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2 Matrix Definition and Types

In mathematics and computer science, a matrix is defined as a set of numbers laid out

in tabular form (i.e., in rows and columns). Each element of the matrix can contain

different types of numbers, and they can also be expressed in multiple dimensions.
For illustration purposes, a 3 x 3 matrix is denoted by A:

213
A=|354
465

A vector is a 1-dimensional matrix that has either one row or one column (denoted
by B).
5
B = [3 4 5] or B=

A scalar is a matrix with one row and one column.
A square matrix is a matrix with the same number of columns as rows (see C);
otherwise it is a nonsquare matrix (see D):

13 712
C_[64] ’D_[895i|'
A symmetric matrix is a square matrix (see E) with all elements described by the

following rule:
Vi, ] € IN, Xi,j = Xji

243
E=1456
361

A diagonal matrix (see F') is a symmetric matrix in which all elements except those
on the diagonal are zero:
200
F=1]050
001

An identity matrix (see ) is a diagonal matrix in which all elements on the diagonal

are 1:
100

I=(010
001
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The determinant of a square matrix is a numerical value denoted by det (A). In
case of a2 x 2 matrix, we can calculate the determinant directly using the following

formula:
ab

Al=1.,

‘:ad—bc.

Similarly, we can calculate the determinant of a 3 x 3 matrix using the following
formula:

abc
|A|=def=aef—b‘df+c‘de.
g hi hi g i gh

Each 2 x 2 determinant is called a minor determinant. This formula can be extended
to calculate other determinants (e.g.,4 x4, 5 x5, n x n).

The determinant of an n xn matrix can be calculated using the Leibniz formula
or Laplace expansion [12].

Using the Leibniz formula, the determinant of a matrix A is expressed as a per-
mutation of its elements. The Leibniz formula is expressed as follows:

det(A) = Z sgn (o) Hai,a([)7
1

o€Ss, i=

where sgn is a function that returns +1 and —1 for even and odd permutation; S, is
the permutation group (e.g., a 3 x 3 matrix has six permutations). With this method,
calculating the determinant of a matrix A requires O(n!) operations. The determinant
of a matrix can be calculated with the LU decomposition method, which requires a
maximum of O (n?) operations, as follows:

det (A) = det (L) - det(U)

The determinants of the matrices L and U are easy to calculate, since all elements
below or above the diagonal are zero. Therefore, this determinant is obtained as the
product of all diagonal elements.

Using the Laplace expansion, the determinant of a matrix A is expressed as fol-
lows:

det(A) = > ay;|Crj| . Cij=—1"""-M; ;. adj(A)=C".

i'=1

Here M is a minor of A, C is called a cofactor of A, and the adjugate of the matrix
A is the transpose of the matrix C. The matrix M is obtained by removing row i and
column j from the matrix A. Thus each minor has (n — 1) x (n — 1) elements. For
illustration, the matrix A below has nine minors:
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0] o
e o
a, | i
by, | " ‘"
. 4 2
L "'-_ 40 o
T "5 .
. b 50 | v .
E " . . " r H " " " " 60 L $ i
o 10 20 30 40 50 60 o 10 20 30 40 10 20 30 40 50 60
Fig. 1 Sparse matrix examples
A= 411?2 56 46| (45 12 13] |23 12 13] |23
_789 89| 71791778 |78 7|79 (89|’ (45| |46]| |45]|

This method is not used for large matrix determinant calculations because of its
complexity of O(n!).

In computer science, it is very important to reduce the amount of space needed
for storing the matrix data in a computing system. Therefore, the matrix sparsity
(density) issue has been studied. Sparsity is the ratio of the number of zero elements
to the number of nonzero elements. Sparsity shows how much information exists in
a given matrix. Thus, a sparse matrix is a matrix in which most of the elements are
zero (see examples in Fig. 1). Such a situation is often encountered in many contexts
such as graph problems and partial differential equations. The solving and storing of
sparse matrices in an efficient way has been intensively addressed (see [13-20]).

One can categorize the different sparse matrix storage schemes based on efficient
access or on efficient modification. For the first group, targeting efficient access, one
can name the methods CSR (compressed spare row) and CSC (compressed spare
column). And for the second group, targeting efficient access, one can name the
methods LIL (list of lists), DOK (dictionary of keys), and COO (coordinated list).

The CSR and CSC schemes are similar except that in the first one, values are
related to their respective row and column index. The matrix is saved in three different
one-dimensional arrays. The first array contains the actual values of the nonzero
elements. The second array contains the number of elements in each row (CSR)
or column (CSC), and the last array has the actual column (CSR) or row (CSC).
Therefore, each value has the following format: (value, column/row index, pointer
to row/column).

LIL is a very simple scheme that creates one list for each row, and each list contains
column indices and respective values. For improving performance, the list will be
always automatically sorted.

DOK is created from keys made of row and column indices. The values of those
keys are stored as pairs in a dictionary. In this way, one can find all elements in the
dictionary; otherwise, the value(s) is (are) zero. This method significantly reduces
the amount of memory required for saving the data. However, the drawback of the
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method is related to the long time it takes to find the value corresponding to a given
key.

The COO scheme, unlike the DOK, does not create pairs but rather creates tuples
of row, column, and value, which are saved in a list. The list can be indexed either by
row or by column; in this way, one expects better access to the elements of a matrix.

3 Solving the Matrix Inversion Problem

Various traditional methods exist to solve the matrix inversion problem. These meth-
ods can be used either directly to solve matrix inversion or to solve a system of linear
equations. In both cases, one proceeds similarly, and the result is then expressed as
a matrix or a vector.

For example, let us consider the case of a system of linear equations. If a matrix A
is invertible, its inverse is expressed as the matrix A~'. To generalize this problem,
we can express the system of equations to be solved in order to determine X. In this
case, A € R™ and the matrix X is its general inverse AS:

AAT =1 or AXA=A = X = AS. (1)

In general, calculating the inverse of a nonsquare matrix (n x m) is impossible. It is
generally required to create a new matrix of size R"*" or R™*"™. The methods used
for nonsquare matrix inversion are called pseudoinverse methods [21].

3.1 Direct Methods for Matrix Inversion

This part explains the classical and commonly used direct methods for matrix inver-
sion. The main property of those methods requires a finite number of iterations to
reach a solution. The methods can lead to solutions if there is no rounding error.

* Cramer’s rules
In this method, the number of equations is equal to the number of variables. This
leads to a square matrix. The solution is valid if the system of equations has a unique
solution.
Consider the following system of equations expressed in compact form (or matrix
form):
AX = B,

where A eR" %" | B and X €R" *! , and A has a non-zero determinant. The solution
is vector X=(x1, x», ...,xn)T such that each element of X can be expressed as
follows:

det (A;)

T odet(A) 2)

i
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where the matrix A; is obtained by replacing the ith column of the matrix A with a
column of zeros. It is clear that the problem has no solution if the determinant of A
is zero.

It is possible to extend this method (see Eq. (2)) to realize a full matrix inversion.
This is done using Eq. (3):

1
AT = G A4 A, 3)

Previously, this method appeared inefficient for computing, since it has a complexity
of order O (n!). But it has been proven that for large-scale matrices, it is possible
to reach an algorithm complexity in the range experienced by LU decomposition
[22] (the LU decomposition method will be explained later). In order to increase the
efficiency of the method, the Chio condensation technique is used, which reduces
the matrix size from order n to n — 1 when the determinants are calculated [23]. This
technique significantly reduces the computational effort and makes the Cramer’s
rules a very effective algorithm when compared to alternative methods.

It is also possible to provide simple solutions for 2 x 2, 3 x 3, and 4 x 4 matri-
ces. Block matrices can also be solved using this method, as explained in the next
subsection.

* Blockwise inversion
A matrix can be inverted using blocks. An analytical method to invert a matrix using
blocks is expressed as follows:

AB]' (A-BD-'C)”! —(A—BD™'C)"'BD™!

[C D] “ | =p~'c(A-BD"'C)”' D'+D"'C(A—BD~'C) 'BD |
“4)

This method is incorporated in some matrix inversion algorithms, and by combining

it with efficient matrix multiplication algorithms like the Coppersmith—Winograd

algorithm, it is possible to reach a complexity of order O (n>372893%) [24].

* Gaussian elimination (also known as row reduction)

Gaussian elimination is an algorithm to solve systems of linear equations. This algo-

rithm can also be used in problem solving for matrix inversion, determinant calcu-

lation, and matrix rank calculation. Using this method, series of row operations are

performed, and the final result creates an upper triangular matrix in “unique reduced

row echelon” form.

The following operations are allowed to be executed on rows:

1. Multiply a row by a nonzero constant
2. Add one row to another
3. Interchange two rows

This method is also used for matrix inversion. For matrix inversion, places the matrix
A and the identity matrix / together (the matrix A on the left side and the identity
matrix on the right side) and tries to use an appropriate sequence of the above-listed
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row operations to create an identity matrix in the left side. The inverse of the matrix
A will be thereby created in the right side (see the three block matrices below):

133
A=|344
125

133 (100
All =| 3441010
125001

4

100 | 5
All=|010] &
001 2

15

_
|= o= i

W
W= L=

The complexity of this algorithm can be estimated as O(n*), since the number of
divisions required in the solution is @, and the numbers of multiplications and
subtractions are roughly 3n® 4+ 5n2 + 2n.

This method becomes unstable when a pivot element is zero. Therefore, while
using this method, one should be particularly attentive to the possibility of instability
due to errors [25, 26].

* QR factorization algorithms
In this method, the matrix A is factorized into an orthogonal vector Q and an upper
triangular matrix R:

Ri1 Rip -+ Ry,
0 Ry - Ry,
AZ[QIQZ-HQn] .
O 0 "'Rnn

In this case, one can determine the inverse of the matrix A using Eq. (5). It is
impossible to invert A if a single diagonal element of the matrix R is zero (this is
because the determinant of the matrix R would become zero, and R would not be
invertible) [27, 28]:

AT'=(Q R)'=R"" Q" )

When the matrix R is of triangular form, finding the inverse of R is simple (the
inverse of a triangular matrix can be calculated rapidly using forward substitution).
This method is, however, too expensive to be used for matrix inversion.

For solving QR factorization, one can use a series of classical algorithms:
Schmidt’s algorithm [29], modified Gram—Schmidt [29], Householder transforma-
tions [29]. The last-named algorithm is used in various applications for solving the
QR factorization problem with a relatively good convergence potential.
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In the Householder transformation scheme, the algorithm uses reflections. A
reflection across the plane orthogonal to a unit normal vector v is shown in Eq. (6).
The algorithm selects a vector v such that H reflects it onto a coordinate axis; H is
orthogonal to the vector:

’UUT

o (©)

v

H=I-2

v

After finding reflections of the vector onto a different axis, one can find the matrix

R by removing all projections. For example, suppose the matrix A is of size 4 x 4

and we use the Householder algorithm. In each step, after removing projections, we
obtain the following status:

% k% % % %k ok ok ¥ k% % % %k k%
kkxk | Pl | Ok [ po | Oxsxx [ p3 | O%%x%

A= = = = =R
* % % % 0% % % 00 * % 00 % %
* % % % 0% % % 00 * % 000 %

We provide here MATLAB code for finding the Q and R matrices using the House-
holder transformation:

function [Q,R] = HouseHolder(A)

[m, n] = size(A);

Qeeye(n);

R=A;

I = eye(n);

for j=1n—1
XR(jm,j);
v=sign(x(1))*norm(x)*eye(n—j+1,1)—x;
if norm(v)>0
v=v/norm(v);
P=I; P(j:m,j:n)=P(j m,j:n)—2%vkv’;
R=P:R;

QQ+P;
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end
end

end

* LU decomposition

Let A be a square matrix. The LU decomposition of the matrix A creates two matrices,
denoted by L and R. The matrix L is a lower triangular matrix, and U is an upper
triangular matrix. The above matrices have the following relationship to each other:

A=LU. 7)

The LU decomposition can be viewed as Gaussian elimination in matrix form. Many
algorithms exist that satisfy the previous formula. This formula leads to Eq. (8):

min(i,j)

ai,j = Z li‘pupyj. (8)
p=0
The matrix L can be obtained based on Doolittle’s LU decomposition:

j—1 i—1
aij = 2t liptpy o
P ifi>j andu;j= ai,j—zli,pup,j if j=1
Ui j _
p=1
9
This formula requires that one find the first row of the LU matrix, and then, in the
same manner, continue to solve the remaining part.

In Crout’s LU decomposition, one uses the following formula:

lij=

i—1 i—1
Lo ; i and o BT 2=t lipte
i,j =i j— z ipltp ifizj andu;j=

p=1

if j>i. (10)

ljj

In this case, one can begin from the first row and column elements as the starting
points of the algorithm and then continue to solve all values based on Eq. (9).

Some algorithms exist in which the matrix decomposition is based on LDU. The
algorithms based on LDU provide a diagonal matrix D at the middle of the LU
matrix. In this case, the previous algorithm will be used to eliminate the subdiagonal
portion of A during each computational stage in order to form the matrix D (see
Tinney and Hart [30]). According to the previous algorithm, the LU decomposition
fails if a single pivot element (a;;) is zero.

In many practical applications, it is possible that one pivot number becomes zero,
and this leads to an instability of the solution. The origin of this problem is in
Gaussian elimination, which is numerically unstable even if there are nonzero pivot
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elements in the matrix. This problem also leads to other problems such as the fact
the approximate representation of numbers in a computer could create instability
in the Gaussian elimination. Therefore, specific care should be taken in using this
algorithm.

Like Gaussian elimination, this method has a complexity of order O (n*). For solv-
ing large sparse matrices, a special algorithm has been developed using a minimum
number of elements, which is demonstrated in sparse L and U matrices [31].

It is also possible to combine this method (LU decomposition) with blockwise
matrix inversion and create a method called block LU. This last-named method is
very famous for parallel computing matrix inverses, since it is possible to separate
the problem into different blocks and compute each part separately [32-34].

* Cayley—Hamilton
The potential of this method for matrix inversion has been proven. If a matrix A has
size n X n and I has the same dimension as A, then the characteristic of A is defined
as follows:

p (N =det(AI—-A). (11)

Equation (11) is a monic polynomial in the variable \. According to the Cayley—
Hamilton theorem, substituting the matrix A for A results in the zero polynomial:

p(A)=0. (12)

Using Eq. (12), the following expression is derived:

n
i replacing constant and multiply with A~ _ - i
p(A)=) CiA'=0 = ATl= —>"CiA"
i—0

(13)
The Caley—Hamilton expression in Eq. (13) offers a straightforward possibility for
matrix inversion. However, the method is efficient only for matrices of small dimen-
sions, since it requires an analytical calculation of the determinant of the matrix
[35].
¢ Cholesky decomposition
The Cholesky decomposition of a positive definite matrix A is defined as follows:

A=LLT,

where L is lower triangular with positive diagonal elements. It is possible to use this
decomposition for matrix inversion or for solving systems of linear equations. None
of the elements on the diagonal should be zero (a zero on the diagonal makes the
matrix A noninvertible):

A=LLT = A7'=L7TL7".
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Obviously, the Cholesky decomposition leads to matrix inversion in terms of L~!
and L~T. Although solving a lower triangular matrix using Cramer’s rule is easys it
increases the complexity to order O (n)[36].

This method can be expressed in a different model called LDL. The main differ-
ence between this method and Cholesky is the introduction of the diagonal matrix
D. Therefore, the matrix A can be expressed as follows:

A=LDL".
This expression can be rewritten as follows:
T 117 1 1T
A=LDL" =LD:D:L" = (LD2)(LD?)

By introducing the matrix S, which is a diagonal matrix containing the squared
value of D, one can derive the following relationship between Cholesky and the
LDL method:

S = D2 - LLDL _ LCholeskyS_].

The LDL method can be implemented efficiently for solvers [37]. This method shows
very good performance as the sparsity of the matrix is increased [38].

3.2 Recursive/lterative Methods

This section explores methods/concepts for matrix inversion inspired from the
“Dynamic-systems” perspective. The main advantage of these methods is the possi-
bility of monitoring and controlling the convergence to exact solutions analytically.
Thus for a specific problem under investigation, analytical expressions/formulas are
derived (in terms of the system parameters) under which the fast convergence to
exact solutions is insured.

* Newton’s method

This is a generalized method also used for solving matrix inversion problems. New-
ton’s method requires a good seed (e.g., A7) as initial condition. Newton’s method
is expressed mathematically in the following discrete formula:

Xpi1 =2X, — X, AX, , Xo=AT. (14)

This method was first introduced by Victor and Reif in 1985 [39]. The corresponding
mathematical model is expressed as follows:

Rn—H = (1 - AX;1+1)~

Using AT as seed, R is expressed as follows:
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Ry=(I—AA") and 0 < |(I — AA")| < 1.
Equation (14) can be used to determine R, ;, and further, R, is obtained as follows:
Ry=U—-AX)=(1—AX, . (I+R, 1) = —AX, )Ry = Ry_1".

Finally, ,
R, = (RO) n’

and hence
Jim R, = lim (R =0

Since X,=A"' (I—R,), the long-term evolution of the variable X is calculated as
follows:

lim X, = lim A~'(1 — (Ry)™") = A"

n—o00 n—o00
This method can be implemented on parallel systems efficiently. Newton’s method
leads to complexity of order O (log?n) [40].
* Neumann series
A given matrix A has the following property:

lim (/—-A)" =0. (15)
n—o0o
It is possible to express the matrix inversion problem using Eq. (16). This equation is
derived from the geometric sum of different (I —A)" terms. Therefore, the solution
of this equation always converges, provided the precondition (Eq.(15)) is satisfied:

A"l= Z (I—A)". (16)
n=0

Equation (16) can provide a very fast approximation when compared to the “block-
wise inverse” scheme [40, 41].
e P-adic algorithm
This method is used to invert a matrix all of whose entries are integers. If A is a
square integer matrix of size n (A € M, (7)), Dixon provided an algorithm [43] for
solving Ax=1 using (Eq.(17)):

Ax,, =b mod p", 17
where p is a prime number and that is coprime to det(A). Here | |A|| represents

the maximum absolute value of the components of A. The starting point for the
solution, Axg =1 mod p,isdefined, and xy can be obtained by Gaussian elimination
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over the field Z/p. Other values can be obtained using this starting point (i.e., for
m=172,...).

Let § be the maximum of | |A| | and | |b] |. Dixon showed that if m>2n(logs3 +%
logn)lo# , then the solution x of Ax=>b can be found from x,, using an extended
Euclidean algorithm [43]. The complexity of this algorithm is less than that of alter-
native algorithms for computing x,,.

It is possible to find the solution of AX=1I by obtaining the solution of the first
formula for b and converting it to the solution of Ax=1 [43]. This algorithm has a
complexity of order O (n*(logn) 2).

* The gradient method
This method involves a first-order optimization technique for finding the minimum
point of a function. This technique takes steps in the direction of the negative
gradient. The method is based on observation of where the multivariate function
F(X) decreases the fastest if we choose the negative gradient of F'(X) at the point
a: —VF(a):

b=a— vVF @) ,¥YyeR and~ >0, (18)

where -y is the step size for updating decision neurons. For small v, F(a)>F(b);
with this remark, we can extend our observations by Eq. (18):

Xnp1=Xy— YVF (xn) . 19)
By iterating Eq. (19), F(X) will converge to the minimum point of the function F.
Gradient descent can also be described as the Euler method for solving ordinary
differential equations:
X ()= —VF(x(@)). (20)
Gradient descent can be used to solve linear equations. The problem reformulated as

a quadratic minimization of a function is further solved using the gradient descent

method:
2

F =5 IMX-1I[ @)
Then based on Eq. (21), we have
VF(x)=MT(MX-I) . (22)
Substituting Eq. (22) into (20) yields the following dynamic model [44]:
MX (1) =—yM"MX+yM"1 . (23)
The exact analytical solution of equation (23) is expressed as follows:

X ()= (X (0) =M~y e M Mt pg=1 24)
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The first derivative of X(t), denoted by X (t), is obtained as follows:

—YM" M.t

X () =—y (X0 -M")(M"M+M" Mt)e (25)

Equations (23) and (24) converge to the same solution described by the point M~!:
Vv, a; j€R and v> 0 then YMM"> 0.

This gradient-based dynamics [32, 44, 45]. It is a pioneering concept developed
by Tank-Hopfield on continuous-time neural networks. This concept was further
extended to recurrent neural networks (also called dynamic neural networks (DNN)).
DNN are designed by exploiting norm-based energy functions [46, 47].
* Zhang dynamics
Another method exists to create a dynamic system that converges to the exact or
optimal solution [48, 49]. For using this method, the error function is defined in the
following way:

Et)y=M@)X (t)—1I. (26)

Thus the error will increase with the divergence of X from the exact solution. A
convergence towards zero of the error is an insight for achieving the exact solution.
Equation (26) changes over time such that the result will be the same as AX = 1. This
requires a monitoring of the error function in order to come closer to the solution.
Therefore, we can define the derivative of this function as follows:

E(t)= —vE (). (27)
The solution of equation (27) can be expressed as Eq.(26). This equation shows
the exponential decrease of the error function. This forces convergence to the exact
solution using the dynamic system (DS) perspective. This DS perspective consists
in deriving a new mathematical differential equation corresponding to the problem
under investigation:
E@)=Ce . (28)
Substituting E (¢) and E (t) in Eq. (28) leads to the following new dynamical system:
MX4+MX = —(MX —I) (29)
The solution of equation (29) is expressed as follows:
X(t)=Ce "M, (30)
Taking the first derivative of Eq. (30) yields

X ()= —Cre™ . (31)
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Combining Eq. (30) with (31) leads to Eq.(27). It is observed that by increasing ¢
to infinity, our dynamical system converges to the solution of the original equation
AX=I.

* Chen dynamics

This method is a combination of the two previously described methods. It assumes
that the matrix M is unchanging over time and thus the derivative of M is zero.
Multiplying Eq. (29) by M and adding it to Eq. (23) leads to the mathematical model
of a new dynamical system as reported in [50] (see also Eq.(32)):

MX (1) =—yMMT (MX (1) —1)

. (32)
MX ()= —y (MM"+1) (MX~I).
Equation (32) is solved to obtain the general solution, expressed as follows:
X(1)=—C M e MM Dty Lyt (33)

Applying the first derivative to both sides of Eq. (33) leads to the following dynamical
system:

X(t)=C (MT4M™") e~ MM +D1 (34)

Combining Eq.(33) with (34) leads to Eq.(32). If MTM > 0, we can state and
confirm that this method has a better convergence rate than the first and second
methods mentioned above.

* Tavakkoli dynamics

According to Chen [50], his model converges to the solution of the equation AX = [
for any initial value. Let us assume that one adds an additional (M M T)2+M MT to
Zhang’s model. By adding this factor to the right-hand side of that equation, we have

MX (1) = — ((MMT)2+MMT+I) (MX—I)—MX. (35)
The solution of this equation can be expressed as follows:
X (1) = —C.M(t)" e b (UMMM Dz gy gy =1, (36)

In Eq. (35), the newly added terms (MM T)2+M MT provide a faster rate of conver-
gence. The main reason for this improved convergence rate is the positive value of
the integral, and it provides an additional factor to the previous time-varying model.
Therefore, by adding more coefficients to the right-hand side of Eq.(35), we can
obtain the following equation:

n

MX ()= —~ (Z (MMT)”) (MX—1)—MX. (37)

i=0
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Also, according to Zhang, the model in Eq. (37) can be extended by introducing a
monotonically increasing function F, where F(0) = 0, to obtain the following:

n

MX (1) = — (Z (MMT)") FMX—-1)—MX (38)

i=0

Theorem 1 For a given nonsingular matrix M € R"*" and state matrix X (t) €
R, starting from any IVP X (0) € R™**! and monotonically increasing function
F, where F (0) = 0, Eq. (38) will achieve global convergence to X*(t) = M(@).

Proof Letus define E (1) = X (1) — X*(¢) for the error value during the process of
finding the solution. If this equation is multiplied by M, one can find M (¢)E (t) =
M(@)X (1) — M(t)X* (t) or M(t)E (r) = M(t)X (¢t) — I. Thus, taking the deriva-
tive of the error function will lead to ME (1) + ME(1) = MX (t) — MX(1). By
replacing this in Eq. (38), we obtain the following formula:

n

ME (t) = — (Z (MMT)i) F(ME (t)) — M E(1). (39)

i=0

Let us define the Lyapunov function e(¢) = |M E(¢)||, which is always a positive

function. The derivative of this function can be obtained as follows:

d E (t)
Cdr

dM (1)

M) =ENM™M +E0O'MT—= o E(1). (40)

Substituting Eq. (39) into (40) leads to

E() = —7E (1) MT<Z (MTM))F(ME (1))
i=0

Hence

(1) = —vE (1) MT(Z M™M )MF(ME(t))
i=0

<-mE®"'M"F(ME (t)) < 0.

In the last equation, E (1) MT F(ME (1)) is always positive, because if ME (t)
becomes negative, then F' (M E (t)) also becomes negative and conversely.

Thus, it appears that € (z) is always negative, and € (r) = 0 if and only if
X(t) = X(¢)* is satisfied. Therefore, our differential equation converges globally
to a point, which is an equilibrium point for this function. By choosing different
kinds of functions F', one can create the required dynamic property to implement
this model. For example, sigmoid, linear, and arccosine functions are suitable for use
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Linear function y = x
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Fig. 2 Sample monotonic functions that can be used for solving time varying matrix inversion

in Eq.(37), since all of them are monotonically increasing functions satisfying the
condition F'(0) = 0. These functions are shown in Figs.2 and 3.
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Integrator

Fig. 3 The RNN Block diagram of Eq.(37)

4 Concluding Remarks

Matrix inversion is an efficient technique for solving high-order linear systems.
However, the methods used for matrix inversion are prone to several challenges
(e.g., accuracy, memory, consumption, robustness, stability, convergence, process-
ing time), which have not yet been satisfactorily addressed by the relevant state of the
art. This justifies the thorough critical review of the state of the art on matrix inversion
carried out in this chapter. Several methods for matrix inversion have been identified,
and their related pros and cons have been discussed. Some recommendations have
been made for tackling the challenges at stake.

Regarding the memory issue faced in performing matrix inversion, one should note
that it is possible to decrease the amount of memory use by compressing matrices.
However, several methods for matrix compression work only on matrices with a
high density of zeros (sparsity). Fortunately, in many fields of engineering, various
problems can be identified that can be modeled in matrix form with sparse matrices
(e.g., solving ordinary and/or partial differential equations). This can justify the
tremendous attention that has been devoted in recent decades to the development
of algorithms for sparse matrix operations. These algorithms decrease memory use
while increasing computational efficiency in performing matrix inversion.

The critical review on matrix inversion carried out in this chapter has revealed that
the best analytical method for matrix inversion generally encompasses algorithms
for matrix multiplication (e.g., Coppersmith—Winograd algorithm) to reach a com-
plexity of order O (n*3728%3%), On the other hand, some theoretical methods (e.g.,
LU decomposition) are very efficient in solving matrix inversion; however, they are
generally unstable, and this instability could lead to unreliable solutions. Analytical
and heuristic methods for matrix inversion are generally robust despite their low
reliability. This limitation is due to numerical rounding errors, which could lead to a
divergence from the main target solution to an infeasible area.
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Methods based on the dynamical system perspective (e.g., Dynamin neural net-
works, recurrent neural networks, cellular neural networks) appear to be the most
appropriate for matrix inversion, since the challenges related to matrix inversion
can be handled through monitoring of specific parameters of the dynamical system
(expressed in the form of differential equations). In general, the methods inspired by
the dynamical system perspective are based on error correction and energy reduction.
This offers the possibility of carrying out a global stability analysis (see Lyapunov’s
theorem) in order to derive appropriate conditions for stability and convergence.
Lyapunov’s theorem also reveals the parameters of the dynamical system that can be
monitored to improve accuracy in dealing with matrix inversion.

A significant contribution worth mentioning in this chapter is the new concept
developed (see the Tavakkoli dynamics) for matrix inversion. This concept, inspired
by the dynamical system perspective, has the main advantage of ensuring stability,
accuracy, convergence, and speed of convergence through monitoring of specific
parameters of the dynamical system. These parameters are coefficients of the result-
ing ODEs and/or PDEs. In essence, the concept developed is adaptive and has the
possibility to correct itself during execution, and it can be proved that under cer-
tain conditions, the system will converge to the exact solution or will converge to
an approximate solution (i.e., the closest solution to the exact solution in case the
matrix is not invertible). This solution is obtained through a perturbation analysis.
In fact, the parameter settings of the system corresponding to a zero determinant
can be perturbed to obtain a variational form of the original system (i.e., the unper-
turbed system). Thus , the solution of the variational system converges to the closest
solution.

Overall, the functioning principle of the methods for matrix inversion inspired by
the dynamical system perspective is based on optimization. Thus the main problem
of those methods is their convergence rate. Fortunately, the concept developed offers
the possibility of increasing the convergence rate through monitoring of a specific
parameter, and this offers the possibility of achieving convergence within a short
time. The possibility of achieving convergence in a short time through monitoring of
a specific parameter is a strong point (or good feature) of the new concept developed,
since the other methods based on the dynamical system perspective do not offer
this possibility. Another important feature of the new concept developed is that for
solving differential systems of large matrices on von Neumann architecture, we
can also take advantage of sparsity. In this context, sparsity provides the possibility
of compressing a matrix’s information. This operation (i.e., matrix compression) is
efficiently performed by the methods inspired by the dynamical systems perspective.
Thus the new system developed can be viewed as a significant contribution to the
enrichment of the state of the art on matrix inversion.
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