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Notation

* Ulz]: polynomials with coefficients in a vector space U.

 Ulz,z"']: Laurent polynomials.

* UJ[z]]: formal power series.

¢ U((z)): formal Laurent series.

» Ul[z,z~"]]: bilateral series.

e Z+={0,1,2,...}.

» [F: the base field, a field of characteristic 0. All vector spaces are considered over
F.
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1 Lecture 1 (December 9, 2014)

In the first lecture we give the definition of a vertex algebra and explain calculus
of formal distributions. We end the lecture by giving two examples of non-
commutative vertex algebras: the free boson and the free fermion.

1.1 Definition of a Vertex Algebra

From a physicist’s point of view, a vertex algebra can be understood as an algebra
of chiral fields of a 2-dimensional conformal field theory. This point of view is
explained in my book [17].
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From a mathematician’s point of view a vertex algebra can be understood as a
natural “infinite” analogue of a unital commutative associative differential algebra.
Recall that a differential algebra is an algebra V with a derivation 7. A simple, but
important remark is that a unital algebra V is commutative and associative if and
only if

ab=ba, abeV, 1)

where a denotes the operator of left multiplication by a € V.

Exercise 1 Prove this remark.

A vertex algebra is roughly a unital differential algebra with a product, depending
on a parameter z, satisfying a locality axiom, similar to (1). To be more precise, let
me first introduce the notion of a z-algebra. (Sorry for the awkward name, but I was
unable to find a better one.)

Definition 1 A z-algebra is a vector space V endowed with a bilinear (over )
product, valued in V((z)),a ® b +— a(z)b, endowed with a derivation T of this
product:

(i) T(a(z)b) = (Ta)(2)b + a(2)Th,
such that the following consistency property holds:
(i) (Ta)(z) = d,a(z).

Here and further on we denote by a(z) the operator of left multiplicationby a € V
in the z-algebra V. Using the standard notation

a@)b =Y (amb)z"", 2)
n€Z
we can write
a(z) = Za(n)z_”_l, where a(,) € End V. (3)
n€7Z

The bilinear (over F) product a,b is called the nth product. Note that a(z) is an
End V-valued distribution, i.e., an element of (End V)[[z, z~']]. Moreover, a(z) is a
quantum field, i.e., aiyb = 0 for b € V and sufficiently large n (depending on b).

Remark 1 Axioms (i) and (ii) of a z-algebra imply the following translation
covariance property of a(z) :

[T.a(2)] = 0,a(z), 1ie., [T,aw)] = —nam—1), VYnelZl. “)

Moreover, the translation covariance of a(z) and either of the axioms (i) or (ii) in
Definition 1 imply the other axiom.
Next, we define a unital z-algebra.
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Definition 2 A unit element of a z-algebra V is a non-zero vector 1 € V, such that
1(z)a = a, and a(z)1 = a mod zV|[[7]].

Lemma 1 Let V be a vector space, let 1 € Vand T € EndV be such that T1 = 0.
Then

(a) For any translation covariant (with respect to T) quantum field a(z), we have
a(z)1 € V[[z]].
(b)

X . n
a()l =e¢a (= Z ¢ T"(a)), where a = a(y)l. (5)
—n!

Proof For (a) we have to prove that a1 = 0 for all n € Z. Since a(z) is
a quantum field, a1 = O for n=N with some N € Z,. Also by translation
covariance we have [T, a] = —nag—1) for all n € Z. Apply both sides of the
last equality to 1:

[T, a(n)]l = Ta(n)l — a(,,)Tl = Ta(,,)l = —na(n_l)l. (6)

Therefore a1 = 0 for n > 0 implies a,—1)1 = 0. Hence a(,)1 = O foralln € Z
and a(z)1 € V[[Z]].

Now we prove (b). By (a), the LHS of (5) lies in V[[z]]. Both sides are solutions
of the differential equation

df

=@, @) e VI ™

For the RHS it is obvious, and for the LHS it follows from (4) and 71 = 0:
d.a(z)1 = Ta(z)1 —a(@)T1 = Ta(z)1. (8)
Both sides obviously satisfy the same initial condition f(0) = a, hence they are
equal. O
Since, 1(—1)l = 1 and T is a derivation of nth products, we have in a unital

z-algebra:

T1=0. )

Note that Lemma 1(a) implies that a(z)1 € V([[z]], and by Lemma 1(b) one actually
has (5). Lemma 1(b) implies that

Ta = a(_z)l, (10)

so that the derivation T is “built in” the product of a unital z-algebra.
Now we can define a vertex algebra.
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Definition 3

(a) A z-algebrais called local if

(@ —w)*a(z)b(w)
= (z—w)"®b(w)a(z), for some N, € Z (dependingona,b € V). (11)

(b) A vertex algebra is a local unital z-algebra.

A frequently asked question is: why one cannot cancel (z — w)V® on both sides
of (11)? As we will see in a moment, the answer is: due to the existence of the
delta function. In fact, the case N,, = O for all a,b € V is not very interesting,
since all such vertex algebras correspond bijectively to unital commutative associate
differential algebras, as Exercise 2 below demonstrates.

Example 1 A commutative vertex algebra, i.e., [a(z), b(w)] = O foralla,b € V, can
be constructed as follows. Take V to be a unital commutative associative algebra
with a derivation 7. Then V is a commutative vertex algebra with the product
a(2)b = (¢“Ta)b.

Exercise 2 Check that the above example is indeed a commutative vertex algebra.
Using Lemma 1, prove that all commutative vertex algebras are of the form given in
Example 1.

Remark 2 A unital z-algebra V is a vector space with unit element 1 and bilinear
products a,)b, n € Z. (Recall that T is obtained by (10).) Through these bilinear
products we can naturally define z-algebra homomorphisms/isomorphisms, and
subalgebras/ideals. Namely, a homomorphism between two z-algebras V and V'
is a linear map f such that f(1) = 1 and f(a)wf(b) = flawb), Ya,b € V and
Vn € Z. It is an isomorphism if it is a homomorphism of z-algebras and also an
isomorphism as vector spaces. A subalgebra is a subspace W of V which contains
1, such that a,)b € W, Ya,b € W and Vn € Z. And an ideal is a subspace I such
that agyb, bpya € I, Ya € V, ¥Yb € I and Vn € Z. Note that both a subalgebra and
an ideal are T-invariant due to (9), and if an ideal I contains 1, then it must be the
whole vertex algebra V.

Now I will give another definition of a vertex algebra, in the spirit of quantum
field theory, using language closer to physics: a unit element is called a vacuum
vector, element of a vector space is called a state, etc.

Definition 4 A vertex algebra is a vector space V (the space of states) with a non-
zero vector |0) (the vacuum vector) and a linear map from V to the space of End V-
valued quantum fields (the state-field correspondence) a +— a(z), satisfying the
following axioms:

vacuum axiom: |0)(z) = Iy, a(z)|0) = a+ (Ta)z + ..., where T € End V;
translation covariance axiom (4);
locality axiom (11).
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Remark 1 demonstrates that a vertex algebra defined in the spirit of differential
algebra is a vertex algebra defined in the spirit of quantum field theory. However, in
order to prove the converse, one has to show that axiom (ii) of Definition 1 holds.
This will follow from the proof of the Extension theorem in Lecture 3.

Definition 5 Given a vertex algebra V, the map of the space of its quantum fields
to V, defined by

fsra(z) = a(2)|0).—y = a1)|0) = a, (12)

is called the field-state correspondence. This map is obviously surjective. If this map
is also injective, then the inverse map

sfra a(z) (13)

is called the state-field correspondence.
The first fundamental theorem, which allows one to construct non-commutative
vertex algebras, is the so-called Extension theorem.

Theorem 1 (Extension Theorem) Letr V be a vector space, |0) € V a non-zero
vector, T € EndV and

F = {w@ _ Za{n)z—"—l} 3 (14)
JE

ne€z

a collection of End V-valued quantum fields indexed by a set J. Suppose that the
following properties hold:

(i) (vacuum axiom) T|0) = 0,
(ii) (translation covariance) [T, a’(z)] = 0,a’(z) forall j € J,
(iii) (locality) (z — w)Vi[d'(z), a’(w)] = O for all i,j € J with some N;; € Z.,
(iv) (completeness) span{a’('zl) . --a’&x)|0) ljiedJ, ni€Z, seZy}=V.
Let Frax denote the set of all translation covariant quantum fields a(z) such that
a(z), a’(z) is a local pair for all j € J. Then the map

fS:TmaX -V, CZ(Z) = d(Z)lO)Z:() (15)

is bijective and the inverse map sf:V — Fmax endows V with a structure of a
vertex algebra (in the sense of Definition 4) with vacuum vector |0) and translation
operator T.

Remark 3 By conditions (ii) and (iii) we have ¥ C % ax, hence the name Extension
theorem.
Some historical remarks:

» Vertex algebras first appeared implicitly in the paper of Belavin et al. [4] in 1984.
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* The first definition of vertex algebras was given by Borcherds [5] in 1986.

* The Extension Theorem was proved in [6]. In [17] a weaker version was given.

* Connection to physics (Wightman axioms of a quantum field theory [20] in the
1950s) is discussed e.g. in [17].

Remark 4 (Super Version) A vertex superalgebra V is a local unital z-superalgebra
V, cf. Definition 3. Namely V is a vector superspace

V=V;®V; {0,1} = Z/2Z, (16)

a(z)b € Vyqp((2)) ifa € Vy,b € Vg, and TV, C V,, o, B € Z/2Z. An element
a € V has parity p(a) = « if a € V,. Finally, the locality axiom (11) is written
as (z — w)M@[a(z), b(w)] = 0, where the commutator is understood in the “super”
sense, i.e.

[a(2), bW)] = a(@b(w) — (=1 Pb(w)a(z).

All the identities in the “super” case are obtained from the respective identities in
the purely even case by the Koszul-Quillen rule: there is a sign change if the order
of two odd elements is reversed; no change otherwise. It is a general convention to
drop the adjective “super” in the case of vertex superalgebras.

1.2 Calculus of Formal Distributions

Definition 6 Let U be a vector space. A U-valued formal distribution a(z) is an
element of U[[z,z7']]:

a@) =Y ad', ayeU. (17)
n€z
The residue of a(z) is
Resa(z)dz = a—;. (13)

Most often one uses a different indexing of coefficients:

a(z) = Za(n)z_"_l, so that am) = Res a(z)7"dz. (19)

nez
Note that a(z) is a linear function on the space of test functions F[z, z7']:
(a(z), ¢(2)) = Resa(2)p(z)dz € U, Yo(z) € Flz,z7']. (20)

and it is easy to see that one thus gets all linear functions on F[z, z7!].
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A formal distribution in two variables z and w is an element a(z,w) €
Ullz,z7 ' w,w™ ).

Definition 7 A formal distribution a(z, w) is called local if (z—w)"a(z, w) = 0 for
some N € Z.

Example 2 The formal delta function §(z, w), defined by

Sow) =Y "W, 1)

ne€z

is an example of an F-valued formal distribution in two variables. It is local since
(z —w)8(z,w) = 0. In fact, one can write §(z, w) as

1
8(z,w) = izw — s , (22)
Z—w Z—w

where i,,, denotes the expansion in the domain |z| > |w| and i, denotes the
expansion in the domain |z] < |w], i.e.

. 1 -1 —n—1
Iow =z = 7" 'w",  and
“ —w 1— w g
e Lo—oyt oo o (23)
w,Z - - M
=W 11— ¢ n<0

w

The following formula, which is derived by differentiating (21) and (22) n € Z+
times, will be useful:

NSw) 1 , 1 FA Y
= law —lwe = " . 24
n! L. (z — w)rtl tw. (z —w)nt! Z (n)w N (24)

jez

Let us list some properties of the formal delta function, which are straightforward
by (24):

if n=m=>=0,

\ P8 (2 w)
L. z—w)" awgfj’ W _ ) m)!

’ 0, ifm>n,
2. 8(z,w) = 8(w, 2),
3. 0,6(z,w) = —0,,6(z, w),
4. a(z)8(z, w) = a(w)d(z, w), where a(z) is any formal distribution,
5. Resa(z)8(z, w)dz = a(w).

Theorem 2 (Decomposition Theorem) Any local formal distribution a(z, w) can
be uniquely decomposed as a finite sum of derivatives of the formal delta function
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with formal distributions in w as coefficients:

aeow) = 3 el )8”5@’ ") (25)
20
Moreover
c/(w) = Resa(z, w)(z — w)/dz. (26)

Proof Multiply both sides of (25) by (z—w)’ and take residues. Using properties of
the delta function listed above we obtain (26). To show (25) we set

v 5(1, w)

blz,w) = azw) = ) _c/(w) 27)

Jj=0

with ¢/(w) given by (26). It is immediate that
Resb(z, w)(z —w)/dz =0 forall je Zy, (28)

hence
b(z.w) =Y by(w)7". (29)
n=0

By definition b(z, w) is local, therefore (29) implies that b(z, w) = 0. O

Remark 5 If we have a local pair a(z),b(z) € g[[z,z"']], where g is a Lie
(super)algebra (i.e. [a(z), b(w)] is a local formal distribution in z and w), then, by
the Decomposition theorem, we have:

,8(z,
@, 6] = Y@y . (30)
=0
where the sum over j is finite, and
glbw, w™Na(w)(jb(w) := Res(z — w)’[a(z), b(w)ldz (= ¢/ (). 31)

Using (24) and comparing the coefficients of z”w" on both sides of (30), we find

m
[amy- bl =Y <j)(a(j)b)(m+n—j)s Vm,n € Z. (32)

=
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1.3 Free Boson and Free Fermion Vertex Algebras

Example 3 (Free Boson) LetB = F[x|,x2,...],10) =1,T = X:.>2jxjax‘jj , and
> -

d .
, ifn >0,
| 0x,
F = {H(Z) = Za(n)z_n_ } , where am) = —nx_,, ifn < 0’ (33)
nez
0, ifn=0,
so that

[am)s am) = mép—n, VYm,n € Z. (34)

The quantum field a(z) is called the free boson field. Since (34) is equivalent to
[a(2), a(w)] = 8,8 (z, w), (35)
we have
(z—w)’[az), a(w)] = 0, (36)

i.e., a(z) is local with itself.

The translation covariance of the free boson field a(z), that is [T, a]
—nag—1y, Yn € Z, can be verified directly. Vacuum axiom and completeness are
obviously satisfied. Locality is (36). So, by the Extension theorem, B carries a vertex
algebra structure.

Example 4 (Free Fermion) Let F = A[§),&,,...] be a Grassmann superalgebra,

ie.,

g5 = —§&. p&) =1.

Let |0) = 1land T = Zj>l JEi+1 3%, where 32, is an odd derivation of the
= J J

superalgebra F (i.e. 8(“b) = g‘_b + (=)@ gg), such that
) J

0

9 & = §j. 37

Set

. if n=0,
{(ﬂ(Z) Z PmZ n—l} ,  where ) = 9&n+1 (38)
nez &, ifn <0,
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then
(@), )] = Om—n—1, VYm,neZ. 39

The odd quantum field ¢(z) is called the free fermion field. Since (39) is equivalent
to

[p(@). pwW)] =Y 27" "W = 8(z,w), (40)

ne€z

¢(2) is local to itself. As in Example 3, the vacuum axiom and completeness are
immediate. Translation covariance follows from the exercise below.

Exercise 3 Show that the free fermion field is translation covariant, i.e.,

(T, 90] = —npu-1), VYneZ. (41)

2 Lecture 2 (December 11, 2014)

In the first lecture we discussed the two simplest examples of non-commutative
vertex algebras (see Examples 3 and 4). In this lecture we will consider further
important examples, among them a generalization of those two mentioned previ-
ously. First, we need to introduce the necessary notions.

2.1 Formal Distribution Lie Algebras and Their Universal
Vertex Algebras

Definition 8 A formal distribution Lie (super)algebra is a pair (g, F), where g
is a Lie (super)algebra and ¥ is a collection of pairwise local g-valued formal
distributions a/(z) = },eza{,z""",j € J, such that the coefficients {a(, |
j € J, n € Z} span g. A formal distribution Lie (super)algebra (g, ) is called
regular if:

(i) the F[d,]-span of F is closed under all nth products forn € Z,
a(@wb(2) = Res(w — 2)"[a(w). b(:)]dw, 42)
i.e., if a(z) and b(z) are elements of the form Zjejfj(az)aj(z), where f;(d;) €

IF[9.], and only finitely many f;j(d,) # 0, then their nth product for n € Z is
still an element of the same form.
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(ii) there exists a derivation 7' € Der g such that

T(a/(2) = 9.a/(2). ie.. T(a},) = —na),_, Vjel. (43)

The annihilation subalgebra of g is g— = span{a{n) |jedJ, neZi}.

Exercise 4 Show that g_ is a T-invariant subalgebra of g. (Hint: use the commuta-
tion formulas (32) and (43).)

The following theorem allows one to construct vertex algebras via the Extension
theorem. Let U(g) denote the universal enveloping algebra of g.

Theorem 3 Let (g, Fo) be a regular formal distribution Lie algebra, and let g— be
the annihilation subalgebra. Let V.= U(g)/U(g)g— (also known as the induced
g-module Indg_ (F)) and let w be the representation of g in V induced via the
left multiplication. Let |0) = 1 be the image of 1 in V and T € EndV be the
endomorphism of V induced by the derivation of g. Let F be the collection of End V-
valued formal distributions

7= 2@ @) = Lrlal, )

ne€z

aj(z)eTo,jEJ}. (44)

Then F consists of quantum fields and (V, |0), T, F) satisfies the conditions of the
Extension theorem, hence V is a vertex algebra, which we denote by V (g, Fo).

Proof The only non-obvious part is to check that all n(aj (z)) are quantum fields,
i.e., m(a’(z))v € V((2)) for each v € V. Due to the PBW theorem, it is sufficient to
check it for vectors of the following form (we use the same notation for elements in
U(g) and their images in V):

v =d!

o) a’(SnY)|O) where ji,...,js € J. (45)

We argue by induction on s. For s = 0 we have v = |0), hence

R(@)10) = el ) 0) = Y wlal ) < VIEL 40

ne€z n<0

The last equality follows from the fact that a{n)|0) = 0 for n=0. We proceed by
proving the induction step:
n) "

7 (@ (@)dpy,) -, |0) = @) @). dfy, Jal,) -+~ df,,0) + "j;l)“j(z)“iiﬂ"'al(k’“)l%)

By assumption of induction, the second term in the right-hand side is in V((z)),
so we only need to show that the first term is also in V((z)). Now recall the
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commutation formula (32). We have

[a: (Z)s (nl)] ZZ ( )(a{k)ajl)(m+n1—k)z_m_ls (48)

meZ k=0

where (a‘(jk)ai "Ym+m—k) is the Fourier coefficient of the formal distribution
a’(z) @ (z). By the regularity property, we know that a/(z) @ (z) is contained in
the F[d,]-span of F, thus we can assume that

dQwd ) = Y_f(0)d ). (49)

leJ

Since a’(z), @' (z) is a local pair, we know that there exists an integer N € Z4 such
that a/(z) x)@! (z) = 0 for k=N. This allows us to rewrite formula (48) as follows,

[a! (Z)’ (Vll) Z Z (’Z)(Zflk(aZ)al(Z))(m+n1—k)z_m_l' (50)

0<k<N m€Z leJ

By assumption of induction, for each k,

Z (Zflk(aZ)al(Z))(m+m—k)Z_m l 1(312) ’ a](:ls)l()) € V(@) Sy
meZ leJ
thus the first term in the right-hand side of (47) is also in V((z)). O

Remark 6 Recall that by the Decomposition theorem for any local pair a(z), b(w)
we have

o 5(z, w)
[a(2). bw)] = Y _(a(w)(jb(w)) (52)
Jj=0
which is equivalent to the commutator formula
m
[a(m),b(n)] = Z J (a(j)b)(m_w,_j), Vm,n € Z, (53)
20

where (a(jb)(w) = a(w)(b(w) is given by (31). This, along with the obvious
formula

(3wa(w))(n) = —na(w)u-1), (54)

allows us to convert the commutator formula into the decomposition formula,
thereby establishing locality.
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Let us now discuss the next important example of a non-commutative vertex
algebra.

Example 5 Let g = Vir be the Virasoro algebra with commutation relations

3

(Lo L] = (1 — 0) Ly + S 1; e G L) =0, VmneZ. (55

Consider the formal distribution

L@) =Y Lz "2 (56)

nez

so that L,y = L,—;. Then the commutation relations (55) can be written in the
equivalent form

[L(z), Lw)] = 3,,L(W)8(z, w) + 2L(w)d,,8(z, w) + 5335(1, w). (57)

Indeed, by (57) we have: LiL = 0L, Lq)L = 2L, L)L = g, and L(jL = 0
for all other j=0. Hence by (53) and (54), (57) is equivalent to (55). It follows that
L(z) is local with itself, hence (Vir, {L(z), C}) is a formal distribution Lie algebra.
Furthermore, it is regular. There are two conditions (1) and (2) we need to check:
(1) is obvious, for (2) take T = adL_,, then [L_y,L,] = (-1 — n)L,—;, which
gives (43). The annihilation subalgebra is

Vir_ = Y FL,. (58)

n=—1

So, by Theorem 3 and the Extension theorem, we get the associated vertex algebra
V(Vir, {L(z), C}), (59)

called the universal Virasoro vertex algebra. One can make it slightly smaller by
taking ¢ € IF and factorizing by the ideal generated by (C — ¢). Let V¢ stand for the
corresponding factor vertex algebra, which is called the universal Virasoro vertex
algebra with central charge c.

Remark 7 V° can be non-simple for certain values of c. Namely, V¢ is non-simple
if and only if [16]

6 _ 2
=1- (r—a) , with p,q € Zx, coprime. (60)
rq

Exercise 5 The vertex algebra V¢ has a unique maximal ideal J¢.
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Let V. = V¢/J¢. Since c in (60) is symmetric in p and ¢ we may assume that p < q.
The smallest example p = 2, g = 3 gives ¢ = 0; Vj is the one-dimensional vertex
algebra. The next example is p = 3, ¢ = 4 when ¢ = 1/2; the vertex algebra V; is
related to the Ising model. The simple vertex algebras V. with ¢ of the form (60) are
called discrete series vertex algebras. They play a fundamental role in conformal
field theory [4].

Example 6 Let g be a finite dimensional Lie algebra with a non-degenerate
symmetric invariant bilinear form (.|.). Let § = g[t,#~'] + FK be the associated
Kac-Moody affinization, with commutation relations

[at", b1"] = [a.b)" ™" + mb—n(alb)K, [K.at"] =0, (61)
where a,b € g,m,n € Z. Leta(z) = Y, c,(a)z" " and F = {a(z) }ueq U {K} be

an (infinite) collection of formal distributions. The commutation relations (61) are
equivalent to

[a(z). b(W)] = [a. bl(W)8(z. w) + (a|b)d,6(z. WK, [K,a(z)] = 0. (62)

Hence F is a local family. So (g, ¥) is a formal distribution Lie algebra. The
annihilation subalgebra is g— = glt].

Exercise 6 Show that the formal distribution Lie algebra (g, F) defined above is
regular with 7 = —0,.

The associated vertex algebra V(g, ) is called the universal affine vertex algebra
associated to (g, (.].)). Again, it can be made a little smaller by taking k € F and
considering

Vi) = V@.7)/(K — V@ 7). (63)

which is called the universal affine vertex algebra of level k. There are certain values
of k for which V¥(g) is non-simple (it is a known set of rational numbers [16]).

Example 7 Let A be a finite dimensional vector superspace with a non-degenerate
skewsymmetric bilinear form (.|.):

(alb) = —(=1)P PO (pla),  a,b e A. (64)
Take the associated Clifford affinization
A=Al"] +FK, (65)
with commutation relations

[af", bt"] = 8—n—1{a|D)K, [K,at"] =0, a,b € A. (66)
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Consider the formal distributions

a@@) =Y (@', acA, (67)
nez
and define ¥ to be
F = {a(2)}aea U {K}. (68)

Then the commutation relations (66) are equivalent to
[a(z). b(w)] = (alb)8(z. WK, [K.a(z)] = 0. (69)

Hence " is a local family, and (A #) is a formal distribution Lie superalgebra. Its
annihilation subalgebra is A— = A[f]. Furthermore, (A, ) is regular with T = —0,
and

F(A) = VA, F)/(K — DV(A, F) (70)

is the associated vertex algebra called the vertex algebra of free superfermions.
Exercise 7

(1) If A is a 1-dimensional odd superspace we get the free fermion vertex algebra
F =F(A).

(2) If g is the 1-dimensional Lie algebra F, with bilinear form (a|b) = ab and level
k = 1, then we get the free boson vertex algebra B = V! (F).

Exercise 8 Show that the vertex algebra F(A) is always simple.

2.2 Formal Cauchy Formulas and Normally Ordered Product

We proceed by proving some statements which are analogous to the Cauchy formula
and are true for any formal distribution. Let U be a vector space and a(z) =
> ez amz " be a U-valued formal distribution. We call

a@)+ =Y _amz " (7D)

n<0

the creation part or “positive” part of a(z) and

a(z)- = Za(n)z—n—l (72)

n=0

the annihilation part or “negative” part of a(z). Note that 9, (a(z)i) = (aza(z)) 4
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Proposition 1 Formal Cauchy formulas can be written as follows:

(a) For the “positive” and “negative” parts of a(z) we have
. 1 . 1
a(w)+ = Resa(z)izy dz, —a(w)— = Res a(2)iy, dz. (73)
Z=w Z—=w

(b) For the derivatives of a(z)+ we have

n . 1
! 3" a(w)+ = Resa(z)izw (c— w1 dz,

Lo _ . L A
- n! wCl(W)_ = Res a(z)iy, (z — w1 Z. (74)

Proof Use property (5) of the delta function and (22) to get

a(w) = Res a(z)8(z, w)dz = Resa(z) (iz,w ! — ! )dz. (75)
Z—w w

Collect the (non-negative) powers of w on both sides to get (a). Differentiating (a)
by w n times gives (b). O

Multiplying two quantum fields naively would lead to divergences. The next
definition is introduced to circumvent this problem.

Definition 9 The normally ordered product of End V-valued quantum fields a(z)
and b(z) is defined by

L a(2)b(2) 1 = a(2)+b(2) + (1P Pb(2)a(z)-. (76)

It must be proved that : a(z)b(z) : is an “honest” quantum field, i.e., all the
divergences are removed.

Proposition 2 If a(z) and b(z) are quantum fields then so is : a(z)b(z) :.
Proof Apply : a(z)b(z) :, defined by (76), to any vector v € V:

1a(z2)b(z) 1 v = a(z)+b()v + (—1)”(”)”(”)b(z)a(z)_v. (77)

Since b(z) is assumed to be a quantum field, b(z)v in the first term of the right-
hand side of (77) is a Laurent series by definition. The creation part a(z)+ has only
non-negative powers of z, therefore a(z)+b(z)v is still a Laurent series. In the second
term a(z)—v consists of finitely many terms with negative powers, i.e., it is a Laurent
polynomial. Now b(z)a(z)—v is a Laurent series multiplied by a Laurent polynomial
which is still a Laurent series. Hence we proved that : a(z)b(z) : is a sum (or a
difference) of two Laurent series, thus it is a Laurent series. |
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Exercise 9 Let a(z) and b(z) be quantum fields. Show that their nth product
a(z)mb(2), n € Z4 and derivatives d,a(z), 9,b(z) are also quantum fields.
On the space of quantum fields we have defined a(w),)b(w) for n=0. Introduce

1
a(w)(—n—nb(w) = al s a(w)b(w) o, (78)

so that a(w)—b(w) =: a(w)b(w) :. Thus for each n € Z we have the nth product
a(w))b(w). Using the formal Cauchy formulas above, we get the unified formulas
for all nth products of quantum fields

a(w)mb(w) = Res (a(z)b(w)iz.w (z—w)'— (—1)”(‘l)”(”)b(w)a(z)iW,z (z— w)”)dz, ne€z.

(79)
Remark 8 For a local pair of quantum fields physicists write
a(w)mb(w)
b(w) = . 80
Wb =2 e (80)

This way of writing is useful but might be confusing, since different parts of it are
expanded in different domains. Therefore it is worth giving a rigorous interpretation
of (80) by writing

a(@)b(w) = g AabO) i ey 5 DB (81)
and
(— 1P PO p(w)a(z) = ; AN WbON iz oy +2a@bOD : (82)
By taking the difference (81)-(82) we get
378(z,
@ b0 = 3 (ate)ppm) . )

J€Z+

Conversely, by separating the negative (resp. non-negative) powers of z in (83) we
get (81) [resp. (82)]. We still need to explain (80) for negative n. By Taylor’s formula
in the domain |z — w| < |w| ([17], (2.4.3)), we have

ta@)b(w) 1=y : dha(w)b(w) : (z _n'w) =Y (aw) b))z — w)",

n=0 n=0

(84)

i.e., the nth products for negative n are “contained” in the normally ordered product.
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2.3 Bakalov’s Formula and Dong’s Lemma

Locality of the pair a(z), b(z) of End V-valued quantum fields means that
z—w)Na(z)b(w) = (=1)? PO (z —w)¥b(w)a(z) for some N € Z .
Denote either side of this equality by F(z, w). Then for each k € Z we have

o 8(z, w) . 1
Res F(z, w) K dz = Res F(z,w) i, (z— wyk+! dz

1
(2 — w)kt! dz.

—Res F(z,w) iy

The first term of the left-hand side of (86) is
Resa(z)b(w) iz w(z — w)N_k_1 dz,
while the second term of the right-hand side of (86) is
—Res a(z)b(w) iy..(z — w)N " 1dz.
Applying the unified formula (79) the sum of (87) and (88) can be written as
a(w)w—k—1)b(w).

Hence we obtain Bakalov’s formula

3 8(z. w)

a(w)v—-1b(w) = Res Fz.w) ™

1
dz = 0 (aﬁF(z, W) |z=w,

21

(85)

(86)

(87)

(88)

(89)

(90)

which holds for each non-negative integer k and sufficiently large positive integer
N. The second equality follows from the first one by properties (3) and (5) of the

formal delta function.

Remark 9 Since a(z) and b(z) are quantum fields, it follows from (85) that F(z, w)v

lies in the space V[[z, w]][z~',w™!] for each v € V. Hence (90) makes sense.

Remark 10 1t follows from (85) that if we replace a(z) in this equation by 8’;a(z)

for some positive integer k, then it still holds with N replaced by N + k.

Lemma 2 (Dong) Ifa(z), b(z) and c(z) are pairwise mutually local quantum fields,

then a(z),)b(z), c(z) is a local pair for any n € 7.

Proof [1] It suffices to prove that for N and k as in (90) we have for some M € Z :

(22 — )" (a(z2) (v—k—1)D(22))c(z3) = £(22 — 23)" e(z3)a(22) (W—k—1)D(22).

O
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where =+ is the Koszul-Quillen sign, if (85) holds for all three pairs (a, b), (a, c) and
(b,c). Welet M = 2N + k. By Bakalov’s formula (90), the left-hand side of (91) is
equal to

o = 2 (@~ 2)Va@)blea)e))

1722

1722

k(N ki
=(zp — z3)V Ttk Z (i>(Z1 - Zz)N_l((k o a(z)b(z2)e(z3)

—_ N
i=0 !

a N ) ak—i
- ; (l,)(ZZ - )@ — )" @ - zZ)N—z((k i i)!a(m))b(zz)C(Zs)

1722

Due to (85) for the pair (b, ¢), we can permute c(z3) with b(z2) (up to the Koszul-
Quillen sign), and after that similarly permute c(z3) and the (k — i)th derivative of
a(z1), using Remark 10. We thus obtain the right-hand side of (91). O

3 Lecture 3 (December 16, 2014)

In this lecture, we will prove the Extension theorem, the Borcherds identity and the
skewsymmetry. We will also introduce the concepts of conformal vector, conformal
weight and Hamiltonion operators. In the end, we give some properties of the
Formal Fourier Transform.

3.1 Proof of the Extension Theorem

First of all, let us give a name for the data which appeared in the Extension theorem.

Definition 10 A pre-vertex algebra is a quadruple {V,[|0),T.F = {a/(z) =
> en afn)z_”_l}je 7}, where V is a vector space with a non-zero element |0), T €
EndV and ¥ is a collection of quantum fields with values in End V satisfying the
following conditions:

(i) (vacuum axiom) 7|0) = 0,
(ii) (translation covariance) [T, a’(z)] = 0.a’(z) forallj € J,
(iii) (locality) (z — w)Vi[a'(z), a’(w)] = O for all i,j € J with some N € Z,

(iv) (completeness) span{a’('l --a’('xnj)|0) ljieJ, ni€Z, seZy}=V.

n)



Introduction to Vertex Algebras and Integrable Hamiltonian PDE 23

Let {V,|0), T, ¥} be a pre-vertex algebra. Define

Fanin = span? (@' (2) o) (@2 @ ny) - (@ @ uplv) ) | i € Z, ji €], s € Z+} ,
92)

where Iy is the constant field equal to the identity operator Iy on V. Let, as in
Lecture 1, Fax be the set of all translation covariant quantum fields a(z), such that
a(z),a’(z) is alocal pair for all j € J. The following is a more precise version of the
Extension theorem, stated in Lecture 1.

Theorem 4 (Extension Theorem) For a pre-vertex algebra {V,|0),T,F}, let
Fmin> Fmax be defined as above, then we have,

(a) Tmin = Tmax;
(b) The map

fs D Fmax — VY, a(Z) — a(z)|0)| ©3

z=0

is well-defined and bijective. Denote by sf the inverse map.
(c) The z-product a(z)b := sf(a)b endows V with a vertex algebra structure, which
extends the pre-vertex algebra structure.

Remark 11

(1) The map fs is called the field-state correspondence since it sends a field to a
vector in V, called a “state” in physics. Its inverse map, called the state-field
correspondence, is denoted by

sf V> Frax,  a>az). (94)

(2) Denote by Fr. = {a(z2) | [T,a(z)] = 0;a(z)} the space of translation covariant
quantum fields. By Lemma 1, a(z)|0) € V[[z]] for a(z) € Fr, hencefs(a(z)) € V
is well-defined.

Lemma 3 F contains Iy, it is 0,-invariant and is closed under all nth product, i.e.,
a(2) ()b (z) € Fic foranyn € Z if a(z), b(2) € Fre.

Proof Since [T,Iy] = 0 = d.Iy, we have Iy € F,.. Now if a(z) is translation
covariant, we need to show that [T, d.a(z)] = 0.0;a(z) and so 0.a(z) is also
translation covariant. But

[T,0,a(z)] = [T, Z(—n — 1)a(n)Z_"_2] — Z(_n — DT, a(n)]z_"_2

ne€z ne€z

= (—n—D(=n)ap-nz""

ne€z

95)
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and

0.0:a(2) = 3:(D_(—n— Dawz ") = Y (—n—1)(=n—amz "
nez nez

(96)
= Z(—n — 1)(—}1)61(”_1)2_”_2.

ne€z

For the last part of this lemma, let us recall the definition of the nth product,

a(w)mb(w) = Res (G(Z)b(W)iz,w(Z —w)" —bw)a(z)iy.(z — w)”)dz, n € Z.
(G

We want to prove [T, a(w)b(w)] = 0y(a(w)ub(w)). Both T and 9,, commute
with Res, moreover, d,, commutes with i,,, and i,, .. So we have

aw(a(w)(n)b(w)) = Res (aw(a(z)b(w)iz,w(z - W)n) - aw(b(w)a(z)iw,z(z - W)n))dz
= Res (a(2) (Bwb(W))izw(z — w)" — (3ub(W))a(2)iy..(z — w)")dz
+ Res (a(2)b(W)iz (3 (z — W)") — b(W)a(2)iy (3, (z — W)"))dz.

(98)

Note that d,,(z — w)" = —0,(z — w)" and —Resa(z)i,0,(z — w)'dz =
Res(0;a(z))iy.(z — w)"dz. So

0w (aW)mbw)) = a(W)mdwb(w) + (dwa(w))mb(w). (99)

This shows that d,, is a derivation for the nth product. Now

[T, a(w)myb(w)] = Res (Ta(z)b(w)izqw(z —w)" —a(x)b(w)Ti,,(z — w)"
— Tb(W)a(2)iw.(z — w)" + bw)a(2)Ti,,.(z — w)")dz
= Res (Ta(2)b(W)izw(z — w)" — a(@)Thb(W)i\(z — w)"
+ a(TbW)iz,w(z — w)" — a()b(W)Tiz,w(z — w)" (100)
— Tb(W)a(2)iy,.(z — w)" + b(W)Ta(2)iy.-(z — w)")dz
— bW)Ta(2)iy.(z — w)" + bw)a(2)Tiy,.(z — w)")dz
= Res ([T a@)]bW)igw(z —w)" — bW)[T, a(2)]i.(z —w)"
+ Res (a(@)[T, bW)]izw (z = w)" = [T, b(W)]a(2)i(z — w)".

Since both a(z), b(z) are translation covariant, we have
[T, a(w)mbW)] = a(w)mdwb(w) + (dwa(w))mb(w). (101

This completes the proof. O
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‘We have inclusions
F C Fmin C Fmax C Frc. (102)

The first inclusion is because for any a(z) € ¥, we have a(z)—nly = a(z) €
Fmin- The second inclusion is by Lemma 3 and Dong’s Lemma (locality). The last
inclusion is by definition.

Exercise 10 Show that the constant field T is translation covariant, but is not local
to any non-constant field.

Lemma 4 Let a(z), b(z) € Fr, and a = fs(a(z)), b = fs(b(z)). Then:

(a) fs(Iy) = 10),
(b) f5(0:a(z)) = Ta,
(c) fs(a(x)b(2)) = amb. Here we write a(z) = Y, ey amz "™

Proof (a) is obvious. For (b), since a(z)|0) = ¢Ta = a+ (Ta)z + T;“ 2 +0(z%) we
have 9,a(z)|0) = Ta + T*az + 0(z), so f5(d,a(z)) = 9.a(z)|0),—, = Ta. For (c), by
definition, we have

fs(a(@)mb(2)) = a@wb(2)|0)| _, (103)
and the right hand side, by definition of the nth product, is equal to

Res (a(W)b ()i, (W — 2)"|0) — b(R)a(w)iz,u(w —2)"|0)dw) | (104)

=0
Now, since a(w)|0) € V[[w]] and i.,,(w — z)" has only non-negative powers of w,
we have

Res b(z)a(w)iz,(w — 2)"dw|0) = 0.

For the first term, since b(z)|0) € V[[z]], we can let z = 0 before we calculate the
residue, which gives

Res a(w)b(2)iy (W — z)"|0))dw\zz0 = Resa(w)bw"dw = apb. (105)

This completes the proof. O
Lemma 5 Leta(z) € Fe. Then ¢"Ta(z)e™" = i, a(z + w).

Proof Both sides are in (EndV)[[z,z !]][[w]], and both satisfy the differential
equation df;(yf) = (adT)f (w) with the initial condition £(0) = a(z). ]

Lemma 6 (Uniqueness Lemma) Let ' C F and let a(z) be some quantum field
in Fi.. Assume that

(i) fs(a(z)) =0,
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(ii) a(z) is local with any element in ¥,
(iii) fs(F)=V
Then a(z) = 0.

Proof Let b(z) € ¥F’. By the locality of a(z) and b(z), we have (z —
w)V[a(z), b(w)] = 0 for some N € Z.. Apply both sides to |0). We get

(z—w)Va(2)b(w)|0) = +(z —w)"b(w)a(z)|0). (106)

By the property (i) we have a(—1)|0) = 0 and a(z) is translation covariant, hence by
Lemma 1(b), a(z)|0) = 0. Now, by Lemma 1(a), b(w)|0) € V[[w]], so we can let
w = 0 and get z¥a(z)b = 0, which means a(,yb = 0 for any n € Z. This is true for
any b € V by the property (iii). So in fact, we have a(z) = 0. O

Proof of the Extension Theorem We have the following two properties of the
map fs:

(1) the map fs : Fmin — V defined by fs(a(z)) = a(z)|0) |z=0 is given by

(@ (@) (@ @)+~ (@ Qg Iv) ) > aly @2 -l 110), (107

and it is surjective, by (a), (c) of Lemma 4 and the completeness axiom;
(i) fs : Fmax — V is injective using the Uniqueness Lemma with F/ = Fpyn.

Recall the inclusion Fpin C Fmax. We now have that fs: ¥, — V is surjective and
fs: Fmax — V is injective, so we can conclude that it is in fact bijective and Fpin =
Fmax. This proves (a) and (b) in the Extension Theorem. For (c), we need to show
that a(z) is translation covariant Va € V and that each pair a(z), b(w) Ya,b € Vis a
local pair. But translation covariance comes from Lemma 3 and locality comes from
Dong’s lemma. O

Corollary 1 (of the Proof)

(@) SF (@)@ Ty 10)) = (@ (D) (@ D) -+ (@ D Iv) -+
(b) (Ta)(z) = 0:a(2).
(c) (amb)(z) = a(2)(nb(2), which is called the nth product identity.

Proof (a) is by definition since sf is the inverse of fs, while fs is given by (107).
Letting s = 1, n; = —2 in (a) we get (b). Letting s = 2, n; = n,n, = —1in (a) we
get (¢). |
Remark 12 Due to Corollary 1(b) and Remark 1, the Definitions 3 and 5 of a vertex
algebra are equivalent.

Remark 13 (Special Case of (a) in the Corollary) For ny,...,ns € Z4, we have,

DM (2)0Mal(z) - M (2)

n1!n2! . I’ly'

@)@y Ty |O)) = (108)
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Corollary 2 (of the Proof) Liey := span{ay)|a € V, n € Z} C EndV is a
subalgebra of the Lie superalgebra End V with the commutator formula

[0, b)) = 3 (@) b)) 8”5(1’ ", (109)
=0
which is equivalent to each of the following two expressions
e b@] =Y (’7) (agyb) ", (110)
=0
[aw bl =) (’7) (@D -+ (111
=0

Moreover, Liey is a regular formal distribution Lie algebra with the data
(Liey, ¥ = {a(z)}sev,adT).

3.2 Borcherds Identity and Some Other Properties

Proposition 3 (Borcherds Identity) Forn € Z, a,b € V, where V is a vertex
algebra, we have

a9z ) (=P PO a i o) = 3 (@i b) () awg(z’ .
o (1 12)

Proof The left hand side of (112) is a local formal distribution in z and w. Apply to
it the Decomposition theorem to get that it is equal to

> W) sGw)/jt . (113)
JEL+
where
¢/ (w) = Res (a(@)b(W)izy(z — w)" — (=1)PPPb(w)a(2)iy.(z — w)") (z — w) dz
= Res (a(2)b(W)iy(z — W) — (=1)PPPDb(w)a(2)iy, . (z — w)"T)dz
= a(W) (u+)b(w)

= (am+)b)(w).
(114)
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The last equality follows from the nth product formula, all other equalities are just
by definition. O

Exercise 11 Prove that a unital z-algebra satisfying the Borcherds identity is a
vertex algebra.

Proposition 4 (Skewsymmetry) For a,b € V, where V is a vertex algebra, we
have:

a(z)b = (—1)PPO T p(—7)a. (115)
Proof By locality, we know that, there exists N € Z, such that
(z=w)"a@b(w) = (=1 —w)"b(w)a(2).
Apply both sides to |0); by Lemma 1(b) we get
z—w)Na@)e"™b = (—=1)P POz — w)Nb(w)ea. (116)
Now use Lemma 5:

RHS = (1P PO (z )Nl o™ T p(w)eTa = (—=1)P PO (z—w)Ne'Ti,, .b(w—2)a.
(117)

For N > 0, this is a formal power series in (z — w), so we can set w = 0 and get
LHS = Na(z)b = (=1)P PP T Np(—z)a = RHS, (118)

which proves the proposition. O

Proposition 5 T is a derivation for all nth products, i.e.,
T(Cl(n)b) = (Ta)(n)b + a(,,)(Tb), Vn e Z. (119)

Proof 1t follows from Remark 12. O
In view of the nth productidentity, we let : ab := a(—1)b and call this the normally
ordered product of two elements of a vertex algebra.

Proposition 6 The nth products for negative n are expressed via the normally
ordered product: a—,—\b =: T:!“b n

Proof We have (a—n—1)b)(z) = a(z)n—1)b(z) =: a?;’!(Z)b(z) ., where the first
equality is the nth product identity and the second equality is (78). But we also
have T(a)(z) = 0;a(z), hence by induction we have : 31:!(0 b(z) :=: (T”’f!) Dp(z) -
= (T

n! (—=1)

a(—n—1)b = (Tn!a) (_l)b =: 7:!“19 T O

b)(z), and by the bijection of the state-field correspondence, we have
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Now we take care of the nth products a(,b for n € Z . For this we define the
A-bracket

J
lazb] =) %' (ayb) € VIA], for a,beV. (120)
J

j=0 7"

Thus we get a quadruple (V, T, : ab :, [a, b]), which will be shown in the next lecture
to have a very similar structure to a Poisson Vertex Algebra (PVA).

3.3 Conformal Vector and Conformal Weight, Hamiltonian
Operator

Definition 11 A vector L of a vertex algebra V is called a conformal vector if
() L(z) = Y_,cz Laz "2, such that,

3

L. L] = (m = W)L + S b "ely (121)

for some ¢ € F, which is called the central charge,
() L =T,
(iii) Lo acts diagonalizably on V, its eigenvalues are called conformal weights.

Since L,—1 = L), using the commutator formula (109), we get

[L(z),a(w)] = D (Lim1a) (W) 8z w)/ !, (122)

JZ0

which is equivalent to [cf. (111)]

m
[Lm-aw] = (]-)(Lj—la)(m+n—j)~ (123)
Jj=0
So we have
Y
[Laa] = Z i Liya=Ta+ AAsa + o(A). (124)

Jj=0

Here we assume that a is an eigenvector of Ly with the eigenvalue A,. We call L
the energy operator. It is a Hamiltonian operator by the definition below and (123)
form = 0.
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Definition 12 A diagonalizable operator H is called a Hamiltonian operator if it
satisfies the equation

[Hv a(Z)] = (Zaz + Aa)a(z) — [H, a(n)] = (Aa —n— 1)a(n) (125)

for any eigenvector a of H with eigenvalue A,.
If we write a(z) = >, Atz a,z""4a _then due to the equality ag) = dp—a,+1,
we have:

[H,a,] = —na,. (126)

This is an equivalent definition of a Hamiltonian operator.
Proposition 7 If H is a Hamiltonian operator, then we have:

(a) Apy =0,
(b) ATa = Aa + 1,
(c) Aa(,,)b =A;+A,—n—1

Proof To prove (a), we just need to know that |0)(z) = Iy, and we use (125) with
a = 10). Since Ta = a(—»|0), (b) follows from (a) and (c) with b = |0), n = —2.
For (c), we have
H(a(n)b) =[H, a(n)]b + a(,,)Hb
=(A,—n— l)a(n)b + Aha(n)b (127)
= (Aa + Ay —n— l)a(n)b.

Remark 14

(a) For a conformal vector L, we have [L)L] = (T + 2A)L + A; ¢|0), which implies
Ay = 2. That is why we write L(z) in the form L(z) = Y, o, L,z "2

(b) Conformal weight is a good “book-keeping device”, if we let A} = Ar =1
Then all summands in the A-bracket [ayb] = ZjBO ?,/ (a(;b) have the same
conformal weight A, + A, — 1.

Remark 15 The translation covariance (4) of the quantum field a(z) is equivalent to
the following “global” translation covariance:

eTa(z)e™ ! = i;ca(z + €).

Likewise, the property (125) of a(z) is equivalent to the following “global” scale
covariance:

Yla@z)y™ = (y?ea)(yz), where Ha = A,a.

The more general property (122) is called the conformal invariance. It is the basic
symmetry of conformal field theory.
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3.4 Formal Fourier Transform

Definition 13 The Formal Fourier Transform is the map F ZA:

defined by
FA _ Az
~a(z) = Res e™a(z)dz.

Proposition 8

(a) F}d.a(z) = —AFla(z),
(b) FjaﬁS(z, w) = e%\k

(c) Fra(—z) = —F *a(2),
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Ullz.z7'1 = UI[AL]

(128)

(d) Fj (€a(z)) = F;'”a(z), where T € End U, provided that a(z) € U((z)).

Proof

(a) Assume a(z) = Y, e amz ™ ', then 8,a(z) = Y ,cp(—n —

F?a(z) = Res exza(z)dz

l)a(n)z_"_z. Now

= Res(z )(Z amz " Ndz

i€7 4 ! n€z

A’ﬂ
Z n @

n€Zy

A’n
> Cmaey

n€ly

An
= -2 Z n!a(n).

n€Zi4

Fi‘ d,a(z)

(b) Recall that “8(7 ¥) =Y ez (W7 s0

(129)

F10%8(z. w) = Res e*k! Z ( )w’ 77z

J€Z+

_ Z )U J! ik
! k'(J—k)'

JEZ 4

(130)
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(c) By definition

Xi i
Fra(—z) = Res( Y if )OO ay (=)™ Nz

i€Z4  n€Z

AN
— Z o (_1)n+1a(n)

n€Zy ’

—A)"
- Z (n!) o)

n€Zy

=-F_ *a(z).
(d) Since a(z) € U((z)), eTa(z) € U((z)) is well defined. Now

F*(e7a(z)) = Rese*e a(z)dz
= Res e TDg(z)dz

= FZHTa(Z).

Similarly, we can define the Formal Fourier Transform in two variables.

Definition 14 The Formal Fourier Transform in two variables is the map
Fl o Ullz 27 owow™ ] = Ullw, w IR
defined by
Fiwa(z, w) = Res e’ ™a(z, w)dz = e " F} a(z, w).

Proposition 9

() Fiwaza(z, w) = —AF a(z,w) = [3W,Fiw]a(z, w),

(B) Fr8(zw) = Ak,

LW W

(v) Fiwa(w, 7) = F;vﬁ_awa(z, w) provided that a(z, w) is local,
(8) FAFly = FiF

V. Kac

(131)

(132)

(133)

(134)

Proof Since F},, = ¢™*F}, (&) and () follow from the properties () and (b) in

Proposition 8. (§) holds since

Res Res e* &™) +“(Z_W)a(z, w, x)dxdz = Res Res e A1) (X_W)a(z, w, x)dxdz

(135)
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Finally, due to the Decomposition theorem, it suffices to check (y) (interpretation as
before) for a(z, w) = c(w)d% 8(z, w) :
LHS = Res e*™¢(2)3* 8(w, 2)dz = (=1)* Res '™ ¢(2)d,, 8(w, 2)dz
= (=Dfe ™ Rese*c(z)8(z w)dz = (—1)ke™ 3 M c(w)

= (=X =3, c(w),

using the properties (3) and (5) of the delta function. O

4 Lecture 4 (December 18, 2014)

The Formal Fourier Transform F' j is very important for us, since the A-bracket (120)
is [apb] = F ?a(z)b, i.e., the Fourier transform of the z-product is the A-bracket.

b
We also note that : ab : (= a—b) = Res a() dz. These observations will be

Z
important for studying properties of the normally ordered product : : and the A-
bracket. For simplicity we will further consider vertex algebras V of purely even
parity only. The general case follows by the Koszul-Quillen rule.

4.1 Quasicommutativity, Quasiassociativity
and the Noncommutative Wick’s Formula

Lemma 7 (Newton-Leibniz (NL) Lemma) For any a(z) € U[[z]], we have
d A
P9 _Resa® + / Fla(z)dp. (136)
4 < 0

Proof Both sides are formal power series in A, they are equal at A = 0, and their
derivatives by A are also equal, so they are equal. O

Proposition 10 (Quasicommutativity of : :) The commutator for the normally
ordered product and A-bracket are related as follows

0
cab:—:ba:= / [a)bldA. (137)
-T

Proof Apply F ? to both sides of skewsymmetry, divided by z, and set A = 0. We
get

Fj a(z)b
-z

_p eTh(—2)a

’ (138)
A=0 <

A=0
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By definition
LHS =:ab:= a(_l)b. (139)
Next, using property (d) of the FFT in Proposition 8, we have

b(—z)a

RHS = F*tT
v Z

A=0

b(— A+T
(by NL Lemma) = Res, (=2)a —|—/(; Flb(—z)adp

z A=0

T
(by property (c) of FFT inProp 8) = :ba: —/ F 7 b(2)adp
0

T
= :ba:—/ [b—paldu
0
T

(by skewsymmetry of the A-bracket) tbha: + / lau+rbldu
0

0
= :ba:+ / la,b]dp.
-7
(140)
O
Next we derive the following important identity.

Proposition 11 For a, b, ¢ in a vertex algebra V, we have the following identity in
VA, w,w 1]

[axb(w)c] = e"*ayb](w)e + b(w)[axc]. (141)
Proof The following identity in V[[z%!, w®!]] is obvious:

a()b(w)c = [a(z). b(w)]c + b(w)a(z)c. (142)
Applying to both sides F} = e"*F?  we get

[arb(w)c] = " F2, [a(z), b(w)]c + b(w)Fa(z)e = "*[arb](w)c + b(w)]axc].
(143)

where we have used the nth product formula a(w) ;,)b(w) = (amb)(w),n € Z.
O
We have the following two important properties of a vertex algebra.
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Proposition 12 Assume a, b, c in a vertex algebra V. Then we have

(a) Quasiassociativity formula

wab:c:—:a:bc:i=: (/Td)ka)[blc]:—l—:(/Td/\b)[alc]:.
0 0

(b) Non-commutative Wick’s formula
A
[ay : be:] =: [apb]c : + : blayc] : +/ [[axb]ucldp.
0

Proof
(1) Apply Res ;dz to the -1st product identity:

cab: (2)c =: a(2)b(z) : ¢ = a(z)+b(2)c + b(2)a(z)—c,
and use that

1
Res (tab:(2)c)dz = (tab:)—pnc=:iab:c:,
z

1
Res (a(z)+b(z)c)dz =:a:bc:: + Z a—ji—nb(jc
z
J€Z+

=:a:bc: +: (/Td/\a)[bxc] 5,
0

1
Res (b(z)a(z)_c)dz = Z b(_j_z)a(j)c
. J€Z+

T
=: (/ dAb)axc] : .
0
(2) Take Res vlv dw of both sides of formula (141):

Res vlv[akb(w)c]dw = Res vlv(e‘M [axb](w)c + b(w)[a).c])dw.

Since Res ""“aw = b(_j)c =: bc :, we have

Res vlv[akb(w)c]dw = [a; : bc1].
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(145)

(146)

(147)

(148)

(149)
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For the second term of the right-hand side of (148),
1
Res b(w)[aycldw =: blayc] : . (150)
w

Using the NL Lemma 7 for the first term in the right hand side of (148), we
have

Reet [BBI0C s [anblow)e
w

- w

A
— Res [“Abv]v(w)cdw+ / Fllab)wyedp  (151)
0

)
=: [a)b]c: +/0 [[arb]ucldp.
O

Remark 16 The expression : ( fOT dAa)[b)c] : should be understood in the following

N N
way. We know that [brc] = ey b(j)cj! ssotalbue] =) ez, a(_l)b(‘j)cﬂ . We

have [ de v letting . act just t( Tl )
ave . = . ; letiing . act just on a we ge X =
0! (Jj+ D! (+ D! G+DY

a2, 50 (fy dra)lbac) = Yyez, aj-abic.

4.2 Lie Conformal Algebras vs Vertex Algebras

Let g be a Lie algebra, and let g[[w,w™!]] be the space of all g-valued formal
distributions. This space is an F[d]-module by defining

da(w) := dya(w). (152)

It is closed under the following (formal) A-bracket: for a = a(w),b = b(w) €
g[w, w™']]. Let

laxb](w) := FZ,[a(z), bw)]. (153)
Indeed, by definition of F iw and its property (f), we have:

[axb](w) = Res e*“™[a(z), b(w)]dz

= jEXZ:Jr i,] Res(z — w) [a(z), b(w)]dz (154)

= X Hagb)w) € glbw, w ' IIAL).

JE€L+
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Thus [a,b](w) is a generating series for jth products of a(w) and b(w). It is a
formal power series in A in general, but if the pair (a(w), b(w)) is local, [a\b] €
g[[w, w~][A] is polynomial in A.

Proposition 13 Assume a(w), b(w), c(w) € g[[w, w™!]] for some Lie algebra g with
d = 0,, defined as above. Denote a = a(w), b = b(w), ¢ = c(w). Then the A-bracket
defined as above satisfies the following properties:

(sesquilinearity) [0ayb] = —Alapb], [andb] = (A + 0)[arb],
(skewsymmetry) [bya]l = —[a—y—yb] ifa,bis a local pair, (155)
(Jacobi identiy) [ay[buc]] = [[arblrtuc] + [bulaxc]].

Proof The sesquilinearity comes from («) and the skewsymmetry comes from (y)
in Proposition 9 about properties of formal Fourier transform in two variables. For
the Jacobi identity we have:

[ax[b,.cll(w) 1= FL,la(2), F¥,, [b(x). cw)]]
= F* FH [a(z), [b(x),c(w)]]

we xw

= F2, Fi,[[a@), b)), cw)]] + F2 L, b0, [a(z). c(w)]].
(156)

The last equality comes from the Jacobi identity in the Lie algebra g. By property
(8) of the formal Fourier transform in Proposition 9, we have:

FA P [a), b)), cow)]] = For F [[a(2), b)), c(w)]

= Fur"F2 (a2, b)), cw)]] (157
= [[axblr+pcl(w),
while Féw,F)’(fw[b(x), [a(z), cW)]] = [bulaxc]](w) is just by definition. O

Definition 15 A Lie conformal algebra (LCA) is an F[d]-module R endowed with
an [F-bilinear A-bracket [ayb] € R[A] for a,b € R, which satisfies the axioms of
sesquilinearity, skewsymmetry and the Jacobi identity.

Example 8 The Virasoro formal distribution Lie algebra from Example 5 gives rise,
by Proposition 13, to the Virasoro Lie conformal algebra

Vir = F[J]L & FC (158)

with A-bracket

X3
L) = @+ 20L+ | C. [GVi] =0.
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Replacing L by L — éaC , where @ € I, we obtain a A-bracket with a trivial cocycle
added:

A3
[LAL] = (8 4+ 2A)L + aAC + e [C),Vir] = 0. (159)

Example 9 The Kac-Moody formal distribution Lie algebra from Example 6 gives
rise to the Kac-Moody Lie conformal algebra

Curg =F[d] ® g + FK (160)
with A-bracket (a,b € g) :
[axb] = [a,b] + A(a|b)K, [K)Curg] = 0.

Fix s € g; replacing a by a — (a|s)K, we obtain a A-bracket with a trivial cocycle
added:

[a,b] = [a,b] + A(a|b)K + (s|[a,b])K, [K)Curg] = 0. (161)

Of course, adding a trivial cocycle doesn’t change the Lie conformal algebra.
However this will become crucial in the proof of the integrability of the associated
integrable systems.

Due to the nth product identity in a vertex algebra [Corollary 1(c)], we derive
from the last proposition the following.

Proposition 14 A vertex algebra V is a Lie conformal algebra with 0 = T, the
translation operator, and A-bracket

An
[axb] =) Jamb, a,b e V. (162)
n.

n=0

Proof The A-bracket defined by (162) is the formal Fourier transform of the z-
product in V. V is obviously an F[T]-module. Moreover, the Fourier coefficients of
the formal distributions {a(w)|a € V} C End V[[w,w™!]] span a Lie subalgebra of
Liey of End V (Corollary 2), and they are pairwise local, hence the skewsymmetry is
always satisfied. Thus, (Liey, {a(w)},ev) is a formal distribution Lie algebra. Hence,
by Proposition 13, the formal distributions {a(w)}.cy satisfy all axioms of a Lie
conformal algebra. Due to the nth product identity, Proposition 14 follows. O
We thus obtain the following

Theorem 5 Let V be a vertex algebra. Then the quintuple (V,|0),T,:,[...])
satisfies the following properties of a “quantum Poisson vertex algebra”.

(a) (V,T,[a°]) is a Lie conformal algebra.
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(b) (V,]0),T,:) is a quasicommutative, quasiassociative unital differential alge-
bra.

(c) The normally order product :: and the A-bracket [-,-] are related by the
noncommutative Wick formula (145).

Remark 17 In fact, properties (a), (b), (c) of Theorem 5 characterize a vertex
algebra structure, i.e., a quintuple (V, |0), T, ::, [-1-]) satisfying the above “quantum
Poisson vertex algebra” properties, is a vertex algebra. This is proved in [2].

Example 10 (Computation with the non-commutative Wick’s formula) The sim-
plest example is a free boson. Recall Example 3 in Lecture 1. For a free boson field
a(z), we have

la(z), a(w)] = 9,,8(z, w). (163)
In the language of A-brackets this means for a = fs(a(z)) :
[a,a] = A|0), (164)

ie,ama = 1and agya = 0forn = 0 orn=2.
Now let L := ; 1 aa :, then

3
[Lya] = (T + A, quﬁ+nu+$m. (165)

Indeed,

A
2Ma,L] = [ay : aa:] =: [ayala : + : a[aya] : +/0 [[aral,aldpe.

Using (164), we obtain [a; L] = Aa (since [|0),a] = 0). By the skewsymmetry of
the A-bracket, the first equation in (165) follows.
Next we have:

[LhL] = _[Ly :aa’]

N = N =

1 A.
: [Lyrala - +2 1a[Lya] : +/0 [[Lral.al du

1
2

A
T+ D+ ol + D+ [T+ Daddp
2 0

1 A
2T(: aa:)—i—)&:aa:—i—/ A—=pwypdup |0)
0

A3
(T+20)L+ ", 10).

proving the second equation in (165).
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Of course, there is a simpler way of manipulating with free quantum fields, see
Theorem 3.3 in [17]. However, exactly the same method as above works well for
arbitrary quantum fields (like currents, discussed below).

The following proposition tells us how to prove that a vector L is a conformal
vector, hence how to construct a Hamiltonian operator H = Ly.

Proposition 15 Letr (V,|0), T, F) be a pre-vertex algebra and let L € V be such
that for a(z) € F,

(i) [Lra]l = (T + Asd)a + o(A)
(ii) L(z) satisfies the Virasoro relation: [LyL] = (T + 2A)L + ﬁc|0)

Then L is a conformal vector of the corresponding (by the Extension theorem) vertex
algebra.

Proof L(z) is already a Virasoro field, so we only need to prove that L_; = T and

that L acts diagonalizably on V. By completeness, V is spanned by (lkl ) a’bkj) |0),
where @/ (z) € F. Furthermore, property (i) tells us

[L_l, a(,,)] = —ndp-1) and [Lo, a(n)] = (Aa —n— l)a(n). (166)
Moreover, letting a = |0) in (i), we get
L_1|0) =0 and Ly|0) =0. (167)

Remember that T also satisfies the first equation in (166), so [L_; — T, ag)] = 0 for
all k € Z. Moreover (L—; — T)|0) = 0, so L_; — T, being a derivation of all nth
products, is zero, i.e., L_; = T. Ly is diagonizable by (166). O

It follows from Proposition 15 and (165) that L is a conformal vector for the free
boson vertex algebra, the free boson a being primary of conformal weight 1. Exactly
the same method works for the affine vertex algebras.

Exercise 12 Let V*(g) be the universal affine vertex algebra of level k associated to
a simple Lie algebra g. Let @', b’ be dual bases of g, i.e., (b|&) = §; with respect to
the Killing form. Assume that k # —h", where 24" is the eigenvalue of the Casimir
element of U(g) in the adjoint representation (k" is called the dual Coxeter number).
LetL = ,, ihv) Y, @b : (the so called Sugawara construction). Show that L is

a conformal vector with central charge ¢ = 2{‘;‘38) ,all a € g being primary of
conformal weight 1.

4.3 Quasiclassical Limit of Vertex Algebras

Suppose we have a family of vertex algebras, i.e. a vertex algebra (Vi, Ty, |0)3, 15,
['2-]n) over F[[#]], such that

(i) forv € V3, Aiv = O only if v = 0 (e.g. if V} is a free F[[A]]-module),
(i) [apb]s € AV} fora, b € V.
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Given a vertex algebra (V, T, |0), 4, [1]n) over F[[A]], satisfying the above
two conditions, let V' := V3 /hVj. This is a vector space over F. Denote by 1 the
image of |0); € V3 in V and by 9 the operator on V, induced by 7 € End Vi (AVj
is obviously T-invariant). The subspace (over ) 2V}, is obviously an ideal for the
product : v :3, hence we have the induced product - on V, which is bilinear over F.
Finally, define a A-bracket {a;b} on V as follows. Let & and b be preimages in V;,
of a and b; then we have

@bl = hlanb]
where [@; D]’ is uniquely defined due to (i) and (ii). We let
{a;b} = image of [a;b] in V.

Obviously this A-bracket is independent of the choices of the preimages of a and b.

Definition 16 The quasiclassical limit of the family of vertex algebras V} is the
quintuple (V, 1,9, -, {-1-}).

Definition 17 A Poisson vertex algebra is a quintuple (V,|0), 0, -, {-1-}) which
satisfies the following axioms,

(A) (V,0,{x}) is a Lie conformal algebra,
(B) (V,1,0,-) is a commutative associative unital differential algebra,
(O) {aibc} = {ab}c + b{axc} for all a, b, c € V (left Leibniz rule).

Theorem 6 The quasiclassical limit V of the family of vertex algebras Vy is a
Poisson vertex algebra.

Proof Since Vj, is a vertex algebra over F[[#]], due to Theorem 5 we have the qua-
sicommutativity formula, the quasiassociativity formula and the non-commutative
Wick formula for representatives in Vj of elements of V. After taking the images
of these formulas in V, the “quantum corrections” disappear, hence V satisfies
properties (B) and (C) of a PVA. Property (C) is satisfied as well since the axioms
of a Lie conformal algebra are homogeneous in its elements. O

Exercise 13 Deduce from the left Leibniz rule and the skewcommutativity of the
A-bracket of a Poisson vertex algebra, the right Leibniz rule:

{abyc} = {bytsc}—a + {ay+yc}—b.

Given a Lie algebra g, we can associate to it two structures: the universal
enveloping algebra U(g) and the Poisson algebra S(g). The Poisson bracket on S(g)
is the extension of {a, b} = [a, b] for all a, b € g by left and right Leibneiz rules. In
fact, S(g) is the quasiclassical limit of U(gs), where gj is the Lie algebra F[[A]] ® g
over [F[[A]] with bracket [a, b]; = h[a, b] for a,b € g. Indeed it is easy to see that
the ordered monomials in a basis of g form a basis of U(gz) over F[[#]]. Hence
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[glv B]h

U(gn)/hU(gr) = S(g) as associative algebras, and {a, b} = 5
h=0

= [a.b]

for all a, b € g defines the Poisson structure on S(g).

Similar picture holds if in place of a Lie algebra g we take a Lie conformal
algebra R, and in place of U(g) we take V(R), its universal enveloping vertex
algebra. Recall its construction. We have the “maximal” formal distribution Lie
algebra (Lie R, R), associated to R, which is regular (see [17], Chap.2). Then
V(R) = V(Lie R, R) (for another construction, entirely in terms of R, see [6]).

Consider the vertex algebra V(Rj) over F[[#]], where Ry = R[[#]] for the Lie
conformal algebra R over IF, with A-bracket defined by [a) b]; = hla)b] fora,b € R.
In the same way as in the Lie algebra case, the quasiclassical limit is the Poisson
vertex algebra, which, as a differential algebra, is S(R) (the symmetric algebra of
the F-vector space R) with 9, extended as its derivation, endowed with the A-bracket
{a,b} = [a,b] on R, which is extended to S(R) by the left and right Leibniz rules.

4.4 Representations of Vertex Algebras and Zhu Algebra

We have the following diagram

q.lim
PV4 — VA

ZhuJ JZhu
q.lim
PA «— AA

In the diagram, AA means associative algebras, PA means Poisson algebras, VA
means vertex algebras and PVA means Poisson vertex algebras; q.lim means the
quasiclassical limit and Zhu means a functor from vertex algebras to associative
algebras (resp. from Poisson vertex algebras to Poisson algebras), explained below.

Let V be a vertex algebra with a Hamiltonian operator H. Throughout this section
we will assume (for simplicity) that all eigenvalues of H are integers. Recall the
Borcherds identity from Sect. 3.2. For @ and b € V with eigenvalues of H equal A,
and A respectively, we write

a@) =Y a Y b)) =Y by
n€z a€’Z

Then, comparing the coefficients of monomials in z and w in the Borcherds identity
we have, form,n, k € 7Z:

k . . m+ AN, —1
Z (j) (_l)j(am—l-k—jbn—l-j_ =1 bn-l—k—jam—l-j) = Z( j )(a(k—i-j)b)m—l—n—l—k .

j=0 j=0

(168)
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Definition 18 A representation of the vertex algebra V in a vector space M is a
linear map

V— EndM)[[z.z7"]. ar—d’(e) =) allz A (169)

nez

defined for eigenvectors of H and then extended linearly to V, such that,

(i) a¥(z) is an End M-valued quantum field for all a € V (i.e., given m € M,
a%m = 0forn > 0),
(i) 10)"(2) = In,
(iii) Borcherds identity holds, i.e., for a,b € V, ¢ € M, m,n,k € 7Z we have
[cf. (168)]:

k .
Z (J) (_1)](a%+kfjb2/l+jc - (—1)"b2/1+k_jafn4+jc)

=0

m+ A, —1
= Z ( j ) (@tp D) i€ - (170)

=0

Remark 18 Note that (Ta), = (—n—A,)a, and Ha = A,a, hence, (T+H)a)y = 0.

Now assume that our vertex algebra V contains a conformal vector L of central
charge ¢ € F (see Definition 11), so that L_; = T and Ly = H is a Hamiltonian
operator. Then we have LY (z) = Y, ., LMz7"7%, and [L) LY] = (m —n)L),, +

n€Z —n
3
m’—m
Sm,—n 12 CIM-

Definition 19 A positive energy representation M of V is a representation with Lé”
acting diagonalizably on M with spectrum bounded below, i.e., M = @;>,M; for
some h, where M; = {m € M|L}'m = jm}.
By (126) (which follows from the Borcherds identity) we have
a"M;, = 0forn >0, ayM, C M. (171)
So we have a linear map with (H + T)V contained in the kernel (by Remark 18):

7y V —> End My, a+—> all |y, . (172)

Taking m = 1,k = —1,n = 0 in Borcherds identity (170) for ¢ € M,, we get,
by (171),

(@) (b)e = my(a * b)e, fora,b € V,
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where

Aa
axb:=) ( j )a(j_l)b . (173)

20

Thus we get a representation of the algebra (V, ) in the vector space M;. The
multiplication * on V is not associative. However, we have the following remarkable
theorem.

Theorem 7 ([21])

(a) J(V):= (T + H)V) % V is a two-sided ideal of the algebra (V, *).

(b) ZhuV := (V/J(V), %) is a unital associative algebra with 1 being the image of
|0).

(c) The map M — My, induces a map from the equivalence classes of positive
energy V-modules to the equivalence classes of ZhuV-modules, which is
bijective on irreducible modules.

Proof We refer for the proof to the original paper [21] or to [6] for a simpler proof
of a similar result without the assumption that the eigenvalues of H are integers. 0O

Exercise 14 Prove the commutator formula in Zhu algebra:

A,—1
[a, b] ;:a*b—b*a=2>0( . )a(j)b (174)
]Z J

Exercise 15 Let V be a Poisson vertex algebra and let H be a diagonalizable
operator on V, such that

Agp = Aa+ Ay —n—1, Aja=A+1, Ay = A+ A,

where A, is the eigenvalue of a, and

An
{aby = Y Ly G-

n€Zy

Show that ZhuV := V/((0 + H)V)V is a unital commutative associative algebra
with the well defined Poisson bracket (cf. Exercise 14)

faby=3" (A“j_ 1) agyb. (175)

=0

Exercise 16 Let V (resp. V) be a vertex algebra (resp. Poisson vertex algebra).
Then J =: (TV)V : (resp. J = (0V) - V) is a two-sided ideal of the algebra (V,::)
(resp. (V,+)), and V/J (resp. V/J) is a Poisson algebra with the product, induced by
:: (resp ), and the well defined bracket, induced by the Oth product of the A-bracket.
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Of course, Zhu’s theorem is just the beginning of the representation theory of vertex
algebras, which has been a rapidly developing field in the past twenty years. Some
of the most remarkable results of this theory are presented in the beautiful lecture
course by T. Arakawa in this school.

S Lecture 5 (January 14, 2015)

Given a vertex algebra V, one can construct its quasiclassical limit. As a result we
get a Poisson vertex algebra (PVA). This can be done both considering a filtration
of the vertex algebra V or by constructing a one parameter family of vertex algebras
V4, as previously done in Lecture 4. This construction resembles the way a Poisson
algebra arises as a quasiclassical limit of a family of associative algebras, hence the
name “Poisson” vertex algebra. The reason we are interested in such structures is
that the theory of Poisson vertex algebras has important relation with the theory of
integrable systems of PDE’s. This relation is parallel to (but a bit different from) the
relation of Poisson algebras with the theory of integrable systems of ODE’s.

5.1 From Finite-Dimensional to Infinite-Dimensional Poisson
Structures

Let us start by recalling the definition of a Poisson vertex algebra:
Definition 20 A PVA is a quintuple (¥, 9, 1, -, {-)-}) such that:

1. (¥, 0, 1, -) is a differential algebra;
2. (¥, 0,{-2-}) is a Lie conformal algebra, whose A-bracket satisfies the following
axioms:

(1) (sesquilinearity) {da b} = —A{a, b}, {ayob} = (0 + M){a,b};
(ii) (skewsymmetry) {bya} = —{a_y_,b};
(iii) (Jacobi identity) {ax{b,c}} — {bu{arc}} = {{arb}ituch;
3. {-1-} and - are related by the following Leibniz rules:

(1) (left Leibniz rule) {aybc} = {a,b}c + bla,c};
(ii) (right Leibniz rule) {ab,c} = {a)tac}—>b + {b)+yc}—a.
Remark 19 We use the following notation: if {a;b} = ir,l ayb, then when a

n€Zy
right arrow appears it means that A + 9 has to be moved to the right: {a;4+sb}—c =

3 “(;,)b()k + 0d)"c. However, if no arrow appears we just have {a_y_;b} =
n€Ziy ’

—A—9)"
> T agb.
n€Ziy
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In the theory of Hamiltonian ODEs the key role is played by the Poisson bracket
on the space of smooth functions ¥ on a manifold. Choosing local coordinates
uy,...,u; on the manifold, we can endow # with a structure of Poisson algebra,
letting

{Ltj, Lt,'} = H,:,' cF. (176)

By the Leibniz rule this extends to polynomials in the variables u; as follows:

dg . of
{fogb=_"-H_ . (177)
du  du
9
aifl Uy
where gi = S u o= S, H = (Hg)fj=1 is an £ x £ matrix with
aif@ e

coefficients in 7, and - is the usual dot product of vectors from #* with values
in . Formula (177) extends to arbitrary functions f, g € . This bracket obviously
satisfies the Leibniz rule, but it is not necessarily skewsymmetric, neither it satisfies
the Jacobi identity. If the matrix H is skewsymmetric (i.e. HY = —H), then the
bracket (177) is skewsymmetric. If, in addition, it satisfies the Jacobi identity (which
happens iff [H, H] = 0, where [-, ] is the Schouten bracket), then the matrix H is
called a Poisson structure on F .

Definition 21 The Hamiltonian ODE associated with this Poisson structure is

du oh
= h’ = H N
dt th,u} ou

(178)
where the second equality follows from (177). The function & € F is called the
Hamiltonian of this equation.

This is a special case of what is called an evolution ODE, that is

d
dL; = F(u), for some F € F*.

In the theory of Hamiltonian PDEs a similar role is played by PVAs. Let us now
see how to construct a similar machinery.

First of all we need to define which kind of differential algebra ¥" we want for
our PVA. The basic example is the algebra of differential polynomials in £ variables
Py =Fu"|i el ={1,... 0 n e Zy], which is a differential algebra with
) _ D)

derivation 0, called the fotal derivative, such that du;
Definition 22 An algebra of differential functions in £ variables ¥ is a differential
algebra with a derivation d, which is an extension of the algebra of differential

polynomials &7, endowed with linear maps ajn) Y — Viforalliel,n e Zy,
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which are commuting derivations of ¥/, extending the usual partial derivatives in
Py, and satisfying the following axioms:

(i) givenf € 7, aaf = 0 for all but finitely many pairs (i,n) € I X Z;

e

(ii) [a % ,0] = ) (f,l) (where the RHS is considered to be zero if n = 0).

Which differential algebras are algebras of differential functions? The algebra
of differential polynomials &7 itself clearly satisfies these axioms (it suffices to
check (ii) on the generators ’41('") ). One can as well consider the corresponding field
of fractions 2, = F(uf") |i € I, n € Z), or any algebraic extension of & or 2y,
obtained by adding a solution of a polynomial equation. However, if we want both
axioms to hold, we can not add a solution of an arbitrary differential equation: for
example, we can add ¢, solution of /' = fu’, but we can not add a non-zero solution

of f/ = fit

Exercise 17 Let ¥ = 2, [v] with the derivation d, extended from £ by dv = vu,;
or by dv = u;. Show that the structure of an algebra of differential functions cannot
be extended from &) to V.
The reasons why we want both properties (i) and (ii) to hold will soon be clear.

We also want an analogue of the bracket given by (177) and to understand what
a Poisson structure is in the infinite-dimensional case. Recall the following (non-
rigorous) formula which appears in any textbook on integrable Hamiltonian PDE,
cf. [19], but not [12]. It defines the Poisson bracket on generators (i,j € I) as

d
(), ()} = Hi(u(), u' O). ... ,u™ (y); ay)S(x - ), (179)

where H = (Hji)f j=1 18 an £ x £ matrix differential operator on ¥*, the u;’s are
viewed as functions in x on a one-dimensional manifold, and §(x — y) is the usual
delta function.

Example 11 The first example is given by the Gardner-Faddeev-Zakharov (GFZ)
bracket, for ¥ = 47|, and it goes back to 1971:

(). uly)}y = aaya(x—y). (180)

As in the ODE case, we can extend the bracket defined in (179) by the Leibniz
rule. Then, for arbitrary f, g € 7" we have

a 9
Goeoh= Y O w0 (s

ijel.p.q€Lly i J
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The basic idea is to introduce the A-bracket by application of the Fourier transform

F(x,y) — /e“x—y)F(x,y) dx (182)

to both sides of (181):

(g} = / FI (). (). (183)

Thus, for arbitrary f, g € ¥, we get a rigorous formula, called the Master Formula:

a )
het= Y " 0+ Do a—2y 7 (MF)
L ) ou'’
ij€l,p.q€Ely ' i

Here, {u;,  ui} = H;(0 + A), where H(d) = (H;j(0))ijes is a matrix differential
operator with coefficients in #” for which the A-bracket is its symbol.

Exercise 18 Derive (MF) from (181).

Note that (MF) is similar to the formula for the Poisson bracket defined by
Eq.(177). In fact, to go from the former to the latter we just put A and 9 equal
to 0.

Theorem 8 ([3]) Let V" be an algebra of differential functions in the variables
{ui}ier. For each pairi,j € I choose {u;,u;y = Hji(A) € V[A]. Then

1. The Master Formula (MF) defines a A-bracket on V" which satisfies sesquilin-
earity, the left and right Leibniz rules, and extends the given A-bracket on
the variables u;’s. Consequently, any A-bracket on the algebra of differential
polynomials, satisfying these properties, is given by the Master Formula.

2. This A-bracket is skewsymmetric provided skewsymmetry holds for every pair of
variables:

{ui)tuj} = —{uj_l_aui}, A4 l,J el (184)

3. If this A-bracket is skewsymmetric, then it satisfies the Jacobi identity, provided
Jacobi identity holds for every triple of variables:

{uipfuj ity — {wj, fuipuyy = Huinuicy iy, Vigj kel (185)

It follows from Theorem 8 that, if the corresponding conditions on the variables
u;’s hold, the A-bracket defined by the Master Formula (MF) endows 7 with a
structure of PVA. As in the finite-dimensional case, this structure is completely
defined by H(A) = (H;;(1)) € Matyx, 7 [A].
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Definition 23 We say that the matrix differential operator H(d) € Matyx,# [d] with
the symbol H(A) is a Poisson structure if the corresponding A-bracket defines a PVA
structure on 7.

Exercise 19 The A-bracket, given by the Master Formula, is skewsymmetric if and
only if the matrix differential operator H(0) is skewadjoint.

Example 12 Let ¥ = &, = Flu,u/,u”,...]. From the GFZ bracket defined in
Example 11 we get the following A-bracket: {uju} = A. The skewsymmetry and
the Jacobi identity for the A-bracket, given by the Master Formula, are immediate
by Theorem 8. The associated Poisson structure is H(d) = d. This PVA is the quasi-
classical limit of the family of free boson vertex algebras By.

Example 13 Let ¥ = & = Flu,u',u”, ...]. The Magri-Virasoro PVA with central
charge c € F is defined by the following A-bracket:

{upu} = (0 + 20)u + cA® + al. (186)

Of course, it is straightforward to check that the pair u, u satisfies (184) and the
triple u, u, u satisfies (185), hence, by Theorem 8, we get a PVA. It is instructive,
however, to give a more conceptual proof. Consider the Lie conformal algebra Vir
from Example 8. Then by Theorem 8, S(Vir) is a PVA, hence its quotient V* by the
ideal, generated by C — c, is a PVA, which is obviously isomorphic to the Magri-
Virasoro PVA. The corresponding family of Poisson structures is

H) = o' + 2ud + ¢d® + ad. (187)

These Poisson structures were discovered by Magri; the name is due to its
connection to the Virasoro algebra. Note that V¢ is the quasiclassical limit of the
family of universal Virasoro vertex algebras Villz".

The following exercise shows that the discrete series vertex algebras V. with ¢ given
by (60) is a purely quantum effect.

Exercise 20 Show that the PVA V¢ is simple if ¢ # 0.

Example 14 Given a vector space U, denote by P(U) = S(F[d] ® U) the algebra
of differential polynomials over U. Let g, (.| .) be as in Example 6, let k € F, and
fix s € g. Then the associated affine PVA V¥(g,s) is defined as the algebra of
differential polynomials $(g), endowed with the A-brackets (a,b € g) :

{arb} = [a, b] + A(alb)k + (s|[a, D])1. (188)

The two proofs from Example 13 apply to show that V*(g, s) is a PVA. Of course,
up to isomorphism, it is independent of s, but the trivial cocycle is important for
the associated integrable system, since we get a multiparameter family of Poisson
structures. Note that V*(g, s) is the quasiclassical limit of V’g (9).
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Now we recall how one passes from the definition of a Hamiltonian ODE to
that of a Hamiltonian PDE. The following idea goes back to the 1970s: in order to
get an “honest” Lie algebra bracket, we should not consider the whole algebra of
differential functions 7, but its quotient ¥'/d%’, which is not an algebra anymore,
just a vector space. Denote by [ the quotient map [ : ¥ — ¥/3%. The
corresponding bracket is defined by

8 8f
urra=[Emo) (189)
Su Su
where gi is the vector of variational derivatives of f:
& _ n
Su; Z (=0) NON

n€Zy

Elements [ f € ¥/ /97 are called local functionals.

Equation (189) is analogous to Eq. (177), with variational derivatives instead of
partial derivatives, and a matrix differential operator H(0) instead of a matrix of
functions. It is rather difficult to prove directly that (189) is a Lie algebra bracket on
¥ /0¥ . The connection to the PVA theory, explained further on, makes it very easy.

The following exercise shows that (189) is well defined.

Exercise 21 The variational derivative gi depends only on the image of f € ¥ in

the quotient space ¥ /97, since 58” 0 d = 0. Deduce the latter fact from axiom (ii)

in the Definition 22 of an algebra of differential functions.
Given a local functional [ &, in analogy with (178), one defines the associated
Hamiltonian PDE as the following evolution PDE:

5/ h

Su (190)

du
dr HE)

The local functional | / is called the Hamiltonian of this equation.
We shall explain further on how these classical definitions fit nicely in the
framework of Poisson vertex algebras.

5.2 Basic Notions of the Theory of Integrable Equations

An evolution equation in the infinite-dimensional case is quite the same as in the
finite-dimensional case, except it is a partial differential equation.
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Definition 24 Let ¥ be an algebra of differential functions in £ variables uj, . . . , ug.
An evolution PDE is
du
=F(u,u',...,.u"), 191
= P ) (1o
751 Fl
where u = i |and F = ; e ¥t Here, u; = u;(x, t) is a function in one
ug Fy

independent variable x, and the parameter ¢ is called time.
Given an arbitrary differential function f € ¥, by the chain rule we have

I_ oy A (192)
dt i€l neZ4 dt a“t('n)
o)
Since, by (191), we have d(';"r ) = d"F;, the function f evolves in virtue of Eq. (191)
as
af
Y x.f,
5 =X
where
Xr = d"F 9 193
F= Z ( i)au(") (193)
i€l,n€Z i

is a derivation of the algebra ¥, called the evolutionary vector field with character-
istic F € 7. Itis now clear why Axiom (i) in Definition 22 is important: otherwise,
the evolutionary vector field would give a divergent sum when applied to arbitrary
functions f € 7.

An important notion in the theory of integrable systems is compatibility of
evolution equations:

Definition 25 Equation (191) is called compatible with the evolution PDE

Z’; = Glu,,...,.u") eyt (194)
uj G

where, as before, u = and G = e ¥4, if the corresponding flows
ug Gy

commute, that is if jr ddr = ;’T jrf holds for every function f € 7.
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By the above discussion, the compatibility of evolution equations (191) and (194)
is equivalent to the property that the corresponding evolutionary vector fields
commute: [Xp, Xg] = 0, which is a purely Lie algebraic condition. In fact, we
can easily see that the commutator of two evolutionary vector fields is again an
evolutionary vector field. This follows from the next exercise.

Exercise 22 Prove that [Xr, Xg| = X|r g}, where [F, G] := XrG — XGF.
Thus, the bracket [F, G] = XpG — XgF endows ¥ ¢ with a Lie algebra structure,
called the Lie algebra of evolutionary vector fields.

If two evolutionary vector fields commute, then each of them is called a symmetry
of the other. So if [XF, Xg] = 0, F is a symmetry of G and G is a symmetry of F. Note

that every evolutionary vector field commutes withd = X,, = ) uf"—H) Zzn) .
i€l,n€Z 4 B
Let us now introduce the notion of integrability for an evolution equation.

Definition 26 Equation (191) is called Lie integrable if Xr is contained in an
infinite-dimensional abelian subalgebra of the Lie algebra 7*.

Remark 20 Informally, one says that Eq.(191) is Lie integrable if it admits
infinitely many commuting symmetries.

Example 15 The linear equations over & :
w=u", nel,,

are Lie integrable. Indeed, X, (u(”)) = ylmtn jg symmetric in m and n, hence the
corresponding evolutionary vector fields commute.

Example 16 The dispersionless equations over Z;:
w =fu', fu) € 2,

are Lie integrable, since

0
X () = o (f ()g()u” + f(u)g

is symmetric in f and g, hence the corresponding evolutionary vector fields
commute.

The motivation for the definition of Lie integrability of PDE’s comes from a
theorem of Lie in the theory of ODE’s, saying that if the evolution ODE in ¢
variables ‘fl’; = F(u) possesses { commuting symmetries with a non-degenerate
Jacobian, then it can be solved in quadratures. Of course, in the PDE case the
number of coordinates is infinite, therefore we need to require infinitely many
commuting symmetries.

There has been a lot of work trying to establish integrability of various partial
differential equations. One well-known method of constructing symmetries of an
evolution equation is called recursion operator; however, in all examples the
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recursion operator is actually a pseudodifferential operator (which is an element of
7/((7"))), hence it can not be applied to functions, as Exercise 17 demonstrates. We
will discuss a different approach, the Hamiltonian approach, which is completely
rigorous.

We shall deduce Lie integrability from the stronger Liouville integrability of
Hamiltonian PDE, which, analogously to the definition for ODEs, requires the
existence of infinitely many integrals of motion in involution.

5.3 Poisson Vertex Algebras and Hamiltonian PDE

In order to translate the traditional language of Hamiltonian PDE’s, discussed above,
to the language of PVA’s, and also, to connect the two notions of integrability, the
following simple lemma is crucial.

Lemma 8 (Basic Lemma) Let ¥ be a PVA. Let ¥ o= V0V and let f Y -
YV be the corresponding quotient map. Then we have the following well-defined
brackets:

(i) 72x77—>77, {[a, [b}:= [{arb}r=0,
(ii) V x ¥V — ¥, {[ a,b} :={a,b}i=o.

Moreover, (i) defines a Lie algebra bracket on ¥, and (ii) defines a representation
of the Lie algebra ¥ on V' by derivations of the product and the A-bracket of 7,
commuting with 0.

Proof Tt all follows directly when we put A = 0 in the axioms for the A-bracket {-,-}
of a PVA. First, both brackets are well defined since sesquilinearity holds for {-;-}:
forevery a,b € ¥ wehave {da, b} = —A{a;b})=o = 0 and {a, db} = {a,db}r=o =
d{a b} € 7.

Let us now verify the Lie algebra axioms for the first bracket: note that
J{b—r—sa}r—o = [{bra}r—o since only the coefficients of the Oth power of —A — 3
and A respectively survive in ¥, and they obviously coincide. By skewsymmetry of
{-2-} we have

U a, [ b= [labh=o = — [{b-s—sa}tr=0 = — [{bralr=0 = —{/ b, [ a}.
(195)

Hence, skewsymmetry holds for (i). Similarly, the Jacobi identity for {-;-} provides
that the Jacobi identity holds for this bracket as well, just putting A = u = 0 in the
corresponding definitions:

Jallb Sy =1 bifafcy+{[al[fb}[ch (196)

Therefore, ¥ is endowed with a Lie algebra structure with the Lie bracket defined
by (i).
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Next, we have to check that (ii) is a representation of Y on ¥, i.e., that

WrSegha={rgai-1&l/fa} (197)

holds for all [f, [ g 6_77 ,a € V. Again, this is due to the Jacobi identity. Then
we have to check that ¥ acts on ¥ as derivations of the product. For a,b € ¥ and
[ h € ¥ we have, by the left Leibniz rule:

L) h,ab} = {hyab}y=o = ({haa}b)i=o0 + ({hab}a)a=0 =

= {mah=ob + {hib}y=0oa = {[ h,a}b + {J h,b}a.
(198)

Similarly, by the Jacobi identity, we check that it acts by derivations of the A-bracket.
Finally, we have to check that the derivations { [ A, -} commute with 9. For every
a € ¥ we have

(S h.-}od)a={[ h,0a} = {hyda}r=0 = (A + d){ha})r=0 = d{hra}r=o
=(@o{f h,-}a (199)

due to the sesquilinearity of {-3-}. O

Definition 27 Given a PVA 7 and a local functional [ h € v , the associated
Hamiltonian PDE is

du
g {) h,u}. (200)

The local functional | & is called the Hamiltonian of this equation.

In the case when the PVA 7 is an algebra of differential functions in the variables
{u;}ier and the A-bracket is given by the Master Formula (MF), we reproduce the
traditional definitions:

(i) Hamiltonian PDE: % = {[ h,u} = HS‘,{M";
. . _ 5 ]
(ii) Poisson bracket on ¥: {ff, fg} = f 85 'Hsi'

The first claim is obvious, and the second is obtained by integration by parts.
It follows that in this case ¥ acts on ¥ by evolutionary vector fields: [ f > X s
Su

and that the following holds.
Corollary 3 We have a Lie algebra homomorphism ¥ — ¥, Jf—X 1
Su

Thus, in the case when 7 is an algebra of differential functions with the Poisson
A-bracket given by the Master formula, the Hamiltonian equation is a special case of
the evolution equation with RHS H 5 Sfu "
field is X, .

and the corresponding evolutionary vector
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Definition 28 A local functional [f € ¥ is called an integral of motion of the
evolution equation (191) and f is called a conserved density, if f dd]; = 0, or,
equivalently, if f Xrf = 0. Integrating by parts, this, in turn, is equivalent to

F roo. 201)
Su

Hence, [ f is an integral of motion of the Hamiltonian equation (200) if and only if
f and h are in involution, thatis if { [ f, [ h} = 0.

So, we have completely translated the language of Hamiltonian PDEs into the
language of PVAs.

Definition 29 The Hamiltonian PDE (200) is called Liouville integrable if f his
contained in an infinite-dimensional abelian subalgebra of the Lie algebra ¥ . That
is, if there exists an infinite sequence of linearly independent local functionals [ h,,
such that [‘hg = [hand {[ hy, [ hy,} =0foralln,m € Z.

By Corollary 3, integrals of motion in involution go to commuting evolutionary
vector fields XH s Hence Liouville integrability usually implies Lie integrability
(provided we make some weak assumption on H(d), such as H(d) is non-
degenerate). In fact, in order to check that the local functionals are linearly
independent, it is usually easier to check that the corresponding evolutionary vector
fields are linearly independent.

Exercise 23 Show that the equation Z,’; = u” is Lie integrable, but has no non-
trivial integrals of motion, hence is not Hamiltonian. On the other hand the equation
 — " is Hamiltonian with H = 9, h = —} ()2, and it is both Lie and Liouville
integrable.

Remark 21 Let F, G, ...be asequence of elements of ¥, such that the correspond-
ing evolutionary vector fields commute, i.e. the corresponding evolution equations
are compatible. Then we have a hierarchy of evolution equations

d d
“—r Y_g . (202)
dty dn

so that the solution of this hierarchy depends now on x and on infinitely many times:
u= M(X, to, 11, 12, .. )

5.4 The Lenard-Magri Scheme of Integrability

There is a very simple scheme to prove integrability, called the Lenard-Magri
scheme. Although it is not a theorem, it always works in practice.
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Let ¥ be an algebra of differential functions in £ variables uy, . . ., u;. First of all,
introduce the following symmetric bilinear forms on #*:

():¥'xvt— ¥, (FIG)=[F-G. (203)
Given a matrix differential operator H(d) € Matyx¢ ¥ [0]
(. VEx YVt — ', (F.G)y = (HO)F|G). (204)

Note that (H(Q)F|G) = (F|H*(0)G), where H*(d) is the adjoint differential

operator of H(d). Indeed, defining * on #'[d] as an anti-involution such that x(f) =

fand x(3) = —0, we get (3f|g) = —(f|9g) because (3f|g)+(f|dg) = [ 3(fg) =0

in 7. Hence, if H(0) is skewadjoint, then the bilinear form (204) is skewsymmetric.
Proof of Liouville integrability is based on the following result.

Lemma 9 (Lenard Lemma) Let H(d) and K(0) be skewadjoint differential
operators on V. Suppose elements &, ..., Ey € V' satisfy the following Lenard-
Magri relation:

K(0)&+1 =H(0)&, n=0,...,N—1. (205)
Then, the (&, &,) = Oforallm, n =0, ..., N, whenever we consider it with respect
toH orK: (£, &)nk = 0.
Proof Proceed by induction on i = |m — n|. If i = 0, then m = n and we get
(&n, EnYmx = —(&n, E4) 1 x because the form is skewsymmetric, therefore it is equal

to zero. Now let i > 0; by skewsymmetry we may assume m > n. We have

(Ems 6n)n = (H()smln) = —(En|H(0)E,) = —(EnlK(0)Ent1) = (K(3)m|En+1)
= (&ms Ent 1)k, (206)

and, by the induction hypothesis, the RHS is zero, since |m — (n + 1)| < |m — n].
Similarly we have, assuming n > m:

(EmsEn)k = (K(EmlEn) = —(EnlK()En) = —(EnlH(0)En—1) = (H(0)Em|En—1)
= (. En—1)n (207)

and again, by induction hypothesis the RHS is zero since [n— 1 —m| < [n—m|. O
This lemma is important since, if we can prove that the elements £, € #* are
variational derivatives, i.e. &, = M " for some local functionals f hy, it guarantees

that f hy, and [ h, are in 1nV01ut10n with respect to both brackets on ¥ . Indeed, we
know that the bracket on ¥ for the Poisson structure H is given by

H(a)‘Sf (8g|H(a) )=<‘V ,8g>, (208)

Urdgn= [ sl

du
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therefore, if §,, £, are variational derivatives, then by Lemma 9 we get

§ [y [ hy

U s [ ke = < Su ' Su

> = (Em. En) = 0, (209)
H

and the same holds for K. In other words, we have the following corollary of
Lenard’s lemma.

Corollary 4 Let H(3) and K(3) be skewadjoint differential operators on ¥°.
Suppose that the local functionals [ hy, . .., [ hy satisfy the following relation:

5.[ hn+l
Su

=H(8)8fh", n=0,...,.N—1. (210)

k@) Su

Then all these local functionals are in involution with respect to both brackets {., .}u
and{., }x on V.

In the case when (210) holds, and K, H are Poisson structures, one says that the
evolution equations

du thn+l
= K(d
dt, @) Su

— H() 8.J I
Su
form a hierarchy of bi-Hamiltonian equations. Note that if the right-hand sides of
these equations span an infinite-dimensional subspace in the space of evolutionary
vector fields, then all of these equations are both Lie and Liouville integrable.

We now must address two issues:

1. How can we construct vectors §,’s satisfying Eq. (205)?
2. How can we prove that such &,’s are variational derivatives?

Although the second issue has been completely solved considering some reduced
de Rham complex, called the variational complex, discussed in the next lecture, the
first and basic issue is far from being resolved, though there are some partial results.

We will now see how to construct a sequence of vectors &,’s satisfying the
Lenard-Magri relation.

Lemma 10 (Extension Lemma) [3] Suppose that, in addition to the hypothesis
of Lemma 9, we also have the following orthogonality condition: assume to have
vectors &, ..., Ey € V', satisfying the Lenard-Magri relation (205), such that

Span{&o, ..., &y}t € ImK (),

where Span{§. . .., &}  is the orthogonal complement with respect to the sym-
metric bilinear form (203). Then we can extend the given sequence to an infinite
sequence of vectors satisfying the Lenard-Magri relation (205) for any n € Z.4.

Proof 1t suffices to construct £y4+; such that Eq. (205) holds for n = N. In fact,
the orthogonal complement to Span{&,...,&yv+1} is contained in the orthogonal
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complement to Span{£&, ..., v}, hence the orthogonality condition would hold for
the extended sequence. By Lemma 9, H(d)&y L &, foreveryn = 0, ..., N. Hence,
by the orthogonality condition, H(9)éy C Im K(9). Therefore, H(d)éy = K(9)En+1
for some element £y € 7. We can now iterate this procedure to construct an
infinite sequence of vectors. O

Now, let us address the question why the &,’s, satisfying Eq. (205), are variational
derivatives. Note that so far we only have used the fact that H and K are skewadjoint,
but none of their other properties as Poisson structures. However, we will need these
properties in order to prove that the §,’s are variational derivatives. Moreover, we
will need the notion of compatibility of Poisson structures:

Definition 30 (Magri Compatibility) Given two Poisson structures H and K, they
(and the corresponding A-brackets) are compatible if any their linear combination
aH + BK is again a Poisson structure.
Examples 13 and 14 provide multiparameter families of compatible Poisson struc-
tures.

The importance of compatibility of Poisson structures is revealed by the follow-
ing theorem.

Theorem 9 (see [18], Lemma 7.25) Suppose that H, K € Matix, V' [0] are
compatible Poisson structures, with K non-degenerate (i.e. KM = 0 implies M = 0
for any differential operator M € Matx¢?'[0]). Suppose, moreover, that the Lenard-
Magri relation K(0)&,+1 = H(0)&, holds for n = 0, 1, and that &, & are

variational derivatives: & = Sguho, & = s I hl for some [ ho, [ € V. Then
&, is closed in the variational complex ( dzscussed in the next lecture).

Theorem 9 allows us to construct an infinite series of integrals of motion in
involution. In fact, if we are given a pair of compatible Poisson structures H, K with
K non-degenerate and we know that the first two vectors & and &, satisfying the
Lenard-Magri relation, are exact in the variational complex (i.e. they are variational
derivatives), it would follow that, whenever we can construct an extending sequence
of &,’s, then all of them would be closed, and hence exact in some extension ¥ of
the algebra of differential functions ¥ (i.e. &, = h” for some h, € 7). This is a
consequence of the theory of the variational complex discussed in the next lecture.
Note, however, that £, € 7 for all n.

Remark 22 Leté_; = 0 = 8u1 If K(0)& = 0, then for Theorem 9 to hold it
suffices to have only & such that K(d)&; = H(d)&, since the first step is trivial.

Proposition 16 Suppose we have two compatible Poisson structures H and K on
¥, with K non-degenerate, and consider a basis Eé, ..., & of KerK (it is finite
dimensional since K is non-degenerate). Suppose that each | can be extended to
infinity so that Eq. (205) holds for all n € Z+, and hence we have & for alln € Zy.

i i _ 8 h .
Assume moreover that all vectors £ are exact: §) = 'gu O for some local functional

f hé. Then all the hil/s are in involution. Hence, we have constructed canonically an
abelian subalgebra of the Lie algebra V', corresponding to the pair of compatible
Poisson structures.



Introduction to Vertex Algebras and Integrable Hamiltonian PDE 59

This proposition holds by the following result.
Lemma 11 (Compatibility Lemma) Let H(d) and K(0) be skewadjoint differen-

tial operators. Suppose we have vectors &, . .., &y € ¥ such that K(3)& = 0 and
Eq.(205) holds forn = 0,...,N. Suppose moreover to have an infinite sequence
of vectors &, ..., &y, ... satisfying Eq. (205). Then all §;’s are in involution with all

£ j’ ’s with respect to both Poisson structures H and K.

Proof Proceed by induction on i. The induction basis follows by the fact that for
i = 0 we have K(0)&, = 0:

(60, E)x = (K@)ElE) = (0]E) = 0 @11
and
(50, &) = (H(D)&0|E)) = (5olH (9)E) = —(5|H(I)E))
= —(5lK(9)E;,) = (K(@)élE;,) = (01&,) = 0. (212)

Now let N > i > 0 and suppose (&, §/)nx = O for all h<i. We want to prove that
(§i+1,&))nx = 0. We have

(€1, 8k = (K(DEi11E) = (HOEIE) = (6. &) =0 (213)

and

(Gir1. 6 = (H()Ei+115) = —(Ei41|H()E) = —(5i+1|K(DE[ )
= (K()&i+1184) = HOEIE ) = (E. & )m =0, (214)

where in both cases the last equality is given by the induction hypothesis. Hence
(6. )ux = O forall i, j in question. O

In the next lecture we will demonstrate the Lenard-Magri method on the example
of the KdV hierarchy, hence establishing its integrability.

6 Lecture 6 (January 15, 2015)

6.1 An Example: The KdV Hierarchy

We begin this lecture with an example.

Consider the PVA 22, = Flu,u’,u”, ...] with two compatible A-brackets: one is
the Gardner-Faddeev-Zakharov (GFZ) A-bracket {uyu}x = A, and the other one is
the Magri-Virasoro (MV) A-bracket {uyu}y = (9 + 2A)u + cA? for some ¢ € F.
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The corresponding compatible Poisson structures are K(d) = d and H(d) = v’ +
2ud + cd? respectively (see Example 13). Note that Kerd = F.

We shall use the Lenard-Magri scheme discussed in the previous lecture to
construct an infinite hierarchy of integrable Hamiltonian equations: we want to
construct an infinite sequence of vectors §, € &7, such that K(9)§,+1 = H(0)&,,
n € Z4, and & € Ker K(d). We also want to compute the conserved densities /,,
such that §, = 5;2'.

We can take & = 1 and, consequently, iy = u. Taking &_; = 0, h—; = 0, we
can apply Theorem 9 to establish by induction on #n that all the §,’s, satisfying the
Lenard-Magri relation, are closed in the variational complex. Since, by Corollary 5
from the next section, every closed 1-form is exact over the algebra of differential
polynomials, we conclude that there exist i, € &), such that &, = 5;2'.

The first step of the Lenard-Magri scheme:
1
H@) = K@) = ' =§ = & =u = h = 2142. (215)
The second step of the Lenard-Magri scheme:

3
H0)& = K()s = 3w+ =& — & = 2u2 +a = &

1] 1
= hyh=_ W+ cud). (216)
Su 2

And so on.

Remark 23 All €,’s are defined up to adding an element of Ker K(9), hence, in this

case, up to adding a constant.

d
The corresponding KdV hierarchy of Hamiltonian equations is given by d;l =

K(0)&,4+1 = 0&,41, namely:

du , du
=u, = 3ui/ G 217
dy u i, uu' + cu (217)

Note that for n = 1 we get the classical KdV equation, which is the simplest
dispersive equation (cf. Example 16).

The hierarchy can be extended to infinity because the orthogonality condition
(E0)+ < ImK(d) holds (see the Extension Lemma 10): since & = 1 and 1+ =
02, = ImK(9) (equivalently, if P € (£y)~ then J1-P=0<% PedP, therefore
P € Im K (9)). It is easy to show by induction that the differential order of K(0)&, is
2n + 1 (if ¢ # 0), hence they are linearly independent, and we consequently have
Lie integrability. Then automatically all the f* &,’s are linearly independent, and we
have Liouville integrability as well. Therefore the KdV equation is integrable, as are
all the other equations iu = K(0)&,+1 = H(0)&,.

n
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Exercise 24 Show that the next equation of the KdV hierarchy is

15
=085 = utu' + 10cu'v” + Scuu” + 2u',
dt, 2

and the next conserved density is

5 5 5 1
hy = 8144 + 3cu2u” + 6cuu’2 + 2czuu(4).

6.2 The Variational Complex

As professor S. S. Chern used to say, “In life both men and women are important;
likewise, in geometry both vector fields and differential forms are important”. In
our theory vector fields are evolutionary vector fields over an algebra of differential
functions 7

n d L
Xe= ) &P o PV’ (218)

and, as we have already seen in Lecture 5, they commute with d = X,,. Differential

forms in our theory are “variational differential forms” which are obtained by the

reduction of the de Rham complex over ¥ by the image of 9.

Let /J = {l,...,N}, where N can be infinite. Given a unital commutative

associative algebra A, containing the algebra of polynomials F[x;|j € J] and
ad

endowed with N commuting derivations o’ extending those on the subalgebra
Xj

of polynomials, the de Rham complex §2(A) over A consists of finite linear

combinations of the form

D7 fricdxi A Adxy € 25A). fi i €A (219)

i <<y

so that we have the decomposition

2(A) = @ 24A).

k€Z

Moreover, ﬁ(A) is a Z-graded associative commutative superalgebra with parity
given by p(A) = 0 and p(dx;) = 1. This is a complex with the usual de Rham
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differential, namely an odd derivation d : 2%(A) —> £2%t1(A) of £2(A) such that

d(dx) =0; df =) gf dx;for f € A. (220)

jes Y

It is easily checked that d is a differential, namely that d?> = 0. We will denote this
complex by (£2(A), d).
Let us define now an increasing filtration on A by subalgebras:

Aj={acA| g;’ =0,V iz 221)

l

0
We call A; the subalgebra of quasiconstants. If 3 A =Ajforallj € J, wecall A
X:

i
normal. Obviously, the algebra of polynomials in any (including infinite) number of
variables is normal.

Lemma 12 (Algebraic Poincaré Lemma) Let A be a normal commutative asso-
ciative algebra as above, and let (§2(A), d) be its de Rham complex. Then

H*(R2(A),d) =0, k> 0; H(2(A),d) = A,. (222)

Proof Extend the filtration of A to ﬁ(A) by letting ﬁj(A) be the subalgebra,
enerated by A; and dxi,...,dx;. Introduce “local” homotopy operators Ky,
§2,,(4) — 2,7 (4) by

(_I)Y(If dxm) dxil ARRRIAN dxij

K (f dxiy A+ ANdxi, A dxp) =
‘ 0, if dx,, does not occur

(223)

where i} < ... < iy < m. Here the integral f f dx,, is a preimage in A,, of f € A,
under the map Bim’ which exists by normality of A.
Letw € ﬁfn(A). Then it is straightforward to check that

Kndw + dK,0 —w € 25 (A), for m=1. (224)

Hence, if w € ﬁﬁl(A) is closed, then
d(K,0) —o € 2°_(A). (225)
Equivalently @ € 2% | (A) + d2(A), i.e. we may assume that @ € 2% (A)
modulo adding an exact tail. Repeating the same argument we proceed downward
in the filtration, and after a finite number of steps we get 0, hence w € d§2(A). O

Let ¥ be an algebra of differential functions. Consider the lexicographic order
on pairs (m, i) € Z4+ x I, and consider the corresponding filtration by subalgebras
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as above:

of
(n)

u;

Vi ={f V| ) =0, V(n,j)=(m,i)}. (226)

Hence we can define normality of ¥ as above.

Example 17 The algebra of differential polynomials in £ variables &7 is normal.
The derivation d of ¥ extends to an even derivation of the superalgebra £2(¥")

by letting d(du'™) = du"*".

Exercise 25 Show that dd = dd. (Hint: use Axiom (ii) in Definition 22.)
Due to this exercise, we may consider the reduced complex

(R2¥),d) = (2(¥)/92(¥),d),

called the variational complex over the algebra of differential functions 7.
Exercise 26 Show that 9 is injective on ﬁk(”i/ ) for k=1.

Theorem 10 ([3]) Let ¥ be a normal algebra of differential functions. Then
HYRQ),d) =0, k>0; H(Q).d) =F/IF. (227)

where & C V' is the subalgebra of quasiconstants.

Proof We have a short exact sequence of complexes
00— IQ(Y) — 2(V) — (V) — 0, (228)
which induces a long exact sequence in cohomology:

HY(32(¥)) — HY(2(¥)) — H(2(¥)) — H'(32(¥)) — H(2(V))
— H'Q) — ... (229)
Since ¥ is normal, by Lemma 12 we get
HY(2(¥)) = 0 for k > 0.
Now note that H(d$2(%), d) = 0 for k > 0. Indeed, take @ € £2*(¥) with k=0.
If d(0®) = 0, then d(d®) = O since d and d commute. So, thanks to Exercise 26,
we have do = 0. By Lemma 12, since @ is closed, it is exact: ® = d7 for some

i€ 2(¥), hence 3@ = 3(d7j) = d(7j), and

HY02(¥)) = 0 for k > 0.
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Therefore the long cohomology exact sequence (229) becomes

...— H@Q®) — 0—0— H(2(¥)) — 0 — 0 — HX(R2(¥))
—0—0..., (230)

so HY(2(¥).d) = 0 for k > 0. When k = 0 we obviously get H*(2(7))
H(Q(7))/H (02(¥)) = F/IF.

Let us study the variational complex more closely. We can write down explicitly
the first terms of the complex £2(%):

e 200y =7/07;
- Q') =74
o Q%(V) = {skewadjoint £ x £ matrix differential operators over ¥'}.

o R

The corresponding maps are

1
2°) -5 ') L 20y — ... /fi> 88 /f,Fi> 5 (DF=DJ),...
u
(231)
wheref € ¥, F € ¥%, and (Dp); = Y ;Fj i jel

(n)
n€Zi4 U

The first identification is clear since 2 (7)) = 7. Let us explain how to obtain
the identification 22'(#) = 7*. We have

lez{ ) ﬁ,nduf"’}/aﬁlmz{ [ ¥ fi,ndui")}

iEI,n€Z+ iGI,nEZ+

z{ / )3 fi,nandui}, 232)

i€l,n€Z

where last equality is due to the fact that d and d commute. Integrating by parts, we
get

L
/ Y find'dui =y / Y ) fin | dui (233)
i=1

i€l,n€Z n€Zy

Thus the identification £2!(7) — ylis given by

/ 3 fadu” (Z(—a)"ﬁ,n (234)

i€l,n€’ 4 n€Zy el
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and this is an isomorphism of vector spaces. In particular, we conclude that if we

takedf = Y aa(fw du™ (in this case f;,, = Ba{n) ), then the RHS of (234) becomes
i€lneZy % Ui

exactly the vector of variational derivative of f. It also explains the action of the first
differential d : 2°(*) — 2'(¥). Moreover, it is clear that a 1-form § € ¥ is

exactiff § = gz , and it is closed iff D is self-adjoint.

Exercise 27 Show that the algebra of differential functions Z2;[u~!,logu] is
normal. Show that any algebra of differential functions 7" can be included in a
normal one.

Since the algebra of differential polynomials &7, is normal, we obtain the
following corollary of Theorem 10.

Corollary 5 Let V' = 2 be an algebra of differential polynomials. Then

(a) Kerfu =F+1Imad.
(b) Im) = {F € V' | Dy is selfadjoint}.
(c) w € $24(V), k=1, is closed if and only if it is exact.

Claim (a) is usually attributed to a paper by Gelfand-Manin-Shubin from the 1970s,
though it is certainly much older. Claim (b) is called the Helmholtz criterion, and
apparently, it was first proved by Volterra in the first half of the twentieth century.

If we know that £ € #* is a variational derivative: § = gz for some h € ¥
(which is not unique since we can add to % elements from 9 %), there is a simple
formula to find one of such 4 :

Exercise 28 Let

A= Z u” 9

! (n)
ielneZy du;

be the degree evolutionary vector field, and suppose that £ € #* is such that A(u -
£) #0.Leth € A~'(u-£). Show that

8h
5 —& eKer(A+ 1) foralliel.
Ui

Consequently, if Ker(A + 1) = 0, then gﬁ =&

6.3 Homogeneous Drinfeld-Sokolov Hierarchy
and the Classical Affine Hamiltonian Reduction

The method of constructing solutions of the Lenard-Magri relation, described in
Sect. 5.4, uses Theorem 9, which assumes that K is non-degenerate. In this section
I will describe the direct method of Drinfeld and Sokolov on the example of the so
called homogeneous hierarchy, which avoids the use of Theorem 9.
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Consider the affine PVA ¥ = 7'(g,s), where g is a reductive Lie algebra
with a non-degenerate invariant symmetric bilinear form (. | .) and s is a semisimple
element of g, with compatible Poisson A-brackets (a,b € g) :

{aibin = [a.b] + (alb)A,  {aibik = (s][a. D)), (235)

see Example 14. Note that the Poisson structure K is degenerate, as s is a central
element of the corresponding A-bracket.
The Lenard-Magri relation (210) for infinite N can be rewritten as follows:

{f hnsu}H = {f hn-‘rlvu}Kv ne Z"rv ue g (236)

The Drinfeld-Sokolov method of constructing solutions to this equation is as
follows, see [14] and [8]. Choosing dual bases {u;};e; and {u'};c; of g, let

L(z) = 8+Zui®ui—z(s® )eFax (g® ).
iel
The first step consists of finding a solution F(z) = Yoo Faz " € (g ® ¥)[[z7"]] of
the following equations in Fo x (g ® #)((z™!)) :
L), F(@)] =0, [s®1,F] =0. (237)
Theorem 11 Assume that the element s is semisimple, and let ) be the centralizer
of sin g, so that g = b @ b~. Then
(a) There exist unique U(z) € 77 (h* @ V)[[z7"]] and f(z) € (h ® V)[[z~ "], such
that
VL) =0+ () —z2s @ 1).
The coefficients of U(z) and f(z) can be recursively computed.
(b) Let abe a central element of . Then F*(z) = e V9 (a®1) satisfies Eq. (237).
Define the variational derivative of /' f € #'/07 in invariant form:
§Sf _ i 0
Slxl o Z u ® 8ui ’
i€l
The second step is given by the following.

Theorem 12 Let f(z), a and F°(z) be as in Theorem 11. Let h*(z) = (a ® 1|f(2)).
Then

(a) F“(Z) — Sf;::’(z) .
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(b) The coefficients of h*(z) = ) .50 hiz™" satisfy the Lenard-Magri rela-
tion (236).

(c) All the elements [ h% € V' /Y, where n € Zy and a is a central element of b,
are in involution with respect to both Poisson structures H and K.

For proofs of these theorems we refer to [8]. Note that the claim (c) of Theorem 12
follows from claim (b) and Lemma 11.

Example 18 Let s be a regular semisimple element of g, so that f is a Cartan
subalgebra, and let a € h. Then the above procedure gives the following sequence
of densities of local functionals in involution, satisfying the Lenard-Magri relation:

1 o(a)
hoy =0, hy=a. h = e
1 0 a, ZZ;O[(S)e a€a

1 Ol(a) a(a)
hy = 5 aze: —a€l + Z e_gelyle—y, ey

IO a(s)?
1 a(a)
i aﬂXG:A a(s)B(s) e-peale—u-ep].....
B

where A is the set of roots of g and the root vectors e, are chosen such that
(exle—a) = 1.
The corresponding Hamiltonian equations are:

b
= Oforbeb ne s, dj: = a(a)ea, (238)
dey a(a) ¢ Z B(a)
= e_glep. eq]. (239)
dn fen B(s)
The next equation is more complicated, so we give it only for g = sfy, a =
s,a(s)=1:
dea /] / / 2
P (2e,a + eqa') — (a|a)ee_q . (240)
2

Note that the elements of § do not evolve since they are central for the Poisson
structure K.

In order to construct new PVAs from existing ones, we can use the classical affine
Hamiltonian reduction of a PVA 7.

The classical affine Hamiltonian reduction of a PVA ¥, associated to a triple
(%, 1y, ), where %) is a PVA, Iy C ¥ is a PVA ideal and ¢ : ¥j — ¥ is a PVA
homomorphism, is

W =W Yoo, ) = (V] Vo(Ip))y ¢, (241)
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where ad)¢(%)) means that we are taking the adjoint action of ¥ ¢(ly) on ¥ with
respect to the A-bracket.

Remark 24 V|V ¢(Ip) is a differential algebra, but the A-bracket is not well defined
on this quotient. However, the A-bracket is well defined on the subspace of invariants

OV Iy 5.
Theorem 13 The A-bracket on W given by

U+ Vo), g+ Vel ={fig} + Vel (242)

is well defined and it endows the differential algebra W with a structure of a PVA.

Proof Let # = {f € ¥ | {o(Yo)if} C ¥ [Alo(o)}, so that # = W |V o(ly). It is
a subalgebra of the differential algebra ¥, and ¥ ¢(lp) is its differential ideal.

Check that 7/ is closed under the A-bracket of ¥ (i.e. W is a PVA subalgebra):
lethelyf,ge W, then by the Jacobi identity

{hfuglt = Whafiarugt + Hulhaghd C UV [Melo)r+ugt + {7 [Aleo)} C
C {7V Me(0)i+ugd + U7 [Me(M0)) C VA, ulelo). (243)

Finally, by the right Leibniz rule, # ¢(ly) is a Poisson ideal of W for f e WV we
have

L7 elo)y C V{ifielo) {47 5e(o) C V{fip(P0)i+7 [Ae(lo) C ¥ [Ae(lo).
(244)

0
The main example of this construction is the classical affine W-algebra.

Example 19 Consider the affine PVA 7 = ¥#(g,s) with compatible A-
brackets (235). Let f be a nilpotent element of g and let {f, &, e} be an s{,-triple,
containing f. Let

9= Py

JEYZ
be the ;ad h eigenspace decomposition (so that f € g_;). Assume that s € gy,

where d = max{j|lg; # 0}. Let ¥ = P(g-0). let ¢ : ¥ — ¥ be the inclusion
homomorphism, and let Iy C ¥} be the differential ideal, generated by the set

M = {m— (flm)|m € gz1].

It is easily checked that [ is a PVA ideal of ¥ with respect to both A-brackets (235).
Then the classical affine W-algebra is the corresponding classical Hamiltonian
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reduction for both A-brackets:
W(9.f.8) =WV, Y, 1o, 9).

Remark 25 The same construction does not work for vertex algebras because of
the presence of quantum corrections. However, for the usual associative algebras
it actually works. The quantum (finite) Hamiltonian reduction of an associative
algebra A is W = W(A, Ay, Iy, ¢) constructed as above, where Ay is an associative
algebra, ¢ : Ap < A is a homomorphism of associative algebras and Iy C Ay is a
two-sided ideal. Thus, taking A = U(g), Ao = U(g>o) and I, the two-sided ideal
generated by the above set M, we get the quantum finite W-algebra

W(g.f) = W(A, Ao, Io, ¢). (245)

Theorem 14 ([8]) As a differential algebra, the W-algebra W (g.f,s) is isomor-
phic to the algebra of differential polynomials on ¢, the centralizer of f in g.

In particular, for f principal nilpotent we get the classical Drinfeld-Sokolov
reduction.

The problem is, for which nilpotent elements f can one construct the associated
with % (g,f, s) integrable hierarchy of Hamiltonian PDE’s? Drinfeld and Sokolov
constructed such hierarchy in [14] for the principal nilpotent f. (For g = s¢, it
coincides with the Gelfand-Dickey nth KdV hierarchy, n = 2 being the KdV
hierarchy.) Their method is similar to that in the homogeneous case. The same
method can be extended, but unfortunately not for all nilpotent elements.

Definition 31 A nilpotent element f € g is called of semisimple type if f + s is a
semisimple element of g for some s € g,.

These elements are classified for all simple Lie algebras g [15]. For example,
principal, subprincipal and minimal nilpotent elements are of semisimple type.
In exceptional Lie algebras about one third of the nilpotent elements are of
the semisimple type. In s{y only those elements corresponding to partitions
(n,...,n,1,...,1) of N are of semisimple type.

Theorem 15 ([8]) Let g be a simple Lie algebra. If f € g is a nilpotent element,
such that f + s is semisimple for s € g4, then there exists a bi-Hamiltonian hierarchy
associated to W (g,f, s), which is both Lie and Liouville is integrable.

Remark 26 1n the recent paper [11] for any nilpotent element f of g¢ and non-zero
s € g4 an integrable hierarchy associated to W(g{y, f, s) is constructed.
6.4 Non-local Poisson Structures and the Dirac Reduction

Unfortunately in many important examples the PVA structure is not enough to deal
with integrable systems, as it is in the case of the KdV equation, since in practice
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most of the Poisson structures are non-local. Thus we need to consider non-local
PVAs, for which the A-bracket takes value in ¥ ((A~!)). Equivalently, the associated
operator H(d) € Matyx,# ((07")) is now a matrix pseudodifferential operator.

Still, we can work with these structures, but we have to check that the axioms
for a PVA bracket still make sense when the A-bracket is a map {-;-} : ¥ ®
¥ — ¥ ((A7")). Sesquilinearity and the left and right Leibniz rules are clear. For
skewsymmetry we have to make sense of (A+9)~": write (A+0) ™! = A=1(1+ )"
and then expand in the geometric progression, so we get a Laurent series in A. More
generally, for an n € Z we let

A+oy=Y (Z)x"—kak. (246)

kE€Z

We only have problems with the Jacobi identity, and in order for it to make sense
we need the A-bracket to satisfy an additional property, called admissibility:

Hanbyucy VI 0™ A= w) ™ NIA, . (247)

The fact is that when we consider a term like {a;{b,c}} we have to take Laurent
series in A and then Laurent series in y and these can not be interchanged, since what
we get are completely different spaces. So, two different terms of the Jacobi identity
cannot a priori be compared, and we need this admissibility property in order to do
so. If H(d) = A(d) o B(d)~! is a rational matrix pseudodifferential operator (that is,
both A(d), B(d) are £ x £ matrix differential operators and B(d) is non-degenerate),
then the A-bracket defined by the Master Formula (MF) is admissible.

Example 20 For v = & = Flu,u/,u”,...] examples of non-local Poisson
structures are:

e H(0) = 97! (Toda)
e H(9) = u'0~ '’ (Sokolov).

More information about non-local PVA can be found in [7]. In particular, it is
shown there that the Lenard-Magri scheme can be applied if both K(d) and H(d)
are rational pseudodifferential operators. One of the most important examples is

the following pair of compatible non-local Poisson structures on the algebra of
differential polynomials in « and v, where k € F:

0-—1 00 udlou —udlovw
K_(l O)’ H_(BO) +2K(—v8_lou vB_lov)’ (248)

which produces the non-linear Schrodinger (NLS) equation:

d

dL; =u’ + kv

‘ (249)
Yo o — eun?.

dt
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An important construction, leading to non-local PVA’s, is the Dirac reduction for
PVA’s, introduced in [9], which generalizes the classical Dirac reduction for Poisson
algebras [13].

Theorem 16 ([9]) Let (¥,{.,.},-) be a (possibly non-local) PVA. Let 6., ..., 06, €
V" be some elements (constraints) such that

CO) = (165 9 0! 5

is a non-degenerate matrix pseudodifferential operator. Forf,g € V let

m

(8P =18 — Y {0408l (C)pa(h + D){fil} - (250)

a,f=1

Then this modified A-bracket provides ¥ with a structure of a non-local PVA, such
that all elements 6, are central. Consequently, the differential ideal of the PVA
YP = (¥, {,P,), generated by the 0,’s is a PVA ideal, so that the quotient
of VP by this ideal is a non-local PVA.

Proof Formula (250) defines the only A-bracket, which satisfies sesquilinearity and
skewsymmetry, and for which all the 6; are central. The proof of Jacobi identity is a
long, but straightforward, calculation. O

Example 21 Consider the affine PVA ¥ = ¥!(sl,,s) with the two compatible
Poisson A-brackets {.;.}y and {. .}k, given by (235). As in Example 18, choose a
basis ey, ey, s of s£5, such that

[eas e—a] =3, [S, e:l:ll] = :l:ezl:ou

and the invariant bilinear form, such that (ey|e—y) = 1, (@]a) = —«.

Consider the constraint 6 = s (=a multiple of «). This constraint is central
with respect to the A-bracket {.,.}x. The quotient of ¥" by the differential ideal,
generated by 6, is the algebra of differential polynomials &7, in the indeterminates
U = ey,V = e—y. The induced on &2, A-bracket by {.,.}x is given by the matrix
K in (248), and the Dirac reduced A-bracket {.,.} on Z, is given by the matrix
H in (248). The reduced by the constraint 6 evolution equation (240) is the NLS
equation (249).

This approach establishes integrability of the NLS equation, see [10] for details. For
other approaches see [19] and [7].

Exercise 29 Dirac reduction of the affine PVA #'!(g, s) by a basis of b, applied to
Eq. (239), gives an integrable Hamiltonian equation on root vectors of the reductive
Lie algebra g:

deq _ a(a) , 3 B(a)

b T B(s)

dr — a(s) @ e=plep: €al,

BeA.p#—a
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where a and s are some fixed elements of f, s being regular. Find its Poisson
structures.
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