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Preface

This volume contains the papers presented at GbR2017: the 11th IAPR-TC15 Work-
shop on Graph-Based Representations in Pattern Recognition, held during May 1618,
2017, in Anacapri, Italy.

GbR2017 was the 11th edition of a series of workshops organized every two years
by Technical Committee 15 of the International Association for Pattern Recognition
(IAPR). This workshop series traditionally provides a forum for presenting and dis-
cussing research results and applications in the intersection of pattern recognition,
image analysis on one side and graph theory on the other side. In addition, given the
avenue of new structural/graphical models and structural criteria for solving computer
vision problems, GbR2017 organization encourages researchers in this more general
context to actively participate in the workshop. Furthermore, the application of graphs
to pattern recognition problems in other fields like computational topology, graphic
recognition systems, and bioinformatics is also highly welcome at the workshop.

The present volume contains 25 papers. Each accepted paper was reviewed by two
Program Committee members. The program of GbR2017 also included two invited
talks by Prof. Luc Brun (Ecole Nationale Superieure d’Ingenieurs de Caen, France) and
Prof. Vladimir Batagelj (University of Ljubljana, Slovenia).

We want to thank the International Association for Pattern Recognition for making
GbR2017 an IAPR-sponsored event. We also thank the University of Salerno and the
Department of Information and Electrical Engineering and Applyed Mathematics
(DIEM) for sponsoring the workshop, and the Municipality of Anacapri for endorsing
GbR2017.

May 2017 Pasquale Foggia
Cheng-Lin Liu
Mario Vento
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Approaches to Analysis of Large Networks

Vladimir Batagelj'*

! Department of Theoretical Computer Science, Institute of Mathematics, Physics
and Mechanics, Jadranska 19, 1000 Ljubljana, Slovenia
vladimir.batagelj@uni-1j.si
2 University of Primorska, Andrej Marusi¢ Institute,

Muzejski trg 2, Koper, Slovenia

Large networks are networks with some thousands up to billions of nodes that can be
entirely stored in computer’s memory. Most of large networks are sparse — their
number of links is of the same order as their number of nodes (Dunbar’s number). This
allows us to develop very efficient (subquadratic) algorithms for analysis of large
networks. To support the analysis of large networks we started in 1996 to develop a
program Pajek (De Nooy et al. 2011). Besides basic graph theory algorithms, such as
weak and strong connectivity, condensation, topological ordering, etc., Pajek contains
also several specific network analysis algorithms: 3-rings and 4-rings weights, SPC
weights, (generalized) cores, fragment (motif) searching, network multiplication, cuts,
islands, clustering and blockmodeling (Doreian et al. 2004) and others. For details see
Batagelj et al. (2014).
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Graph Edit Distance: Basics and History

Luc Brun'?

! Normandy University, ENSICAEN, CNRS, Caen, France
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Abstract. Defining a metric between objects is a basic step of any pattern
recognition algorithm. Using graphs, this notion of distance is not straightfor-
ward. Among the different distances between graphs that one may imagine, the
Graph Edit Distance has progressively become a standard tool within the
structural pattern recognition framework. Indeed, this distance allows to take
into account fine differences between graphs, may be easily tuned and may
satisfy all the axioms of a distance. Basically, the most common definition of the
graph edit distance is based on the notion of edit path. An edit path between two
graphs G, and G, is a sequence of node/edge removal/substitution or insertion
operations transforming G, into G,. Each edit path may be associated to a cost
hence defining the Graph Edit Distance between G, and G, as the minimal cost
of all edit paths between these two graphs. Within this survey, we will first
review some definitions and properties of the Graph Edit Distance in order to set
up a framework which will allow us to review the main families of methods used
to compute the graph edit distance. Among them, we may cite methods based on
a tree search or methods based on integer programming.
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Saliency Detection via A Graph
Based Diffusion Model

Zhougin He', Bo Jiang!®™), Yun Xiao', Chris Ding?!, and Bin Luo'

1 School of Computer Science and Technology, Anhui University, Hefei 230601, China
hezhouqin@foxmail.com, {jiangbo,xiaoyun,luobin}@ahu.edu.cn
2 CSE Department, University of Texas at Arlington, Arlington, TX 76019, USA
chqdingQ@uta.edu

Abstract. This paper proposes a graph based diffusion method for
image saliency detection problem by adopting random walk with restart
(RWR) model. Our method begins with computing background and fore-
ground priors respectively for the input image. Based on these priors, we
then adopt RWR method to obtain more reasonable and accurate back-
ground and foreground measurements by further considering the local
structure of image. At last, we combine both background and foreground
measurements together to obtain a more accurate saliency estimation.
Experimental evaluations on four benchmark datasets demonstrate the
benefits and effectiveness of the proposed method.

Keywords: Saliency detection - Background prior + Foreground prior -
Random walk with restart

1 Introduction

Image saliency detection aims to automatically identify the salient or interesting
regions of an image that attract human attention [5,12,13]. It is an important
and fundamental problem in pattern recognition and computer vision area. The
salient regions of the input image usually indicate the main objects or discrimi-
native features contained in this image. Thus, saliency detection techniques can
be widely used in many computer vision and image processing tasks such as
image segmentation [34], image retrieval [4] and visual object tracking [23].

In recent years, many methods have been proposed for image saliency detec-
tion problem. Generally, these methods can be roughly categorized into three
types, i.e., bottom-up methods, top-down methods and combination of top-down
and bottom-up methods [9,33,39,40]. Bottom-up methods are usually unsuper-
vised while top-down methods are commonly supervised. In this paper, we focus
on bottom-up methods. In the past decade, many bottom-up methods have been
proposed [14,21,27,37]. Among them, one kind of commonly used methods is
to use graph models and methods [8,10,14]. For example, Gopalakrishnan et al.
[8] adopted a random walk model for image salient object location. Yang et al.
[39] used graph manifold ranking method to obtain image saliency. Zhu et al.

© Springer International Publishing AG 2017
P. Foggia et al. (Eds.): GbRPR 2017, LNCS 10310, pp. 3-12, 2017.
DOI: 10.1007/978-3-319-58961-9_1



4 7. He et al.

[40] provided a general optimization model to obtain a more accurate saliency
detection results by combining background and foreground priors at the same
time. Li et al. [20] proposed to use a regularized random walks ranking model
to achieve object saliency estimation. Wang et al. [34] also presented a saliency
detection approach by combing both local graph structure and background priors
together.

In this paper, we propose a new graph based diffusion method for image
saliency detection problem by adopting random walk with restart (RWR) model
[17,19]. First, we compute both background and foreground priors respectively
for the input image. Based on these priors, we then adopt RWR method to
obtain more accurate measurements of background and foreground. At last, we
combine these two cues together to obtain more accurate saliency estimation.
Comprehensive evaluations on benchmark datasets indicate that our method
performs better than state-of-the-art methods.

2 Brief Review of Random Walk with Restart

Random walk with restart model has been widely used in many computer vision
problems, such as image saliency and segmentation [18,19], object tracking [17]
and data mining [26]. Here, we give a brief review of random walk with restart
model.

Given a graph G(V, FE) with V' and E denoting nodes and edges, respectively.
A transition matrix A is first defined, in which A;; denotes the probability that
a walker moves from node v; to node v;. In random walk with restart (RWR),
starting at a node, the walker have two options at each step, i.e., moving to
a randomly chosen neighbor with probability « or jumping to a specified node
with probability (1 — «) [17,26]. Formally, in RWR, it iteratively computes the
probability distribution r*) as,

r) = gAr® 4+ (1 —a)p (1)

where a € [0, 1] is a restarting probability, and p = (py, Py, - - - Py ) IS a restarting
distribution. It is known that regardless of any initialization p(?), as the iteration
t increases, the diffusion process will converge to the stationary distribution p*.
Moreover, since the stationary distribution p* satisfies the following,

r = aAr* + (1 — a)p. (2)
Thus, the stationary distribution p* can also be solved directly as
r* = (1—a)(I—aA)'p (3)

where I is an identity matrix.

From diffusion aspect, the above RWR process provides a kind of diffusion.
That is, the restarting distribution p are propagated or diffused throughout the
graph G(V, E) and matrix (1 — a)(I — aA)~! can be regarded as a kind of
diffusion matrix [22].
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3 Saliency Detection

In this section, we present our saliency detection method based on RWR model.
Our method consists of three main steps which are introduced below.

3.1 Graph Construction

Given an input image Z, we first segment it into a set of non-overlapping super-
pixels via the simple linear iterative clustering (SLIC) approach [2]. Then, we
construct a k-regular graph G(V, E) as follows [39]. Each node v; € V represents
a superpixel and an edge e;; € F exists between node v; and v; if node v; and
v; are either neighbour or having common boundaries with their neighboring
nodes. For each superpixel, we use the average CIE LAB color of all pixels in
this superpixel as the feature descriptor [39], and then compute the weight W;
between node v; and v; as,

2

Wi; = exp(—nlle; — %) (4)
where c¢; and c; are the mean Lab color feature of superpixel s; and s;. The 7,
is set to n = 0.1 in this paper.

In order to conduct the diffusion process via RWR model, we need to trans-
form graph weight matrix W to transition matrix A by normalizing each column
of weight matrix W to 1, i.e.,

__ Wy

= —x .
Zi:l Wi

Based on transition matrix A, we can conduct diffusion process for both back-

ground and foreground as follows.

()

j

3.2 Diffusion with Background Prior

Given any background prior p,, we can use the above RWR model to conduct
the diffusion of background prior as follows,

b = aAbY + (1 - a)p, (6)

where t = 0,---n and p, is the restart term. As iteration ¢ increases, plt+1)

will converge to a stationary distribution b* regardless of any initialization b,
Comparing with original background prior p®, the diffusion stationary distrib-
ution b* maintains more local smooth constraint and thus provides a kind of
more reasonable background measurement.

For image saliency detection problem, there exist many background prior
computation methods [15,37,39,40]. In this paper, we compute the background
prior p;, using the boundary connectivity. Formally, for any superpixel s, the
boundary connectivity (BC) [40] of superpixel s is defined as [40],

ZsiEB 5(57 Si)

VL, S(s,si)

BC(s) = (7)
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where B denotes the boundary area of image and S(s, ;) is the similarity between
superpixel s and s;. N is the number of superpixels. Based on the above boundary
connectivity, the background prior p;(s) for superpixel s is computed as [40],

BC(s)?

py(s) =1 —exp(— W) (8)

where oy, is set to 1in our experiments.

3.3 Diffusion with Foreground Prior

Similar to background diffusion process, we can also conduct diffusion for fore-
ground prior. Given any foreground prior f;, such as contrast [5,40], objectness
[15] and center prior [34], we can use the above RWR model to obtain the fore-
ground measurement f as follows,

D — g A 4 (1 — )Py (9)

where t = 0,---n and p; is the restart term. Comparing with original foreground
prior py, the diffusion stationary result f* maintains more smooth consistent of
image object and thus provides a more reasonable foreground measurement.

In this paper, we use background weighted contrast [5,40] to define the fore-
ground prior p which incorporates background information in its definition, i.e.,

d%(s, s;)
20]20

Py = Zb*(si)da(s, si)exp( — ) (10)

where d,(s,s;) and ds(s,s;) denote the Lab color feature distance and spatial
distance respectively between superpixel s and s;. The weight b* is the back-
ground measurement obtained from the above background diffusion. Parameter
oy is set to 0.25in our experiments.

3.4 Combination

After obtaining the background measurement b* and foreground measurement
f* based on RWR model, we then combine these two cues together to compute
the final saliency result r*.

Note that large background measurement (probability) b} of superpixel s;
encourages superpixel s; to take a small saliency value r;, while large foreground
prior b} encourages superpixel s; to take a large saliency value. This observation
can be achieved by minimizing the following energy function [34,40],

N N N N

o1

min oY Y Wi —1;)? +9) birf+5) -1 (1)
i=1 j=1 i=1 i=1

where ~y, 8 are two balancing parameters. Matrix W is the weight matrix of

graph G(V, E), as mentioned above. This optimization problem has a closed-form
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Fig. 1. Quantitative PR-curve and F-measure evaluation of recent approaches on four
benchmark datasets. The rows from top to bottom correspond to ASD, DUT-OMRON,
SED and SOD dataset respectively. The first two columns show the comparison of PR~
curves and the last column shows the comparison of F-measure values using an adaptive
threshold.

solution and the optimal solution r* can be obtained by setting the first deriva-
tive of the energy function w.r.t. variable r to 0, i.e.,

r* = 3(D—W++B+gF) (12)

where D is a diagonal matrix with D;; = Z;\f:l W;;. Matrix B and F are
diagonal matrices with B;; = b} and F;; = f;.



8 7. He et al.

To overcome the undesirable block effect, for the input image Z, we first com-
pute the saliency maps independently under different superpixels numbers (we set
number of superpixels to 150, 200, 250, respectively) using the proposed RWR
method, and then generate our final smooth saliency map by averaging them.

4 Experiments

In this section, we evaluate our method on four benchmark datasets including
ASD, SED, SOD and DUT-OMRON datasets. We compare our method with
some recent state-of-the-art methods. The parameter v , § and « are setting to
2.5, 0.5 and 0.35 in all the experiments.

4.1 Datasets and Settings
The benchmark datasets used in our paper are introduced below.

ASD [1] dataset contains 1000 natural images and associated ground truth
object images. The images in this dataset generally have large variations in
image content with simple and smooth background structures.

SED [3] dataset consists of 200 natural images and corresponding ground truth
object images. In this dataset, half of images involve a single salient object, while
the rest of images have two salient objects.

SOD [24] dataset contains 300 images and corresponding ground truth object
images. The images used in this dataset generally have a large salient object
which are usually touching one or more image boundaries.

DUT-OMRON [39] dataset includes 5168 natural images and corresponding
ground truth images. The images in this dataset have been manually selected
from more than 140,000 natural images.

In order to evaluate the performance of our method, we compare our method
with some recent state-of-the-art saliency detection methods including SR [12],
SUN [16], SeR [30], SEG [28], SWD [6], SIM [25], FES [31], BM [35], SS [11],
COV [7], PCA [29], BS [36], DSR [21], GCHC [38], HS [37], MC [14], MR [39],
MS [32], SO [40], RR [20] and MST [33]. The codes or executables of all these
compared methods are available and we use them to obtain the results. For per-
formance evaluation, we use standard precision-recall curves (PR-curve) and F-
measure evaluation metrics. To obtained the precision-recall (PR) curve, we need
to binarize the normalized saliency map with thresholds ranging from 0 to 255,
respectively and then compute the precision and recall values respectively. In addi-
tion to PR curve, we also use the F-measure metric for evaluation. The F-measure
is the weighted average of precision and recall, which is defined as follows,

(1 + A)Precision x Recall
APrecision + Recall
We set A\ = 0.3 in all the experiments to give more weight to precision than

recall, as suggested in [20,39].

F\ =

(13)
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4.2 Results

Figure 2 shows some visual comparison examples of the different saliency meth-
ods. Intuitively, one can note that, the proposed method generally highlights
the salient object in desirable and can preserve the finer object boundaries
more clearly than other compared methods, which demonstrates the proposed
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Fig. 2. Sample saliency maps of the compared methods. Intuitively, our saliency maps
are generally more close to the ground truth results which demonstrates the more
accurate saliency detection results obtained by our method.
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method can detect the saliency region more accurate than some other meth-
ods. Figure 1 shows the precision-recall curves and F-measure of all methods on
different datasets, respectively. Overall, the results demonstrate that the pro-
posed method outperforms the state-of-the-art methods on all the four public
benchmark datasets. More detailly, we can note that: (1) Comparing with the
traditional SO [40] method, our method can obtain better results, which clearly
demonstrates the effectiveness of the proposed RWR based diffusion method by
finding the more reasonable background and foreground cues and thus generate
more accurate saliency results. (2) Our method performs better than other graph
based diffusion methods such as MR [39], MC [14] and RR [20], which indicates
the more effectiveness of the proposed method on conducting saliency object
detection task. (3) Our method generally obtains better performance when com-
pared to some recent saliency methods such as MST [33] and RR [20].

5 Conclusions

In this paper, we propose a new graph based diffusion method for image saliency
detection problem by using random walk with restart (RWR) model. Our method
aims to derive a more reasonable measurement for background and foreground
respectively by adopting RWR model, which can thus lead to more accurate
saliency estimation by further using an optimization framework. Experimental
results on four benchmark databases show the better performance of the pro-
posed method.
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China (61602001, 61572030, 61671018); Natural Science Foundation of Anhui Province
(1708085QF139); Natural Science Foundation of Anhui Higher Education Institutions
of China (KJ2016A020).

References

1. Achanta, R., Hemami, S., Estrada, F., Susstrunk, S.: Frequency-tuned salient
region detection. In: CVPR, pp. 1597-1604. IEEE (2009)

2. Achanta, R., Shaji, A., Smith, K., Lucchi, A., Fua, P., Stisstrunk, S.: SLIC super-
pixels compared to state-of-the-art superpixel methods. IEEE Trans. Pattern Anal.
Mach. Intell. 34(11), 2274-2282 (2012)

3. Alpert, S., Galun, M., Basri, R., Brandt, A.: Image segmentation by probabilistic
bottom-up aggregation and cue integration. In: 2007 IEEE Conference on Com-
puter Vision and Pattern Recognition (CVPR), pp. 1-8 (2007)

4. Chen, T., Cheng, M.M., Tan, P., Shamir, A., Hu, S.M.: Sketch2photo: internet
image montage. ACM Trans. Graph. (TOG) 28(5), 124 (2009)

5. Cheng, M.M., Zhang, G.X., Mitra, N.J., Huang, X., Hu, S.M.: Global contrast
based salient region detection. In: CVPR, pp. 409-416. IEEE (2011)

6. Duan, L., Wu, C., Miao, J., Qing, L., Fu, Y.: Visual saliency detection by spatially
weighted dissimilarity. In: 2011 IEEE Conference on Computer Vision and Pattern
Recognition (CVPR), pp. 473-480. IEEE (2011)



10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

Saliency Detection via Graph Based Diffusion Model 11

Erdem, E., Erdem, A.: Visual saliency estimation by nonlinearly integrating fea-
tures using region covariances. J. Vis. 13(4), 1-20 (2013)

Gopalakrishnan, V., Hu, Y., Rajan, D.: Random walks on graphs for salient object
detection in images. IEEE Trans. Image Process. 19(12), 3232-3242 (2010)

Han, B., Zhu, H., Ding, Y.: Bottom-up saliency based on weighted sparse coding
residual. In: International Conference on Multimedia 2011, Scottsdale, AZ, USA,
November 28 - December, pp. 1117-1120 (2011)

Harel, J., Koch, C., Perona, P.: Graph-based visual saliency. In: Advances in Neural
Information Processing Systems, pp. 545-552 (2006)

Hou, X., Harel, J., Koch, C.: Image signature: highlighting sparse salient regions.
IEEE Trans. Pattern Anal. Mach. Intell. 34(1), 194-201 (2012)

Hou, X., Zhang, L.: Saliency detection: a spectral residual approach. In: 2007 IEEE
Conference on Computer Vision and Pattern Recognition (CVPR), pp. 1-8. IEEE
(2007)

Itti, L., Koch, C., Niebur, E., et al.: A model of saliency-based visual attention for
rapid scene analysis. IEEE Trans. Pattern Anal. Mach. Intell. 20(11), 1254-1259
(1998)

Jiang, B., Zhang, L., Lu, H., Yang, C., Yang, M.H.: Saliency detection via absorbing
Markov chain. In: ICCV, pp. 1665-1672 (2013)

Jiang, P.; Ling, H., Yu, J., Peng, J.: Salient region detection by UFO: uniqueness,
focusness and objectness. In: Proceedings of the IEEE International Conference on
Computer Vision, pp. 1976-1983 (2013)

Kanan, C., Tong, M.H., Zhang, L., Cottrell, G.W.: Sun: top-down saliency using
natural statistics. Vis. Cognit. 17(6-7), 979-1003 (2009)

Kim, H.U., Lee, D.Y., Sim, J.Y., Kim, C.S.: SOWP: spatially ordered and weighted
patch descriptor for visual tracking. In: Proceedings of the IEEE International
Conference on Computer Vision, pp. 3011-3019 (2015)

Kim, J.S., Sim, J.Y., Kim, C.S.: Multiscale saliency detection using random walk
with restart. IEEE Trans. Circ. Syst. Video Technol. 24(2), 198-210 (2014)

Kim, T.H., Lee, K.M., Lee, S.U.: Generative image segmentation using ran-
dom walks with restart. In: Forsyth, D., Torr, P., Zisserman, A. (eds.) ECCV
2008. LNCS, vol. 5304, pp. 264-275. Springer, Heidelberg (2008). doi:10.1007/
978-3-540-88690-7_20

Li, C., Yuan, Y., Cai, W., Xia, Y., Feng, D.D.: Robust saliency detection via
regularized random walks ranking. In: CVPR, pp. 2710-2717 (2015)

Li, X., Lu, H., Zhang, L., Ruan, X., Yang, M.H.: Saliency detection via dense and
sparse reconstruction. In: ICCV, pp. 2976-2983 (2013)

Lu, S., Mahadevan, V., Vasconcelos, N.: Learning optimal seeds for diffusion-based
salient object detection. In: Proceedings of the IEEE Conference on Computer
Vision and Pattern Recognition, pp. 2790-2797 (2014)

Mahadevan, V., Vasconcelos, N.: Saliency-based discriminant tracking. In: IEEE
Conference on Computer Vision and Pattern Recognition, pp. 1007-1013 (2009)
Movahedi, V., Elder, J.H.: Design and perceptual validation of performance mea-
sures for salient object segmentation. In: Computer Society Conference on Com-
puter Vision and Pattern Recognition-Workshops, pp. 49-56. IEEE (2010)
Murray, N., Vanrell, M., Otazu, X., Parraga, C.A.: Saliency estimation using a
non-parametric low-level vision model. In: 2011 IEEE Conference on Computer
Vision and Pattern Recognition (CVPR), pp. 433-440. IEEE (2011)


http://dx.doi.org/10.1007/978-3-540-88690-7_20
http://dx.doi.org/10.1007/978-3-540-88690-7_20

12

26.

27.

28.

29.

30.

31.

32.

33.

34.

35.

36.

37.

38.

39.

40.

7. He et al.

Pan, J.Y., Yang, H.J., Faloutsos, C., Duygulu, P.: Automatic multimedia cross-
modal correlation discovery. In: Proceedings of the Tenth ACM SIGKDD Interna-
tional Conference on Knowledge Discovery and Data Mining, pp. 6563—658. ACM
(2004)

Perazzi, F., Krahenbiihl, P., Pritch, Y., Hornung, A.: Saliency filters: contrast based
filtering for salient region detection. In: CVPR, pp. 733-740. IEEE (2012)

Rahtu, E., Kannala, J., Salo, M., Heikkila, J.: Segmenting salient objects from
images and videos. In: Daniilidis, K., Maragos, P., Paragios, N. (eds.) ECCV
2010. LNCS, vol. 6315, pp. 366-379. Springer, Heidelberg (2010). doi:10.1007/
978-3-642-15555-0_27

Ran, M., Tal, A., Zelnikmanor, L.: What makes a patch distinct? In: IEEE Con-
ference on Computer Vision and Pattern Recognition, pp. 1139-1146 (2013)

Seo, H.J., Milanfar, P.: Static and space-time visual saliency detection by self-
resemblance. J. Vis. 9(12), 1-27 (2009)

Rezazadegan Tavakoli, H., Rahtu, E., Heikkila, J.: Fast and efficient saliency detec-
tion using sparse sampling and kernel density estimation. In: Heyden, A., Kahl,
F. (eds.) SCIA 2011. LNCS, vol. 6688, pp. 666-675. Springer, Heidelberg (2011).
doi:10.1007/978-3-642-21227-7_62

Tong, N., Lu, H., Zhang, L., Ruan, X.: Saliency detection with multi-scale super-
pixels. IEEE Signal Process. Lett. 21(9), 1035-1039 (2014)

Tu, W.C., He, S., Yang, Q., Chien, S.Y.: Real-time salient object detection with
a minimum spanning tree. In: 2016 IEEE Conference on Computer Vision and
Pattern Recognition (CVPR), pp. 2334-2342 (2016)

Wang, Q., Zheng, W., Piramuthu, R.: Grab: visual saliency via novel graph model
and background priors. In: 2016 IEEE Conference on Computer Vision and Pattern
Recognition (CVPR), pp. 535-543 (2016)

Xie, Y., Lu, H.: Visual saliency detection based on Bayesian model. In: Interna-
tional Conference on Image Processing, vol. 263, no. 4, pp. 645-648 (2011)

Xie, Y., Lu, H., Yang, M.H.: Bayesian saliency via low and mid level cues. IEEE
Trans. Image Process. 22(5), 1689-1698 (2013)

Yan, Q., Xu, L., Shi, J., Jia, J.: Hierarchical saliency detection. In: CVPR, pp.
1155-1162 (2013)

Yang, C., Zhang, L., Lu, H.: Graph-regularized saliency detection with convex-
hull-based center prior. IEEE Signal Process. Lett. 20(7), 637-640 (2013)

Yang, C., Zhang, L., Lu, H., Ruan, X., Yang, M.H.: Saliency detection via graph-
based manifold ranking. In: CVPR, pp. 3166-3173 (2013)

Zhu, W., Liang, S., Wei, Y., Sun, J.: Saliency optimization from robust background
detection. In: CVPR, pp. 2814-2821 (2014)


http://dx.doi.org/10.1007/978-3-642-15555-0_27
http://dx.doi.org/10.1007/978-3-642-15555-0_27
http://dx.doi.org/10.1007/978-3-642-21227-7_62

Shape Simplification Through Graph
Sparsification

Francisco Escolano!®), Manuel Curado!, Silvia Biasotti2,
and Edwin R. Hancock?

! Department of Computer Science and Al,
University of Alicante, 03690 Alicante, Spain
{sco,mcurado}@dccia.ua.es
2 CNR-IMATI, Via de Marini, 6 (Torre di Francia), 16149 Genova, Italy
silvia.biasotti@ge.imati.cnr.it
3 Department of Computer Science, University of York, York YO10 5DD, UK
erh@cs.york.ac.uk

Abstract. In this paper, we draw on Spielman and Srivastava’s method
for graph sparsification in order to simplify shape representations. The
underlying principle of graph sparsification is to retain only the edges
which are key to the preservation of desired properties. In this regard,
sparsification by edge resistance allows us to preserve (to some extent)
links between protrusions and the remainder of the shape (e.g. parts of a
shape) while removing in-part edges. Applying this idea to alpha shapes
(abstract representations which have a huge number of edges) opens up
a way of introducing a hierarchy of the edge strength, thus being relevant
for shape analysis and interpretation.

Keywords: Graph sparsification + Shape simplification - Alpha shapes

1 Introduction

1.1 Shape Representations: Triangulations vs Alpha Shapes

The traditional problem addressed by shape reconstruction is to recover a digital
representation of a physical shape that has been scanned, where the scanned data
contain a wide variety of defects or the representation of data acquired by dif-
ferent diagnostic equipments such as angiography, Computed Tomography (CT)
and Magnetic Resonance (MR). To encode the data in a digital model different
geometric representations have been explored in detail. The work reported in [11]
organizes them into a spectrum with respect to the achieved trade-off between
verbosity and complexity. Voxel grids are at one extreme of the spectrum, since
they are the simplest, but the most verbose and less accurate representation.
Although, in principle, the use of arbitrarily fine grids could achieve any level
of approximation, the practical limit comes from constraints on the resolution.
At the other end of the spectrum, the functional representations - using smooth
functions to specify the continuous of points that make up the shape - provide
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an accurate and complex representation. Piecewise linear representations are at
the center of the spectrum.

The most popular representations in the piecewise class are the simplicial
complexes [12], including triangular meshes that have become the de-facto stan-
dard in graphics accelerators [5] and tetrahedral meshes that are used to rep-
resent volumes and are used for the simulation of deformable models, such as
organs or tissues. A generalization of the concept of triangulation are the so-
called alpha (a-) shapes, that are families of piecewise linear simple curves in
the Euclidean space associated with a dense and unorganized set of data points.
An alpha shape is demarcated by a frontier, which is a linear approximation of
the original shape. First introduced in the 2D plane by Edelsbrunner et al. [§],
they were extended to 3D spaces [10] and higher dimensions [6]. In the case of
2D, an alpha shape consists of vertices, edges and triangles, while for 3D there
are also tetrahedra. In our graph representation, we consider the 1-skeleton of
both triangulations and alpha-shapes, i.e., the set of vertices and edges of the
complex.

Fig. 1. From left to right: a point set, a triangulation and a sequence of three alpha
shapes with increasing values of a.

Alpha shapes depend on the parameter « used as radius of spheres centered
on the points that determine the connection among the neighbourhoods. A very
small value will generate many isolated points and the alpha shape degenerates
to the point cloud when o — 0. On the other hand, a large value of a will
consider many points inside the spheres and therefore the size of the 1-skeleton
considerably increases. The limit of the alpha shape when o — oo is the con-
vex hull of the point cloud and the 1-skeleton of the alpha shape becomes the
complete graph.

The main application of alpha shapes is the reconstruction of objects which
have been sampled by points. How to determine the best value of a is not
obvious and in practice « is found using a trial-and-error strategy. This leads the
computation of quite large families of alpha shapes and the 1-skeleton increases
as long as the value of « increases. Moreover, there are point-sets for which
there is no unique « value, for instance because small « values capture local
characteristics while larger ones determine large connectivity. For instance, this
is the case when a point cloud is not uniformly sampled or the point cloud is
supposed to represent either small or large features (for instance, it contains
both thin and long handles like the examples shown in Fig.1). Low density
sampling requires a rather large radius to build a connected representation.
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But a large value of a will unfortunately close some handles. In practice, a
large value of « results in (among possibly other things) a closure of handles,
connection of multiple components and joints (e.g., sharp turns) being destroyed.
For this reasons and because the general size of the 1-skeleton, the approach
proposed in this work is able to simplify connections without destroying the
global topology of the alpha shape.

1.2 Contributions

Spielman and Srivastava [15] have developed an efficient method for graph spar-
sification based on edge resistance (which is proportional to the commute time
of its end nodes). The method is based on the observation that the probability of
an edge appearing in a random spanning tree of a graph is equal to its effective
resistance. Drawing on Spielman and Teng’s approximately linear solver [16],
they show how to efficiently compute resistance, and hence sample edges for the
purposes of sparsification.

Herein, we present a unified view of resistance sparsification through sam-
pling. In addition, we exploit such a sampling for retaining edges (both in trian-
gulations and alpha spaces) that are key to the preservation of the topological
properties of the input shape. Our experiments show high compression rates as
the allowed error € increases. However each shape is sensitive to a different value
of e. It is the persistence of a given edge as € increases what will provide us
with is the relative importance of a vertex. This characterisation is pivotal for
subsequent tasks such as efficient shape matching and shape representation.

2 Graph Sparsification

2.1 Definition and Ingredients

Graph sparsification [16] is the principled study of how to significantly decrease
the number of edges of an input graph G so that the output, H, preserves some
of the structural properties of G.

Bencziir and Karger [4] showed that every cut in G = (V, E) can be approx-
imated in H = (V, E’), with E' C E, so that every cut in H has a value within
(1+£e) times its value in G. For instance, a K,, (complete) graph with n vertices
and O(n?) edges can be approximated by a random d-regular graph, i.e. a graph
with O(dn) edges. This means that for every subset S C V the ratio between
the value of a cut in K,, and that of the same cut in the random d-regular graph
H is n/d. This link between sparsification and random graphs is useful (to some
extent). For instance, if an edge in G is included in H with probability p, we
must set p > 1/¢ where ¢ is the value of the minimal cut. As a result, if we have
m edges in G we can only have O(m/c) edges in H.

This limitation leads to non-uniform sampling, i.e. to associate a different
probability p. to each edge e € E. The edge e it is included in E’ with probability
pe and it is given a weight 1/p. if it is included. This inverse weighting ensures
that the expected weight of e in H is unity.
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The choice of a suitable value of pe is the first step in graph sparsification.
For cut sparsification, the choice of p. relies on the strong connectivity c. of e.
The strong connectivity c. is the maximum value of a cut in a connected compo-
nent including e. This quantity is upper bounded by the standard connectivity
of e (the minimal value of a cut separating its endpoints), but it is hard to
find. However lower bounds ¢, < ¢. can be founds through sparse certification
(see details in [4]). In this way we have that p. = p/c, > p/c., where p is
the compression factor, is a good choice for p.. The compression factor p has
complexity O(c(d + 2)(logn)/€?) and it is in turn inversely proportional to the
squared error €2. The setting p. = min{1, p/c,} then ensures the correctness of
the approximation with probability 1 —n=¢.

The above rationale leads to the second ingredient of sparsification, namely
the minimal number of samples required to correctly sparsify the graph with high
probability. For cut sparsification, we have that taking O(np), i.e. O(nlogn/e?),
samples will suffice. This can be proved by means of the Chernoff bound, which
is a standard information-theoretic tool for limiting the number of samples.

2.2 Spectral Formulation and Effective Resistances

An alternative approach to the the sparsification problem consists of enforcing
the preservation of structural properties by bounding the quadratic form asso-
ciated with the graph Laplacian of the sparsified graph H with respect to that
of the input graph G (see the survey in [3]). Therefore, given G = (V, E, w) we
must obtain H = (V, E’,w’) by taking O(nlogn/e?) independent samples, so
that we satisfy (with probability at least 1/2) the following constraint

VeeR": (1—¢) < 2T Lar < aTLyx < (1+ e)gz;TLG7 (1)

where ¢ > 0,n = |V|], and Lg, Ly are the respective Laplacian matrices of G and
H. Recall that L = D —W where D is the diagonal degree matrix and W is the
weighted adjacency matrix, and that 27 Lgx = > (upyen(@(u) — 2(v))?wy, and
similarly for L.

Since Laplacian matrices are Semidefinite Positive (SDP), which is denoted
by Lg = 0, we can reformulate Eq. 1 in terms of circumventing the hyper ellipsoid
associated with Ly with that associated with Lg, i.e. one must satisfy

(1—€)Lg 2 Ly X (1+¢€)Lg, or equivalently Lg < Ly < kLg, (2)
with k = 1f§ This implies that all of the eigenvalues A, of Ly satisfy A\, <
KA;, where \; is the corresponding eigenvalue of L. In addition, since Eq.2 is
invariant under rescaling, we have that

—

L{;l/QLGLE;I/Q < Lal/QLHLal/Q < HL51/2LGL81/2 3)

ie.
1= L PLyLg'? < kI, (4)
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where [ is the identity matrix and Lal/ L HL(_;l/ 2 is the so called relative Lapla-
cian. This leads to locating Ly so that the relative Laplacian is properly con-
tained between I and I. In this regard, the structure of Ly is determined by a
weighted sum of outer products: Ly = > . p wibeb?, where w) are the unknown
weights, b, = d,, — 9, = by, 9y is the unit vector with a 1 at u and zeros elsewhere
(similarly for v), and e = (u,v) is the edge. In this regard, since E/ C FE, an
edge of E not included in E’ will have w, = 0. We define the random variables
$e (our unknowns) so that w, = scw. where E(s.) = 1 for all e € E. Then, Eq.4
can be rewritten as follows

1=L;"? (Z seweLg,I/%ebZ) Lg'? =kl (5)

ecl

It is well known that the Laplacian matrix L cannot be inverted since it contains
the zero eigenvalue. Expressions including the inverse must be computed using
the pseudo-inverse L instead. The pseudo inverse plays a key role in defining
the effective resistance across e = (u,v) (the scaled commute time) R., which is
given by

Re = (64— 0,)T LT (6, — 6,) = bI LTb.. (6)

Then, combining Egs. 5 and 6 we obtain

I= Z Sewevev! =< KI, (7)
ecE

/2y,

where ve = L, e, 1.€., the squared norm of v, is

el = (Lg"be)T (L5 ?be) = (WT L ?) (L ?be) = bT Lgbe = Re. (8)

This squared norm allows us to treat > . p Sewevevl in Eq.5 as a quadratic
form quite close to the identity matrix 7. This is extremely important since: (i)
the relative Laplacian relies on the effective resistances of G, and (ii) we can
pose the sparsification problem in terms of finding the sampling probabilities p,
so that the constraint in Eq. 5 is satisfied. To this end, Batson et al. [2] exploited

the following fact:

> vl =1, (9)

eck

where v, = wé/ 211@- This can be proved by using the m X n incidence matrix
of G, i.e. B, with elements B(e,v) = 1 if v is e’s head, B(e,v) = —1 if v is
e’s tail, and B(e,v) = 0 otherwise. Then the Laplacian matrix of G is given by
Lg = BTW,.B, where W, is the diagonal m x m matrix where W,(e,e) = we.
Since the vectors v, = Lél/Qbe rely on the columns of BT, we have that vectors

Ve = vewé/z are the columns of a n x m matrix V = Lgl/zBTWelp. Then

Z 'De'DZ —vvT = L(_;l/QBTWel/QWel/ZBL;/Q _ L51/2LGL51/2 _I
ecE
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In addition we have that
5] = (wl?L& )T (w2 L b)) = w (W LED,) = weRe,  (10)

i.e. we obtain weighted effective resistances. The identity ||7.||> = w. R, suggests
to sample E with probabilities p. proportional to weR..

Let y1,y2, ...,y vectors drawn independently with replacement from the
distribution )
y= —eﬁe with probability p.. (11)
Then, the expectation of yy? (which contains the effective resistances) is
1.
E [ny] = Zpe;UeUZ =1. (12)
€

ecE

In addition, the shape of each of the ¢ samples y; = ¥././Pe leads to

_ YiY; = — e . = — e = SeVeV,
q = 1= Pe VPe 4

i=1 DPe e€cE

where #e is the number of times that e is sampled, and s, = #e/gp.. Then, we

obtain .
1 .
- Z vyl = Z SeUe VL = Z ERTRIRIN (14)
q i=1 e€l e€E

i.e. a proper sampling process leads to the relative Laplacian. This is ensured
insofar % > vyl and Eyy” conform the Chernoff bound for matrices [14]:

E l ] < min <C’M logq,1> , (15)

q
where || [Eyy”] || < 1 and supy||y|| < M. The first norm condition is verified
since E [ny] = I. For verifying the second norm condition we must set the link
between weR,. (weighted effective resistances) and p. (sampling probabilities).
In order to do so, Spielman and Srivastava [15] exploit the fact that Y we.R, =
n — 1. Therefore, we may set

eRe 1 -1
Pe = Welle 5o that [lyl| = VweRe = 4/ n VweR. =vn—1. (16)
n—1 v/ Pe we R

Therefore, taking ¢ = 9C?nlogn/e? yields

< C\/62 log(9C?nlogn/e?)(n — 1) <ef2, (17)

1 ! T T
= iyl —E[yy"]
q’i:l

E

9C?nlogn

1 : T T
= vyl —E[yy"]
133

for n large enough and € > 1/4/n.
Summarising, the resistance-based sparsifier [15] consists in five steps:
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1. Given the input graph G = (V, E,w), estimate the effective resistances R,
for each e € F.

2. Set an error tolerance €. Set E' = (), w’ = (), define H = (V, F’,w’) and set
#e = 0 for all edges in F.

3. Make ¢ = 9C?nlogn/e? independent samples (with replacement) with prob-
ability pe o< we R.. Each sample is associated with an edge e.

4. If e is selected from a cumulative sum test, then increment #e and add e to
E’ with weight 1/p..

5. For all e € E' set wl, = ;‘%ﬁ.

Finally, the computation R, can be accomplished using exact spectral meth-
ods [13]. However, this step takes O(n?) steps and the eigenvalues are ill condi-
tioned if the graph G has several connected components. This is why Spielman
and Srivastava [15] propose to approximate the computation of effective resis-
tances by exploiting the Achlioptas version [1] of the Johnson-Lindenstrauss (JL)
Lemma. This lemma states that if we project the original vectors (for instance
those belonging to the effective resistance embedding) onto a subspace spanned
by O(logn) random vectors, the distances between the projected vectors and the
original ones are preserved, and then to some extent are given by e.

3 Experiments

We have performed several experiments on the reduction of the 1-skeleton of
both triangulations and alpha shapes. As previously mentioned, triangulations
are the standard de-facto representations of the surface of 3D objects.

Triangulations are sets of triangles and vertices and are fully described by
their 1-skeleton. All vertices of a triangulation have the same importance. For
instance, it is not possible to distinguish peaks, pits or passes from other struc-
tures. Moreover, connections are all represented without any relations with their
importance (for instance from shape outliers or dense regions). For this reason,
it is necessary to derive more abstract, high level shapes. In this sense, spar-
sification can act has a tool able to determine a hierarchy between the vertex
connections. It may therefore determine a relative importance of the vertices.

Alpha shapes provide a family of shape representations that is very useful
when performing shape reconstruction. The reason for this is that they connect
vertices with all neighbourhoods that are enclosed in a ball of radius alpha. In
general, alpha shapes generalize triangulations and their importance is mainly
theoretical. In our experiments on 3D point clouds, triangulations represent the
external boundary connections, while alpha shapes encode spatial (volumetric)
relationships.

Figure 2 shows five triangulations used in our experiments. These 3D models
correspond to an abstract shape, a cactus, a deer, a cup and a cow model,
respectively. Most of these models contain features that can be considered to be
at a small scale (for instance the small handles in the abstract shape, the details
of the cow and deer models, etc.) or to a larger scale, such as the handles and
the elongated parts (in the cactus, the deer and the cup models). The results
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(d)

(@)

Fig. 2. Examples of triangulations used in our experiments.

Table 1. Statistics on the number of edges of the 1-skeleton of some triangulations
when the parameter € increases.

Triangulation e=0]e=025e=075e=125|e=175|e=225
Model in Fig.2(a) | 3906 | 3905 3837 3090 2098 1438
)

(
Model in Fig.2(b) | 4623 | 4622 4550 3643 2543 1782
Model in Fig.2(c) | 15012 | 15011 14757 | 11871 80623 | 5506
(
(

Model in Fig.2(d) | 18837 | 18836 18504 17146 10392 | 7290
Model in Fig.2(e) | 21759 | 21757 | 21415 17201 11677 | 7989

in Table 1 report the number of edges when sparsification is performed and how
they vary when the value of the e parameter increases’.

Similarly Fig.3 shows the 1-skeletons of five alpha shapes that were con-
structed over various point clouds, also varying the a value. These cor-
respond to two different versions of the abstract shape already shown in
Fig. refFig:triangulations(a), two alpha shapes of the deer model in Fig.2(c)
and an alpha shape from the cow point set that correspond to Fig.2(e). The
choice of these alpha shapes is motivated by the presence of small and larger
handles and features that alpha shapes have difficulty capturing with a single
choice of the parameter «, as previously discussed. The results in Table 2 report
the number of edges of the 1-skeleton of the alpha shape when the value of the
€ parameter increases. From these experiment, we think that with sparsification
would be possible to overcome the limitations of alpha shapes in the sense that
we hope that it will be possible to commence from a quite large value of the
parameters « and then to remove the redundant edges by using sparsification,
thus implementing a connected, progressive, geometrical-topological peeling of
the shape.

Fig. 3. Examples of alpha shapes used in our experiments.

! In this paper, the parameter e controls the number of samples needed by the process,
whereas the weight for choosing the edges is given by effective resistances.
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Fig. 4. Degradation of topological properties as € increases. 2D projections of the blob
alpha shape. From left to right: ¢ =0, € = 0.75, ¢ = 1.0 and ¢ = 1.25.

Table 2. Statistics on the number of edges of the 1-skeleton of some alpha shapes
when the parameter € increases.

Alpha-shape a |e=01e=025/e=0.75e¢=125|e=1.75|e=2.25
Model in Fig.3(a) | 3| 8492| 8491 6960 4167 2453 1621
Model in Fig.3(b) | 10| 9526 | 9525 7643 4316 2563 1663
Model in Fig.3(c) | 1]39224 39223 |33083 |19476 |11596 7531
(
(

Model in Fig. 3(d) | 10| 39707 | 39705 | 33416 19440 | 11664 7502
Model in Fig.3(e) | 10 | 55598 | 55596 | 48044 | 28769 17304 | 11235

Finally, Fig. 4 shows the potential degradation of the topological properties
of the simplified shape as € increases. For the abstract shape (models (a), (b)
in Fig.3) we observe that the shape of the graph is preserved up to ¢ = 1.2.
However, for e = 1.25 the representation collapses to the most important con-
nected component. This is partially due to the fact that the link between the
original resistances R, (¢ = 0) and their sampled counterparts R, is governed
by R, = (1 £ €)?R, according to the JL lemma, if we do not compute them
by spectral means. In addition, as € increases we reduce the number of sam-
ples ¢ = 9C?nlogn/e? (C = 1 in this paper). This leads to an increment of
entropy, which in turn flattens the importance of certain key edges. Therefore,
the critical value of ¢ is larger for shapes with an increasing number of nodes.
For instance, for the deer alpha shapes we have that the critical value of € is in
the range [1.4,1.45] whereas for the cow alpha shape we have that it is in the
range [1.4,1.5]. For triangulations the values are similar but larger. For the blob
the critical value is close to 1.4, and for the remaining ones is the range [1.4, 1.5].

4 Conclusions

In this paper, we have shown that graph sparsification leads to a principled way
of simplifying shapes. Experiments on both triangulations and alpha shapes
show promising preliminary results. In particular, it introduces a hierarchy (and
therefore a priority queue) of the edge strength. It is relevant for shape analysis
and interpretation. We plan to further develop these ideas, in particular, in
relation to the filtrations induced by the theory of topological persistence [7,9].

Acknowledgments. F. Escolano and M. Curado are funded by Project TIN2015-
69077-P of the Spanish Government.
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Abstract. The Reeb graph is a popular tool in the field of computa-
tional topology for shape analysis. The Reeb graph is usually thought of
as a transform from shapes, viewed as spaces endowed with functions, to
graphs. It finds its roots in the classical Morse theory, where the Reeb
graph transform is granted to produce a graph, but it finds its applica-
tions mostly in Computer Graphics. Therefore it is usually applied on
objects that are not smooth but polyhedral. While the definition of the
Reeb graph perfectly makes sense also in the polyhedral case, it is not
straightforward to see that the output of the transform in this case is a
graph. This paper is devoted to provide a formal guarantee of this fact.

1 Introduction

The Reeb graph is defined for shapes modeled as spaces endowed with scalar
functions. It is obtained by shrinking each connected component of a level set
of the function to a single point. Often, vertices of the Reeb graph are labeled
by the value of the function at the corresponding level set.

Reeb graphs have been initially studied in pure mathematics where spaces are
assumed to be differentiable and functions to be Morse [14]. These assumptions
guarantee that the Reeb graph is actually a graph, that is a structure consisting
of vertices connected by edges.

Since [16,17], the Reeb graph construction gained popularity in the Com-
puter Graphics community as an effective tool for shape analysis and description
tasks. Application fields related to the use of Reeb graphs are: surface analy-
sis and understanding [1,17]; identification of topological quadrangulations [11];
data simplification [5]; animation [12]; human body segmentation [18]; surface
parameterization [13,19]; sub-part correspondence [6].

A number of characteristics of the Reeb graph have contributed to make it
useful for specific application domains. For example, with regard to utilization
of the Reeb graph as a search query for 3D objects, it is interesting that there
is a natural link between the function and the shape, and the possibility of
adopting different functions for describing different aspects of shapes have led
to a wide use of Reeb graphs for similarity evaluation, shape matching and
retrieval. If the function is constructed from geometric information, such as a
height function or a distance function, the Reeb graph captures both topological
and geometric features of a shape, thus combining global and local information.

© Springer International Publishing AG 2017
P. Foggia et al. (Eds.): GbRPR 2017, LNCS 10310, pp. 23-35, 2017.
DOI: 10.1007/978-3-319-58961-9_3
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Also, by defining the function appropriately, it is possible to construct a Reeb
graph that is invariant to translation and rotation, or even more complicated
isometries of the shape. A more complete account on these aspects can be found
in the survey paper [4].

In this paper, we focus on another characteristic of the Reeb graph that
is very important independently of the application: the property of having a
one-dimensional structure without any higher dimension components. This is
an interesting property that in applications makes the Reeb graph sometimes
preferable to other similar transforms such as the medial axis, where instead
degenerate surfaces can occur.

The property of being a graph is of the utmost importance not only in appli-
cations, but also in the development of the theory of Reeb graphs. For example,
the graph structure plays a central role in the results concerning the stability of
Reeb graphs, i.e. the property that small perturbations on the input data still
produce small perturbations in the Reeb graph. In the literature concerning the
stability of the Reeb graph it is usually assumed that the data produce a Reeb
graph that is one-dimensional [2,3,7].

That a Reeb graph has a combinatorial structure is important also for those
algorithms conceived to handle Reeb graphs for specific tasks, like maintaining
the Reeb graph through time [9], or computing the persistent Reeb graph homol-
ogy for a sequence of Reeb graphs defined on a filtered space [8]. In [10], where
the Reeb graph is generalized by using several functions on the same space at
the same time, the authors prove that every point of the obtained structure has
a neighborhood that is a cone over a Reeb space of dimension one less. Hence,
the polyhedral nature of this structure depends on that of the Reeb graph.

On the other hand, to the best of our knowledge, the literature lacks of a
acknowledgeable result in this sense in the piecewise linear case. Indeed, the
one-dimensional nature of the Reeb graph is usually accepted as a matter of fact
in the transition from pure mathematics, where the Reeb graph is built under
differentiability and genericity assumptions so that the Reeb graph is actually
guaranteed to be a graph [14], to applications, where spaces and functions are
usually only piecewise linear.

This paper aims at providing a guarantee that the Reeb graph is actu-
ally a graph also in the piecewise linear setting. In our opinion, this will allow
researchers that develop the theory and applications of the Reeb graph to found
their results on a more solid basis, filling a gap in the literature.

The paper is organized as follows. In Sect. 2, we review the general definition
of the Reeb graph, and the basic properties common to all the frameworks where
it may be defined, let it be the smooth setting or the piecewise linear setting. In
Sect. 3, we show some properties of polyhedra that turn out to be useful to prove
that the Reeb graph in this context is actually a graph. Section4 is devoted to
the main result of this paper. Few comments in Sect. 5 conclude this work.
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2 The Topological Reeb Graph and Its Properties

In this section, we review the definition and properties of the Reeb graph.

The more general setting in which the definition of Reeb graph makes sense
is when X is a compact topological space endowed with a continuous function
f X — R. This setting is so general that it encompasses the case when spaces
and functions are smooth as well when they are piecewise linear. The basic idea
is that of shrinking each connected component of a level set of the function f to
a single point. Technically, this is done via a quotient.

Definition 1. The topological Reeb graph of f is the quotient space X/~
where, for every x,2’ € X, x ~y o’ if and only if x and z' belong to the same
connected component of f~1(f(x)).

In other words, the points of the topological Reeb graph correspond to con-
nected components of the level sets of f. Examples of Reeb graphs in the smooth
and piecewise linear cases are displayed in Fig. 1.

Fig. 1. Left: the Reeb graph of a Morse function on a smooth manifold. Right: the
Reeb graph of a PL function on a polyhedron.

In the case when the space is a smooth manifold and the function is generic
enough, technically a simple Morse function, it is well-known that this construc-
tion is guaranteed to yield a graph.

Theorem 2 ([14]). Let M be a compact n-dimensional manifold and f a simple
Morse function defined on M. The quotient space M /~; has the structure of a
finite graph whose vertices bijectively correspond to the critical points of f.

In the next sections, we will prove that we get a graph also when the space
is piecewise linear.
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3 Preliminary Facts on Polyhedra

This section is initially devoted to reviewing the definitions of a polyhedron and
a piecewise linear function. Next, we focus on properties of level and inter-level
sets of piecewise linear functions.

Let A, B C R™. The join of A and B is the set

AxB={ -a+p-b:a€ Abe B A ueR A\u>0,A+pu=1}.

If A= {a}, we say that the join of A and B, denoted simply by a * B is a cone
with verter a and base B.

Following [15], a subset P C R™ is called a polyhedron if each point p € P
has a cone neighborhood N(p) = p * L(p) in P, where L(p) is compact. In this
case, p, N(p) and L(p) are called the vertez, the star and the link of the cone,
respectively. Moreover, a map f : P — @ between polyhedra is said to be piece-
wise linear (abbreviated PL) if each point p € P has a star N(p) = p * L(p) in
P such that f(A-p+p-€) =X f(p)+un-f€), with £ € L(p),\, n > 0, \+pu =1,
i.e. if f is linear on each cone in P.

From now on, we let P be a compact polyhedron (and hence a Hausdorff
space), and f : P — R a PL-function. Because the definition of Reeb graph is
based on level sets, we now consider the level and inter-level sets of f.

Lemma 3. For every c € f(P), f~(c) is a compact sub-polyhedron of P.

Proof. By the continuity of f, f~!(c) is a compact subset of P because closed
in P, that is compact. We want to show that each point p € f~1(c) has a cone
neighborhood N(p) = p * L(p) in f~1(c), where L(p) is compact.

Because P is a polyhedron, p € P has a cone neighborhood N'(p) = p* L' (p)
in P, where L'(p) is compact. We prove that N’(p) N f~!(c) is the star of the
cone in f~1(c) with vertex p and link the compact set L'(p) N f~1(c), i.e. that
N'(p) N ) = px (K'(p) N £~ 1(0)).

Let us show that N'(p)N f=1(c) Cpx(L'(p)Nf~1(c)). If g€ N'(p)Nf~1(c),
then f(q) = ¢ and, by definition of N’(p), ¢ € p* L’ (p). In other words, f(q) = ¢,
and g =XA-p+p-£ with \,u >0, A+pu=1,¢¢€ L'(p). In the case u = 0, it
follows that ¢ = p, and hence the claim holds true. In the case u # 0, because f
is PL, we deduce the following equalities:

c=fl@=fA-p+rp-)=X-fp)+p-fl)=X-c+p- f(L) (1)

From equalities (1), we get (1 —X)-c= p- f(¢), with p # 0, i.e. f(¢) = c. Thus
we can conclude that £ € L'(p) N f~! ( ), and, therefore, ¢ € px (L'(p) N f~1(c)).

Let us prove that p x (L'(p) N f=1(c)) € N'(p) N f=(c). If g € p* (L' (p) N
f~Ye)), then g = X -p+pu- €, with \,u >0, \+p =1, € L'(p) N f ().

Therefore g € px L'(p) = N'(p) and it holds that

) =FX-ptp-0)=X-flp)+p-f0),
with f(p ) = f(¢) = ¢ by assumption, implying f(¢) = c¢. In conclusion, ¢ €
N'(p) N f=(e). 0



Reeb Graphs of Piecewise Linear Functions 27

Lemma 4. For every a,b € f(P), with a < b, f~'([a,b]) is a compact sub-
polyhedron of P.

Proof. By the continuity of f, f~!([a,b]) is a compact subset of P because closed
in P, which is compact. We want to show that each point p € f~1([a,b]) has a
cone neighborhood N(p) = p* L(p) in f~([a,b]), with L(p) a compact set. Let
us distinguish the following two cases: (i) p € f~!((a,b)) and (ii) p € f~'(a) or
p e fHb).

(i) If p € f~((a,b)), the claim immediately follows because f~!((a,b)) is open
in P and hence it is a sub-polyhedron of P (see [15, p.4]).

(ii) If p € f~1(a) (the case p € f~1(b) is analogous), then we observe that,

in particular, p € P, with P a polyhedron. This implies that p has a cone
neighborhood N’(p) = p* L'(p) in P, with L'(p) compact. We want to prove
that N’(p) N f~1([a,b]) is the star of the cone with vertex p and link the
compact set L'(p) N f~1([a,b]), i.e. that N'(p) N f~1([a,b]) = p* (L'(p) N
F71([a,b])). Without loss of generality, we can assume that f(¢) < b for every
e L(p).
Let us show that N'(p) N f~1([a,b]) Cp* (L'(p) N f1([a,b])). If ¢ € N'(p) N
f~Y([a,b]), then a < f(q) < b and, by definition of N'(p), ¢ € p *x L'(p). In
other words, a < f(¢) < b,and ¢ =A-p+p- €, with A\, u >0, A+ p =1,
¢ € L'(p). In the case u = 0, it follows that ¢ = p, and hence the claim. In
the case pu # 0, let us consider the following equalities:

fl@=fNptp-O)=X-fp)+u-f&)=X-a+p- f(L),

where a < f(¢) < band f(¢) < b by assumption. Thus A-a + p - f(£) > a,
with g # 0, that yields f(¢) > a. Hence, we get £ € L'(p) N f~'([a,b]), and,
therefore, ¢ € p x (L'(p) N f~1([a, b]).

Let us prove that p* (L' (p)Nf~*([a,])) € N'(p)Nf~*([a,b]). If ¢ € p* (L (p)
fﬁl([aJ)D)’ then ¢ = Ap+p-f, with A, p > 0, \+pu=1,0 € L,(p)ﬂfil([aa b])
Therefore, g € p* L'(p) = N'(p), and it holds that

fle)=fA-p+tp-£)=X fp)+p- f0),

with f(p) = a and a < f(¢) < b by assumption. Thus, ¢ € N'(p) and, on
the one hand, A-a+ p- f(£) > A-a+ p-a, that yields f(q) > a; on the
other hand, A-a+ p- f(¢) < A-a+ p-b, that yields f(¢) < b. In conclusion,
q € N'(p) N f~([a, b))

O

Lemma 5. For every ¢ € f(P), there exist a real value € = €(c) > 0 and a PL-
retractionr : f~1([c—e,c+e]) — f71(c) such that f~1(c) is a strong deformation
retract of f~([c — &, ¢+ ¢€]) through r.

Proof. Because P is a polyhedron, for every p € f~!(c) there exists a cone
neighborhood of p in P, N(p) = p* L(p), with L(p) compact. Moreover f~1(c) C

U N

pEf~1(c)
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Let us start by proving that there exists a real value d = 6(c) > 0 such

that, for every 0 < § < 4, f~ e —4d,c+46]) € U . By contradiction,
pEf~1(c)

suppose that, for every § > 0, there exists a point ps € f~1([c — J,c + §]) with

ps ¢ U N(p). Hence, for § = ¢, and k € N, there is a point p; € f~'([c —

1,c++])such that p, ¢ |J  N(p). By the compactness of P, we can extract
pef~1(c)
a convergent subsequence from (pg), say (px,). Let p = 'hIJP pr,;- We have
. Gt PR

f(®) = lim f(px,) = c because f is continuous, and px, € f~*([c— &, c+ £]).
j—4o0 J J

Therefore, p € f~'(c) € |J N(p). This means that there exists a J such
pEf1(c)
that, for every k; > ky, pr; € U N(p), yielding a contradiction.
pef~1(c)

Now we proceed with the construction of the map r. We observe that, for
every 0 < 6 <4, f~!(c) is a sub-polyhedron of f~1([c — &, ¢+ 4]), and f~1([c —
d,c¢ +4]) is a sub-polyhedron of P by virtue of Lemmas 3 and 4. Let us fix a
value 0 < § < §. By [15, Theorem 2.11], P, f~([c — §,¢ + 6]) and f~1(c) are
the underlying polyhedra of simplicial complexes K, L and M, respectively. We
write

P=IK|, fH[e—d,c+d]) =L, [~ (c) = |M]|.
Since |M| C |L| C | K|, we can use [15, Addendum 2.12] to ensure the existence
of simplicial subdivisions K’ <« K, L' <L, M’ < M such that M’ c L' Cc K'.

Let us denote by Str.(M’), and call it the star of the simplicial complex M’

in L', the set of simplexes of L’ that have a face in M’:

StL/(M/) = {B el :a <g, ac€ M/}
We also denote by Stz (M'), and call it the closed star of M’ in L', the set
gy(M’) = {’}/ cL: v< g, g€ StL/(M/)}.

Finally, we denote by Lkr,(M’), and call it the the link of M’ in L', the set of
simplexes of the closed star of M’ in L’ that have no faces in M’:

Lkr/ (M) = Stp, (M) — Stp,(M").
We observe that Stz (M') and Lkz,(M') are simplicial sub-complexes of L/,
and [M'|, |Lkr (M")| € [Str (M) C |L'].
For any real number 0 < & < § such that
Lk (M) € f7H (e =6, +D\f (e —e,c+e)) (2)

we construct the map:

rifH e —ecte]) = fHe)
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as follows:

— For every p € f~1(c), we define r(p) = p;

— For every p € f~1([c —e,c +¢€]), with f(p) # ¢, we observe that p belongs
to the interior of exactly one simplex a of Sty (M'). Indeed, p € Sty (M’)
and it cannot be a vertex because of (2). Denote by o the maximal face of «
in M’ and by v the maximal face of a in Lkp,(M"). It holds that p € o * 7.
Thus there exists a unique point a in ¢ and a unique point b in v such that
p=(1—1t)-a+t-b,t€][0,1]. We define r(p) = b.

We observe that r is a well-defined map because each point p € f~1([c —
g,c+¢l), with f(p) # ¢, belongs to exactly one such segment, and two different
segments in StLr(M’) Nf~Y([e—e,c+e]) are either disjoint or meet at a common
point p’ € f~1(c). Moreover, the map r is continuous, and linear on each simplex,
hence a PL retraction. Finally, f~!(c) is a strong deformation retract of f~*([c—
g, ¢+ ¢€]) via the homotopy

F: f_l([c—g,c—l—g]) X [07 1] - f_l([c_€76+€])v F(pas) = (1—8)~p—|—s-7‘(p).

a

4 The Reeb Graph is a Graph Also in the PL Case

In this section we assume X to be a compact polyhedron and f to be piecewise
linear.

We start this section with a preliminary result stating that the points of the
Reeb graph of a piecewise linear model are separable in the same way as points
in R™ are (technically, the space is Hausdorff).

We denote by 7y the natural projection of X onto X/~ induced by ~¢. The
topologlcal Reeb graph X/~ is naturally endowed with a continuous function
f X /~;— R defined by setting f(ﬂ'f( x)) = f(z), so that the following diagram
commutes:

X ———= X/~

N

Proposition 6. The topological Reeb graph X /~¢ is a Hausdorff and compact
space.

Proof. We use the fact that X/~ is Hausdorft if and only if
kermy = {(z,2") € X x X : wp(x) = my(a’)}

is closed. We want to show that, for every z,2’ € X such that 7s(x) # 7s(’),
there exists an open neighborhood U of (z,z') in X x X that does not intersect
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ker 7. This yields that (X x X) — kerm; is open, and hence the claim. By
Definition 1, we have to consider the following two cases: (i) f(z) # f(«’), and
(i1) f(x) = f(2') with  and 2’ belonging to different components of f~1(f(x)).

(1) If f(x) # f(2'), let 0 < e < |f(x) — f(x')]/2. Then it is sufficient to take
U=f"Y(f(x)—¢, flx)+e)) x fTH(f(a') —¢, f(2') +¢)). Indeed, it is an open
neighborhood of (z,z’) disjoint from ker 7.

(i) If f(x) = f(2') = ¢, let € > 0 be such that the connected components
C and C’ of f~1((c — &,c+¢€)) that contain z and 2/, respectively, are disjoint.
Such ¢ exists because, by Lemma 5, f~((c — €,¢ + €)) retracts onto f~1(c),
and we are assuming that z and z’ belong to different connected components
of f=1(c). The sets C and C’ are open in X. Indeed, by the continuity of f,
f~Y((c—¢,c+e)) is open in X, and therefore a sub-polyhedron of X. Hence, it is a
locally path-connected space because each of its points has a cone neighborhood.
This implies that the connected components of f~1((c —¢,¢ + €)) are open in
f~Y(c —€,c+¢€)), and, hence, in X. From the properties that C' and C’ are
disjoint, open and connected, it follows that C' x C’ is an open subset of X x X
that contains (z,z’) and does not intersect ker 7.

Finally, X/~ is compact because X is compact and 7y is continuous. O

Proposition 7. X/ ~; is an abstract polyhedron of dimension 0 or 1.

Proof. As seen in the proof of Lemma 5, for every ¢ € f(X) there is an ¢ =
g(c) > 0 and a retraction 7 such that f~([c—¢, c+¢]) retracts onto f~!(c) and is
contained in the set |J,¢ -1, N (2), with N(z) = z * L(x) a cone neighborhood
of x in X. By the compactness of X, there exists a finite sequence of values
€1 < ¢y < -+ < ¢ in f(X) such that, setting e; = e(¢;), X C U?:l FH(ej —
€j,¢j+¢€;)). Without loss of generality, we can assume that the cover is minimal,
Le. fornoj=1,....k f~'((—epe+e) CUjp f1((¢j —&j,¢5 +¢5)), and
that ¢ < Cj+1 —€j4+1 < ¢ + €5 < Cjya, for 1 < j < k— 1. FOI‘j = 1,...,]47,
denote by r; the retraction of f~!([c; —j,¢; + €;]) onto f~1(c;) defined as in
the proof of Lemma 5.

Let C, be a connected component of f~!([c; —j,¢j +¢;]) with 1 < j < k.
Our goal is to define a PL function

he : Cp — R?

whose image is a compact polyhedron of dimension one.

To this end, let 9~ C,, = f’l(cj —£;)NCq and 01C, = f’l(cj +¢e;)NC,. We
assume that 9~ Cy, if non-empty, is the union of m components, C; ;,...,Cy
and, similarly, 7 C,, if non-empty, is the union of n components, C(';l, e ,C;‘;n,
with m,n > 1. Now we observe that 9~ C, is empty if and only if the set
Co N f7((¢j — €j,¢4)) is empty. Moreover, if z € C, N f~1((¢; — €4,¢;)), then
there is a unique 7 € {1,...,m} such that the line passing through z and r;(z)
intersects C,, ;. In that case, we denote by s; () the intersection point. Similarly
for 01 C,. Thus, in order to define the function h, : Cn — R? we proceed as

follows:
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— For every z € f~(¢c;) N C,, we set
hao(z) =0 = (0,0)

— If 9 C, is non-empty

e for every x € C 1,...,m, we set

it i =
ha(x) = A;’i = (i, —¢;)

e for every z € Cy, with ¢; —¢; < f(x) < ¢;, letting i € {1,...,m} be the
index such that the line passing through « and r;(x) intersects C,. at
s; (z), so that x = (1 —t) - s; () +t-r;(z), with t € [0, 1], we set

ha(z) = (1 =t) - ha(sy (2)) +1- ha(rj(z)) = (1 =) - Ay,

- If 87 C, is non-empty,
o forevery x € C.,i=1,...,n, we set

«,i)?

ha(@) = AL ; = (i,€;)

(03
e for every z € C, with ¢; < f(x) < ¢; + ¢, letting i € {1,...,n} be the
index such that the line passing through z and r;(z) intersects C:’i at
si(x), so that x = (1 —t) - sf (z) +t - rj(x), with ¢ € [0, 1], we set

ha(z) = (1—1t) - ha(s{ (2)) +t - ha(rj(2)) = (1 —t) - A7

It is easily seen that h, is well-defined, continuous and PL. Moreover, by
construction, h,(Cy) is a compact polyhedron of dimension 1 in R?:

ha(Cq) = No(O) = O % Lo(O)
with L, (0) = {A;u AT Ajl, A A;rn} We also observe that if z1,zo €

) Jm“0g, )
Cqo are such that h,(z1) = ho(x2), then f(z1) = f(x2).
Now we use the maps h,, in the same way as in [15, Example 2.27(3)] to prove
that X/~ is an abstract polyhedron. To do so, for every connected component

Co of f7([e; —gj,¢; +¢54]), with 1 < j < k, we construct a continuous injection
Nt Na(O) = X/~

so that the maps 7, are PL related, i.e. n,! o ng is PL whenever it is defined.
Let us consider the following diagram:

C, (3)

where 7La = hl(yj,vc“(o)7
It holds that:

To = Tf100s and 1 (y) = ma(hs (y) for every y € Na(O).
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Mo is a well-defined map making Diagram (3) commute.

Let y € No(O). Let z1,22 € h;(y). As already remarked, f(x1) = f(x2).
Moreover, by construction, x; and x2 belong to the same connected compo-
nent of f~!(f(x1)). Hence, m¢(x1) = 7¢(x2), implying the claim.

N 1s continuous.

Let D be a closed set in the image im7,, of 7,. By the commutativity of
Diagram (3), D C imm,. By the continuity of m,, 7, (D) is closed in C,.
Moreover, since h, is a continuous map from a compact space to a Haus-
dorff space, by the closed map lemma we see that h, is closed, and, hence,
ho(m;H (D)) = n;Y(D) is a closed set in N, (O).

7o 1S injective. _

Let y1,y2 € N4(O) such that n,(y1) = 74(y2). Because h, is surjec-
tive, there exists x1,22 € C, such that ﬁa(xl) = y; and %a(l'g) = yo.
By the commutativity of Diagram (3), 7 (ha(21)) = 7a(ha(z2)) if and
only if mo(x1) = 7a(z2). In turn, the latter equality occurs if and only
if f(zr1) = f(x2) and 1,22 belong to the same connected component of
F7Y(f(z1)). In particular, if f(z1) = f(z2) = ¢j, then, by the definition
of h,, we have lNLa(xl) = Ea(xg) = 0, ie. y1 = yo = O. Otherwise, if
f(z1) = f(z2) < ¢j, then

T = (1 —tl) . SZ-_(J?]) +t1 'Tj(l‘l)

and

To = (1 — tg) . S;(.’,UQ) + 1o Tj(al‘g)
with t1 = ¢t € [0,1] and 4,7 € {1,...,m}. Necessarily, it holds that ¢ = ¢’
because z1, z2 belong to the same component of f~*(f(x1)). Thus, Ea(xl) =
ha(2), ie. y1 = y2. The case f(z1) = f(x2) > ¢ is analogous.
7)o, 18 an embedding.
Since every continuous injection from a compact to a Hausdorff space is an
embedding, it is sufficient to apply Proposition 6 to obtain the claim.
If C,, is a connected component of f~!([c; —¢;,¢;+¢;]) and Cg is a connected
component of f~!([e; —ejr,¢cjr +€j:]) such that C,, N Cp # 0, it holds that

2t 0 Ngii(concy) t 18(Ca N C) = ha(Ca N Cp)

is PL.
By the minimality of the cover {f~'((c; —€j,¢j +¢;))}, we can assume that
j'=j+ 1. From the commutativity of the diagram

CaﬁCﬁ

[ h
iﬂfCMx

X~y

" N5(0)
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we see that, for every x € C, N Cj3, we have

o' 0n5(hs(@)) = ha(z).
Moreover, since we are assuming that ¢; < ¢j41 — €541 < ¢j +¢&5 < ¢jqa, if
x € C, N Cg, there are s (z) € 9+ (C,) and s, (z) € 9~ (Cp) such that

z=X\s; () +p-sf(2)
for A, > 0,A + p = 1. We observe that s; () and s, (z) belong to C, N Cp.
By definition of h, and hg,
ha(sf (2)) = (i,25) = AT, ha(s; (@) = (7, 51) = By
We set A = hp(sf () and B}, = ha(s; (z)). Now we use the fact that fg
and hg are PL to deduce that

ha(z) = X- By + - AF
and _ R
Ra(w) = A-By +u- Af
Thus,
2t ons(\- By + - Af) =03t e ng(hs(a)) = halw)
= A0t ong(By) + gt ong(Af)
proving the piecewise linearity of the map n;! o ng. a

Corollary 8. The topological Reeb graph X /~; embeds into a polyhedron Ry
of dimension 0 or 1, via a homeomorphism & : X /~;— Ry such that the map

7ATf=§O7Tf,

X———— X/~
N, A

is PL. Moreover, the function f : Ry — R that makes the following diagram
commute
X ! Ry
S
R
is also PL.
Proof. By Proposition 7, X/~ is the identification space of the family of 1-

dimensional polyhedra {N,(O)} under the family of PL related maps {1}
Hence it can be embedded as a polyhedron Ry in R"™ for some n in such a way

that 7; is PL. The piecewise linearity of f follows from the surjectivity of 7y
and the fact that f and 7y are PL. O
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Conclusions

In this paper we have provided a proof that the Reeb graph of a polyhedron
is itself a polyhedron of dimension 0 or 1, i.e. it is a graph. It is interesting to
notice that while in the smooth case the Reeb graph is guaranteed to be a graph
under a genericity condition for the function defined on a manifold, in the PL
case we neither need the space to be a manifold nor the function to be generic.
Thus, in the PL case the result is much more general than in the differentiable
case.
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Abstract. Diffusion-weighted magnetic resonance imaging (DWI) is a
scanning procedure that allows infering the anatomical connectivity of
the brain non invasively. DWI can be used to segment the brain into a
set of relevant sub-regions, yielding what is called a parcellation in the
neuroimaging literature. In this paper, we introduce a generic framework
that allows building predictive models using parcellations obtained on a
single individual. It consists in constructing attributed region adjacency
graphs to represent the parcellations and using suitable graph kernels to
exploit the versatility of kernel methods. We demonstrate the relevance of
this framework on real data, by showing that we can predict the age range
of an individual from the connectivity structure of its corpus callosum,
the main hub of connections between the left and right hemispheres of
the brain. Furthermore, we study the behavior of different graph kernels
for this task. This work opens new opportunities to identify DWI-based
biomarkers of neurodegenerative and psychiatric diseases.

Keywords: Region-adjacency graphs - Graph kernel - Magnetic reso-
nance imaging - Brain connectivity - Brain parcellation

1 Introduction

In recent years, the use of neuroimaging-based predictive models has seen a fast
development. In most cases, these machine learning models are designed in order
to build diagnosis or prognosis tools to help clinicians deal with neurological
or psychiatric disorders [23]. But they also prove valuable in the field of basic
research aiming at a better understanding of the organization of the brain [26].
Amongst the different neuroimaging modalities used in this context, diffusion-
weighted magnetic resonance imaging (DWI) is under-exploited, with only a
limited number of published studies (see for instance [7,9,11,16,17]). Yet it is
attracting a growing interest.

DWI is a magnetic resonance imaging procedure that uses the diffusion of
water molecules to reveal the micro-architecture of a physiological tissue. The
white matter of the brain (WM) is of particular interest for neuroscientists and
© Springer International Publishing AG 2017
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can be studied using DWI. Indeed, the WM mostly contains myelinated axons,
the neuronal fibers, which are organized into large groups of axons called bundles.
The structure of these bundles alters the free motion of the water molecules, and
the resulting anisotropy can be captured using DWI. In the nervous system, the
role of the axons is to transmit information between neurons, connecting different
brain regions. Thanks to its ability to characterize the axon bundles of the WM,
DWTI has developed into a major tool to study brain connectivity. Furthermore,
because a large number of brain disorders involve abnormal connectivity [6], DWI
has allowed to gain unprecedent insights about these pathologies. It is therefore
crucial to further design new DWI-based predictive models in order to identify
non-invasive biomarkers of connectivity-based neurological syndromes.

One of the major questions to be addressed when designing predictive models
based on DWI data is the representation of the data itself. A commonly used
high-level summary representation of the diffusion data consists in segmenting
the domain of interest — either the full brain or a given region of interest — into
homogeneous sub-regions, often denoted as parcels in the neuroimaging com-
munity. The literature focuses on estimating parcellation models that are valid
for a population, for two main reasons: first, because one of the main aims of
neuroscience is to find invariants across individuals; secondly, because it is not
possible to produce inference at the population level using parcellations esti-
mated on data from a single individual using the statistical tools that are most
commonly used in neuroimaging. However, because such parcellations simply
are the results of a segmentation, the field of pattern recognition offers a wide
range of methods which could help overcome this challenge. Our objective in
this paper is therefore to demonstrate that pattern recognition tools can make it
possible to build predictive models based on DWI-based parcellations estimated
on a single individual, in order to make inference at the population level.

The framework we propose starts by the construction of attributed graphs
from such individual parcellations and then relies on kernel methods [21], using
appropriate graph kernels, to build a predictive model. We demonstrate the
effectiveness of this framework on a real DWI dataset, by showing, for the first
time, that we can estimate the age category of a subject from the connectivity
structure of his/her corpus callosum, the main hub of connections between the
two hemispheres of the brain. Furthermore, we study the influence of the choice
of the kernel on the performance of the model, by comparing the expressivity
of several classical graph kernels. In Sect. 2, we describe the processing workflow
necessary to obtain a parcellation from the raw DWI data, the processes used to
construct attributed graphs and the different graph kernels. Then, in Sect. 3, we
provide a full description of the data itself, the neuroscientific question addressed
in our experiments and the obtained results. Finally, we discuss these results and
future research directions in Sect. 4.
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2 Methods

2.1 Constructing DWI-Based Parcellations

The processing of DWI data involves a complex analysis workflow to obtain
a parcellation from the raw data, which is a set of three-dimensional volumes
that each provides, at every brain voxel, a measurement of the amount of water
diffusion in a given direction — the set of directions being a priori chosen to
isotropically span the entire sphere. After correction of the image distortions and
compensation of the between-volume displacements, we first estimate the fibre
orientation distribution at each voxel. We use the so-called ball-and-stick model,
which assumes that the orientation diffusion function includes an isotropic com-
ponent — the ball — and one or several directions that follows the neuronal fibers
passing through this voxel — the stick(s). This model is fit at each voxel using
a sampling-based Bayesian technique [2]. Secondly, a probabilistic tractography
algorithm allows to estimate the probability of connection p(m,n) between two
brain voxels/regions m and n [2]. For the domain D to be parcellated and a
set of target brain regions 7, we can thus compute the connectivity matriz
C = [p(m,n)meT nep € RM*N where M and N are respectively the number of
regions in 7 and the number of voxels in D. Note that the vector [p(m,n)]mer
is called the tractogram of n. The segmentation of D into parcels is obtained
using a clustering of the columns of C'. Here, we use Ward’s hierarchical cluster-
ing, with an added spatial constraint, to identify contiguous clusters of voxels

Fig. 1. Processing workflow of the DWT data. A: a structural MRI depicting the shape
of the brain. B: extraction of the domain D to be parcellated (here, the corpus cal-
losum). C: definition of the set of target regions 7 for the tractography (here, a set
of anatomically defined regions of the cortex). D: the connectivity matrix C' contains
the probability of connection of any given voxel of D to any of the target regions. E:
the re-ordered connectivity matrix after clustering of the tractograms/columns. F: the
parcellation V| where voxels are colored with the corresponding cluster label.
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that have similar tractograms. Each of these clusters forms a parcel v;, i.e. a
sub-region with a homogeneous connectivity structure, as estimated using DWI
data. This workflow is illustrated on Fig. 1.

2.2 Graph Construction

Given a parcellation V' of the domain of interest D, i.e. a set of R sub-
regions/parcels {v; }{=1 that fully cover D and do not intersect, we would like
to obtain an adequate representation of the connectivity structure within D. We
use region adjacency graphs to encode the topographical character of the infor-
mation contained in the parcellation. We therefore define a node of the graph at
each parcel v; € V. The set of edges E C V x V is given by the spatial adjacency
of the parcels, i.e. e = v;v; € E <= parcels v; and v; are spatially adja-
cent. We then add two vectorial attributes to each graph node: i) the average
tractogram of all voxels of the parcel, and ii) the coordinates of the barycen-
ter of the parcel, in a coordinate system that is comparable across participants.
We note @1 : V. — RM and ¢y : V — R? the functions respectively giving
the tractogram and coordinate attributes of a node, and ¢ : V. — RM x R3 so
that ¢(v) = (p1(v), p2(v)). The connectivity structure of a given brain region is
therefore represented by the attributed graph defined as G = (V, E, ¢).

2.3 Learning from Graphs

Learning from graphs is a difficult task and graph kernels, which provide an
indirect projection of a graph onto a Hilbert space, are popular for that matter
because they render accessible a vast array of machine learning methods. Several
strategies can be employed to design graph kernels, such as instantiating an R-
convolution kernel [8] (see e.g. the random walk kernel [10,27], kernels over sets
of paths [24], trees [13] or graphlets [22]), exploiting spectral graph decomposi-
tions [28] or the concept of graph edit distance [18]. While most recent works
focus on improving kernel scalability for unlabeled or weakly-labeled graphs (see
e.g. [1,5,12,22]), we here need kernels that can easily accomodate vector-valued
attributes. We describe below the kernels that we will use for our experiments.

Walk-Based R-Convolution Graph Kernels. Given a graph GG, we denote
V its set of vertices, E C V x V its set of edges and ¢ : V — R’ the vector-valued
function giving the attributes of the nodes. A walk w is defined as a sequence of
adjacent nodes in the graph, and we suppose that a positive definite walk kernel,
denoted K, qk, is available.

The first kernel we will use is the classical random walk graph kernel [10].
For two graphs G and Ga, it is defined as

Krandom(G1, G2) = Z Z Kuyaik (w1, w2)p(w1|G1)p(wz2|Ga), (1)

w1 €G1 wa Gy

where p(w|G) is the probability of walk w in G. It compares the density of walks
between graphs, thus taking into account both local and global information.
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Our second kernel is the bag of paths kernel [4,24] — paths are walks with
unique nodes. Let P; and P, be bags of paths respectively associated with Gy
and G3. We denote by |.| the number of paths inside a bag. The mean bag of
paths kernel is constructed by averaging the walk kernel over all couples of paths
from each bag:

Komean(P P2) = LS S™ Kb, ). 2)
|Pu | P2 hEPy h/€Py
In practice, we use bags of paths of constant size, ie. Pp(G) =
{we G| |w| € P}.

At the core of these graph kernels, the walk kernel K,,,;; measures the sim-
ilarity between two walks. Clearly most of the expressivity of the whole kernel
relies on how we compare walks with K. Here, we use the classical kernel
proposed by [10], where we only compare walks of the same size by making a
direct alignment of both nodes and edges. The considered walk kernel writes as
follow for two walks h = vivs ... v and B = vjvy ... [,

[h] . ,
Kuwair(h, h/) _ [T Knode (0(vi), o(vi)) if |h| = |A/| , (3)

i=1
0 otherwise

where K, .4 is a kernel on the attributes of the nodes, usually defined with
a combination of Gaussian kernels. Given our definition ¢ = (1, p2) given in
Sect. 2.2, we use the following node kernel,

Knode(‘ﬂ(vl)yﬂﬁ(UQ)) = exp (7”@1(01)2;%901(1)2)" ) exp (_ ||(P2(v1)277§02(v2)“ ) ,
(4)

where o1 > 0 and g2 > 0 are two hyper-parameters.

Graph Edit Distance Kernels. Graph edit distances [14,20] are an attractive
way of comparing graphs as they provide a set of editions (e.g. node/edge sub-
stitution, suppression, addition...) with its cost. In [18], the authors proposed
to build a graph kernel from such distances by applying them inside a Gaussian
kernel. Let dg be a graph edit distance, the corresponding kernel is defined by:

—dg(G1,Gs)?
Keait(G1,Gs) = exp (M) ,

20% (5)
where og > 0 is the hyper-parameter of the kernel.

In order to avoid the computational burden associated with computing dg, we
use the approximation proposed in [20], which relies on the Munkres assignment
algorithm and requires comparing nodes attributes. For this, given that ¢ =
(¢1,¥2), we use a combination of euclidean norms:

dnode(v1,v2) = [lo1(v1) — @1 (v2)]| + Yllw2(v1) — pa(v2), (6)

where v is an equilibrium parameter.
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3 Experiments and Results

The objective of our experiments is to demonstrate that our framework makes
it possible to perform predictions from an individual’s DWI-based parcellation.
In the following, we present the addressed prediction task and its neuroscientific
motivation, the dataset used in our experiments, the experimental procedure
and the quantitative results that we obtained.

3.1 Aging Trajectory of the Corpus Callosum

The brain is an organ that continuously evolves throughout the lifespan. In par-
ticular, numerous markers of aging can be identified using neuroimaging tech-
niques, such as for instance the reduction of the global volume of grey matter
in the brain. Numerous brain pathologies — such as Alzheimer’s disease — induce
some alterations compared to the normal aging process. Establishing the aging
trajectory of specific brain features in a healthy population can therefore allow
to use a deviation from this normal trajectory as a potential marker of a dis-
ease, which opens possibilities to design diagnosis and/or prognosis tools. In a
predictive framework, establishing an aging trajectory comes down to obtaining
a model that can guess the age of the subject from a given set of brain features.

Amongst the particular parts of the brain that have been identified to dis-
play age-related changes, the corpus callosum (CC), the largest commissure of
white matter connecting the two hemispheres of the brain, is of particular inter-
est because its integrity is known to be altered in several neurodegenerative
diseases, with for instance an abnormally low CC size [25]. However, the age-
related changes of the spatial organisation of the CC structural connectivity have
not been studied until now. It is well known that the connectivity structure of
the CC is topographically organized: among others, the fibers that pass through
its most anterior part — called the genu — project to the anterior part of the
cortex — the frontal lobe, while fibers passing through the posterior CC — the
splenium — project to the back of the brain — the occipital lobe. In the present
paper, we use DWI data to investigate whether the spatial organization of the
CC connectivity changes with age.

3.2 Data and Experiments

Our data comes from the enhanced Nathan Kline Institute-Rockland Sample®.
A small sub-sample of the participants enrolled in this initiative have been
scanned using structural and diffusion-weighted MRI, allowing us to work with
data from 65 participants aged 36 to 77 year-old. We analyzed the structural
MRI (MPRAGE sequence, voxel size: 1 mm, volume size: 256 x 256 x 176, acqui-
sition time: 6 mn, see Fig. 1(A) using the freesurfer software suite? to identify
the CC (Fig.1(B) and define a set of 1000 target regions for the tractography

! http://fcon_1000.projects.nitrc.org/indi/enhanced, .
2 https:/ /surfer.nmr.mgh.harvard.edu/.
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(Fig. 1(C). The DWI data (EPI sequence, 137 directions, voxel size: 2 mm, vol-
ume size: 106 x 90 x 64, acquisition time: 6 mn) was pre-processed with the
FSL software suite®. The rest of the experiments were conducted using in-house
software (see Fig. 2 for an illustration of the resulting parcellations and graphs).

bL(tC{‘Cm&f—"

T T, ETN T TS
22y B spns 2% %257

Fig. 2. Top: 10 examples of parcellations of the corpus callosum (with R = 12 parcels).
Bottom: the resulting graphs, displayed in a local rectangular coordinate system.

We seperated the 65 participants into two groups, the 32 oldest and the 33
youngest, to set up a binary classification problem. Our experiments therefore
asked whether it is possible to predict the age group of an individual from the
graph G of his/her CC, which would imply, if successfull, that the spatial organi-
zation of the CC connectivity does indeed change with aging. We used a Support
Vector Machine to perform this classification task, using five kernels amongst the
ones described above: (i) Krqndom (using o1 = o2 = 0.5, as with all the following
walk-based kernels); (ii) Kpean with P € {2} (i.e. walks with 2 nodes), that we
will denote Kean_2; (iil) Kpmean with P € {3}, hereafter Kpean_3; (iv) Kmean
with P € {2,3}, hereafter Kpean_23; (V) Keqir (with v = 1000 and o = 1).
We assessed the quality of the predictions with the mean classification accuracy
obtained using a cross-validation scheme that included 500 randomly drawn bal-
anced data splits, each with 56 and 9 participants respectively in the training
and test set. Given the small size of the dataset, this procedure ensures obtaining
an unbiased estimate of the mean accuracy.

We conducted two sets of experiments. First, in order to study the influence
of the number of graph nodes R, we computed the classification accuracy when
R is kept constant — taken in {4,6,8,---,68,70} — for all splits of the cross-
validation. Secondly, we performed a model order selection, choosing R within
the same range, separately for each split, using an inner cross-validation within
the training set. The selected value was used to fit the model on the full training
set and test it on the left-out data.

3 http://fsl.fmrib.ox.ac.uk.
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3.3 Results

The results of the experiments are shown on Fig. 3. All the classification results
are above chance level (0.5), establishing the two main outcomes of the paper:
from a methodological point of view, this demonstrates the validity of our frame-
work and therefore the feasability of using individual parcellations to build pre-
dictive models; from an applicative angle, this shows for the first time that the
connectivity structure of the corpus callosum changes with aging. The classifi-
cation scores are not very high (maximum: 0.68), which is common with neu-
roimaging data, for which the signal to noise ratio of the brain signatures of
interest is usually very weak and the sample size very limited.

0.70

0.65

lon accuracy

0.60

Classificati

0.55

Kogi

0.30 0.50
10 20 30 40 50 GO 70 Kunidom Kopean2 Kopeans Kipean 23 K.t

Number of graph nodes Kernel

Fig. 3. Mean classification accuracy (% standard error) for five kernels. A: in function
of the number R of graph nodes (kept constant for all folds of the cross-validation).
Right: when R is selected through an inner cross-validation.

Figure 3(A) shows that the performance of the model strongly depends on the
number R of graph nodes. Interestingly, the peak performances are not obtained
for the same value of R for all kernels: the accuracy peaks for the random walk
and edit distance kernels between R = 12 and 18, while the mean kernels per-
form best around R = 44. Figure 3(B) shows that when performing model order
selection, K qndom outperforms the other kernels, followed by K,eqn_2 and Kegi.

4 Discussion and Future Work

In this paper, we have introduced a new framework that allows designing predic-
tive models from individual DWI-based parcellations. To the best of our knowl-
edge, this is the first of its kind.

The behavior of the different kernels we used is interesting since they are
sensitive to various types of information. The fact that K,,cqn o outperforms
Koneans and Kean_ 23 indicates that most of the information lies at the local
level, and more precisely at the level of pairs of adjacent nodes. Adding an extra
node in the paths seems to introduce noise rather than information, which could
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be expected from the noisy character of the parcellation process illustrated by
the variability of the graphs on Fig. 2. But the higher performances of K, qndom,
which can catch both local and global features, suggests that some extra infor-
mation might lie at a more global scale. Also note that K.4;; is more unstable
than the other kernels, which can be caused by its non positive-definiteness [19]
or by a failure of the Munkres-based assignment on our noisy parcellations.

This opens several directions for future work. First, the graph construction
should benefit from concatenating different parcellations into multi-scale hierar-
chical graphs. Indeed this will provide a more robust representation of the data
and render more explicit the combination of local and global information. Fur-
thermore, because these graphs have a geometric embedding, the use of combi-
natorial maps and pyramids [3] could also be beneficial. Secondly, improvements
should come from the graph kernel itself. We believe that the level of expressiv-
ity of the kernel on this data should increase by incorporating ideas from recent
work such as [5] or using more structured base elements such as graphlets [22].

From an applicative perspective, we have demonstrated that the connectivity
structure of the corpus callosum changes with age. However, additional work is
needed to understand the nature of these modifications. Furthermore, in order
to apply this framework on clinical data and identify biomarkers of a given
neurological disorder, two main lines of work lie ahead of us. First, we will have
to assess more finely the aging trajectory — of the corpus callosum or any other
brain region — using a regression model that would offer a direct prediction of
the age of the subject (similarly to [16]). Second, we will have to improve the
performances far beyond the classification accuracies obtained here. This will
require working with much larger datasets and therefore using more scalable
kernels such as introduced in [15].
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Abstract. Many tasks in computer vision and pattern recognition are
formulated as graph matching problems. Despite the NP-hard nature
of the problem, fast and accurate approximations have led to signifi-
cant progress in a wide range of applications. Learning graph matching
functions from observed data, however, still remains a challenging issue.
This paper presents an effective scheme to parametrize a graph model
for object matching in a classification context. For this, we propose a
representation based on a parametrized model graph, and optimize it to
increase a classification rate. Experimental evaluations on real datasets
demonstrate the effectiveness (in terms of accuracy and speed) of our
approach against graph classification with hand-crafted cost functions.

Keywords: Learning graph matching - Graph classification :+ Graph
edit distance

1 Introduction

Graphs are frequently used in various fields of computer science since they con-
stitute a universal modeling tool which allows the description of structured data.
The handled objects and their relations are described in a single and human-
readable formalism. Hence, tools for graphs supervised classification and graph
mining are required in many applications such as pattern recognition [1], chem-
ical components analysis [2], structured data retrieval [3]. Different approaches
have been proposed during the last decade to tackle the problem of graph classi-
fication. A first one consists in transforming the initial problem in a common sta-
tistical pattern recognition one by describing the graphs with vectors in a Euclid-
ean space [2]. Another family of approaches also consists in using kernel-based
machine learning algorithms. Contrary to the approaches mentioned above, the
graphs are not explicitly but implicitly projected in a Euclidean space, through
the use of a graph kernel which computes inner products in the graph space.
Many kernels have been proposed in the literature [4]. Another possible approach
also consists in projecting the graphs in a Euclidean space of a given dimension
but using a distance matrix between each of the graphs. In such cases, a dis-
similarity measure between graphs has to be designed. Kernels can be derived
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from the distance matrix. It is the case for multidimensional scaling methods
proposed in [5].

All the aforementioned approaches aim at projecting the graphs into a vec-
tor or kernel space however this process may impact the interpretability of the
results. This paper deals with paradigms that operate directly on the graph
space and can thus capture more structural distortions.

Graph space (d : G x G — R). To classify unknown objects using the K-
Nearest Neighbor paradigm, one needs to define a metric that measures the dis-
tance between the unknown object and the elements in the learning database.
The similarity or dissimilarity between two graphs requires the computation and
the evaluation of the “best” matching between them. Since exact isomorphism
rarely occurs in pattern analysis applications, the matching process must be
error-tolerant, i.e., it must tolerate differences on the topology and/or its label-
ing. For instance, in the Graph Edit Distance (GED) [1], the graph matching
process and the dissimilarity computation are linked through the introduction
of a set of graph edit operations. Each edit operation is characterized by a cost,
and GED is the total cost of the least expensive set of operations that transform
one graph into another one. Since graph matching is NP-hard most research has
long focused on developing accurate and efficient approximate algorithms.

Recent studies have revealed that simple graphs with hand-crafted struc-
tures and dissimilarity functions, typically used in graph matching, are insuffi-
cient to capture the inherent structure underlying the problem at hand. As a
consequence, a better optimization of the graph matching objective does not
guarantee better correspondence accuracy [6,7] and neither better classification
rate. To tackle this issue a set of parameters in the graph matching problem has
to be learned. Such a learned matching function would better model the inherent
structure of the classification problem without losing the interpretability of the
results.

2 Problem Statement

In this section, we formally define the problem of learning discriminative graph
matching.

Attributed graph is considered as a triple (V, E, L) such that: V is a set of
vertices. E is a set of edges such as E C V x V. L is a set of attributes of the
nodes and edges. For the sake of clarity, we abuse the set notation such that L;
is a label associated to vertex v; and L;; is a label associated to an edge (v;,v;).

Graph Matching Problem. Let G' = (N, E',L!) and G? = (N? E?, L?)
be two graphs, with N* = {1,--- ,n} and N? = {1,--- ,m}. In order to apply
deletion or insertion operation on nodes, node sets are augmented by dummy
elements. The deletion of each node v; € N is modeled as a mapping v; — €2
where €7 is the dummy element associated with v;. As a consequence, the set N2
is increased by max(0,n—m) dummy elements €2 to form a new set V2 = N2Ue?.

The node set N! is increased similarly by max(0,m — n) dummy elements €>
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to form V1 = N Ue€!. Note that V! and V2 have the same cardinality (nl =
n2 = max(n,m)). A solution of graph matching is defined as a subset of possible
correspondences y C V! x V2, represented by a binary assignment matrix Y €
{0,1}*"2 where n; and ny denote the size of V! and V2, respectively. If
vil € V! matches vg € V2, then Yo =1, and Y; , = 0 otherwise. We denote by
y € {0,1}™"2 a column-wise vectorized replica of Y. With this notation, graph
matching problems can be expressed as finding the assignment vector y* that
minimizes a score function d(G', G?,y) as follows:

Definition 1. Graph Matching formulation

Y = argmin d(GL, G, y). (1)
y
subject to y € {0,1}™"2 (1b)
ni
S ga=1 Vac[l- m) (1)
i=1
na
Zyi,a =1 Vie [13 7”1] (1d)
a=1

The function d(G*,G?,y) measures the dissimilarity of graph attributes, and
is typically decomposed into a first order dissimilarity function dy (L}, L2) for
a node pair v} € V! and v2 € V2, and a second-order similarity function
dE(L}ijLb) for an edge pair ellj € E' and €2, € E?. Dissimilarity functions
are usually represented by a symmetric dissimilarity matrix D, where a non-
diagonal element D;q.;p = dE(Lw,L ») contains the edge dissimilarity of two
correspondences (vf,v2) and (vj,v}) and a diagonal term Djqq = dy (L, L2)

1,2

)-

represents the node dissimilarity of a correspondence (v}, v3

Thus, the matching function of graph matching is defined as:

d(GHG%y)= > dy(LL L)+ > > de(Ll,L2)=y"Dy  (2)

Yia=1 Yia=1y;p=1

In essence, the score accumulates all the dissimilarity values relevant to the
assignment. The Definition 1 is referred to as an integer quadratic programming.
More precisely, it is the quadratic assignment problem, which is known to be
NP-hard. Many efficient approximate algorithms have been proposed for this
problem [8-11].

Parametrized Graph Matching. In the context of scoring functions defined
in Eq. 2, an interesting question is what can be learned to improve graph match-
ing. To address this, we parameterize Eq.2 as follows. Let 7(a) = ¢ denote an
assignment of node v2 in G? to node v} in G, i.e. y;, = 1. A joint feature map
@(G,G?,y) is defined by aligning the relevant dissimilarity values of Eq. 2 into a
vectorial form as: ®(G*, G%,y) = [ -+ ,dy (L} (@)’ JL2), - 7dE(L7lr(a)7r(b)7 L2), -]
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By introducing weights on all elements of this feature map, we obtain a
discriminative score function:

d(G',G?,y, B) =Bo(G", GQ,?J) (3a)
[ dV( m(a)’ )60’ ) (Lﬂ(a)‘n' b)’ )6ab7 ] (3b)

where (3 is a weight vector encoding the importance of node and edge dissim-
ilarity values. In the case of uniform weights, i.e. 8 = 1V, Eq.3 it reduces
to the conventional graph matching score function of Eq.2: d(G',G?y) =
d(GY, G2, y;1).

The discriminative weight formulation is general in the sense that it can
assign different parameters for individual nodes and edges. However, it does not
learn a graph model underlying the feature map, and requires a reference graph
G? at query time, whose attributes cannot be modified in the learning phase.

Graph Classification Problem. For sake of clarity, the rest of the paper is
focused on a 2-class problem but the paradigm can be extended to a multi-class
problem. A linear classifier is a function that maps its input « € R? (a real-valued
vector) to an output value f(x) € {0,1} (a single binary value).

f(w):{1 ifB-2+b>0

0 otherwise

q
where (§ is a vector of real-valued weights, w -z is the dot product Zﬁixi,
i=1
where ¢ is the number of inputs to the classifier and b is the bias. The bilas shifts
the decision boundary away from the origin and does not depend on any input
value. The value of f(x) (0 or 1) is used to classify x as either a positive or a
negative instance, in the case of a binary classification problem. If b is negative,
then the weighted combination of inputs must produce a positive value greater
than |b| in order to push the classifier over the 0 threshold.

To extend this paradigm to graph, let D be the set of graphs. Given a graph
training set TrS = {<Gi,ci>}£\i1, where G; € D is a graph and ¢; € C is
the class of the graph among the two classes. The learning of a graph classifier
consists in inducing from 7'rS a mapping function f(G) — C which assigns a
class to an unknown graph.

) With G™ a model graph
0 otherwise

1 ifg-¢(G,G™,y)+b>0

f(@G) = {
Let A(TrS, f) be a function computing the error rate obtained by a classifier
f. We represent the error for the p” training sample by error, = §(C,, f(G,)),
where C), is the target value, f(G)) is the value produced by the classifier and
d(a,b) is the Kronecker Delta function. The error rate (A) is the mean of errors
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error, over the set TrS between the ground-truth values and values produced
by the classifier. Straightforwardly, we define n = 1 — A as the classification rate.

To address the problem of learning graphs matching, we start with the dis-
criminative weight formulation of Eq.3. We learn the weights 8 from labelled
examples from TrS minimizing the function A. The objective function is the
error rate function with extra § weights.

3 State of the Art

The literature on learning similarity /dissimilarity matching functions can be
roughly categorized into two parts whether the objective is to minimize an error
rate on the number of matched graph components (matching level) or an error
rate on a classification task (classification level).

Matching level. In this category, the purpose is to minimize the average Ham-
ming distance between a ground-truth’s correspondence and the automatically
deducted correspondence. Caetano et al. [6] use a 60-dimensional node simi-
larity function for appearance similarity and a simple binary edge similarity
for edges. Leordeanu et al. [12] do not use dy, and instead employ a multi-
dimensional function dg for dissimilarity of appearance, angle, and distance. The
work of Torresani et al. [13] can be viewed as adopting 2-dimensional dy and dg
functions for measuring appearance dissimilarity, geometric compatibility, and
occlusion likelihood. In [14] a method to learn the real numbers for the inser-
tion dy (e — v) and deletion dy (v — €) costs on nodes and edges is proposed.
An extension to substitution costs is presented in [15]. While the optimization
methods for learning these functions are different, all of them are essentially
aimed at learning common weights for all the edge and node dissimilarity func-
tions in a matching context. The discriminative weight formulation Eq. 3 is more
general in the sense that it can assign different parameters for individual nodes
and edges. In [7], the discriminative weight formulation is also employed. The
learning problem is turned into a regression problem and a structured support
vector machine (SSVM) is used to minimize it.

Classification level. Learning graph matching in a classification context is more
challenging since the ground truth is given at the class level and not at the
node/edge level. In [8], a grid search on a validation set is used to determine
the values of the parameters 3}, = 3., which corresponds to the cost of a
node deletion or insertion, and 35, = f,,, which corresponds to the costs
of an edge deletion or insertion. Neuhaus and Bunke [16] address the issue of
learning dissimilarity functions for numerically labeled graphs from a corpus
of sample graphs. A system of self-organizing maps (SOMs) that represent the
distance measuring spaces of node and edge labels was proposed. The learning
process is based on the concept of self-organization. It adapts the edit costs
in such a way that the similarity of graphs from the same class is increased,
whereas the similarity of graphs from different classes decreases. Two limitations
can be put forward (i) attributes must be numeric vectors and (ii) the method
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aimed at learning common weights for all the edges and nodes (Bger, Bins, Bsub)-
From the same authors, in [17], the graph matching process is formulated in
a stochastic context and perform a maximum likelihood parameter estimation
of the distribution of matching operations. The underlying distortion model is
learned using an Expectation Maximization algorithm. The matching costs are
adapted so as to decrease the distance between graphs from the same class,
leading to compact graph clusters.

Adapting methods that operate at the matching level is not trivial since
node correspondences must be inferred from the class label. The neural meth-
ods proposed in [16] works at the classification level but it is limited to vector
attributes and common weights shared to all nodes and edges. The former limita-
tion is leveraged in [17] thanks to a probabilistic framework but the Expectation
Maximization algorithm is not robust as the neural-based minimizer. In this
paper we propose to merge both ideas, a neural-based algorithm and the dis-
criminative weight formulation to learn graph matching dissimilarity functions
in a classification context.

4 Proposal: A Graph-Based Perceptron

The perceptron is an algorithm for learning a binary classifier C = {0,1}. In
the context of neural networks, a perceptron is an artificial neuron using the
Heaviside step function as the activation function. A global picture of the graph-
based perceptron is depicted in Fig. 1. The conventional perceptron is adapted
to graphs thanks to three main features: (a) The learning rule to update the
weight vector 3. (b) The graph matching algorithm to find y*. (¢) The graph
model G™.

1 z f G'

z
.,/ Heavy Side ..| HeavySide | .
= <LB> & | =¥ oG, 6™y >
: 8 w@) [ |7 AT w7
| \ i
i |
Perceptron Graph-based Perceptron

Fig. 1. Overview of the perceptron and our proposal a modified perceptron for graph

Learning rule. The learning rule aims at modifying 3. The weights should be
updated in cases of wrong classifications. The correction must take into account
the amount and the sign of the committed error.

Learning rule: B(t + 1) = B(t) + a(c; — cx)P(G*, G™, y) (4)

To show the time-dependence of 3, we use (;(t) as the weight at time ¢. The
parameter « is the learning rate, where 0 < a < 1. (¢; — ¢g) is the error function.
This error is positive if (¢; > ¢i) or negative if (¢; < ¢). The learning rule is the
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steepest gradient descent. It tries to reduce the error in the direction of the error
descending along the gradient. If we consider the &(G*, G™, y) entries associated
with weight § respectively.

Graph matching solver. Many efficient approximate algorithms have been pro-
posed to solve the graph matching problem defined in Definition 1. In [8], Riesen
et al. have reformulated the Quadratic Assignment Problem of Definition 1 to
a Linear Sum Assignment Problem (LSAP). Nodes of both graphs are involved
in the assignment problem. A cost matrix is computed to enumerate pair-wise
node distances. The LSAP can be solved in polynomial time O(n?) which makes
this approach very fast.

Graph model. The graph matching is computed between an input graph G* and
a model graph G™. The choice of a model graph among a set of graphs is of
first interest. The model graph should represent the diversity of attributes and
topologies which can be found in the graph set TrS. The graph model selection
rule is defined as follows: G™ = arg Gnel%i’(SlG'. With |G| = |V|+]|E|. Accordingly

G™ is the largest graph of the set. In such a way that G™ may gather a large
diversity of attributes along with different structures. Other definition could hold
such as the median graph definition but this is beyond the scope of the paper.

Learning algorithm. We design the learning algorithm of the graph-based per-
ceptron. Algorithm 1 is an O(#iter.|TrS|) deterministic algorithm. Solving the
parametrized graph matching problem is indicated in Line 8. Line 9 is the classi-
fication step while lines 10 to 12 are the application of the learning rule defined
Eq. 4 when the classification is wrong. Finally, it is worth mentioning that clas-
sifying an entire test set (TeS) is done by only |TeS| call to the graph match-
ing algorithm involved in the function @. This low complexity makes it a fast
classifier.

Data: TrS = {< G%,¢; >} M,

Data: #iter is the maximum number of iterations
Data: « learning rate

Result: Learned 3. A weight vector
B—0andt«— 0

while error > 0 and iter< #iter do

1

2

3 error «— 0 and iter «— 0

a for G, € TrS do

5 y* « argmin ((t) - #(G*,G™,y) // Solve problem in Definition 1

y

6 ¢; «— heavyside(B(t) - B(GY, G™,y™))

7 cr «— getLabel(G*)

8 if ¢; —cr != 0 then

o Bt+1) — B(t) + ale; — ck)B(GH,G™, y*)
10 error«— error +1
11 end
12 t—t+1
13 end
14 error « error/|TrS|
15 iter « iter +1
16 end

Algorithm 1. Learning graph-based perceptron scheme
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5 Experiments

Two graph databases LETTER HIGH (LETTER for short) and GREC were
chosen from from the IAM repository [18]. Each database consists on a set of
different graph instances divided in different classes where each class is composed
of a training set and a test set. Datasets are described in Table 1. Matching
functions d, and d. were taken from [8].

Table 1. Summary of graph data set characteristics.

Database |size (TrS, TeS) | fclasses | Node | Edge V|
labels | labels

max |V| | max |E| | Balanced

LETTER | (750, 750) 15 X,y None 47| 45| 9 9 Y

(high)

GREC (286, 528) 22 X,y Line 11.5]12.2 |25 30 Y
types

A commonly used approach in pattern classification is based on nearest-
neighbor classification. That is, an unknown object is assigned the class or iden-
tity of its closest known element, or nearest neighbor (1-NN). Two versions were
involved in the tests. A 1-NN with no weights (8 = 1) called NW-1-NN and a
tuned 1-NN (T-1-NN) where 39, = 55, and 5}, = (], values are taken from
[8]. To assess the performance of our learning scheme and our new classifier,
two experiments were performed. First, the impact of the learning rate a was
studied on 2 classes of the GREC dataset (class 0 and 1) and second, pair-wise
binary classifications were carried out among all classes of two datasets GREC
and LETTER. To sum-up all theses experiments, the mean classification rate
(77) during the training and the test phases are reported along with the standard
deviation (std(n)). The time in milliseconds to classify all instances is also con-
sidered. In Fig.2, the impact of the learning rate is depicted. A high learning
rate leads to fast convergence with many oscillations around 80% of classification
rate, while at the opposite a low learning rate implies a slow but stable conver-
gence. A trade-off can be found with an intermediate value (o = 0.01). This
value was chosen to perform the rest of the experiments with a number of iter-
ations set to 100. To continue on the learning capability of the Algorithm 1, in
Table 2, the classification rate obtained during the learning phase are tabulated
(column 7p,.g). A first comment leads to say that with the highest classification
rate GREC was easier to learn than LETTER. A second comment is the clear
capability of learning of our method. In fact, a dummy classifier with “bad”
weights 3 = 1 would produce a random classification and a classification rate
of 0.5. Finally, binary classifications results on (22 — 1)? = 441 and 196 pairs of
classes for GREC and LETTER, respectively, are synthesized in Table 2. First,
on the speed side, our classifier is by far the fastest with a speed gain of about
350 (350 times faster). In fact, time complexity of our graph-based perceptron is
linear in function of the test set size (|TeS|) whereas the complexity of the 1-NN
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Impact of learning rates

i —m0.001
=001

I
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Fig. 2. Learning rate as a function of the number of iterations

Table 2. Classification results on GREC and LETTER. The best results are marked
in bold style.

GREC LETTER

nTrg | 7 std(n) | time std(time) | Tryrg |7 std(n) | time std(time)
Proposal 0.9733 | 0.9488 | 0.1054 87.31| 24.49 0.8610 | 0.8262 | 0.1279 31.09 6.42
NW-1-NN | NA 0.5235 | 0.0561 | 1588.83 | 870.46 NA 0.9735 | 0.0294 | 1584.15 | 510.37
(B=1)
T-1-NN [8] | NA 0.9992 | 0.0096 | 1789.52 | 990.08 NA 0.9735 | 0.0295 | 1573.96 | 490.51

grows quadratically in function of |TrS|.|TeS|. On the classification rate side,
on GREC, our proposal clearly outperformed the NW-1-NN classifier with no-
weights while obtaining similar results than the T-1-NN classifier. On LETTER,
the situation is different, the NW-1-NN classifier provides astonished results as
good as the T-1-NN. We can conclude that dissimilarity functions dy and dg are
well suited on their own for the problem and that performances come from the
good graph prototypes of TrS. With a single model graph our approach does
not succeed to capture the whole variability of the problem. However, the 15%
loss of accuracy is counter balanced by a large speed-up.

6 Conclusion

In this paper, a graph classifier operating in the graph space was presented. A
graph-based perceptron was proposed to learn discriminative graph matching in
a classification context. Graph matching was parametrized to build a weighted
formulation. This weighted formulation is used to define a perceptron classi-
fier. Weights are learned thanks to the gradient descent algorithm. Classification
results on two publicly available datasets demonstrated a large speed-up in clas-
sification (350 times faster in average) with a loss of accuracy of 4% in average.
As the conventional perceptron, the graph-based perceptron will be extended
to multi-class problems. Another perceptive is to extend our work to multiple
layers and consequently to learn mid-level graph-based representations.
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Abstract. In this paper, we propose a novel nested alignment graph
kernel drawing on depth-based complexity traces and the dynamic time
warping framework. Specifically, for a pair of graphs, we commence by
computing the depth-based complexity traces rooted at the centroid ver-
tices. The resulting kernel for the graphs is defined by measuring the
global alignment kernel, which is developed through the dynamic time
warping framework, between the complexity traces. We show that the
proposed kernel simultaneously considers the local and global graph char-
acteristics in terms of the complexity traces, but also provides richer sta-
tistic measures by incorporating the whole spectrum of alignment costs
between these traces. Our experiments demonstrate the effectiveness and
efficiency of the proposed kernel.

1 Introduction

In pattern recognition, graph kernels are powerful tools for applying standard
machine learning techniques to graph datasets [24]. These kernels are typically
used in conjuction with kernel methods such as Support Vector Machines (SVM)
and kernel Principle Component Analysis (kPCA) for the purposes of classifica-
tion or clustering [4,21].

The idea underpinning most existing graph kernels is that of decomposing
graphs into substructures and comparing pairs of specific isomorphic substruc-
tures. Some examples are graph kernels based on counting pairs of isomorphic (a)
walks [27], (b) paths [1], and (c) restricted subgraph or subtree substructures [14].
Other examples include the work of Bach [2], who proposed a family of kernels
for comparing point clouds. These kernels are based on a local tree-walk kernel
between subtrees, which is defined by a factorization on suitably defined graph-
ical models of the subtrees. Wang and Sahbi [28], on the other hand, defined a
graph kernel for action recognition. They first describe actions in the videos using
directed acyclic graphs (DAGs). The resulting kernel is defined as an extend-
ing random walk kernel by counting the number of isomorphic walks of DAGs.
Harchaoui and Bath [18] proposed a segmentation graph kernel for images by
counting the inexact isomorphic subtree patterns between image segmentation
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graphs. Other state-of-the-art graph kernels include the subtree-based hyper-
graph kernel [7], the Lovéasz graph kernel [19], the aligned subgraph kernel [10],
the subgraph matching kernel [21], the fast depth-based subgraph kernel [6],
the optimal assignment kernel [22], and the aligned Jensen-Shannon subgraph
kernel [11].

Unfortunately, all the aforementioned graph kernels tend to capture only local
characteristics of graphs, since they usually use substructures of limited sizes. As
aresult, these kernels may fail to reflect global graph characteristics. To overcome
this shortcoming, Johansson et al. [19] developed a family of global graph kernels
using geometric embeddings. Specifically, they use the Lovadsz number and its
associated orthonormal representation to capture global graph characteristics.
Bai et al. and Rossi et al. [4,9,25,26] developed a family of graph kernels based
on the classical Jensen-Shannon divergence, as well as its quantum analogue.
Specifically, they use either the classical or the quantum walk together with
quantum information theoretical measures to probe the global structure of the
graph.

The aim of this work is to overcome the gap between local kernels (i.e., ker-
nels based on local substructures of limited sizes) and the global kernels (i.e.,
global kernels and quantum or classical Jensen-Shannon kernels), by proposing a
novel nested alignment kernel for graphs based on their depth-based complexity
traces [5] and the dynamic time warping framework [15]. For a pair of graphs,
we commence by computing the depth-based complexity traces rooted at the
centroid vertices. The resulting kernel is defined by measuring the global align-
ment kernel [15] between the complexity traces. Recall that the depth-based
complexity trace of a graph is based on a family of expansion subgraphs that
form a nested sequence which gradually expands from the centroid vertex to the
global graph structure. As a consequence, this sequence of subgraphs can reflect
both local and global structure information of a graph. Furthermore, we show
that the associated global alignment kernel encapsulates the whole spectrum
of the alignment cost between the complexity traces. As a result, the proposed
kernel can not only simultaneously consider both local and global graph charac-
teristics in terms of the nested depth-based complexity traces, but also provide
richer statistic measures by incorporating the whole spectrum of alignment costs
between these traces. Experiments demonstrate the effectiveness and efficiency
of the proposed kernel.

The remainder of this paper is organized as follows. Section 2 reviews the
preliminary concepts that will be used in this work. Specifically, we introduce the
global alignment kernel through the dynamic time warping framework and the
depth-based complexity trace. Section 3 defines the proposed nested alignment
kernel. Section 4 provides the experimental evaluation. Section 6 concludes this
work.

2 Preliminary Concepts

In this section, we review some preliminary concepts that will be used in
this work. We commence by reviewing the dynamic time warping framework.
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Specifically, we introduce the global alignment kernel based on this framework.
Finally, we review the concept of depth-based complexity trace of a graph.

2.1 Global Alignment Kernels from the Dynamic Time
Warping Framework

In this subsection, we review the global alignment kernel based on the dynamic
time warping framework proposed in [15]. Let T be a set of discrete time series
that take values in a space X. For a pair of discrete time series P = (p1,...,pm) €
T and Q = (q1,...,¢n) € T with lengths m and n respectively, the alignment
7 between P and Q is defined as a pair of increasing integral vectors (m,, my) of
length | <m +n — 1, where

l=m1)<---<mp(l) =m

and
1=m(1) < < ml) =n

such that (mp,m,) is defined to have unitary increments and no simultaneous
repetitions. For any index 1 < ¢ <[ — 1, the increment vector of © = (m,, 7,)

satisfies
N e R OIOTO

In the dynamic time warping framework [15], the coordinates m, and 7, of the
alignment 7 define the warping function. Let A(m,n) be the set of all possible
alignments between P and Q. The dynamic time warping distance between P
and Q is defined as

DTW(Pa Q) = minﬂ'éA(m,n)DP,Q(ﬂ-)a (2)

where the cost "
s

DP,Q(’/T) = Z cp(pﬂp(i)? Qﬂ'q(i))a (3)
i=1
is defined by a local divergence ¢ that measures the discrepancy between any
pair of elements p; € P and ¢; € Q. Generally, ¢ can be defined as the squared
Euclidean distance, i.e., ¢(p,q) = ||p — q||*.
Based on the dynamic time warping distance defined in Eq. (2), a dynamic
time warping kernel kptw [17] between P and Q can be defined as

kprw (P, Q) = e PTW(PQ), (4)

Unfortunately, this kernel is not positive definite. This is because the optimal
alignment required by the dynamic time warping cannot guarantee transitivity.
To overcome the shortcoming, Cuturi [15] considers all possible alignments in
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A(m,n) and proposes another dynamic time warping inspired kernel, i.e., the
global alignment kernel, as

kGA(Pa Q) = Z e_DP’Q(ﬂ)a (5)

TeA(m,n)

where kg a is positive definite, since it quantifies the quality of both the optimal
alignment and all other alignments = € A(m,n). The kernel kga elaborates on
the dynamic time warping distance by considering the same set of elementary
operations [16]. However kga not only generalizes the dynamic time warping
kernel kptw, but also provides richer statistic measures by incorporating the
whole spectrum of alignment costs {Dp q(7), T € A(m,n)}.

Intuitively, the global alignment kernel kg allows one to define a new graph
kernel, by measuring the warping alignment 7 between any types of graph char-
acteristic sequences (or graph embedding vectors [13]) that have certain ele-
ment orders with increasing structural variables, e.g., the depth-based complex-
ity traces [5] from expansion subgraphs of increasing sizes, or cycle characteristics
with increasing lengths identified from the Ihara zeta function [23].

2.2 Centroid Depth-Based Complexity Traces

We review the concept of the depth-based complexity trace of a graph rooted at
the centroid vertex [5]. Let G(V, E) be an undirected graph with vertex set V'
and edge set F. Based on Dijkstra’s algorithm, we commence by computing the
shortest path matrix S¢, where each element Sg (v, u) of S represents the length
of the shortest path between vertices v € V and u € V. For each vertex v € V,
let S(v) be the average length of the shortest paths from v to the remaining
vertices, i.e.,

S(v) = ﬁ S Sa(v,u). (6)

ueV

As discussed in [5], the centroid vertex 0¢ of G(V, E) can be identified by select-
ing the vertex that has the minimum variance of shortest path lengths to the
remaining vertices, i.e., the index of v¢ is

Do = arg mvin Z[Sg(v,u) — Sy (v)]%. (7)

Let Nﬁfé be a vertex subset of G(V, E) satisfying
K .
Ni, ={u eV | Sg(vc,u) < K}. (8)

For G(V, E) and its centroid vertex 0¢, we construct a family of K-layer expan-
sion subgraphs Gi (Vi; k) as

Vi Z{UEN{{Z}; 9
{SKZ{(U,U)CN@IZ X NE | (u,v) € E}. 9)
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Note that the number expansion subgraphs is equal to the greatest length L of
the shortest paths from the centroid vertex to the remaining vertices of G(V, E).
Moreover, the L-layer expansion subgraph is the graph G(V, E) itself. An exam-
ple of constructing a K-layer subgraph is shown in Fig. 1.

Fig. 1. The left-most figure shows the determination of K-layer centroid expansion
subgraphs for a graph G(V, E) which hold [N} | = 6 and |N}_| = 10 vertices. While
the middle and the right-most figure show the corresponding 1-layer and 2-layer sub-
graphs regarding the centroid vertex 0¢, and are depicted by red-colored edges. In this
example, the vertices of different K-layer subgraphs regarding the centroid vertex vc
are calculated by Eq. (7), and pairwise vertices possess the same connection information
in the original graph G(V, E).

Definition (Depth-based complexity traces): For a sample undirected
graph G(V, E), let {G1, -+ ,GKk, -+ ,Gr} be the family of K-layer expansion
subgraphs rooted at the centroid vertex of G(V, E'). Then the depth-based com-
plexity trace DB(G) of G(V, E) is computed by measuring the entropies of the
subgraphs [5], i.e.,

DB(G) = {Hs(G1),- - ,Hs(Gk), -, Hs(Gr)}, (10)

where --+, Hg(Gk) is the Shannon entropy associated with the steady state
random walk on the K-layer centroid expansion subgraph Gr [4]. O

The depth-based complexity trace has a number of interesting properties [5].
First, it encapsulates the entropy-based information content flow through the
family of K-layer expansion subgraphs rooted at the centroid vertex, and thus
reflects rich intrinsic depth topology information of a graph. Second, it can be
efficiently computed also on large graphs. This is because it is computed on a
small set of expansion subgraphs rooted at the centroid vertex, and the compu-
tational complexity is polynomial. Furthermore, based on Eq. (9), we can also
observe that the family of K-layer expansion subgraphs rooted at the centroid
vertex v¢ of the graph G constructs a nested sequence. This is because the family
of the expansion subgraphs satisfies

¢ €G- CGx C---C G CG.
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In other words, it represents a sequence of subgraphs that gradually expand from
the centroid vertex to the global graph. As a result of it nested nature, the depth-
based complexity trace can reflecs both the local and global structure information
of a graph. In summary, the depth-based complexity trace provides an elegant
way of developing novel fast graph kernels that simultaneously consider local
and global graph structures.

3 The Proposed Kernel

In this section, we introduce a novel nested alignment graph kernel through the
dynamic time warping framework and the depth-based complexity trace.

3.1 A Nest Aligned Kernel from the Dynamic Time
Warping Framework

Let Gp(Vp,Ep) and Gg(Vg, Eg) be a pair of graphs, from a graph set G. We
commence by computing the depth-based complexity traces of Gp and G¢ as

DB(Gp) ={Hs(Gp1), - ,Hs(Gp.kx), -+ , Hs(Gp,rmax)}

and
DB(Gq) = {Hs(Gq.1) - ,Hs(Gqix ), -+ s Hs(Ggipmex)},

respectively. Here Gp.x and Gg.x are the K-layer expansion subgraphs rooted
at the centroid vertices of Gp and Gg, and L™** is the greatest length of the
shortest paths rooted at the centroid vertices over all graphs in G. Note that, for
Gp and G and the greatest lengths M and N of the shortest paths rooted at
their centroid vertices, if K > M and K > M their K-layer expansion subgraphs
are themselves, i.e., their global structures. Based on the global alignment kernel
defined in Sect. 2.1, we develop a new nested alignment graph kernel kxa between
Gp and Gg as

kna(Gp,Gq) = kaa(DB(Gp),DB(Gq))
- Z e~ Pr.alm) (11)

ﬂ-eA(Lmax ’Lnlax)

where 7 denotes the warping alignment between DB(Gp) and DB(Gg),
A(L™ax, L™2x) denotes all possible alignments, and Dp q(m) is the alignment
cost defined in Eq. (3). Note that we cannot prove that the proposed kernel kyna
is positive definite. Although our kernel is based on the global alignment kernel
kca, which is a positive definite kernel, the time series compared by kna are not
defined over the same underlying space but on two different graphs. Future work
will explore the possibility of creating a positive definite kernel by computing the
depth-based complexity traces over a common structure obtained by combining
the input graphs.
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As we have observed, the depth-based complexity trace reflects the nested
entropy-based information and thus simultaneously considers the local and global
graph structures. Furthermore, the proposed kernel kna(Gp,Gg) is based on
all possible warping alignments between depth-based complexity traces of the
input graphs. As a result, kxa(Gp, Gg) can simultaneously capture richer local
and global graph characteristics in terms of all possible alignments between the
nested depth-based complexity traces.

3.2 Computational Analysis

For a pair of graphs both having n vertices, computing the nested alignment
kernel kga has time complexity O(n?). This is because computing the depth-
based complexity trace of a graph relies on the computation of the shortest path
matrix and thus has time complexity O(n?®). Furthermore, computing all possi-
ble alignments between the depth-based complexity traces has time complexity
O((L™®)?), where L™ is the greatest length of the shortest paths rooted at
the centroid vertices of the two graphs and is lower than the vertex number n.
As a result, the proposed kernel kga has polynomial time complexity O(n?).

4 Experimental Evaluations

4.1 Graph Datasets

We evaluate our kernels on standard graph datasets. These datasets include:
MUTAG, PTC, COIL5, Shock and CATH?2. Details of these datasets are shown
in Table1.

MUTAG: The MUTAG dataset consists of graphs representing 188 chemical
compounds labeled according to whether or not they affect the frequency of
genetic mutations in the bacterium Salmonella typhimuriums and aims to predict
whether each compound is associated with mutagenicity.

PTC: The PTC (The Predictive Toxicology Challenge) dataset records the car-
cinogenicity of several hundred chemical compounds for male rats (MR), female
rats (FR), male mice (MM) and female mice (FM). These graphs are very small,
i.e., 20-30 vertices, and sparsem, i.e., 25-40 edges. We select the graphs of male
rats (MR) for evaluation. There are 344 test graphs in the MR class.

COILS5: The COIL5 dataset is abstracted from the COIL image database. The
COIL database consists of images of 100 3D objects. In our experiments, we
use the images for the first five objects. For each of these objects we employ 72
images captured from different viewpoints. For each image we first extract corner
points using the Harris detector, and then establish Delaunay graphs based on
the corner points as vertices. Each vertex is used as the seed of a Voronoi region,
which expands radially with a constant speed. The linear collision fronts of the
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Table 1. Information on the selected graph based bioninformatics datasets

Datasets MUTAG | PTC | COIL | Shock | CATH2
Max # vertices |28 109 |241 33 568
Min # vertices |10 2 72 4 143
Mean # vertices | 17.93 25.60 | 144.90 | 109.63 | 308.03
# graphs 188 344 | 360 150 190

# classes 2 2 5 5 2

regions delineate the image plane into polygons, and the Delaunay graph is the
region adjacency graph for the Voronoi polygons.

Shock: The Shock dataset consists of graphs from the Shock 2D shape database.
Each graph is a skeletal-based representation of the differential structure of the
boundary of a 2D shape. There are 150 graphs divided into 10 classes.

CATH2: The CATH2 dataset is harder to classify, since the proteins in the
same topology class are structurally similar. The protein graphs are 10 times
larger in size than chemical compounds, with 200 . 300 vertices. There is 190
testing graphs in the dataset.

5 Experiments on Standard Graph Datasets

We evaluate the performance of the nested alignment graph kernel (NAGK) on
a number of graph classification tasks. Furthermore, we also compare our ker-
nel with three state-of-the-art kernels, including (1) the Jensen-Shannon graph
kernel (JSGK) [4], (2) the random walk graph kernel (RWGK) [20], (3) the
unaligned quantum Jensen-Shannon graph kernel (QJSK) [9], and (4) the Lovész
graph kernel (LGK) [19].

We compute the kernel matrix associated with each kernel on each dataset.
We perform 10-fold cross-validation using a C-Support Vector Machine (C-SVM)
to compute the classification accuracies, using LIBSVM software library [12]. We
use nine samples for training and one for testing. The parameters of the C-SVMs
are optimized on each training set using cross-validation. We report the average
classification accuracy and the runtime for each kernel in Table2 and Table 3.
The runtime is measured under Matlab R2015a running on a 2.5 GHz Intel 2-
Core processor (i.e., i5-3210m).

In terms of classification accuracy, Table 2 indicates that the proposed NAGK
kernel can significantly outperform the alternative state-of-the-art graph kernels,
excluding the QJSK kernel on the COIL5 and Shock datasets. However, the pro-
posed NAGK kernel is still competitive to the QJSK kernel on the COIL5 dataset
and outperforms the QJSK kernel on the MUTAG, PTC and CATH2 datasets.
The reasons for this effectiveness are twofold. First, as we have stated, the depth-
based complexity traces used by the proposed NAGK kernel encapsulate nested
entropy-based information that extend from the centroid vertex to the global
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Datasets | MUTAG PTC COIL5 Shock ATH2
NAGK |84.22 + .50 58.00 + .64 | 69.75 + .65 |37.60 4+ .62 | 74.00 + .83
JSGK  [83.114.80 | 57.29+ .41 69.13+.79 |21.734.76 | 72.26 £ .76
RWGK |80.77+.75 |53.97+ .31 |14.21+ .65 | 0.33+.37 | —
QJSK 82724 .44 | 56.70 £.49 | 70.11 + .61 |40.60 + .92 71.11 + .88
LGK 80.83 4+ .43 |56.29 & .47 | — 31.80 4 .89
Table 3. Runtime for various kernels.

Datasets | MUTAG | PTC COIL5 |Shock |CATH2

NAGK [8.6-10% |2.3-10% 3.3-10%|3.8-10%|9.4-10°

JSGK 11.0-10° |1.0-10°|1.0-10°|1.0-10° |1.0-10°

RWGK |4.6-10' |6.7-10* | 1.1-10%|2.3-10'| —

QJSK 12.0-10' [1.0-10%|1.0-10%|1.4-10' [4.4-103

LGK 1.0-10% |7.4-10% | — 1.0-10% | —

graph structure. As a consequence, the proposed NAGK kernel can simultane-
ously consider the local and global graph characteristics. By contrast, the QJSK
and JSGK kernels can only reflect global graph characteristics, whereas the LGK
and RWGK can only reflect local graph characteristics. Second, the proposed
NAGK kernel is based on all possible alignments between the complexity traces,
and thus reflects rich statistic measures by incorporating the whole spectrum of
alignment costs. On the other hand, we observe that the QJSK kernel based on
the global von Neumann entropy from the continuous-time quantum walk is the
most competitive kernel to the proposed NAGK kernel, though the QJSK kernel
can only reflect global characteristics. This is because the entropy measure from
the quantum walk can reflect richer intrinsic topology information than that
from the classical steady state random walk (for the proposed NAGK kernel).
This in turn suggest the possibility of further extending the NAGK kernel using
quantum walks to extract an analogous of the depth-based complexity trace used
in this study.

In terms of runtime, the proposed the NAGK kernel is not the fastest ker-
nel, when compared to the other graph kernels. However, we can observe that
the proposed NAGK kernel can always complete the computation of the ker-
nel matrices, unlike some alternative graph kernels (e.g., the LGK and RWGK
kernels), which failed complete the computation in a reasonable time.

6 Conclusion

In this paper, we have proposed a novel nested alignment graph kernel. The
kernel is an adaptation of the dynamic time warping framework based kernel
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(i.e., the global alignment kernel) to graphs. To this end, we made use of the
depth-based complexity traces of graphs, a powerful and fast to compute graph
descriptor. Unlike most existing graph kernels that only probe local or global
graph characteristics, the proposed kernel simultaneously considers local and
global graph characteristics and thus reflects the presence of richer structural
patterns. The experiments have demonstrated the effectiveness and efficiency of
the proposed kernel.

Our future work is to extend the proposed kernel to attributed graphs that
encapsulate vertex and edge labels. Moreover, we would also like to further
develop novel graph kernels through the dynamic time warping framework asso-
ciated with other types of (hyper)graph characteristic sequences, e.g., the cycle
numbers identified by the Thara zeta function, the time-varying entropies com-
puted from the continuous-time or discrete-time quantum walk [8,9], and the
depth-based hypergraph complexity traces [3]. Finally, we are also interested in
developing novel graph kernels for time-varying financial market networks [29],
using the dynamic time warping framework.
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Abstract. The extraction of graph structures in Euclidean vector space
is a topic of interest with applications in many fields, e.g., the biomed-
ical domain. While a number of different approaches have been presented,
a quantitative evaluation of those algorithms remains a challenging task:
Manual generation of ground truth for real-world data is often time-
consuming and error-prone, and while tools for generating synthetic
datasets with corresponding ground truth exist, this data often does
not reflect the complexity in morphology and topology that real-world
scenarios show. As a complementary or even alternative approach, we
propose GERoMe, a novel graph extraction robustness measure, which
quantifies the stability of algorithms that extract multigraphs with asso-
ciated node positions from non-graph structures. Our method takes edge-
associated properties into consideration and does not necessarily require
ground truth data. Moreover, available ground truth information can be
incorporated to additionally evaluate the correctness of the graph extrac-
tion algorithm. We demonstrate the usefulness and applicability of our
approach in an exemplary study on synthetic and real-world data.

Keywords: Graph extraction - Evaluation - Robustness - Stability

1 Introduction

Extracting graphs which are embedded in Euclidean space from non-graph like
structures has been a topic of interest in various areas of research, especially with
regard to biomedical applications. Here, researchers may be interested in the
general structure and topology of the graph, the position of branching points, or
specific (e.g., morphologic) properties of individual edges, e.g., in the analysis of
hepatic blood vasculature [10], airway trees [12], neural systems [11] or lymphatic
vessel systems [6]. There exist several publications which focus on the extraction
of embedded graphs from 2D or 3D images [1,7]. Moreover, there is an interest
in the simultaneous extraction of geometrical and morphological edge-associated
properties from the original dataset, e.g., [2,3,9].

While a number of algorithms exist which produce plausible results, pro-
viding an objective evaluation of the quality of the extracted graph remains a
challenging task. Although manual ground truth generation is conceivable for the
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topological structure of the graph and node positions, it is time-consuming and
error-prone, especially for 3D structures such as complex vessel networks in med-
ical imaging. Even more so, an accurate manual annotation of edge-associated
properties such as volume or average radius appears almost impossible in 3D.
Although tools for producing synthetic datasets have been presented, they only
include a limited number of edge-associated properties. Moreover, the complexity
of the generated datasets does not compare to real-world data (see Sect. 2).

As a complement or even an alternative to using synthetic data, we propose
GERoMe — a novel graph extraction robustness measure, which is able to quan-
tify the stability of extraction algorithms on arbitrary (e.g., real-world) input
data, without requiring ground truth information. Moreover, we introduce a
graph similarity measure which can be used to evaluate the accuracy of a graph
extraction algorithm if ground truth information is available.

For a given input, a set of transformations, and any edge-associated property,
our method generates a scalar robustness index. This is achieved by applying one
of the transformations to the input data, and using the result to extract a graph,
which is then retransformed into the original space. This graph is matched with
a template graph directly extracted from the input. For each transformation, a
similarity measure is computed based on the difference in features of matched
edges and the quality of the matching itself. The similarities for all transforma-
tions are then combined to form the robustness index GERoMe. Our method
does not require ground truth data for evaluating the robustness of an algorithm.
However, if it is available for the desired properties, ground truth data can be
used as the template graph. In this case the resulting GERoMe value quantifies
the accuracy of the examined algorithm in conjunction with its robustness.

The extracted graphs can be of arbitrary structure, may include multiple
edges connecting two nodes (i.e., they may be multigraphs), and can be evalu-
ated for arbitrary real-valued edge-associated properties. The input data for the
considered graph extraction algorithm can be of arbitrary nature, as long as a
geometric transformation can be applied to it. We demonstrate the applicabil-
ity of our approach in an exemplary study using a preliminary version of the
algorithm proposed in [3] on artificial and real-world datasets.

The remainder of this paper is structured as follows. In the following section
we give an overview of related publications. Afterwards we provide an in-depth
description of our proposed method. Finally, we exemplarily apply the proposed
graph robustness measure to an existing algorithm and discuss the results.

2 Related Work

Drechsler et al. [2] have proposed a graph extraction method for hepatic blood
vasculature. In order to evaluate their algorithm, they rotate and resample the
original volume and plot the number of nodes and edges in the generated graph
for various rotation angles. They observe that their algorithm is not rotation-
invariant, but note that an ideal algorithm should fulfill this requirement.

A possible validation strategy for graph extraction methods is the use of syn-
thetic data for which ground truth information is available. VascuSynth [5] is a



GERoMe — A Novel Graph Extraction Robustness Measure 75

tool for the simulation of 3D medical images of blood vasculature. In addition to
the raw image data it provides ground truth data which includes a segmentation,
the generated graph (i.e., node positions and edges), as well as radius, length,
and flow for each edge of the graph. However, the generated vessel networks
always have a tree-like topology and thus do not include cycles or multiple edges
connecting the same pair of nodes. Moreover, the approach only simulates images
of blood vasculature where the generated vessels are of relatively simple mor-
phology. The resulting data sets thus do not heavily challenge graph extraction
algorithms in that regard.

One important aspect of this paper is matching edges of two (multi-)graphs.
Traditional graph matching, which aims to find a mapping between the nodes of
two graphs, is a current and popular research topic [4]. Frameworks for match-
ing multigraphs with additional attributes exist (e.g., [13]) and may in principle
be applied to the matching problem in this paper. However, although these
approaches may incorporate geometrical information, traditional graph match-
ing algorithms heavily rely on the second order (i.e., topological) information
present in the graph. As it turns out, when matching two graphs for the pur-
pose of this paper, geometrical information can be expected to be fairly reliable,
while the topology of the generated graphs may differ (depending on the exam-
ined algorithm and the input data). We therefore employ a direct edge match-
ing approach using geometric and additional edge-associated information (see
Sect. 3).

3 Method

An embedded multigraph shall be defined as a tuple G = (N, E) of a set of
nodes N € R™ (we assume nodes with the same spatial position to be identical)
and a set of edges E C (N x N x N). Edges (n1,ns, ) are defined by two nodes
ni,ns € N and a unique identifier 7. Additionally, edges e € E have m associated
real-valued properties P; > 0,7 € {1,...m}.

3.1 The Graph Extraction Robustness Measure

The graph extraction robustness measure (GERoMe), which will be denoted G for
the remainder of this paper, provides a stability measure for multigraph extrac-
tion algorithms. Conceptually, it describes a process which compares the results of
the extraction algorithm 4 on a transformed version of the input s to a template
graph. The template graph can either be given as ground truth Ggr, or —e.g., if
ground truth information for the property of interest is not available — extracted
from the input dataset without applying any transformation, i.e., Gy = A(s).
The input dataset is then transformed by T, and the result is used as input to
the examined graph extraction algorithm. For a robust algorithm, the result can
be expected to be similar to the template graph (after retransforming one of the
results into the original space using 7~!) for any T. Therefore, the measure G
is defined as the minimum similarity Sp (see Subsect. 3.2) over all elements of a



76 D. Drees et al.

/
/

—non-Graph

~ — Graph gs’Typ(A) ~

— Scalar

Fig. 1. A schematic overview of the proposed method. 7 is a set of transformations,
P is an edge-associated property, A is a graph extraction algorithm, s is a non-graph
structure. Annotated images on the sides show intermediate results of the approach
when applied to a preliminary version of the algorithm described in [3] and a lymphatic
vessel foreground segmentation dataset [6].

set of transformations 7 for a given dataset. This process is illustrated in Fig. 1.
Hence, T must be an automorphism that can be applied to both the input dataset
s and an extracted graph. Moreover, for a perfect extraction algorithm A* for the
corresponding edges e and e* in A*(s) and (T~! o A* o T')(s) one should have
P(e) ~ P(e*) for any property P. As an example, if T includes a scaling opera-
tion (on s), and the information extracted via A* includes the distance between
two nodes Pjigtance for all edges, T~ subsequently must scale Py;giance accord-
ingly. For many properties in real world applications, this is the case if T is a rigid-
body transformation. More formally, given the parameters mentioned above, this
procedure can be defined as follows:

Gs.1,p(A) = 711{1619 Sp(Gipt, (T~ 0 Ao T)(s)) (1)

It should be noted that G, 7 p € [0,1]. A robust extraction algorithm A will pro-
duce similar graphs regardless of any transformation T' € 7, yielding a GERoMe-
value near the optimal value 1. If ground truth information for P in form of a
ground truth graph Gy is available, G also includes information about the accu-
racy of A for G,y = Ggr. Otherwise, we set Gy = A(s) and only quantify the
robustness of the algorithm.
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3.2 Graph Similarity

In order to compare two embedded multigraphs, they need to be matched. Since
we are interested in differences in edge properties, and since nodes have an
associated position, it is sufficient to find a matching M¢q, ¢, C E1 x E; for two
graphs G1 = (N1, E1), Gs = (Na, E3) which matches edges in G to edges in Gs.
Note that not all edges in F; or E5 have to be part of the matching, but any
edge in E; or Ey can only be part of one pair in Mg, a,.

MG],G2 C By X By =Ve, € I |{(€1,6) € MG17G2}‘ <1
NVeq € Es - |{(€,62) S MGhGZ}‘ <1 (2)

Moreover, given a property P we define the relative error E'p of two edges ey, es:

Then, given a graph matching Mg, ¢, and a property P, the relative error of a
graph matching can be defined using (3):

1
Ep(M, - Ep(ei,e 4
o)< B, PO

However, Ep(Mg,.c,) ignores edges in the original graphs that have not been
matched. Therefore, for two graphs G; and G we define the similarity (in terms
of the property P) as follows:

2|Mg, c.|
Sp(G1,G3) = (1 — Ep(M, T 5
P( 15 2) ( P( G17G2)) |E1|+ |E2| ( )
The term %, i.e., the edge match ratio, can be understood as the DICE

index for By N Ey := Mg, ¢,. For |Ey| = |Es| the term simulates (arbitrarily)
pairing all leftover (i.e., non-matched) edges while setting the relative error of
all of these fake matches to 1.

3.3 Matching

In order to compute a matching, we utilize the Hungarian method [8] using a
distance d between two edges. As a basis for d we first define d’ which only relies
on the spatial positions and Euclidean distances between the node positions of
two edges. The distance d’ is calculated by concatenating the nodes for both
edges to form a 2n-dimensional vector, and computing the Euclidean distance.
This punishes edges that share one node but not the other harder than the sum
of node distances. Since the order of nodes is arbitrary, the minimum distance
of both unique node pairing permutations is denoted d’.

d'((n1,na,...), (n1,ny, ...)) = min([[(n1 © ny) — (n o ny)ll2,

[|(n1 0 ng) = (n 0 my)ll2) (6)
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The distance d is then defined by increasing the base distance given by d’ if the
average of relative property errors (3) is large:

d'(e1,e2)
d(eq, = 7
(e1,€2) 1-L % Eper,e) "

i€[1,m]

In order to omit false positive matches produced by the Hungarian method, we
set all distances above a certain threshold ¢ to the same value d;,q,. The threshold
is chosen to be equal to the W—quamﬂe (i.e., the 2-min(|F1|, |E2|)’th
smallest value) of the set of all |E|-|E2| edge distances. Finally, matches reported
by the Hungarian method with a distance greater than t are ignored. In this way,
obvious matches can still be found by the matching algorithm, while edges that
do not have a correspondence in the other graph stay unmatched and do not
skew the overall result by interfering with other matches in the search for a global
minimum. In total, no more than min(|E1|, |E2|) matches can be found. However,
two edges connecting the same nodes will have similar distances to corresponding
edges in the other graph. Therefore, min(|E1 |, | E2|) cannot be a hard cutoff point.
In order to include all likely match candidates the 2 - min(|E1[, | E2|)’th smallest
value is chosen. It should be noted that the threshold is designed for real-world
applications such as the extraction of blood or lymphatic vasculature. Extreme
cases where a large percentage of nodes are connected by multiple edges may
thus require a larger threshold.

4 Exemplary Study

In order to demonstrate the applicability and usefulness of our proposed method
and measure, a preliminary version of the graph creation and feature extraction
algorithm proposed in [3] will be evaluated in terms of its robustness as an
exemplary study. The algorithm first creates a voxel skeleton from a binary
volumetric input dataset, from which it then extracts a graph embedded in
3D space and calculates both geometric as well as morphologic edge-associated
properties using the skeleton and the original input volume. For the purpose of
this study we restrict the set of examined edge-properties to length (the length
of a branch when following the medial line), distance (the Euclidean distance
of the connected nodes), straightness = dlisfl’;?ze, avgRadius (i.e., the average
distance of a centerline to the surface of the branch) and volume (the total
volume occupied by a branch in the original binary volume). For the set of applied
transformations 7, 4 rotation axes (the three coordinate axes as well as (1,1,1))
are taken into account. For each axis, 36 equally distributed rotations (from 0
to 2m) are generated, resulting in |7| = 4 - 36 = 144. Using these parameters,
G, 7.p is applied to the 3D ground truth segmentation of an artificial blood
vessel tree structure generated by VascuSynth [5] as well as a segmentation
of an ultramicroscopy image of human lymphatic vessel tissue [6] (the latter
depicted in Fig.1). The transformation T is applied to the 3D image data by
resampling the volume. Since a rotation 7' (or ') does not change the values
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of the edge-associated properties, an extracted graph can be transformed by
applying 7" merely to the node positions. Since both datasets contain vessels of
low avgRadius, the transformed volume (i.e., T'(s)) is generated by doubling
the resolution in each dimension in order to reduce the error introduced in the
resampling step. As this may allow for a better accuracy in the generation of
the intermediate voxel skeleton and the extraction of edge-associated properties,
the resolution of original dataset is also octupled prior to starting the graph
extraction process. Since there is no ground truth information available for the
real-world dataset, and the ground truth for the synthetic dataset does not
include all properties of interest, we use graphs extracted from the input dataset
as template graphs and thus only consider the robustness of the algorithm.

4.1 Synthetic Data

The similarity of the original graph extracted from a synthetic blood vasculature
dataset generated using VascuSynth and a transformed version is illustrated in
Fig.2a for 5 selected properties. The set of applied transformations comprises
36 rotations around the x-axis of the coordinate system. As can be seen, the
plot shows 4 peaks for all properties which correspond to the angles in which the
transformed volume is aligned with the grid of the original volume (i.e., all angles
that are multiples of 7). This illustrates that the observed error can partially be
attributed to the resampling process rather than the graph extraction algorithm
itself. Moreover, the relative error of some properties seems to be affected more by
the transformation process than others: Both avgRadius and straightness are
less affected than distance, length, and especially volume. The relative errors
of length and distance are probably caused by small variations in node posi-

tions, while this does not have such a strong effect on straightness = %.

2]
=7 - length
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Fig. 2. Intermediate results of the procedure depicted in Fig.1 for a synthetic (a)
and a real-world dataset (b) without using ground truth information. Graphs have
been extracted using a preliminary version of the algorithm described in [3]. For each
dataset, the similarity Sp of the graph extracted from the original dataset and the
graphs extracted after applying 36 rotations around the x-axis are shown for 5 selected
properties.
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Table 1. The robustness measure GERoMe G applied to a preliminary version of the
algorithm proposed in [3] for 5 selected properties, using the synthetic dataset generated
by VascuSynth and a real-world lymphatic vessel dataset. The sets of transformations
comprise 36 rotations around each of the coordinate axes (7, 7y, 7.) as well as the axis

(1L 1,1) (Tay2)-

Gs,1.p(A) length | distance | straightness | avgRadius | volume

Synthetic dataset |7, |0.822 |0.835 0.891 0.900 0.787
7, 10.816 |0.828 0.874 0.892 0.789
7. 0.830 |0.837 0.880 0.893 0.801
Try-|0.730 |0.735 0.790 0.799 0.675

Real-world dataset | 7, | 0.460 | 0.486 0.528 0.553 0.429
T, 10.460 |0.484 0.556 0.563 0.429
7, 10.559 |0.575 0.651 0.656 0.528
Toy-|0.298 | 0.312 0.341 0.371 0.272

The volume is heavily affected by errors in the resampling process. The relative
error of avgRadius is likely caused by errors in the resampling process as well,
but to a lesser extent, since the property is averaged along the run of a branch.
GERoMe values for sets of rotations for the 4 considered rotation axes are shown
in Table 1.

4.2 Real-World Lymphatic Vessel Data

The similarity of the original graph extracted from a real-world lymphatic vascu-
lature dataset and a transformed version is shown in Fig. 2b for 5 selected prop-
erties. Again, the set of applied transformations includes 36 rotations around the

1.0
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Fig. 3. This figure shows intermediate measures generated from a real-world dataset
for a preliminary version of the algorithm described in [3]. In (a), the relative errors of
5 selected properties are plotted for 36 rotations 7 around the x-axis. In (b) the edge
match ratios for 36 rotations around the x-, y-, and z-axis, as well as (1,1,1) are shown.
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x-axis of the coordinate system. In comparison to the similarities extracted from
the synthetic dataset, the property similarities Sp are much lower. These rela-
tively low similarity values originate from both the relative property error (see
Fig.3a) as well as the edge match ratio (see Fig.3b). As observed for the syn-
thetic dataset, the similarity, the edge match ratio, and (to a lesser extent) the
relative error seem to peak whenever the voxel grids of the original volume and
the transformed volume are aligned, i.e., for rotation angles that are multiples
of 5 for coordinate axes as rotational axes, and for multiples of %’r for (1,1,1).
Again, this suggests that at least part of the dissimilarity originates from resam-
pling errors (even more so for rotational axes other than the coordinate axes,
since resampling errors are introduced in 3, and not only in 2 dimensions in this
case). However, this does not imply a weakness of the proposed method itself, as
the parameter 7 as well as optional upsampling can and should always be kept
constant when comparing methods and specified along with the results. The fact
that a rotational axis of (1, 1,1) produces larger resampling errors also becomes
apparent in the final GERoMe values (see Table 1): For both datasets the min-
imum similarity for all properties was reached for a transformation around this
(non-aligned) axis. Moreover, it can be observed that the amount of the rela-
tive error introduced by the transformation and resampling process seems to be
relatively independent of the dataset: Just like it is the case for the synthetic
dataset, avgRadius and straightness seem to be less affected than distance,
length, and volume.

Another aspect to note is that at least the examined algorithm does not
produce outliers in terms of the similarity between two graphs for any transfor-
mation. This is an important property of robust graph extraction algorithms.
Any potentially generated outliers would immediately become visible in G, as it
is defined as the minimum of all similarities.

These results also show that the examined extraction algorithm produces
much more stable results for the synthetic dataset than for the real-world dataset.
This indicates that evaluating graph extraction algorithms solely on the basis
of synthetic datasets is a highly problematic strategy. In combination with diffi-
culties in obtaining ground truth annotations for real-world data this underlines
the usefulness of our method.

5 Conclusion

We have proposed GERoMe, a novel robustness measure for graph extrac-
tion algorithms. Our approach does not necessarily require ground truth data,
and can be applied to any algorithm which extracts (multi-)graphs that are
embedded in FEuclidean space from non-graph structures for which an edge
property-preserving transformation is defined. If ground truth data is available,
the method and the introduced similarity measure can be used to quantify the
accuracy of graph extraction algorithms in conjunction with the robustness. In
addition to the node positions, we use edge-associated properties to distinguish
edges, which is useful for matching true multigraphs. We have demonstrated
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the applicability and usefulness of our method in an exemplary study on syn-
thetic and real-world medical 3D image data. We are convinced that GERoMe
may prove useful for evaluating graph extraction algorithms, especially in cases
where ground truth data is not available. In the future, we plan to use GERoMe
to study and compare the performance of state-of-the-art graph extraction algo-
rithms. Moreover, we would like to augment and generalize GERoMe to utilize
information from node-associated properties in both the matching process and
the similarity measure itself. Additionally, it may be worthwhile to consider
and compare alternative matching approaches which utilize the expected spatial
proximity of matched edges if the runtime of the proposed method (which is
dominated by the Hungarian algorithm) is problematic.
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Abstract. The present paper is concerned with a graph-based system
for Keyword Spotting (KWS) in historical documents. This particular
system operates on segmented words that are in turn represented as
graphs. The basic KWS process employs the cubic-time bipartite match-
ing algorithm (BP). Yet, even though this graph matching procedure is
relatively efficient, the computation time is a limiting factor for process-
ing large volumes of historical manuscripts. In order to speed up our
framework, we propose a novel fast rejection heuristic. This heuristic
compares the node distribution of the query graph and the document
graph in a polar coordinate system. This comparison can be accom-
plished in linear time. If the node distributions are similar enough, the
BP matching is actually carried out (otherwise the document graph is
rejected). In an experimental evaluation on two benchmark datasets we
show that about 50% or more of the matchings can be omitted with this
procedure while the KWS accuracy is not negatively affected.

Keywords: Handwritten keyword spotting - Bipartite graph matching -
Fast rejection - Filtering graph matching

1 Introduction

An automatic full transcriptions of historical handwritten documents is often
negatively affected by both the degenerative conservation state of scanned doc-
uments and different writing styles. Thus, Keyword Spotting (KWS) as a more
error-tolerant, flexible, and suitable approach has been proposed [1-4]. KWS
refers to the task of retrieving any instance of a given query word in a docu-
ment. This task is of high relevance due to a global trend towards digitalisation
of paper-based archives and libraries. Similar to handwriting recognition, tex-
tual KWS can be divided into two different approaches online and offline KWS,
respectively. The former has access to temporal information, while the latter is
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limited to spatial information only. The focus of this paper is on historical docu-
ments, and thus, offline KWS, referred to as KWS from now on, can be applied
only.

KWS approaches can be divided into template-based or learning-based algo-
rithms. Template-based matching algorithms such as for example Dynamic Time
Warping (DTW) [2,5,6] directly match sample images of the keyword with doc-
ument images. Learning-based algorithms [3,4,7], on the other hand, derive char-
acter or word models from learning samples. The latter typically achieve higher
accuracies than template-based approaches but are limited by the need for a con-
siderable amount of learning samples. Template-based approaches, in contrast,
require only one or a few keyword instances and are thus more flexible. In this
paper, we focus on template-based KWS using different graph representations
of handwritten words.

Even though graphs gained noticeable attention in diverse applications [8,9],
we observe only limited attempts where graphs are used to represent handwriting
for KWS [10-14]. This is particularly interesting as graphs are, in contrast with
feature vectors, flexible enough to adapt their size to the size and complexity of
the underlying handwriting. Moreover, graphs are capable to represent binary
relationships in the handwriting (e.g. strokes between two keypoints). Overall,
graphs offer a more natural and comprehensive way to represent handwritten
characters or words when compared to feature vectors. Additionally, various
procedure for efficiently evaluating the dissimilarity of graphs, commonly known
as graph matching, have been proposed in the last decade [9].

Yet, in the case of searching n keywords in a certain document (represented
by a set of graphs G), we need to match n x |G| pairs of graphs. Even when
a fast graph matching procedure is employed, this large amount of matchings
can substantially slow down the complete KWS process. To speed up the KWS
procedure the number of graph matchings actually carried out, can be reduced
by efficiently filtering graphs from G with a low similarity to the current query
graph ¢. This approach is known as fast rejection [3,5,7] and the focus of the
present paper. That is, we introduce a novel heuristic for fast and accurate
filtering of irrelevant document graphs given a certain query graph.

The remainder of this paper is organised as follows. In Sect.2, the pro-
posed fast rejection approach to speed up graph-based KWS is introduced. The
datasets employed as well as the different graph representations are reviewed
in Sect.3. An experimental evaluation and comparison with the original frame-
work is given in Sect. 4. Finally, Sect. 5 concludes the paper and outlines possible
future research activities.

2 Fast Rejection of Document Graphs

Given a set of document graphs G = {¢1, . .., gn } as well as query graph ¢ (used to
represent a certain keyword), the process of KWS performs a matching of g with all
graphs from G. We employ the Bipartite Graph Edit Distance (BP) [15], and thus
observe cubic time complexity for these pairwise dissimilarity computations. The
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present paper introduces a fast rejection approach in order to substantially reduce
the number of document graphs needed to be matched with g. The motivation is to
filter document graphs without relevance to the given keyword and thus speeding
up the KWS procedure without negatively affecting the retrieval accuracy.

The basic idea of our approach is as follows. Before actually carrying out the
graph matching, we first measure the dissimilarity between histograms based on
a specific segmentation of the graphs by means of a polar coordinate system.
We denote this fast graph dissimilarity computation by Polar Graph Dissimilar-
ity (PGD) from now on. If the PGD is below a certain threshold D for a pair of
graphs (g,¢;), we carry out the computationally more expensive BP matching
procedure [13]. Otherwise, we define the distance between ¢ and g¢; to be oco.
Formally,

(0,90 {O"’ if PGD{a,g:) > D 1)
BP(q,g9;), otherwise

where ¢ and g; denotes the query and document graph, respectively. Increas-
ing the threshold D generally reduces the number of filtered document graphs.
Likewise, the number of filtered graphs is increased when D is decreased. The
overall aim is to find a good tradeoff between low matching time (due to many
filterings) and high KWS accuracy.

Our novel dissimilarity model PGD has been inspired by the scale-invariant
shape descriptor Contour Points Distribution Histogram (CPDH) for 2D-shape
matching [16]. The basic idea behind this shape descriptor is to segment equidis-
tant contour points by a specific polar coordinate system. A given shape image is
formally described by a histogram CPDH = {hy,...,h;,..., h,} where h; basi-
cally consists of the number of contour points n; in the corresponding segment.

We adopt this procedure in order to measure the dissimilarity between graphs
in linear time. Rather than contour points, however, we make use of nodes as
shown in Fig.1. For all of our graphs that represent segmented words, nodes
are labelled with two-dimensional numerical labels, while edges remain unla-
belled (see Sect. 3 for details).

To create a histogram for a given graph g, we first calculate the centre of
mass (L, Ym) of g and then transform the (z,y)-coordinates of each node label
w(v) = (z,y) € R? into polar coordinates (see Fig. 1a)!. Formally,

p=(—2m)2+ (y — ym)? and 6; = atan2((y — ym)/(z — Tm)),

where p denotes the radius from the centre of g to the node position and —7 <
0; < m refers to the angle from the x-axis to the node position (computed via
arctangent function with two arguments in order to return the correct quadrant).
Next, we define a bounding circle C' given by the maximum radius ppax that
surrounds all nodes of graph g. We segment C' based on the number of different

! Node coordinates are a priori denormalised by the standard deviation of all node
coordinates, for further details we refer to [13].
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Fig. 1. Construction of the polar graph dissimilarity.

radii Umax and angles Vmax INLO Umax X Vmax bins (in Fig. 1b umax = 3 and
Umax = 8 resulting in 24 bins). Every bin b; is defined by two radii p;_,, and p;_._,
and two angles 6;_. and 6;___, and thus every node v € V with coordinates (p, 0)
can be assigned to the corresponding bin b; with p; , < p < p;_ .. and §; . <
0 < 0;,... Finally, we count the number of nodes of g in each bin and build a
corresponding histogram H = {hy,...,h,} for graph g (see Fig. 1c). To measure
the dissimilarity between two histograms H; and Hs, an arsenal of different
distance measures have been proposed [17]. In the present paper, we make use
of the x? distance.

We further refine the computation of our fast graph dissimilarity computation
by implementing a recursive quadtree segmentation. The idea is formalised in
Algorithm 1. First, the procedure is initialised by an external call with [ =
1 (i.e. PGD(1,g1,g2)). On the basis of two graphs g; and go, the histograms H;
and Hjy are created with respect to umax and vmax (see line 2 of Algorithm 1)2.
Next, the x2-distance between the two histograms is measured (see line 2). If the
current recursion level [ is equal to the maximal recursion depth r, the distance
is returned (see lines 4 and 5). Otherwise, both graphs ¢g; and g2 are segmented
into four independent subgraphs. Each of these subgraphs represent the nodes
and edges in one of the four quadrants in circle C (see line 6). Eventually, for each
subgraph pair, the PGD is measured by means of a recursive function call (see
line 7). This procedure is repeated until the current recursion level [ is equal to
the user-defined maximum depth r.

Tmin

3 Handwriting Graphs

Our novel algorithm for fast rejection is evaluated in the context of KWS on
two different manuscripts. First, the George Washington (GW) letters that are

2 Note that Umax and Umax can be defined for every recursion level separately.
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Algorithm 1. Polar Graph Dissimilarity (PGD)

Input: Graphs g1 and g2, number of radii and segments umax and vmax, recursion depth r
Output: Polar graph dissimilarity between graph g; and go
1: function PGD(I, g1, g2)

: Create H; based on g1, Umax, Umax, and Ha based on g2, Umax,; Umax
Calculate x2-distance d(H1, Ha)
if [ equal r then

return d

Segment g1 and g2 based on quadtree to g1,, 915, 915, 91, and g2,, 925, 923, 92,

4
return (Y. PGD(l+1,91,,92,)) +d
i=1

written in English and consist of twenty pages with a total of 4,894 words stem-
ming from handwritten letters with only minor writing variations and signs of
degradation®. Second, the Parzival (PAR) manuscript that is written in Mid-
dle High German and consists of 45 pages with a total of 23,478 words stem-
ming from handwritten letters with low writing variations but markable signs of
degradation®.

We extract graphs from segmented words of both documents by means of
the following four graph extraction algorithms (originally presented in [14]).

— Keypoint: The first graph extraction algorithm makes use of keypoints in the
word images such as start, end, and junction points. These keypoints are rep-
resented as nodes that are labelled with the corresponding (z, y)-coordinates.
Between pairs of keypoints further intermediate points are converted to nodes
and added to the graph in equidistant intervals. Finally, undirected edges are
inserted into the graph for each pair of nodes that is directly connected by a
stroke.

— Grid: The second graph extraction algorithm is based on a grid-wise segmen-
tation of the word images. For every segment, a node is inserted into the graph
and labelled by the (z,y)-coordinates of the centre of mass of this segment.
Undirected edges are inserted between two neighbouring segments that are
actually represented by a node. Eventually, the inserted edges are reduced by
means of a Minimal Spanning Tree algorithm.

— Projection: The next graph extraction algorithm works very similar to Grid.
However, this methods is based on an adaptive segmentation of word images by
means of projection profiles (using horizontal and vertical projection profiles).

— Split: The last graph extraction algorithm is based on an iterative segmen-
tation of word images. Segments are iteratively split into smaller subsegments
until the width and height of all segments is below a certain threshold.

3 George Washington Papers at the Library of Congress, 1741-1799: Series 2, Letter-
book 1, pp. 270-279 & 300-309, http://memory.loc.gov/ammem/gwhtml/gwseries2.
html.

* Parzival at IAM historical document database, http://www.fki.inf.unibe.ch/
databases/iam-historical-document-database/parzival-database.


http://memory.loc.gov/ammem/gwhtml/gwseries2.html
http://memory.loc.gov/ammem/gwhtml/gwseries2.html
http://www.fki.inf.unibe.ch/databases/iam-historical-document-database/parzival-database
http://www.fki.inf.unibe.ch/databases/iam-historical-document-database/parzival-database
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The dynamic range of the (x,y)-coordinates of each node label u(v) is nor-
malised with a z-score. Formally,

T — Uy andy)zyiﬂy, (2)

Oz oy

:i’:

where (g, tty) and (o, 0y) represent the mean and standard deviation of all
(z,y)-coordinates in the graph under consideration.

On the resulting sets of word graphs, ten different keywords are manually
selected on both datasets to optimise several system parameters (see Sect. 4.2).
For validation these keywords are matched against a validation set that consists
of 1,000 different random words including at least 10 instances of all 10 keywords.
The optimised systems are eventually evaluated on the same training and test
sets as used in [4]. All templates of a keyword present in the training set are
used for KWS. In Table 1 a summary of the datasets is given.

Table 1. The number of keywords as well as the size of the training and test sets for
both documents.

Dataset | Keywords | Train | Test
GW 105 2,447 | 1,224
PAR 1,217 11,468 | 6,869

4 Experimental Evaluation

4.1 Basic KWS Systems

For evaluating our proposed fast rejection heuristic, we consider the graph-
based KWS system introduced in [13] and the four types of handwriting graphs
described in Sect.3. The original KWS system [13] is termed BP from now on,
while our extended model with fast rejection is termed BP-FR.

To evaluate the KWS performance, two different metrics are used for global
and local thresholds. In the case of global thresholds, the Average Precision (AP)
is measured, which is the area under the Recall-Precision curve for all keywords
given a single (global) threshold. In the case of local thresholds, we compute the
Mean Average Precision (MAP), that is the mean of all APs for each individual
keyword query. To measure the effects of our fast rejection filter, we compute the
relative amount of pairwise matchings that is filtered by BP-FR (termed Filter
Rate (FR) from now on).

4.2 Optimisation of the Parameters

For the basic KWS system BP and the four graph representations, we adopt
parameters from previous work [13,14]. For our extension BP-FR the following
parameters are additionally optimised on the validation set.
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First, the parameters of PGD are optimised with respect to MAP. That is,
we employ PGD (rather than BP) as basic matching procedure in our KWS
framework. On the validation set different polar segmentations (defined via
Umax aNd Vmax) are tested for two recursion levels (i.e. we define the maxi-
mal recursion depth to » = 2). For | = 1, the parameter combinations umax =
{1,2,3,4,5,6} X vmax = {4,8,12,16,20,24,28,32,36,40} are evaluated, while
for I = 2 the parameter combinations umax = {1,2, 3,4} X vmax = {2,4,6, 8,10}
are tested. Hence, we evaluate 6 x 10 x 4 x 5 = 1,200 parameter combinations
for every graph extraction method. In Table2 the best performing parameters
are presented for every graph extraction method and both datasets.

Table 2. Optimal umax and vmax for PGD on both recursion levels [.

Method GW PAR
=1 =2 =1 =2

Umax | Umax | Wmax | Umax | Umax | Umax | Umax | Umax

Keypoint 4 12 1 6 3 20 2 6

Grid 5 24 1 4 4 20 1 6
Projection |5 16 1 4 3 36 3 4
Split 4 20 1 4 3 40 2 6

For fast rejection in our extension BP-FR we evaluate different thresholds
D = {5,10,...,195,200}. In Fig. 2, the MAP and FR are shown for every tested
threshold D. By increasing D we observe that the KWS performance is improved
in general. Simultaneously, the number of filtered graphs is decreasing (making
the KWS process slower in general). Threshold D is finally determined such that
the MAP is maximal (or not further improved, when D is increased). In Table 3

100 == ‘L V(R E——
“\ N V\g“‘/ 7
L= s
T .

0.75 S sET— — MAP 0.75 % ! — MAP
* --FR N --FR
= / SN ) 3 .
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Fig. 2. Mean average precision (MAP) and filter rate (FR) as function of the thresh-
old D.
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Table 3. Optimal D for BP-FR and corresponding filter rate (FR).

Method GW PAR
D |MAP|FR |D |MAP|FR
Keypoint 100 82.8 |61.1| 95|/91.7 |71.5

Grid 165|75.6 | 46.0| 70/86.5 |85.6
Projection | 115|80.7 |56.9130|92.2 |70.9
Split 155 76.4 |44.6145/90.9 |57.5

the selected threshold D is given for each graph extraction method and both
datasets.

4.3 Results and Discussion

We compare the optimised system BP-FR on the independent test sets with the
original KWS framework BP [13] (without fast rejection). In Table4 the mean
average precision (MAP) for local thresholds, the average precision (AP) for
global thresholds, as well as the filter rate (FR) is given for both BP and BP-
FR. On the GW dataset we observe a filter rate between 50% and 70% (i.e. only
50% to 30% of all comparisons have to be carried out by the bipartite match-
ing algorithm). Due to this filtering, we decrease the computation time of the
complete KWS experiment by about 80 to 150h on the different graph repre-
sentations. Similar (or even better) filter rates can be observed on the second
dataset”.

Regarding the effects of our fast filtering on the KWS performance, we
observe that the MAP is not negatively affected on both datasets. On the con-
trary, the filtering of irrelevant documents via PGD actually improves the MAP
by about 5% and 10% on the GW and PAR dataset, respectively.

Regarding the AP (employed for global rather than local thresholds), we
observe both deteriorations and improvements of BP-FR when compared with
the original framework. Yet, most of the deviations are negligible. In particular
on the GW dataset only small differences are observed on the resulting APs.
On PAR we observe two substantial deteriorations of the AP. Yet, in these two
cases we observe very high filter rates of about 60% and 70%.

Regarding the results in Table 4 the question arises whether the novel graph
dissimilarity PGD would be able to achieve a competitive KWS accuracy. In
order to answer this question, we employ the optimised PGD (rather than the
bipartite matching) in the original KWS framework. In Table5, the MAP and
AP of this particular KWS system is shown on the Keypoint graphs (for the

5 Actually, we carry out our experiment on a high performance computing cluster
with dozens of CPU nodes. Hence, these readings are approximated by means of the
average matching time per keyword measured on the validation set in a sequential
scenario.
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Table 4. Mean average precision (MAP) using local thresholds, average precision (AP)
using a global threshold, and filter rate (FR) for KWS using the original bipartite graph
matching without rejection (BP) and with the proposed fast rejection (BP-FR). With +
we indicate the relative percental gain or loss in the accuracy of BP-FR when compared
with BP.

Method GW PAR
MAP | £ AP + FR MAP | + AP + FR
BP Keypoint 66.08 54.99 0.00 | 62.04 60.74 0.00
Grid 60.02 46.44 0.00 | 56.50 44.08 0.00
Projection | 61.43 48.69 0.00 | 66.23 60.61 0.00
Split 60.23 47.96 0.00 | 59.44 55.46 0.00
BP-FR | Keypoint 68.81 | +4.12 | 55.68 | +1.25 | 69.04 | 67.70 | +9.12 | 58.03 | —4.46 | 58.72
Grid 62.59 | +4.27 | 47.48 | +2.23 | 54.65 | 63.41 | +12.23 | 38.59 | —12.45 | 78.71
Projection | 64.65 | +5.25 | 50.41 | 4-3.53 | 61.04 | 72.02 | +8.74|55.83 | —7.89 | 58.10
Split 63.49 | +5.41 | 46.95 | —2.11 | 47.70 | 65.65 | +10.45 | 56.97 | +2.72 | 39.24

Table 5. Mean average precision (MAP) using local thresholds, average precision (AP)
using a global threshold for KWS using the original bipartite graph matching (BP),
and the polar graph dissimilarity (PGD) on the Keypoint graphs.

GW PAR

MAP | AP |MAP| AP
BP |66.08 | 54.99 | 62.04 | 60.74
PGD | 58.54 | 44.77 | 42.65 | 31.63

other graphs similar results are obtained). We observe that this system achieves
worse results than BP on both datasets (regarding both MAP and AP). Hence,
we conclude that PGD itself is not powerful enough to serve as basic dissimilarity
model for graph-based KWS. Yet, as seen in the previous evaluation in Table4,
the PGD as fast rejection criterion in conjunction with BP is clearly beneficial.

5 Conclusion and Outlook

In the present paper a fast rejection approach for graph-based KWS is intro-
duced. The rejection is based on a novel graph dissimilarity model, which com-
pares the histograms of the node distributions in a polar coordinate system.

We compare our extended model with the original KWS framework without
rejection ability on two benchmark datasets. We observe that our novel rejec-
tion approach reduces the amount of graph matchings by 50% or more on both
datasets (in fact, filter rates of up to 80% are observed). Our rejection crite-
rion is computed in linear time, while the actual graph matching needs cubic
time. Hence, a dramatic speed up of the complete KWS process is achieved.
Moreover, we can conclude that our novel extension for speeding up the existing
KWS framework does not negatively influence the spotting accuracy.



92 M. Stauffer et al.

In future work we aim at extending our novel graph dissimilarity model. For
instance, we could consider not only nodes but also edges in the histograms.

Acknowledgments. This work has been supported by the Hasler Foundation
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Abstract. The neurobiology of Alzheimer’s disease (AD) has been
extensively studied by applying network analysis techniques to activa-
tion patterns in fMRI images. However, the structure of the directed
networks representing the activation patterns, and their differences in
healthy and Alzheimer’s people remain poorly understood. In this paper,
we aim to identify the differences in fMRI activation network structure
for patients with AD, late mild cognitive impairment (LMCI) and early
mild cognitive impairment (EMCI). We use a directed graph theoretical
approach combined with entropic measurements to distinguish subjects
falling into these three categories and the normal healthy control (HC)
group. We explore three methods. The first is based on applying linear
discriminant analysis to vectors representing the in and out degree statis-
tics of different anatomical regions. The second uses an entropic measure
of node assortativity to gauge the asymmetries in the node with in and
out degree. The final approach selects the most salient anatomical brain
regions and uses the degree statistics of the connecting directed edges.

Keywords: fMRI Networks - Directed graphs entropy - Alzheimer’s
disease (AD)

1 Introduction

Functional magnetic resonance imaging (fMRI) provides a sophisticated means of
studying the neuropathophysiology associated with Alzheimer’s disease (AD) [1].
Specifically, the blood oxygen level-dependent (BOLD) signal in fMRI indicates
the activation potential of different brain regions, and neuronal activity between
the various brain regions can be determined by measuring the correlation between
activation signals. The resulting network representation of region activity has
proved useful in understanding the functional working of the brain [2]. Functional
neuroimaging has also proved useful in understanding Alzheimer’s disease (AD)
via the analysis of intrinsic brain connectivity [3]. Abnormal brain function in AD
is characterized by progressive impairment of episodic memory and other cogni-
tive domains, resulting in dementia and, ultimately, death [5]. Although there is
converging evidence about the identity of the affected regions in fMRI, it is not
clear how this abnormality affects the functional organization of the whole brain.
© Springer International Publishing AG 2017
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Tools from complex network analysis provide a convenient approach for
understanding the functional association of different regions in the brain [3]. The
approach is to characterize the topological structures present in the brain and to
quantify the functional interaction between brain regions, using the mathemati-
cal study of networks and graph theory. Graph theory offers an attractive route
since it provides effective tools for characterizing network structures together
with their intrinsic complexity. This approach has led to the design of several
practical methods for characterizing the global and local structure of undirected
graphs [4]. Features based on the global and local measures of connectivity are
widely used in functional brain analysis [6]. By comparing the structural and
functional network topologies between different populations of subjects, graph
theory provides meaningful and easily computable measurements to reveal con-
nectivity abnormalities in both neurological and psychiatric disorders [5].

Unfortunately, there is relatively little literature aimed at studying structural
network features using directed graphs. The reason for that is the vast major-
ity of techniques suggested by graph theory pertain to undirected rather than
directed graphs. However, directed graphs are a more natural representation for
brain structure, since they allow the temporal causality of activation signals for
different anatomical structures in the brain. Moreover, Granger causality pro-
vides a powerful tool that can be used to investigate the direction of information
flow between different brain regions [6]. When combined with machine learning
algorithms, classification exhibited from directed graphs provides an effective
way of detecting functional regions associated with Alzheimer’s disease [6]. By
explicitly defining anatomical and functional connections in a directed manner
between brain regions, fMRI data may be analyzed in a more detailed way and
used to identify the different stages of neurodegenerative diseases [5,6].

This paper is motivated by the need to fill this important gap in the litera-
ture, and to establish effective methods for measuring the structural properties
of directed graphs representing inter-regional casual networks extracted from
fMRI brain data. In particular, in order to characterize the functional organi-
zation of the brain, our approach uses as its starting point the von Neumann
entropy for directed graphs. In a recent paper, Ye et al. [4] have derived an
approximation of the Neumann entropy of a directed graph that depends on
the in and out degrees of nodes in a directed graph. Thus it provides a natural
way of capturing the flow of information across a directed network, based on the
asymmetry of edges entering and exiting its nodes. We aim to use the directed
network entropy to develop graph analytical methods to measure the degree of
functional connectivity in brain networks.

We demonstrate that the resulting techniques can be used to distinguish the
fMRI data from healthy controls and AD objects. The AD subjects exhibit sig-
nificantly lower regional connectivity and exhibit disrupted the global functional
organization when compared to healthy controls. Moreover, we apply linear dis-
criminant analysis to brain network data from two groups of subjects with early
mild cognitive impairment (EMCI) and late mild cognitive impairment (LMCTI).
Our results indicate that the node in and out degree statistics together with their
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associated von Neumann entropy may be useful as a graph-based indicator to
distinguish Alzheimer’s disease subjects from normal healthy control population.

2 Directed Graphs in fMRI Networks

2.1 Preliminaries

Let G(V, E) be a directed graph with node set V' and directed edge set E C V x V.
Each edge e = (u,v) € E, has a start vertex u and end-vertex v. The adjacency
matrix A of the directed graph is defined as

0 otherwise.

A:{l if (u,v) € E

For the node u the in-degree and out-degree of node are

din Z Avu dOUt Z Auv (2)

veV veV

and the total degree of node in the directed graph is d,, = d‘™ + d°“t. An edge is
said to be unidirectional if A,, = 1 and A,, = 0, and bidirectional if 4,, =1
and A,, = 1.

2.2 Von Neumann Entropy for Directed Graphs

For an undirected graph the von Neumann entropy [7] computed from the nor-
malised Laplacian spectrum has been shown to be effective for network charac-
terization. In fact, Han et al. [8] have shown how to approximate the calculation
of von Neumann entropy in terms of simple degree statistics. Their approxima-
tion allows the cubic complexity of computing the von Neumann entropy from
the Laplacian spectrum, to be reduced to one of quadratic complexity using
simple edge degree statistics, i.e.

1 1 1
Sy=1-—-—5 Y (3)
|V| ‘V‘ (’U.,’U)GE dudv

This expression for the von Neumann entropy has been shown to be an
effective tool for characterizing structural properties of networks. Moreover, it
has extremal values for cycles and fully connected graphs. Ye et al. [4] have
extended this result to directed graphs by distinguishing between the in-degree
and out-degree of nodes, giving the following expression for the entropy

1 1 dm
=1- — 4
SD |V| 2|V|2 Z dzn out2 Z doutdout ( )

v)EE, (u,v)EE>
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where the edge set E is partitioned into two disjoint subsets F; and Fs5, which
respectively contain the unidirectional and directional edges.

The two subsets E; and Es satisfy the conditions that Ey = {(u,v)|(u,v) €
EN(v,u) ¢ E}, By = {(u,v)|(u,v) € EN(v,u) € E}. E1UEy = E, EyNEy = 0.
If most of the edges in the graph are unidirectional, i.e., |E1| > |Es|, then the
graph is said to be strongly directed. In this case we can ignore the entropy
associated with the summation over FEs, giving the approximate entropy for
strongly directed graphs as

n
Ssp=1- 4 1 w1 (5)

|V| 2|V|2 dout  Jinout
(u,0)EE Y v

There are thus two factors determining the entropy. The first is the ratio of the
in to out degree of the start node u of the directed edge, i.e. p, = %, while the
second is the directed version of the edge entropy, i.e. W The former weights
the contributions of the entropy associated with the directed edges exiting node

u. The contributions to the entropy are thus large if the ratio p, is small, and
directed edge connects nodes with large both out and in degree.

2.3 Entropic Edge Assortativity for Directed Graphs

For undirected graphs, the assortativity is the tendency of nodes to connect to
those of similar degree. This concept can be extended to directed graphs if we
measure the tendency of nodes to connect to those nodes of similar in and out
degree. Foster et al. [11] define the directed assortativity as

1 Y (umesl(ds — di)(d) - d7)]
1E| ovoh

(o, B) = (6)

where a, 8 € {in, out} is the incoming and outgoing direction for a directed edge.
= |E|™! Yupyerdy and 0% = \/|E\—1 (wyer(ds — d®)2. The similar

definitions are for dg and o”.

Ye [10] adopts a different approach to defining degree assortativity for
directed graphs based on von Neumann entropy decomposition. The method
is based on the observation that edges associated with high degree nodes have
large entropy and preferentially attach to clusters in a graph. The entropic assor-
tativity measurement provides a novel way to analyze the graph structure. For
instance, with the approximation for the von Neumann entropy for directed
graph Sp, the coefficient of directed edge assortativity is given by [10]

E(u v) EE[(SH SEU)(SZU - ng)]

R= P (7)

where S}, associate the entropy of all the outgoing edges from vertex u, and S,
are all the incoming edges of vertex v.
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3 Experiments and Evaluations

In this section, we describe the application of the above methods to the analysis
of interregional connectivity structure for fMRI activation networks for normal
and Alzheimer subjects. We first examine the differences in degree distribution
for the four groups of subjects. Then we apply the entropy-based analysis to
distinguish Early Mild Cognitive Impairment (EMCI) and Late Mild Cognitive
Impairment (LMCI).

3.1 fMRI Data Set

The fMRI data comes from the ADNI initiative [9]. Each image volume is
acquired every two seconds with Blood-Oxygenation-Level-Dependent (BOLD)
signals. The fMRI voxels here have been aggregated into larger regions of inter-
est (ROIs). The different ROI’s correspond to different anatomical regions of
the brain and are assigned anatomical labels to distinguish them. There are 96
anatomical regions in each fMRI image. The correlation between the average
time series in different ROIs represents the degree of functional connectivity
between regions which are driven by neural activities [12].

A directed graph with 96 nodes is constructed for each patient based on the
magnitude of the correlation and the sign of the time-lag between the time-series
for different anatomical regions. To model causal interaction among ROIs, the
directed graph uses the time lagged cross-correlation coefficients for the average
time series for pairs of ROIs. We detect directed edges by finding the time-
lag that results in the maximum value of the cross-correlation coefficient. The
direction of the edge depends on whether the time lag is positive or negative.
We then apply a threshold to the maximum values to retain directed edges with
the top 40% of correlation coefficients. This yields a binary directed adjacency
matrix for each subject, where the diagonal elements are set to zero. Those ROIs
which have missing time series data are discarded.

Subjects fall into four categories according to their degree of disease severity.
The classes are full Alzheimer’s (AD), Late Mild Cognitive Impairment (LMCI),
Early Mild Cognitive Impairment (EMCI) and Normal Healthy Controls (HC).
The LMCI subjects are more severely affected and close to full Alzheimer’s,
while the EMCI subjects are closer to the healthy control group (Normal). We
have fMRI data for 30 AD subjects, 34 LMC subjects, 47 EMCI subjects, and
38 normal healthy control subjects.

3.2 Alzheimer’s Classification

We first investigate the in and out degree distribution of the data by showing
a scatter plot in-degree versus out-degree for each directed edge in the data. In
order to extract potential structural difference, the distribution of points in the
scatter plot is analyzed using a general linear model. Figure 1 shows the scat-
ter plots of in-degree versus out-degree, comparing the first AD vs. Normal and
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Fig. 1. The in-degree/out-degree distribution for edges in the directed graphs in Nor-
mal Healthy Control and Alzheimer’s groups (left), Early Mild Cognitive Impair-
ment(EMCI) and Late Mild Cognitive Impairment (LMCI) (right). The blue stars
represent the edges in normal patients’ graphs which occupy the high degree region
with large variance. The red cycles show the AD patients’ graphs with narrow and low
degree occupation. (Color figure online)

secondly EMCI vs. LMCI respectively. The obvious difference is that normal sub-
jects exhibit a high degree of interregional connection compared to Alzheimer’s
subjects. A similar effect is shown by Early and Late detection groups. Table 1
shows the coefficients of a linear model with 95% confidence bounds and root
mean square error.

The results of fitting the linear model show that the in and out degree dis-
tributions for the nodes in the AD and LMCI groups of subjects have a greater
slope than those of the Normal and Early groups. This implies that there is a
greater imbalance in in-degree and out-degree in the Alzheimers and late detec-
tion groups. In other words, the nodes in the fMRI inter-regional connectivity
graphs for these two groups tend to have larger in-degree than out-degree. More-
over, the small value of RMSE in these two groups reveals that for Alzheimer’s
subjects the scatter about the regression lines is smallest. By contrast, for the
normal and early control subjects the scatter is significantly higher. This under-
lines the imbalance in in-degree for the subjects belonging to the diseased groups.

We can explore this asymmetry of in and out degree in more detail using Ye’s
entropy assortativity measure. This gauges the extent to which nodes to connect
to others with similar in-degree or out-degree [6]. To represent the structural

Table 1. Liner polynomial model to fit the edge in-degree/out-degree distribution

Group of subjects | Coef () | BSC (a) Coef (8) |BSC (B) R? RMSE
AD 0.8582 |[0.8406, 0.8758]| 5.445 |[4.719, 6.171]|0.7604| 7.2444
Normal 0.6103 |[0.5848, 0.6357]|22.45 [20.94, 23.96] | 0.3771|11.3445
EMCI 0.7235 |[0.7034, 0.7436]|14.6 [13.5, 15.7] 0.5253/10.3959
LMCI 0.9236 |[0.9098, 0.9375]| 2.933 |[2.356, 3.509]|0.8395| 6.4426
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Fig. 2. Histogram of directed edge entropy association for four healthy control groups.
The normal and early patients exhibit low entropy association for each edge compared
to the late and AD groups which the distributions shift to high entropy region.

difference regarding the entropy associated with degree of each node, we plot
the histogram of edge entropy assortativity in Fig. 2. It shows the difference in
entropy of the directed edges for subjects in AD vs. Normal, and EMCI vs. LMCI.
By comparing the directed edges in the AD and normal groups, we conclude that
the edges in the directed graphs for Alzheimer’s subjects tend to have a higher
value of entropy, and this reveals the structure is weakly connected with a lower
average in out to in degree ratio. A similar effect is shown in the EMCI and
LMCI subject groups. For late Alzheimer’s subjects, the shift in entropy to the
right represents the weak degree connection in the nodes. This clearly reveals
the loss of interregional connection for directed edges in Alzheimer’s.

Finally, the in-degree and out-degree of nodes are used as the features to dis-
tinguish the different group of subjects. For each edge, we construct four dimen-
sional feature vectors with two nodes and in and out degree measurements on
each node. So the graph can be represented by these directed edges associated
with four-dimensional feature vectors. We perform the linear discriminant analy-
sis (LDA) on the Alzheimer’s (AD) and Normal healthy control groups as the
training process to find the decision boundary. Then the LDA model is applied
on the EMCI and LMCI groups to classify patients. We compare the results and
the labels to get classification accuracy.

Table 2 shows the classification accuracy of linear discriminant analysis(LDA).
The directed graphs for the AD and Normal subjects are used as the training data
to find the decision boundary. The performance of the resulting LDA classier is
high with an accuracy of 87.87% when computed using 10-fold cross-validation.
We randomly divide the AD and Normal subjects into 10 disjoint subsets of equal

Table 2. The classification accuracy with linear discriminant analysis(LDA) for train-
ing data (AD/Normal) and testing data (EMCI/LMCI) (in %)

LDA Accuracy Sensitivity | Specificity | Positive predictivity
AD/Normal |87.87+0.58  88.59 87.10 88.00
EMCI/LMCI | 80.47 4+ 0.41 | 75.85 86.18 87.14
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size. Remove one subset, train the LDA model using the other nine subsets. This
process is repeated by removing each of the ten subsets once at a time and then
average the classification accuracy. In order to evaluate the performance of clas-
sification, we provide results for sensitivity and specificity for LDA classifier. The
sensitivity indicates the percentage of Alzheimer’s people who are correctly iden-
tified. It reaches 88.59% which represents the high percentage of correctly classi-
fied. In addition, the specificity shows the true negative that is the healthy people
correctly identified as healthy. It is 87.10% revealing most normal healthy peo-
ple are correctly identified in the Normal group. Similarly to the LDA in AD and
Normal classier, for the discrimination of subjects belonging to the EMCI and
LMCI groups, we obtain a classification accuracy of 80.47%. Although this result
is acceptable, the sensitivity is reduced to 75.85% indicating some percentage of
patients are not correctly classified in LMCI groups.

3.3 Identifying Salient Nodes for Disease Classification

Identifying diseased regions in the brain is also important in the study in
Alzheimer’s analysis. Several studies have shown that in anatomical structures
the corresponding ROIs are important for understanding brain disorders [1,3].
Here we compute the difference of out-degree and in-degree in our study and
investigate the method for identification of the disease nodes in patients with
Alzheimer’s.

I EMCI (Early)
1200 CLMCI (Late)

0
-60 -40 20 ] 20 40 60 -50 -40 -30 -20 -10 ] 10 20 30 40 50
Outdegree-Indegree Outdegree-Indegree

Fig. 3. Histogram of degree difference between Alzheimer’s (AD) and Normal Healthy
Controls (HC) groups. The normal and early patients exhibit wide bound range com-
pared to the late and AD groups which the distributions narrows around zero.

We first compute the histogram of degree imbalance, i.e. out-degree minus
in-degree for each node. Figure3 compares histograms obtained for AD and
HC, and for EMCI and LMCI. The obvious feature is that the directed graphs
for HC (normal) and EMCI (early development) groups give a much broader
range of degree difference compared to that for the AD (fully developed disease)
and LMCI (late development) groups. In other words for subjects with fully
developed AD, there is a loss of connection between brain regions and gives rise
to a narrowing of the distribution of degree difference.

We now plot the difference in directed edge entropy between corresponding
regions (nodes) in the directed graphs for the AD and HC groups. We find a
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Fig.4. Directed edge entropy difference between Alzheimer’s (AD) and Normal
Healthy Controls (HC) groups (left). The ratio of out-degree and in-degree difference
corresponding to each ROI in two groups of AD and Normal patients (right). The sig-
nificant changes of degree ratio in each nodes associate to the similar pattern in edge
entropy plot, which illustrates the disease area in the brain.

similar feature pattern of the degree difference in both plots as shown in Fig. 4.
The entropic measurements associated with degree difference in the brain areas,
such as the Temporal Gyrus, Parahippocampal Gyrus, Operculum Cortex and
Lingual Gyrus, suggest that subjects with AD experience loss of interconnection
in their brain network during the progression of the disease.

Table 3. Top 10 ROIs with the significant difference between groups of AD and Normal.
These ROIs are extracted from the absolute value of out-degree to in-degree ratio.

Graph measure ROI number | Corresponding area in brain
Out-degree/In-degree ratio difference |83 Right Parahippocampal Gyrus
14 Left Inferior Temporal Gyrus
27 Left Paracingulate Gyrus
65 Right Temporal Fusiform Cortex
93 Right Heschl’s Gyrus
43 Left Parietal Operculum Cortex
75 Right Paracingulate Gyrus
38 Left Temporal Fusiform Cortex
42 Left Central Opercular Cortex
5 Left Inferior Frontal Gyrus

As listed in Table 3, the ten anatomical regions with the largest entropy dif-
ferences for subjects with full AD are right Parahippocampal Gyrus, left Infe-
rior Temporal Gyrus, left Paracingulate Gyrus, right Temporal Fusiform Cortex,
right Heschl’s Gyrus, left Parietal Operculum Cortex, right Paracingulate Gyrus,
left Temporal Fusiform Cortex, left Central Opercular Cortex and left Inferior
Frontal Gyrus. This result is consistent with the previous study [5,6], which sug-
gested that the middle temporal gyrus is an important region in AD pathology [3].
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Table 4. The LDA classification accuracy with top 20 selected ROIs to distinguish
AD/Normal and EMCI/LMCL (in %)

LDA Accuracy Sensitivity | Specificity | Positive Predictivity
AD/Normal |90.52 4+ 0.67 | 91.36 89.61 91.20
EMCI/LMCI | 86.20 & 0.81 | 83.90 90.12 89.26

The parahippocampal gyrus has consistently been reported as being an affected
region in EMCT and AD [11]. The loss of connection between these brain regions
results in significant functional impairment between healthy subjects and patients
with AD.

We now repeat our LDA analysis using just the salient regions listed in
Table 3, since it is the impairment of connections to these anatomical structures
that appears to determine the onset of AD. We perform LDA on the 4 vectors
representing the pairs of listed anatomical regions. The classification accuracy
is shown in Table4. In comparison to the previous results in Table 2, the accu-
racy increases by about 3% in AD/Normal groups and 6% in the EMCI/LMCL
groups. All other performances are also improved with these selected degree
features.

4 Conclusions

In conclusion, this paper is motivated by filling the gap in the literature of
analyzing fMRI regional brain interaction networks using directed graphs. We
commence from the recently developed simplified approximations to the von
Neumann entropy of directed graphs, which are dependent on the graph size and
the in and out degree statistics of vertices. In order to characterize the functional
organization of the brain, assortativity of nodes in directed graphs provides
insights into the neuropathology of Alzheimer’s disease. Entropic measurements
associated with node degree identifies the edge connection features which offer
high discrimination between subjects suffering from AD and normal subjects.
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Abstract. Graph-based representations are effective tools to capture
structural information from visual elements. However, retrieving a query
graph from a large database of graphs implies a high computational
complexity. Moreover, these representations are very sensitive to noise or
small changes. In this work, a novel hierarchical graph representation is
designed. Using graph clustering techniques adapted from graph-based
social media analysis, we propose to generate a hierarchy able to deal
with different levels of abstraction while keeping information about the
topology. For the proposed representations, a coarse-to-fine matching
method is defined. These approaches are validated using real scenarios
such as classification of colour images and handwritten word spotting.

Keywords: Graph matching - Hierarchical graph - Graph-based repre-
sentation - Coarse-to-fine matching

1 Introduction

Graph-based representations play an important role in content-based image
retrieval. Using graphs, not only statistical information is codified but also the
relations between the compounding parts. The use of graph representations in
computer vision has two main requirements. First, the extraction of the struc-
tures underlying the visual objects. Second, error-tolerant metrics coping with
noise or distortion must be designed. Graph matching is one of the most impor-
tant challenges of graph processing [6]. Generally speaking, the problem consists
in finding the best correspondence between the sets of vertices of two graphs
preserving the underlying structures. The intrinsic variability of patterns, noise
and errors produced from the graph extraction process, makes mandatory to
encode tolerance to errors into graph matching frameworks. Thus error-tolerant
graph matching has to be applied.

Graph edit distance [9] is the process of evaluating the similarity of two dif-
ferent graphs computing the minimum edit cost from the source to the target
graph in terms of node and edge insertion, deletion and substitution. It is an
optimal method and the computational complexity is exponential in the number
© Springer International Publishing AG 2017
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of nodes. A suboptimal approximation called bipartite graph matching was pro-
posed by Riesen et al. [16]. It is based on the assignment problem solution using
a cost matrix which codifies the edit operations costs. More recently, an efficient
approach was proposed by Zhou and De la Torre [20] formulating graph match-
ing as a quadratic assignment. To avoid the computation of the large pairwise
affinity matrix, they propose a factorisation into smaller matrices that encode
the local structure of each graph and the pairwise affinity between edges.

When dealing with large scale data, indexation strategies are required to
prune the number of graph comparisons. Generally, graph indexing is solved
by graph factorisation techniques where the dataset of graphs is decomposed
in smaller ones representing a codebook of compounding structures. The index-
ation is formulated in terms of matching the constituent graphs organised in
a look-up table structure. Usually, path-based methods are used to split the
graphs into small redundant fragments. GraphGrep [17] enumerates all the exist-
ing paths up to a predefined length. This reduces the search space performing the
exact matching using only few graphs. A relevant work was proposed by Yan
et al. [19]. They propose to use frequent substructures instead of path-based
methods as indexing features. Frequent graph substructures are obtained by
graph sequentialization, according to a depth first search (DFS) traversal of the
graph edges. Edge sequences are organised in a prefix tree called the glndex tree.
Riba et al. [15] proposed a binary embedding for the local context of each node.
A vote scheme is used for indexation, so the subgraphs with more votes are more
accurately analyzed in a finer matching process.

The above methods rely on local structures rather than global knowledge of
the graph. An interesting alternative is to use a scale-space approach where the
input data is hierarchically organized, summarizing it in order to avoid complex
graph comparisons. Several hierarchical graph approaches have been proposed.
Brun and Kropatsch [4] introduces a set of relationships between regions of a
partition through irregular graph pyramids. Broelemann et al. [3] propose to deal
with noise such as spurious nodes and edges through a hierarchical representation
of plausible graphs. Ahuja and Todorovic [1] present a region based approach
for object recognition based in multi-scale region segmentation. Conte et al. [5]
propose a similar graph multi-resolution approach in order to improve the object
tracking in a video. Mousavi et al. [11] use a hierarchical graph representation
in order to improve the information codified by graph embedding frameworks.
Indexation frameworks have been also proposed.

The main contribution of this work is a hierarchical graph representation and
matching able to discard non-promising structures. Our hierarchical information
avoids a direct matching at the original graph. The hierarchy is designed to
perform a big reduction of the graphs drastically reducing the matching time.
The proposed approaches are validated using real scenarios such as classification
of colour images and handwritten word spotting. In the next sections we describe
the representation, the matching and the results respectively.



Error-Tolerant Graph Matching Model 109

2 Hierarchical Attributed Graph Representation

2.1 Hierarchy Construction

A hierarchical graph representing information at different levels of abstraction
(contraction) allows to perform the retrieval problem in an abstract manner.

Definition 1 (Hierarchical Graph). A hierarchical graph H is defined as a
6-tuple H(V,En,Ey, Ly, Lg,,Lg, ) where V is the set of nodes; En CV xV
are the neighborhood edges; Exy C V XV are the hierarchical edges; Ly, Lg, and
Ly, are three labeling functions defined as Ly : V. — Xy x A"“/, Lgy : En —
YEy X AZEN and Lgy, : Eg — Ygp, X AR, , where Xy, Xpy and Xg, are three
sets of symbolic labels for vertices and edges, Ay, Ag, and Ag, are three sets
of attributes for vertices and edges, respectively, and k,l,m € N.

Given a graph G, two functions are needed to construct a hierarchical graph H:

— Contraction: ¢ : G — H, defines the groups of nodes that are gathered
together. The contraction process can follow different criteria such as topol-
ogy, features of the nodes or edges, etc. This function follows a clustering
process.

— Embedding: ¢ : G — R™, returns a vectorial representation of the contracted
subgraph to be used as an attribute. The embedding function can be seen as
a signature of the subgraph that summarizes the information from one level
to another (information propagation between levels).

We propose a contraction criterion based on the topology. The embedding
function is applied to all contracted groups of nodes propagating the information.
This function is application dependent and is specified for each particular case.

2.2 Hierarchy Construction by Community Detection

To determine the group of nodes that are joined into a unique vertex, the Girvan-
Newman algorithm [10] is applied. This is a well-known method for community
detection in complex systems with complexity O(m?n), where m and n are
the number of edges and nodes respectively. It is a global divisive algorithm
which removes the appropriate edge at each step until all the edges are deleted.
The betweenness centrality measure is used as edge selection. The betweenness
centrality of e € E is defined as the number of shortest walks between any
pair of nodes that cross e. The idea is that the edges with higher centrality
are candidates to connect two clusters. After the edge deletion, each connected
component is considered as a cluster in the hierarchy. This algorithm consists of
4 steps:

1. Calculate the betweenness centrality (BC) for all edges in the network.
2. Remove the edge with highest BC' and generate a cluster for each connected
component.
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3. Recalculate BCs for all edges affected by the removal.
4. Repeat from step 2 until no edges remain.

The output of this algorithm is a dendrogram providing a hierarchical clustering
of the graph nodes. In case of ties (i.e. several edges have the same BC'), The
edge with more connections in their compounding nodes is deleted. From it, we
contract clusters containing at least two nodes. Moreover, it does not allow any
node to be a cluster individually. Therefore, the reduction ratio is at least of 2.
Afterwards, the corresponding nodes are contracted into only one vertex which
is labelled with the embedding function applied to these subgraphs. The idea is
that each node of the hierarchy represents a subgraph and provide information
about its topology. Finally, connected communities will create connected nodes.

2.3 Splitting of Articulation Points

There are cases where slight deformations in the input graphs can lead to com-
pletely different hierarchies. Figure 1 shows a common subgraph that can lead to
two possible hierarchies. This ambiguity can result in matching errors. Although
overlapping community detection techniques have been developed [13], they gen-
erate redundant information leading to a bad abstraction. This problem usually
comes from a symmetry in the original graph. To tackle with this problem we
define articulation points as follows:

Definition 2 (Articulation Point). A node in an undirected graph is an artic-
ulation point if and only if removing it the number of connected components of
the graph increases.

Fig. 1. Ambiguity configuration that can significantly influence in the hierarchy con-
struction, in red two possible clusterings of nodes from the contraction function.
(Color figure online)

These nodes are of key importance, if they are classified in an incorrect
cluster, they can change significantly the topology. Thus, we propose to split
the articulation points of the graphs creating virtual nodes and disconnecting
them. Hence, the hierarchical representation is stabilised without introducing
noise to the data. The articulation points therefore divide and belong to two
or more clusters. Introducing this modification to the contraction function, a
more stable hierarchy is generated. Figure 2 shows the splitting process in a real
scenario where graphs represent skeleton features in handwritten word images.
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Fig. 2. From left to right: input graph, hierarchy for the proposed contraction func-

tion and hierarchy splitting the articulation points. In red, the contracted nodes.
(Color figure online)

3 Error Tolerant Hierarchical Matching

As graph matching baseline, we have used the algorithm of bipartite graph match-
ing proposed by Riesen and Bunke in [16]. It uses a cost matrix that codifies
the edit costs between the source and target nodes. Once the cost matrix is
defined, an edit operation is assigned to each node minimising the total cost. We
have used the same edit costs as [14]: node substitution cost is based in the dis-
tance, the attributes and local structure of incident edges; edge substitution cost
is computed in terms of edge attribute, angle and length; predefined costs are
defined for node and edge insertion and deletion. Thus, there are 8 parameters:
3 (node substitution), 3 (edge substitution) and 2 (insertion and deletion).

To take advantage of the hierarchical representation, we propose a coarse-to-
fine graph matching approach. Let us denote H? the graph representation at level
i=1,...,N.TIt iteratively refines the matching starting at the coarsest level (i.e.
i = N). The comparison is performed using bipartite graph matching taking the
graph representation at level ¢ without the hierarchical edges. If the distance at
level i is small enough, the matching is performed at the next level (i — 1). The
threshold to decide whether to advance in the hierarchy or not is application
dependent and a threshold is set experimentally. Starting the matching at the
abstract level avoids a high number of comparisons at more detailed levels where
the graphs are significantly bigger. Ideally, the last level is only used for graphs
that are very similar to the input one. The information about the matching level
is kept. Figure 3 shows the iterative process to decide whether the graphs match
or we can discard the comparisons in any of the abstract levels of the hierarchy.

4 Experiments

4.1 Datasets

Different databases have been used. First, the Columbia Object Image Library
(COIL-100) [12] and the Object DataBank (ODBK) [18] have been used to repro-
duce the experiments proposed by Mousavi et al. [11] in an object classifica-
tion scenario. Second, the Barcelona Historical Handwritten Marriages (BH2M)
database has been used in a graph-based word spotting scenario in handwritten
documents where graphs are irregular and suffer from high distortions.
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Fig. 3. Coarse-to-fine matching scheme.

The COIL database consists of images of 100 different objects taken at 72
equally spaced poses whereas the ODBK database is formed by 209 3D objects
with 14 views. Graph nodes are extracted using the Harris corner detector. The
edges are generated using the Delaunay triangulation on these nodes. The final
graphs are not weighted for the edges and store the coordinates for the nodes.
For the experimentation, 15 and 50 classes, with maximum average number of
nodes are used. The graphs are divided into three sets, training, validation and
test of 360, 75 and 150 for the COIL dataset and 300, 150 and 150 for the ODBK
database. Figure 4 shows some examples coming from these databases.

Fig. 4. Example of objects from the COIL-100 and ODBK databases.

The BH2M database [8] corresponds to marriage licenses written between
1617 and 1619. It contains 174 handwritten pages divided into training (100), val-
idation (34) and test (40). The handwritten words are represented by attributed
graphs where nodes correspond to basic primitives called graphemes [14].
Graphemes defined as convexities are described using the Blurred Shape Model
(BSM) descriptor [7]. The descriptors extracted from the training set are used
to create a codebook, from which node labels are set. Edges represent adjacency
relations between those primitives. Figure2 shows an example of the obtained
graphs plotted on the image.

4.2 Results

The experiments have been divided into two challenges: object classification and
word spotting. Thresholds have been carefully selected using the validation set.

Object Classification: The use of a richer representation allows us to use a
simple classification approach (k-NN) achieving similar results than an scheme
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with a less expressive representation and complex classifier, with the advantage
of reducing the computational cost. The selected embedding function encodes
information of the Morgan Index of length 1 and 2 of the previous level. Three
approaches have been evaluated for the information selection: averaging the Mor-
gan Index and node position from all contracted nodes, averaging the Morgan
Index and selecting the most connected node, and taking the maximum Morgan
Index and the most connected node position.

Each level of the hierarchy has been validated alone and combined with the
original graph to explore the benefits of the proposed coarse-to-fine matching.
All the parameters for the distance computation have been chosen performing
a random search in the validation set. Since the graphs are generated using
a triangulation, there are not articulation points, therefore, both contraction
functions will lead to the same hierarchy.

Table 1 shows the performance for COIL and ODBK databases respectively.
For this experiment, the mean of the node positions and the Morgan Index is
used as embedding function. The last 3 rows correspond to the performance
reported by [11] using their hierarchical representation with the same graphs.

Note that the big loss of performance between the abstract levels is corrected
choosing a good trade-off between them. We are able to prune more than the
50% of comparisons at the finest level while achieving good results. For instance,
choosing a conservative threshold, the time reduction is half, losing only 2%
of accuracy for the COIL database and 1.5 times faster maintaining the same
accuracy for the ODBK database. However, relaxing this threshold, we are able
to achieve a speed-up of 7x with a loss of 10% in accuracy for the COIL database
and 3.3 times faster losing 1% in accuracy for ODBK. In a large scale scenario,
this is an acceptable loss to make an application much faster. Compared to
[11], our methodology do not achieve as good results as them in the different
abstraction levels. One of the main reasons is that our hierarchy is dynamically
constructed, not fixing the contraction degree and generating smaller graphs.

Word Spotting: Word spotting is the task of retrieving word images from a
document image similar to a given query (text or image). It is formulated as a
visual object detection problem. Most word spotting techniques use statistical
representations (e.g. HOG, SIFT) of the word images, e.g. [2]. The embedding
function consists in a vector that counts the number of paths of length up to k
from any node to a node with label i. The best configuration has been k = 0,
i.e. counting the number of nodes with label ¢ (similar to a bag of words for
the nodes). As a retrieval problem the mean average precision (mAP) has been
used for the evaluation. Using the same parameters proposed in [14] in order
to compute the edit cost operations a mAP of 69.45% is achieved. Reproducing
the same experiment using the first level of the hierarchy the achieved mAP is
35.67%. By splitting the articulation points as proposed in Sect. 2.3 achieves
a mAP of 46.37%. Figure5 shows the interpretation of the hierarchical graph
representation in the context of this database. Observe how the graphemes are
combined at each level to create more complex shapes like letters, bi-grams and
finally words.
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Fig. 5. Hierarchy construction for the word “Dalmau”.

Table 2 shows a comparison between: the original graphs, the proposed frame-
work with two thresholds, and graph indexation [15]. Recall (R) and Specificity
(SPC) are computed on the selected graphs using the first abstract level as clas-
sifier. Notice that the proposed hierarchical framework achieves high specificity
whereas keeping a better trade-off with the recall than the indexation approach.
Moreover, only losing 8% of mAP which is acceptable for a large scale retrieval
we are able to speed up the process almost 5 times.

Table 2. Comparison of the proposed hierarchical framework against an indexation
framework [15]. The mean average precision corresponds to the evaluation of the word
spotting problem; recall (R) and specificity (SPC) are computed on the selected graphs
using the hierarchy or the indexation respectively; finally, time per query is provided.

mAP (%) |R (%) | SPC (%) | Time/query® (s)
Original 69.45 100.00 | 0.00 19.58

+abst. (t = 0.30)  68.27 90.91 |69.98 12.46

+abst. (t = 0.25) | 61.71 67.93 9791 3.94

+[15] (t = 0.20) | 66.13 | 92.54 |46.13 | 16.34

+ [15] (t = 0.30) | 61.15 83.55 1 63.04 12.74
#1000 queries selected randomly against 13098 graphs

5 Conclusions

This paper has presented a construction of a hierarchical graph representation by
means of contraction and embedding functions. Contraction uses graph cluster-
ing techniques to gather nodes and simplify the graph. Moreover, a modification
of the contraction function has been proposed to stabilise the hierarchy in cer-
tain graphs. The proposed method is able to significantly reduce the graph size
allowing a fast graph comparison through a coarse-to-fine matching approach.
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This methodology prunes the amount of comparisons in the fine level. The app-
roach has been exhaustively validated using several databases for of large-scale
graph retrieval. Compared to other related works, the proposed approach dynam-
ically gathers the nodes without predefining the number of clusters, therefore,
the ratio of reduction for each sample can change. Furthermore, the graph size
is extremely reduced from one level to another.

We conclude that hierarchical graph representations are a powerful tool in
the matching process. This representation gives information about the relation
of a group of nodes (those that are contracted) instead of the typical pair-wise
relations. Moreover, each level of the hierarchy can be enriched following other
indexation methodologies such as [15]. The future work will be focused on the
development of matching algorithms using the whole representation at once.
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Abstract. Bipartite graph matching algorithms become more and more
popular to solve error-correcting graph matching problems and to
approximate the graph edit distance of two graphs. However, the mem-
ory requirements and execution times of this method are respectively
proportional to (n 4+ m)? and (n + m)® where n and m are the order of
the graphs. Subsequent developments reduced these complexities. How-
ever, these improvements are valid only under some constraints on the
parameters of the graph edit distance. We propose in this paper a new
formulation of the bipartite graph matching algorithm designed to solve
efficiently the associated graph edit distance problem. The resulting
algorithm requires O(nm) memory space and O(min(n, m)? max(n,m))
execution times.

Keywords: Graph edit distance - Bipartite matching - Error-correcting
matching + Hungarian algorithm

1 Introduction

Computing an efficient similarity or dissimilarity measure between graphs is a
major problem in structural pattern recognition. The graph edit distance (GED),
developed in the context of error-correcting graph matching, provides such a
measure. It may be understood as the minimal amount of distortion required to
transform one graph into another, by a sequence of edit operations applied on
nodes and edges, restricted here to substitutions, insertions and removals. Such
a sequence is called an edit path. Each possible edit operation is penalized by a
non-negative cost, and the integration of these costs over an edit path defines the
length (or the cost) of this path. An edit path having a minimal length, among
all edit paths transforming one graph into another one defines the GED between
these two graphs. Since computing the GED is NP-complete, it is restricted to
rather small graphs. So several approaches have been proposed to approximate
the GED efficiently and to process larger graphs.

In this paper, graphs are assumed to be simple (no loop nor multiple edge),
and each element of the two graphs can be edited only once (no composition
of edit operations). Under these hypotheses, each node of a graph G; can be
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either substituted once to a node of another graph Gs, or removed. Similarly,
any node of G2 may be substituted once, or inserted. Since each node of G
and G4 is transformed only once, such operations on nodes can be encoded by
a (n+ m) x (n 4+ m) permutation matrix X [12], where n and m denote the
orders of G; and Gs. The costs related to these operations can be encoded by
a (n+m)x (n+m) cost matrix C. Using different heuristics [6,12] to design
matrix C, an approximation of the GED can be obtained by solving a linear
sum assignment problem (LSAP), i.e. by computing an optimal permutation
matrix X, for instance with the Hungarian algorithm in O((n + m)3) time
complexity.

However, matrix C contains an important amount of redundant informa-
tion mainly used to transform the initial graph edit distance problem into a
bipartite matching problem (LSAP). The storage of these additional informa-
tion induces important memory requirements and increases the size of matrix
C, which determines the complexity of the algorithm. Moreover, the resulting
matrix X may contain some useless operations. Serratosa [13] proposed to reduce
the size of matrix C in the special case where the graph edit distance fulfills all
the axioms of a distance. Such an assumption induces several constraints of the
elementary edit costs. Assuming these constraints, Serratosa proposed either to
store a n X m rectangular cost matrix whose optimal solution may be found
in O(min(n, m)? max(n,m)) using the Bourgeois’ adaption [4] of the Hungarian
algorithm or to store a max(n,m) x max(n, m) cost matrix [14] whose optimal
solution may be found by combining the Jonker-Volgenant [8] and Hungarian
algorithms. The overall complexity of this last approach is O(max(n,m)?3).

Following [12], the approach proposed in this paper approximates the graph
edit distance by the Hungarian algorithm. However, our method reformulates
the basic problem, hence leading to a (n 4+ 1) x (m + 1) cost matrix [2]. Note
that a similar formulation has been proposed by [7]. However, this formulation is
combined with a Jonker-Volegenant matrix reduction and the classical Hungar-
ian algorithm, hence leading to a O((n + m)?) overall complexity. In this paper
we investigates the basic principles of the Hungarian algorithm in order to adapt
it to this new formulation. Such an extension is detailed in Sect.3 after a short
introduction to the Hungarian algorithm in Sect. 2. The resulting algorithm has
a worst case complexity of O(min(n, m)% max(n,m)). Conversely to the meth-
ods [13] proposed by Serratosa, our method only assumes that the edit costs
are non negative. We also provide in Sect. 4 accuracy and execution times of a
previously published quadratic minimizer [2,3] of the GED combined with our
new Hungarian algorithm.

2 Bipartite Matching and Hungarian Algorithm

Preliminary Definitions. Given a bipartite graph (UUV, E), a matching M is a
subset of E such that each node in U UV is incident to at most one edge of M.
It defines a bijective mapping between a subset of U and a subset of V. An edge
is matching edge if it is in M, else it is an unmatching edge. A node incident to
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an edge of M is covered by M, and otherwise uncovered. If all nodes of both sets
are covered, the two sets have the same size and the matching is called perfect.
It defines a bijection between U and V, also called an assignment.

Consider a matching M with at least two uncovered nodes, one in each set. A
path in the bipartite graph is called alternating if it alternates between unmatch-
ing and matching edges. An alternating path that begins and ends with uncov-
ered nodes is called augmenting. If an augmenting path P exists, a new matching
is obtained from M by removing the matching edges of P and by inserting the
unmatching ones. The new matching augments the number of matching edges
by one, and the number of covered nodes by two.

Linear Sum Assignment Problem and Its Dual. Consider two sets U and V'
with the same size n. Each assignment of an element i € U to an element j €V
is penalized by a non-negative' cost ¢; j. All costs are encoded through a n x n
matrix C= (¢; j)(,j)euxv, i-e. a node-node cost matrix associated with the com-
plete bipartite graph (U UV, U x V). When the assignment of a node i to a node
j is forbidden, the cost of the edge (i,7) is commonly set to a large value w,
larger than all costs. The linear sum assignment problem (LSAP), or minimal-
cost perfect matching problem, consists in finding a perfect matching having a
minimal cost L, among all perfect matchings:

argmln L(X,C) chi’jxi’j : Xe{0o, 1} X1=1,X"1=1 (1)
i=1j=1

where X defines the node-node adjacency matrix of a perfect matching M
(x;,;=11if (4,j) € M and z; ; =0 else), i. e. a permutation matriz.

Several algorithms have been developed to find a solution to the LSAP [5].
Among them, the Hungarian algorithm is commonly used to compute approxi-
mate GED [2,6,12-14]. When it is properly implemented, it finds a solution in
O(n?) in time and in O(n?) in space [5,9], in worst-case.

The Hungarian algorithm uses a primal-dual approach to find a solution to
the LSAP and its dual problem, known as the maximum labeling problem:

argmax {lTu +17v : u,v>0, ul” +v1T < C} (2)
(u,v)
where vectors u= (u;)i=1,...., and v=(v;),=1,...n associate a label (or capacity)
to each node of U UV. A pair (u,v) satisfying the constraint ul” +v17 < C is
called a feasible node labeling. A pair (X, (u,v)) solves the LSAP and its dual
iff it verifies the complementary slackness condition:

V(i,5) €U XV, ((ziy=1)A(ui +v; = ¢;,5))V((2i; = 0)A(u; +v; < ci)) (3)

More generally, given a feasible node labeling, let E®={(i,j) €U x V : Cij =
u; +v;}, the graph induced by this set is called the equality subgraph. When E°
contains an optimal perfect matching, it contains also all other ones.

! If some costs are negative, all costs are shifted by —min; ;{c; ;} [5].
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Hungarian Algorithm. Given a cost matrix C, an initial feasible node labeling
(u,v) and an associated matching M (included in the equality subgraph), the
Hungarian algorithm proceeds by iteratively updating M and (u,v) such that
two more nodes are covered at each iteration. It is realized by growing a tree
of alternating paths in the equality subgraph, called Hungarian tree, until an
augmenting path is found. At each iteration of the growing process, the tree is
augmented by a pair of unmatching and matching edges of the equality subgraph.
If this is not possible, because the equality subgraph does not contain enough
unmatching edges, the feasible node labeling is revised. We describe the efficient
version detailed in [5,9]. The tree is represented by matching edges and by a
predecessor array, denoted by pred, which encodes the predecessor (a node of U)
of each node of V. Nodes encountered in the tree are encoded by the sets Ty C U
and Ty C V. The efficiency of the algorithm relies on maintaining slack variables
during the search for an augmenting path: Vj € V\Ty, slack; = min{¢; ; — u; —
Vj, 1€ TU}

1. If all nodes of U are covered by M, a pair of solutions is found. Else, initialize
a Hungarian tree rooted in an uncovered node i € U: Ty = {i} and Ty =0.
Also, initialize all slack values to +oo.

2. Grow the Hungarian tree in the equality subgraph from a leaf node ¢ € Ty;:
(a) Update neighbors of i to add unmatching edges (4, j) to the tree:

if ¢; ;5 —u; —vj <slack; then

Slaij — Cij — Uy — Uy

VieV\Ty, (4)

pred; <1
if slack; = 0 then Ty «— Ty U {j}

(b) If there is no leaf node in Ty, the tree cannot grow anymore. The dual
variables are updated to add at least one unmatching edge in the equality
subgraph and in the tree:

d = min {slack;, j € V\Ty}
Viely, u; < u; +0
VjGTv, 'Uj <—’Uj *5

) slack; < slack; — 0
Vi € VATy, {if slack; = 0 then Ty «— Ty U {5}

(c) If there is an uncovered leaf node j € Ty, an augmenting path is found,
go to Step 3. Else, the tree is extended with the unmatching edge (4, 7)
followed by the matching edge (I, j) by inserting ! into Ty. Then go to
Step 2a with ¢« 1.

3. Update the matching by backtracking in the tree from the node j € V found
in Step 2c¢ to the root, i. e. by traversing an augmenting path. Along this path,
each matching edge is removed from the matching and each unmatching edge
is inserted. Then go to Step 1.
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An initial feasible labeling is usually given by w; <« min{¢; ;, VjeV} VieU,
and v; < min{¢; ; — u;, Vi€ U} Vj € V. A matching is then deduced from this
labeling by traversing the equality subgraph. More sophisticated methods, such
as the one proposed by Jonker and Volgenant [5,8] can also be used.

3 Proposed Adaptation of the Hungarian Algorithm

Error-Correcting Matching and Minimal-Cost Problem. An error-correcting
matching from a set U to a set V transforms U into V' by editing their ele-
ments, together with their attributes. Edit operations are restricted here to
substitutions, removals and insertions. Let U¢=UU{e} and Ve=V U{e} be
the sets extended by the null element e. Consider the complete bipartite graph
(UeUVe U xVe). An error-correcting matching in this graph is a subset of
edges connecting each node in U to a unique node of V' (substituted by) or to e
(removed), and similarly, each node in V' to a unique node of U (substituted to)
or to € (inserted). Null nodes are unconstrained, they can be connected to zero or
more nodes. By considering node-node matrices associated to bipartite graphs,
all error-correcting matching are represented by the set of binary matrices:

Hi,m — { X e {07 1}(n+1)><(m+1) C Tpi1mi1 =0, (9)
Vj = my Y e =1, Vi=1n, Y e = 1} (10)

Null elements correspond to the last row and the last column. As observed in
Eq. 10, they are unconstrained.

Let C be a (n+1) x (m+1) cost matrix associated to the complete bipartite
graph, i. e. a non-negative cost (see Footnote 1) for each substitution, removal
and insertion:

The cost of an error-correcting bipartite matching is then written as

n+1m+1

C) = § § CijTi,5 = E E Ci,jTi,j + § CieTim+1 + § Ce,jTn+1,5

i=1 j=1 i=1 j=1

Transforming U into V, with minimum cost, consists in finding an error-
correcting bipartite matching having a minimal cost:

argmm{L (X,C), Xel, .} (12)

This is a linear sum assignment problem with error-correction (LSAPE). Its dual
problem, given by {na}§ {lTu +17v - ud? +v1T < C, upp1 = Vg1 = 0}, is
u,v
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similar to the labeling problem dual to the LSAP, with two elements constrained
to be null (the null elements). Based on these formulations of the LSAPE and
its dual, it is not difficult to show that the framework used to analyze and solve
the LSAP and its dual problem still apply. The Hungarian algorithm can thus
be adapted to find a pair of the primal and dual solutions satisfying Eq.3. The
adaptation concerns the processing of null nodes, since they are unconstrained.
While the notion of alternating path and Hungarian tree are unchanged, this
modifies the notion of augmenting paths as follows.

1 3 s 1 3 ¢ 1 2 3 1 2 3 ¢
[ o o

AN : v AN : ! NN

! 1 1, '\ ! 1 ! N A

1 | 1 \ \

[} (o] [ O o o (o}
1 3 ] € 1 2 3 4 E 1 2 € 1 2 3 4 ¢

(a) (c)

Fig. 1. (a) An incomplete error-correcting matching (solid) and the other edges of the
inequality subgraph (dashed). (b) An augmenting path between two uncovered nodes.
(c) The new matching obtained by interchanging matching and unmatching edges along
this path. (d, ¢) An augmenting path ending by a null node.

Augmenting Paths. Since null nodes are always unconstrained, any path con-
taining a null node ends by this node. This is equivalent to consider null nodes as
never covered. As before (Sect.2), an augmenting path can end with an uncov-
ered node (Fig.1(a)), which may thus be a null node (Fig.1(d)). In this last
case, the new matching contains one more covered node and one more matching
edge. An augmenting path can also end with a null node incident to a matching
edge (Fig.1(e)). In this case, the new matching augments the number of cov-
ered nodes by one while the number of matching edges remains the same. So
an augmenting path can be constructed by growing a Hungarian tree until an
uncovered node is encountered, including null nodes. Null nodes do not need
to be explicitly represented in the tree to find an augmenting path (always leaf
nodes). This allows to modify the Hungarian algorithm as follows.

Hungarian Algorithm. Given two sets U and V, and a (n+1) x (m+1) edit
cost matrix (Eq.11) C, consider an initial? feasible node labeling (u,v) and
an associated incomplete error-correcting matching M (all nodes are not yet
covered). We complete the Hungarian algorithm described in Sect. 2 in order to
treat the case of null nodes independently, without altering the global process. To
this, the growing of the Hungarian is stopped when a null node is encountered:

2 The Jonker-Volgenant algorithm proposed in [7] can be used to provide a good
initialization. Here we adapt the basic one (Sect.2): u; < min{c; ;, Vj €V} Vie U,
and vj < min{c¢;; — u;, Vi € U} Vj €V, with unt1 =vm+1 =0. An error-correcting
matching is then deduced as in Sect. 2 by traversing the equality subgraph.
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— A null node incident to a matching edge (here an insertion) can be detected
in Egs. 4 and 8 of Step 2 by replacing the instruction Ty « Ty U{j} by:

if (e,7) € M go to Step 3, else Ty — Ty U {j}. (13)

— A null node incident to an unmatching edge (here a removal) can be detected
in Step 2c, when there is an edge (I,€) ¢ M in the equality subgraph, i. e. if
e =u;. If this is the case, the algorithm goes to Step 3 instead of going to
Step 2a. A null node incident to an unmatching edge can also be detected
after the update of the dual variables in Step 2b, as detailed below.

Dual variables are updated (Step2b) such that costs associated to null nodes
are also taken into account. Therefore, Eq. 5 is replaced by:

0 = min {min{slack;, j € V\Ty}, min{c; —w;, i€Ty}}. (14)

Then, after Eqs.6 and 7, and just before Eq.8, if the minimum § is obtained
from an unmatching edges (4, €), an augmenting path is found and the algorithm
goes to Step 3.

The proposed modifications allow to cover all nodes of U. Some nodes of V/
may not be covered, which occurs if n <m or if at least one node in U is assigned
to a null node. To find a minimal-cost error-correcting matching, the modified
Hungarian algorithm is completed by the following step to cover all nodes of V':

4 When all nodes of U are covered, swap the sets U and V', and go to Step1
with CT and (v, u) as initial feasible node labeling.

The proposed algorithm finds a minimal-cost error-correcting matching in
O(min{n, m}? max{n, m}) in time and O(nm) in space, see [1] for a proof. These
complexities are similar to the ones obtained in [4] for solving the LSAP with
rectangular cost matrices.

4 Experiments

Bipartite GED. The other formulations of the LSAPE (Sect. 1), transform the
problem into a LSAP with a square cost matrix for BP [12] and SFBP [14], or
with a rectangular one for FBP [13]. The Hungarian algorithm used in these
works [12], differs from the algorithm presented in Sect.2 on two aspects: sev-
eral Hungarian trees are grown at each iteration, and the cost matrix is updated
instead of the dual variables. As already discussed [5,9], the version described
in this paper has lower execution times. So we have repeated the experiments
carried out in [14] on artificially created graphs, with the Hungarian algorithm of
Sect. 2 for solving BP and SFBP. Note that our implementation of the Hungar-
ian algorithm is optimized such that forbidden assignments (with a cost equal to
w) are not treated. As already observed in [14], all the methods lead to a similar
approximation of the GED. This is also the case of the approach proposed in this
paper (denoted by BPE). A more interesting behavior concerns the computa-
tional time. Figure 2(a) shows the average run time of 10 computations of FBP,
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with respect to the order of the graphs. Contrary to what was observed in [14],
the shape of the run time surface is symmetric. The run time surface of the other
algorithms (BP, SFBP and BPE) have a similar pyramidal shape. As illustrated
in Fig. 2(b), BP and SFBP have a similar behavior, with an asymmetry, and are
less efficient than FBP and BPE. Observe that these two last approaches have
also a similar behavior. Contrary to FBP, BPE does not impose any constraint
on the costs.
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Fig. 2. Computational time of the bipartite GED with respect to the graphs’ order.

IPFP and GNCCP. As illustrated in [2,3], LSAP methods may also be the
core component of different solvers of quadratic programming formulations of
the GED. A first method [2] called QAP consists in adapting the IPFP algo-
rithm [10] to the computation of the quadratic formulation of GED. Basically,
IPFP iterates over LSAP resolutions to compute a gradient direction leading
to an approximate solution of a relaxed version of the quadratic problem. The
second proposition [2] uses a convex-concave relaxation of the IPFP approach to
tackle drawbacks induced by the influence of initialization and by the final pro-
jection step from a stochastic matrix to a mapping one. This approach, denoted
GNCCP, iterates over a slightly modified version of IPFP which iterates over
LSAP resolutions. Therefore, these two contributions use LSAP as a core com-
ponent in their respective algorithms. In these experiments, we evaluate the
gain obtained by the use of our new algorithm (LSAPE) to resolve LSAP steps
in QAP [3] and GNCCP (new in this paper) approaches instead of the classic
Hungarian algorithm.

Both algorithms are evaluated on real world chemical datasets® composed of
different kinds of molecules: Alkane and Acyclic are represented as acyclic graphs
of about 8 nodes in average, whereas MAO and PAH are composed of larger
graphs, with an average size of 20 nodes. As in [2,6], the cost of substituting
nodes and edges has been set to 1, and to 3 for insertions and deletions.

3 Datasets are available at https://iapr-tcl5.greyc.fr/links.html.
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Table 1 shows average edit distances and computational times obtained by
different approaches on the four chemical datasets. A* approach, on the first
line, computes the exact graph edit distance and constitutes a reference for
approximation methods. However, due to its high complexity, exact graph edit
distances have been only computed for Alkane and Acyclic datasets. The first
block of three methods, from line 2 to 4, corresponds to methods based on
the bipartite approach. The line denoted as Riesen and Bunke corresponds to
the original method proposed in [12], while the two others use a different cost
matrix [6] using respectively LSAP and LSAPE algorithms. The next block, lines
5 to 7, corresponds to methods based on the quadratic formulation of the graph
edit distance. QAP and QAPE [3] use IPFP algorithm with respectively LSAP
and LSAPE algorithms. The line denoted as “Neuhaus” corresponds to another
quadratic approach [11] which does not handle insertions and removals of nodes
during the optimization process. Finally, the last block corresponds to GNCCP
approach [2] using LSAP and LSAPE algorithms.

Table 1. Accuracy and complexity scores. d and ¢ denote respectively the average edit
distance and computational time (in seconds).

Algorithm Alkane Acyclic MAO PAH

d t d t d t d t
A* 15.47 | 1.29 17.33 | 6.02 - - - -
Riesen and Bunke [12] | 35.16 | 0.00135 | 35.43 | 0.00109 | 105 | 0.00551 | 138 | 0.00692
LSAP [6] 34.51 | 0.00205 | 32.52 | 0.00181 | 56.89 | 0.02218 | 123.6 | 0.03342
LSAPE 34.510.00203 | 32.61 | 0.00179 | 56.92 | 0.02212 | 123.8 | 0.03338
QAP [2] 19.28 | 0.00925 | 20.51 | 0.00711 | 32.97 | 0.04158 | 48.5 | 0.08285
QAPE [3] 19.33 | 0.00553 | 20.43 | 0.00489 | 32.94 | 0.03017 | 48.9 | 0.04832
Neuhaus [11] 20.5 |0.07 25.7 10.0424 |59.1 |7 52.9 8.2
GNCCP [2] 16.54 | 0.3474 | 18.36 | 0.2481 | 32.14 | 4.128 39.2 1 6.141
GNCCPE 16.83 | 0.116 19.09 | 0.07638 | 32.92 | 0.4673 38.710.8623

As expected, approximations of graph edit distances are not significantly
different using either LSAP or LSAPE approaches. Conversely, as previously
observed [2,3], methods based on a quadratic formulation obtain better approx-
imations than the ones based on a linear approximation. From a computational
point of view, quadratic approaches require more computational time. However,
using LSAPE instead of LSAP algorithm leads to a significant improvement on
computational times. This gain almost reaches 10 times with MAO dataset. On
MAO and PAH datasets, executions times of LSAP and QAPE methods are
comparable. Note that we only observe a very tight improvement using LSAPE
instead of LSAP within the original bipartite approach (lines 3 and 4). This lim-
ited gain can be explained by the fact that most of computational time is spent
in computing the cost matrix rather than optimizing the mapping problem.
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Conclusion

We have presented in this paper a new type of linear sum assignment problem
designed to solve efficiently the bipartite graph edit distance. The resulting algo-
rithm only supposes that the basic costs are non negative. It requires the storage
of an (n+1) x (m+ 1) matrix, n and m being the orders of both graphs and has
a time complexity of O(min(n,m)? max(n,m)). This algorithm may be applied
once to obtain a rough estimate of the edit distance or be integrated into more
complex iterative quadratic solvers. The speed-up obtained by our algorithm is
significant in this last case and opens the way to the computation of the graph
edit distance on larger graphs.
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Abstract. Several graph-based applications require to detect and locate
occurrences of a pattern graph within a larger target graph. Subgraph
isomorphism is a widely adopted formalization of this problem. While
subgraph isomorphism is NP-Complete in the general case, there are
algorithms that can solve it in a reasonable time on the average graphs
that are encountered in specific real-world applications. In 2015 we intro-
duced one such algorithm, VF2Plus, that was specifically designed for the
large graphs encountered in bioinformatics applications. VF2Plus was an
evolution of VF2, which had been considered for many years one of the
fastest available algorithms. In turn, VF2Plus proved to be significantly
faster than its predecessor, and among the fastest algorithms on bioin-
formatics graphs. In this paper we propose a further evolution, named
VF3, that adds new improvements specifically targeted at enhancing
the performance on graphs that are at the same time large and dense,
that are currently the most problematic case for the state-of-the-art algo-
rithms. The effectiveness of VF3 has been experimentally validated using
several publicly available datasets, showing a significant speedup with
respect to its predecessor and to the other most advanced state-of-the-art
algorithms.

1 Introduction

A graph-based representation is commonly used in several application fields deal-
ing with structured data, i.e. data that can be decomposed into atomic entities
and relationships between entities (described using the nodes and the edges of
the graph). In the last few years, in several disciplines the trend has been to use
larger and larger graph structures, thanks to the increase in the available mem-
ory and computational power. Examples are the bioinformatics and chemoinfor-
matics disciplines [2,4,5,11,12], with the obvious application to the structure of
molecules or proteins, but also to less obvious information such as the protein
or gene interaction networks; Social Network Analysis [19], where graphs are
used to model the interactions and relations between people or organizations,
in very large social networks like Facebook; semantic technologies, where huge
knowledge bases (like DBPedia [13]) are encoded using the Resource Description
Framework (RDF), a standardized graph-based representation.
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A common problem in many graph-based applications is the search for the
occurrences of a pattern graph within a larger target graph. This problem can
be formalized as the search for all the subgraph isomorphisms between the two
graphs [7]. In the general case (i.e. if no restrictive assumptions are made on the
graphs) the subgraph isomorphism problem is provably NP-complete. However,
many algorithms have been proposed over the years that are fast enough to be
practical at least on the actual graphs commonly encountered in some applica-
tions [7,9,18]. These algorithms typically use some kind of heuristics, that take
advantage of knowledge about the structure of the graphs in the common cases
of the addressed applications, although they maintain a worst-case complexity
that is exponential. Thus, as new and more complex applications emerge, new
algorithms with more suitable heuristics are required to cope efficiently with the
new cases at hand.

Most of the recently proposed algorithms follow three different approaches:
Tree Search, Constraint Propagation and Graph Indexing. Algorithms based on
Tree Search formulate the problem as the exploration of a search space (hav-
ing a tree structure), composed of states that represent partial solutions. The
search space is visited usually with a depth-first order, using heuristics to avoid
exploring useless parts of the space. Two very popular algorithms based on this
approach are Ullmann’s algorithm [16] and VF2 [8]; this latter emerged in sev-
eral benchmarks as the fastest algorithm at the time of its introduction. Other
more recent algorithms in this family are RI/RI-DS [3] and VF2Plus [6], that
were expressly designed to be efficient on large bioinformatics graphs.

Algorithms based on Constraint Propagation view the search for subgraph
isomorphisms as a Constraint Satisfaction Problem, where the goal is to find
an assignment of values to a set of variables that satisfies a set of mutual con-
straints. In particular, for each node of the pattern a domain of compatibility
is mantained, containing the potential matching nodes in target. Local con-
straints (e.g. node or edge consistency) are propagated to different parts of the
graphs reducing the domains, until only few candidate matchings remain, that
can be explored to find the solutions. An early algorithm following this approach
is McGregor’s [14]; more recent proposals are by Zampelli et al. [20], Solnon
et al. [15] and Ullmann [17].

The last approach, Graph Indexing, originates from graph database appli-
cations, where the goal is to retrieve, from a large set of graphs, only the ones
containing the desired pattern. To this aim, an index structure is built that makes
possible to quickly verify if the pattern is present or not in a target graph, usu-
ally without even requiring to load the whole target in memory, thus filtering
out unfruitful targets. In general, after the index verification is passed, a more
costly refinement phase is needed to actually determine if and where the pattern
graph is present. GADDI [21] and TurboISO [10] are recent algorithms based on
this approach.

In this paper we present a novel subgraph isomorphism algorithm called VF3.
VF3 can be considered an evolution of VF2Plus [6], introduced in 2015 specif-
ically for addressing the very large graphs that occur in several bioinformatics
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applications. Like its predecessor, VF3 is based on the Tree Search approach,
and uses several heuristics to prune the search space. While VF2Plus is particu-
larly effective on graphs that are large but sparse, the improvements introduced
in VF3 significantly increase the performance when the graphs become more
dense, without compromising the performance on sparse graphs. Thus, the new
algorithm has a much broader field of applicability; in particular, it becomes
the fastest algorithm on a class of graphs (simultaneously large and dense) that
present serious problems for the other state-of-the-art algorithms. The effec-
tiveness of the new algorithm has been verified experimentally with a thorough
testing in comparison with VF2Plus and with other state of the art algorithms,
using different publicly available databases.

2 The Base of VF3: The VF2Plus Algorithm

In this section we provide a brief introduction to VF2Plus [6], upon which VF3
is based, while next section will be devoted to the novel parts introduced in VF3.

2.1 Graph Matching and State Space Representation

Given two graphs G; = (Vi,E;) and Gy = (Va, E3), graph matching is the
problem of finding a mapping function M : V3 — V5 that satisfies a given set
of structural constraints. In the case of the subgraph isomorphism, as detailed
in [7,9,18], the function M must be injective and structure preserving, i.e. it must
preserve both the presence and the absence of the edges between corresponding
pairs of nodes.

The problem of finding a matching between two graphs is addressed by VF3,
similarly to its predecessors, using a State Space Representation (SSR). Each
state s of the SSR represents a partial mapping M (s) € M that is consistent
with the matching constraints; a goal state is a state whose mapping is complete,
i.e. when covers all the nodes in G . For each state s the algorithm keeps different
sets: the core sets Mi(s) and Ms(s) containing the nodes of Gy and Gy that
belongs to M(s), and two feasibility sets T;(s) and T3(s) containing the nodes
of G; and G5 connected to those in Ml(s) and Mg(s) Furthermore, we will
denote as ,‘Z(s) and ,‘};(8) the sets V; — Ml(s) — ’i(s) and V5 — Mg(s) — f’g(s)
respectively.

The algorithm starts from a state whose mapping is empty and explores
the state space, using a depth-first strategy, till a goal state is reached. State
transitions consist in adding a new pair of nodes (u,, v, ) to the partial mapping
of the current state s. so as to generate a new state s, = s. U (un,vn), that
becomes the new current state. The algorithm uses a set of rules, called feasibility
rules, to check if the addition will generate a consistent state; if this is not the
case, the new state is not explored. When no node pair remains that can be added
to s. for making a consistent state, the algorithm backtracks, i.e. it undoes the
addition leading to s. and restarts from its parent state s,, looking for a different
node pair to be added to it.
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2.2 Making the SSR a Tree

The SSR is, by its nature, a graph. Indeed, if we consider a state s. whose
mapping M (s.) contains k pairs, it can be generated using k! different paths,
involving the same pairs added in different orders. To avoid visiting the same
state several times, either a memory-consuming data structure is needed to keep
memory of the visited states, or the state space must be reduced to a tree,
ensuring that each state is reachable from only one path. Since the order of the
couples is not important to have a consistent mapping, the algorithm introduces
a total order relationship over the nodes of G, and adds the couples so that
their first component follows this order, making the state space a tree.

The algorithm defines the order relationship by computing the node explo-
ration sequence Ng,, that is a permutation of V;. The order relationship is based
on the idea to explore first the nodes that are more rare and constrained. As
for the rareness of a node u, it is defined in terms of probability to find a node
in G that is suitable to generate a feasible couple. Such a probability Py(u) is
obtained by combining P;(I) and Py(d) that are, respectively, the probability to
find a node with label [ and the probability to find a node with degree d in Gs.
In the case of the subgraph isomorphism Py(u) is computed ad follows:

Ps(u) = P(Av; (w) - Y Pa(d) (1)

d'>du)

where Ay, (u) and Ay, (v) are the labeling functions associating a label to each
node. Note that the two probabilities are considered as independent instead of
joint. This is a weak assumptions in some cases, but it reduces the worst-case
complexity of the probability estimation from O(N?) to O(N). As regards the
constraints of a node u, they are computed by considering only its connections
with the nodes already in the sequence Ng,. To this aim, we defined the node
mapping degree dps(u) as the number of edges connecting u to all the nodes that
are already inside Ng, .

Therefore, the procedure that computes N¢, first uses, as the ordering crite-
rion, dps; if two or more nodes have the same d;;, they are sorted according to
Py; finally, if both djs and Py are equal, the nodes are sorted using their degree.
If also the latter are equal, the choice is done randomly.

2.3 Checking for Feasibility

As introduced in Sect.2.1 an important issue to reduce the search space is the
exploration of only consistent states, i.e. states satisfying the constraints of the
subgraph isomorphism problem. In addition, a further reduction is obtained by
avoiding also consistent states that surely will not be part of a solution. There-
fore, before generating a new state s, from the current state s., the algorithm
checks the candidate couple (uy,v,) using the feasibility rules F; and F3, to
check the semantic and structural feasibility respectively. F analyzes only the
labels of the two nodes and, if present, of the edges connecting them.
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F; analyzes the structural constraints given by the neighbors of u,, and v,,. To
this aim, the nodes in the two graphs are partitioned into ¢ equivalence classes
using a classification function ¢ : V3 U Vo — C = ¢1,...,¢q; the classification
function has the only constraint that it must ensure that if two nodes can be
matched in a consistent mapping, they must be in the same class. The easiest
way to define a classification function is to use the node labels, but other kind
of information can be used if it makes sense for the problem at hand. For each
class ¢; we define as 7,° (s) the restriction of 77(s) to the nodes having this class;
we define similarly 7% (s).

Now we can define the feasibility function Fj:

Ft(sc; Un,’l)n) = Fc(scaunvvn) A Flal(scaun»vn) A Ea2(sc; Una'Un) (2)

The rule F.(s.,un,vy) is called core rule and is responsible to verify the neces-
sary and sufficient condition for the consistency. The latter verify that all the
neighbors of u,, and v,, already in the mapping M(s.) are mapped each other;
more formally:

F.(8¢,Un,vp) < VU € adji(u,) N Ml(sc) ' = fi(se, 1) € adja(vy)
AV € adja(vn) N Ma(se) 3’ = i (se,v') € adjy (uy,)

3)
The other two rules Fj,1(se, tn, vy) and Fiaa(Se, tn, vy ), called I-level and 2-level
lookahead rules respectively, check two additional necessary but not sufficient
conditions for the (sub)graph isomorphism so as to guarantee that the new state
will part of a solution. In particular, the rule Fj,1(S¢, tn,v,) counts the number

of neighbors of u,, and v,, that are in the sets ’ffi (s¢) and ’i;ci(sc):

Fla1(Se, tn,vpn) <= Fl%zl(sm Uny Vp) Ao AL (Ses Uny Un) (4)
where the functions F} |, with i = 1,..., ¢, are defined as follows:
Flial(sc,umvn) > ladji(un) N 7~—101(SC)| < ladjz(vn) N 7~—201(SC)| (5)

The rule Fjqo(Se, tn,v,) counts the remaining neighbors, i.e. those are neither
in M(s.) nor in the feasibility sets:

Fla2(SesUn, vn) <= Flho(Seytn, vn) Ao A FLo (S, Un, vp) (6)
where each FfaQ, with i = 1,...,q, is defined as:
Fipp(sestn, vn) <= ladji (un) N V1 (s0)] < ladja(v,) N V2 (s0)]  (7)

It is worth noting that the rules have been shown only for undirected graphs,
but they can be easily extended to the case of directed graphs by considering
incoming and outgoing edges separately.
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3 The VF3 Algorithm

When it was introduced, in [6], VF2Plus brought a great performance improve-
ment to the VF2 algorithm, especially on large graphs. VF3 optimizes and refines
some of the novelties introduced by VF2Plus, so as to further improve its per-
formances when the density and the size of the graphs increase. VF3 inherits
the structure of VF2Plus and introduces two main novelties: a new procedure to
pre-process the pattern graph and a new criterion to select the next candidate
couples.

Fig. 1. Graphs, G1 and G2, used as an example.

3.1 State Space Precalculation

The exploration sequence Ng,, provided by the sorting procedure, makes the
algorithm able to pre-process the graph G and compute, before starting the
matching, the sets used to explore it: M;(s), 7,7(s), for i = 1,...,q. Further-
more, during the pre-preprocessing VF3 computes, together with the feasibility
sets, a spanning tree of G, hereinafter the parent tree (see Fig. 2), that associates
a parent to each node of G;. As explained in more details below, this tree will
be used during the matching process to select the next candidate node from Gs.

Fig. 2. Parent tree of G, for the example of Fig. 1.

The idea behind the pre-processing, is that the sequence N¢, fixes, for each
level of the depth-first search, the candidate node of G;. So that, the algorithm
is able to determine the exact composition of each feasibility set of G; for all
the possible states. For instance, if we consider the exploration sequence Ng, =
{us, u1,us, us, us }, when VF3 is exploring a state s. that belongs to the second
level of the SSR, the first node of the candidate couple (uy, v,) will always be the
one is at the third position of Ng,, i.e. us. Thus, the mapping M of all the states
belonging to the third level of the SSR contains the couples (us,v;), (u1,v;)
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Table 1. Core and feasibility sets of G1 (see Fig. 1), computed for each level of the
search.

‘ Level M (s) T 72 | T T
0 {3 {3 { 41 4
1 {us} {us} | {uz,ua} | {} |{ws}
2 {us, u1} {us} | {uz,wa} | {3 | {3
3 {us, u1,us} O [{uewad| 3| {3
4 {usg,ur,us,u2} | {3 | {wa} | {} | {3
5 | {us,u1,us,u2,ua}| {} {3 O

Algorithm 1. Procedure to preprocess the graph G given the sequence Ng,. The procedure
computes the feasibility sets and the parent tree (Parent(u) in the procedure).

1: function PREPROCESSGRAPH(G1,Ng, )
1=0
for all u € Ng; do
for all v’ € adji(u) do
ci =P(u')
Put v’ in M, at level i
if w' ¢ 7,”% then
Put «’ in 7,7 at level i
Parent(u’) = u
1 =1+1
return Parent

—_

and (us,vg). The order and the composition of these couples always follows
the sequence Ng,. The nodes v;, v; and vy, belonging to Gy are dynamically
determined during the candidate selection step. Since Ml(s) is known, from G
and Ml(s) it is possible to precompute the sets ’ZN'l“(s) for each SSR level. The
time saved by this precomputation depends on how many states are at each
level of the SSR; in general it increases with the density of the graphs. Notice
that with a naive encoding of the 7, (s) sets, they would occupy a space that
is O(N?) (where Ny is the size of G1), since there are Np levels, and at each
level the 7 (s) sets have a size that is O(Ny). This would be a problem when
working with very large graphs. However, we have demonstrated that for each
node of G1, the levels at which the node belongs to a given 7, form a (possibly
empty) interval; thus we are able to represent all the ﬁc(s) sets with a single
table that for each node reports the first and the last level at which it is in
T, (s), with a space occupation that is just O(N;). Table 1 shows the result of
the pre-preprocessing on the graph G; in Fig. 1.

3.2 Candidate Selection

Another relevant difference between VF2Plus and VF3 is the way they select the
candidate node from the graph Gs. In the previous section we have clarified that
VF3 defines, before the matching begins, the candidates of G for each possible
state in the SSR. However, this is not possible for the graph G5, so VF3 has to
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select the candidate node for each new state. Thus, being u,,, the candidate node
of GG1, the algorithm analyses neighborhood of the node ¥ mapped to the parent
of u,, (hereinafter Parent(u,)) and select the first unmapped node belonging to
the same class of w,,. If the node w,, has no parent (eg. it is the first node of the
sequence Ng, ), VF3 will select u, from the unmapped nodes of G2 belonging
to the same class of u,,. More formally, when the wu,, has not a parent VF3 will
consider the set Ry C V3; the latter is composed of the nodes in G2 that are not
in the mapping Ms(s.) of the current state s. and belong to the same class of
the node u,,.

Ro(e,¥(un)) = {vn € Vo : vp & Ma(se) Ap(v,) = 1b(un)}. (8)

In the other case, when the node Parent(u,,) exists, the algorithm will consider
the subset of R4% containing only the neighbors of .

RS (50,9 (un),0) = {vn € Va : vy € adja(5) N Ra(se, un)} ©)

The candidate selection procedure is shown in details in Algorithm 2. As it will
be shown in Sect. 4, this difference has a great impact especially on dense graphs,
because it greatly reduces the number of possible candidate nodes.
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Fig. 3. Matching times for Proteins graphs (a) and Contact Map graphs (b) in the
Biological dataset.

4 Experiments

The proposed approach has been tested over two different datasets: a biological
dataset (hereinafter Biological dataset) and a synthetic dataset, composed by
randomly generated graphs (hereinafter Random dataset).

As for the former, we have used a real dataset, recently introduced
within the International Contest on Pattern Search in Biological Databases [4].
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Algorithm 2. Procedure to generate the next candidate couple. The inputs are the current state
Sc, the last inserted couple (uc, ve), the exploration sequence Ng, , the set Parent, and the graphs
G1 and G32. The procedure returns a candidate couple (un, vy ) to be checked for the feasibility or a
null couple (¢, €) if there are no more couples to explore.

1: function SELECTCANDIDATE(S:, (uc,ve), Ng,, Parent, G1, G2)
if u. = € then
un = GETNEXTINSEQUENCE(NgG,, s¢)
if u, = € then > The sequence is finished
return (e, ¢)

2
3
4
5:
6: else
7
8
9

Up = Ue
if Parent(u,) = € then > u, has not a parent node
: vyp, = GETNEXTNODE(ve, Ra(sc, ¥ (un)))
10: return (up,vy)
11: else
12: U = [i(sc, Parent(un)) > Get the node matched to Parent(us)
13: if u, in adji (Parent(uy,)) then > u, is predecessor of Parent(uy)
14: vn, = GETNEXTNODE(ve, RYY (s¢, 1 (un), D))
15: return (u’,v")
16: return (e, €) > There is not a pair for u,

The dataset is composed of Contact Map and Protein graphs, extracted from
the Protein Data Bank [1]. Protein graphs are very large and sparse: the number
of nodes ranges from 500 to 10000 and the average degree is 4; contact maps
graphs have a medium size (from 150 to 800 nodes) and are denser than protein
graphs (their average degree is 20). The number of labels are 6 for proteins and
20 for contact maps.

As for the latter, the choice to use a synthetic dataset has been determined
by the possibility of generating a statistically significant number of graphs of
any size and density, so as to analyze the performance of the proposed approach
by varying these two important parameters. In more details, we generated a
set of unlabeled graphs, with a size in the range N = {300, ...,1000} and with
three different values of density, namely = 0.2,0.3 and 0.4. For each couple of
parameters n— N we generated 50 graphs. The times reported in the figures have
been obtained by averaging over the 50 graphs sharing the same parameters.

The experimentation has been carried out on a cluster infrastructure, using
identical virtual machines hosted by VMWare ESXi 5. Each virtual machine
is provided with two dedicated AMD Opteron 6376 processors running at
2300 MHz, with 2 Mb of cache and 4 Gb of RAM. In order to confirm the effective-
ness of the proposed approach, we have compared it with its previous versions,
VF2 and VF2Plus, and with two other state of the art algorithms, namely RI
and LAD. The results are reported in Figs.3 and 4 for Biological and Random
datasets, respectively.

From Fig. 3, we can note that VF3 outperforms, independently on the size of
the target graphs, LAD, VF2 and VF2Plus. The most interesting comparison,
however, is between VF3 and RI, the last one being the winner of the Contest
on Pattern Search in Biological Databases. We can note that VF3 is particularly
suited for challenging graphs, since it overcomes RI around 2000 nodes for pro-
teins and around 500 nodes in case of contact maps.
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Fig. 4. Matching times for n = 0.2 (a), n = 0.3 (b) for the graphs in the Random
dataset.

This consideration is confirmed by the results obtained over random graphs,
reported in Figs.4 and 5. Indeed, we can note that VF3 improves over VF2 and
LAD of around two orders of magnitude. In practice, this is a very interesting
result, since it means to be able to solve, for instance, a graph with 500 nodes
and having 7 = 0.2 in around two seconds, with respect to more than 1000s
required by VF2 and LAD over the same graph. Furthermore, VF3 improves
also VF2Plus with all the n values, confirming the effectiveness of the novelties
introduced in the proposed approach.

The improvement with respect to RI becomes more and more evident by
increasing the size of the graphs and the n value. Indeed, the overtaking of
VF3 with respect to RI is around 550 nodes for graphs having n = 0.3 and

10° . . . . . .

10!
3

Target Size

Fig. 5. Matching times for n = 0.4 (c) for the graphs in the Random dataset.
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around 1 = 450 for n = 0.4, thus confirming that VF3 is particularly suited for
challenging graphs, big and dense.

5 Conclusions

In this paper we have presented VF3, a new algorithm for (sub)graph isomor-
phism. VF3 extends the previously introduced VF2Plus algorithm, improving
its ability to deal with larger and denser graphs. An experimental evaluation on
different datasets show a consistent performance improvement, that increases as
the graphs become larger or denser. The new algorithm has also been compared
with two other state-of-the-art algorithm, and has shown to be the fastest one
in almost all the conditions.
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Abstract. Error-tolerant graph matching has been demonstrated to be an
NP-problem, for this reason, several sub-optimal algorithms have been pre-
sented with the aim of making the runtime acceptable in some applications.
Some well-known sub-optimal algorithms have 6™, cubic or quadratic cost with
respect to the order of the graphs. When applications deal with large graphs
(social nets), these costs are not acceptable. For this reason, we present an
error-tolerant graph-matching algorithm that it is linear with respect to the order
of the graphs. Our method needs an initial seed, which is composed of one or
several node-to-node mappings. The algorithm has been applied to analyse the
friendship variability of social nets.

Keywords: Large graph matching - Graph edit distance - Bipartite graph
matching

1 Introduction

Recently, we have seen an increase in the number of people enrolled in the social nets
and also the number of different social networks. In some applications, for instance,
personalised publicity, it would be interesting to locate people from one net at the other
net, with the aim of increasing the knowledge we have from these people. It is worth
noting that in some cases, we know the node in each net that represents the same
person, due to we have this knowledge from other sources of information. Neverthe-
less, this is not the most common case because of several people could have the same
name in the net or people suggest different alias in each net.

Attributed graphs are good models to represent social nets, thus, if we want to
correlate two nets, what we have to do is to find a matching between nodes of the
graphs that represent these nets. The methods that return a distance between two graphs
and a matching between their nodes are called error-tolerant graph matching [1].

Error-tolerant graph matching has been demonstrated to be an NP-problem [2], for
this reason, several algorithms have been presented that apply some heuristics with the
aim of reducing the computational cost [3-5]. Nevertheless, sub-optimal algorithms
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have been presented that deduce a distance and a matching between nodes in poly-
nomial time. For instance, the Graduated assignment [6], the Bipartite graph matching
[7, 8] or the Greedy edit distance algorithm [9, 10]. All of these algorithms define a
bi-dimensional matrix in which the number of rows or columns is the graph order.

The aim of this paper is to present an error-tolerant graph-matching algorithm
designed to match huge graphs. Thus, we have imposed two main restrictions. Firstly,
any bi-dimensional matrix cannot be defined in which the number of rows or columns
is the graph order (or, a vector with a quadratic length with respect to the order of the
graphs). Secondly, the computational cost has to be linear with respect to the order of
the graphs. Moreover, we assume that some (few) initial mappings between nodes of
both nets are given. We call these initial mappings as seeds since, as we will see in the
following sections, they are the seeds from which the algorithm begins to spread its
knowledge of the partial matching.

The rest of paper is going to be as follows. In the next section, we introduce the
attributed graphs, the graph-edit distance and the graph-matching algorithms that
computethe graph edit distance. In Sect. 3, we move on explaining our graph-matching
algorithm that we have called Belief propagation graph matching. In Sect. 4, we show
the experimental section. It is composed of two parts. In the first one, we have ran-
domly generated some graphs and we compare our method to the state of the art
methods. In the second part, we show how we have used our method to map people of
two social nets. In Sect. 5, we conclude the paper.

2 Attributed Graphs and Graph Matching

Let G = (ZV,Ze,yv,ye) and G' = (Z,V,E/e,y;,y;) be two attributed graphs. £ =

v

{vili =1,...,n} is the set of vertices and X = {ei,j

1,j € 1,...,n} is the set of
edges. Functions v, : ¥, — A, and vy, : X, — A, assign attribute values in any domain
to vertices and edges. Coherent definitions hold for G' = (EIV, Z;, y’v, y;)

A local structure of a node is the set of edges and nodes of the graph adjacent to it.
The influence on selecting different local structures was analysed in [10, 11]. The most
common local structures are the Node, the Degree and the Star (also called Cligue in
some papers). In the Node, the local sub-structure is composed of only a node and any
edges or other nodes are not considered. In the Degree, the local sub-structure is
composed of a node and its connecting edges. Finally, in the Star, the local
sub-structure is composed of a node, its connecting edges and the nodes that these
edges connect. These structures are defined as attributed graphs with their specific node
and edge structure. Larger structures are not used due to its matching computational
cost.

There are some applications in which comparing graphs is needed. For instance, in
the classification procedures such that elements are represented by attributed graphs. In
these cases, a distance between attributed graphs has to be applied. One of the most
widely used methods to deduce a distance between graph and to extract a “logical”



Node Matching Computation Between Two Large Graphs 145

matching between them is the Graph edit distance [1]. In the Graph edit distance; the
distance is defined as the minimum amount of required distortion to transform one
graph into the other. To this end, a number of distortion or edit operations, consisting of
insertion, deletion or substitution of nodes and edges are defined. Edit cost functions
are introduced to quantitatively evaluate the edit operations. The basic idea is to assign
a penalty cost to each edit operation according to the amount of distortion that it
introduces in the transformation. To allow the maximum flexibility in the matching
process, both graphs are theoretically extended with null nodes and edges to have the
same order n. The null nodes and edges are assigned at the set 3, and 2, for graph G

and ﬁllv and ﬁ‘.'e for graph G'. Thus, deletion and insertion operations are transformed to
assignations of a non-null node of the first or second graph to a null node of the second
or first graph. Substitutions simply indicate node-to-node assignations. Using this
transformation, given two graphs G and G’ and a bijective matching between their
nodes f, the graph edit cost, EdirCost(G,G',f), is computed. It is based on the fol-
lowing constants and functions: C,; is a function that represents the cost of substituting
node v; of G by node f (vi) of G'. C, is a function that represents the cost of substi-

tuting edge ¢; , of G by edge f (Q‘,k) of G'. C,4 and C,; are the costs of deleting node v,

of G (mapping it to a null node) or inserting node v]’. of G’ (or being mapped from a null
node). Likewise, Ccq and C,; are the costs of assigning edge ¢;, of G to a null edge of
G’ or assigning edge e,/',p of G’ to a null edge of G. Note that we have not considered the

cases in which two null nodes or null edges are mapped; this is because this cost is zero
by definition. The expression EditCost is formally described as follows,

EditCost(G, G’,f) = Y Gl + > Ces(eaweﬁj)

vanV—fv eabeZE—Ee
Viex — %, e;jeie—ie
Y bt Y Culewd)
v, €2, e, €2,
VieX -5, engZ;—fe
+ Z Cui (va;) + Z Cei (ealﬂe;j)
vaezv—fv eabeze—fe
vieX, €; €2,

(1)

Where f(v,) = Vi and f(v,) = V.
The Graph edit distance EditDist is defined as the minimum cost under any
bijection in T
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EditDist(G,G') = Ifni;l{EditCmt(G, G.f)} (2)
fe

Computing the Graph edit distance and the optimal matching is an NP-problem [2].
For this reason, several optimal algorithms have been defined to compute it and deduce
the matching that obtains the minimum cost applying different search strategies [14].
Nevertheless, due to runtime reasons, applications use to apply suboptimal algorithms
that search for a suboptimal distance and a matching in polynomial time. One of the
classical ones is the Graduated assignment [6] that has a O(n®) computational cost.
Nowadays, one of the most used algorithms is the Bipartite graph matching [7, 8] that
has a O(n?) computational cost. Finally, it is worth to mention the Greedy edit distance
algorithm [9, 10] that returns a distance in O(n?) computational cost.

The whole mentioned algorithms have a first step in which a matrix is filled with
the distances between all combinations of the local structures of both graphs (Node,

Degree or Star). The computational cost of this step is approximated by O((s - n)?)
where s is the computational cost of computing the distance between local structures.
Then, there is a second step in which the bijective matching is obtained. The com-
putational cost of this second step is O(n%), O(n?) or O(n?) depending whether the
matching is deduced by the Graduated assignment [6] Bipartite graph matching [7, 8]
or Greedy edit distance [9, 10], respectively. In the case of the Bipartite graph
matching, the problem at hand is seen as a minimisation of the sum of linear assig-
nation given the cost matrix and it is usually solved through the Munkers algorithm
[12] or the Jonker-Volgenant algorithm [13].

When applications handle huge graphs (more than 100.000 nodes) the matching
process becomes an important handicap not only from the runtime point of view but
also from the storage space. The graph-matching algorithm that we present in this paper
is designed to match huge graphs. Thus, we have imposed two main restrictions.
Firstly, any bi-dimensional matrix cannot be defined in which the number of rows or
columns is the graph order. Secondly, the computational cost has to be linear with
respect to the order of the graphs. These restrictions suppose that the algorithm does not
perform the two previously mentioned steps and the distance between the whole
combinations of the local structures of both graphs is never completely performed.

3 Belief Propagation Graph Matching

Algorithm 1 shows the pseudo-code of our error-tolerant graph-matching algorithm
that we have called Belief Propagation Graph Matching. The input of the algorithm is
composed of a pair of graphs, the edit cost functions and some initial mappings
between nodes of both graphs, which we call seeds. The output is the deduced
matching between both graphs.

The core of the algorithm is the distance between Stars. In any moment of the
iterative process, the algorithm keeps a set of mappings between Stars. Thus, in each
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iteration, the algorithm considers the mapping in the set that its Star distance is the
minimum one as a correctand definitive mapping between two nodes. Then, the
algorithm computes the entireStar distances between the mapped neighbour nodes and
introduces them into theset.

The algorithm uses the following four sets:

Seeds: Set of initial mappings between nodes of both graphs that are supposed to be
ground-truth mappings. Each initial mappings is represented by [Seed,Seed'] being

Seed € 3, and Seed' € X,.

Matching: The output of the program. Each element is a mapping between a node of
each graph [v,V'], v € Z, and V' € T and it represents a bijective function. During the
execution of the algorithm, this set always increases since any pair of nodes is never
deleted from itand it represents the current partial matching.

Pending: A Setofregisters composed of three elements: A pair of mapped nodes [v, V'],

veX andV € Z/V and also the Graph edit distance D and the matching f between the
Stars that they are the central nodes. This distance and matching is computed through
function (D,f) = Match_Star([S,S']), where S and S’ are the Stars of v and V/,
respectively. In each iteration of the algorithm, a mapping with the minimum distance
is extracted and erased from Pending. The algorithm finishes when Pending is empty,
which means that the algorithm has explored all the mappings that it believes they
might be correct.

Computed: A Set of pairs of nodes such that Match_Star([S, S']) has been computed. It
is necessary in order not to compute this function several times with the same pair of
nodes. Note that this set always increases since any pair of nodes is never deleted from it.

The algorithm is composed of two main parts. In the first one (lines 1-8), the
imposed mappings are introduced into Pending. In the second one (the rest of lines),
the algorithm iteratively extracts the mappings [Map, Map'] from Pending that have the
minimum Star distance (line 10). These mappings are always considered part of the
final matching (line 11). Any mapping in Pending that have one of the selected nodes
in line 10 are deleted from Pending to force the matching to be bijective (line 12).
Symbol ~ means any value. Line 13 selects each mapping [N_Map, N_Map'] of the
matching f from the current mapping obtained in line 10. The aim of the loop in lines
13-23 is to compute the distance between Stars of the mapped neighbourhood nodes
[N_Map, N_Map'] and insert them into Computed and Pending. Note that this action is
performed only if they have not been previously computed (line 14) and if the involved
nodes of both graphs do not form part of the partial current matching (line 15). This is
to assure we obtain a bijective mapping. For this reason, for sure, the maximum of
node-to-node comparison is n and this makes the algorithm to be linear with respect to
the number of nodes, n.
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Algorithm 1. Belief Graph Matching (G, G’, Seeds)

1. Initialize Pending, Matching and Computed to the empty set

2. For each register in Seeds: [Seed, Seed']

S=Star(G, Seed)

S’=Star(G’, Seed’)

(D, f) = Match_Star (S, S”)

Insert [Seed, Seed'] into Computed

Insert {[Seed, Seed'], D, f} into Pending

8. End for

9. While Pending not empty

10. {[Map,Map'], D, f} = Min_Distance {Pending}

11. Insert [Map, Map'] into Matching

12. Delete {[ Map, ~], ~,~} and {[ ~, Map’], ~, ~} from Pending
13. For each mapping [N_Map, N_Map'] such that N_Map = f(N_Map")

Nownkw

14. If [N_Map, N_Map'] not in Computed

15. If not ((N_Map, ~] or [~, N_Map’] ) in Matching
16. S=Star(G, N_Map)

17. S*=Star(G’, N_Map’)

18. (D, f) =Match_Star (S, S)

19. Insert [N_Map, N_Map'] into Computed

20. Insert {{N_Map, N_Map'], D, f} into Pending
21. End if

22. End if

23. End for

24. End while
25. Return Matching

4 Experimental Validation

In the first part of this section we validate and analyse our algorithm using synthetic
graphs whereas in the second part we show a real application of it. Graphs in the first
part are small because we want to compare our algorithm to other non-linear algo-
rithms. Nevertheless, in the second part, we only use our new algorithm and so we have
used large graphs.

4.1 Validation Using Synthetic Graphs

The aim of this section is to validate our new proposal from the quality of the matching
and also from the runtime point of view. As it can be deduced from Eq. 2, the lower the
edit cost, the better we consider the matching is. Thus, we have compared our method
with the Bipartite graph matching [7, 8] that has a cubic cost and the Greedy graph
matching [9, 10] that has a quadratic cost. Remember that our method has a linear
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computational cost but it needs an initial mapping that we have called Seed. We have
not computed the optimal matching through an A* algorithm [14] due to runtime
reasons. For this reason, we do not know which is the optimal distance given a pair of
graphs. Algorithms are implemented in Matlab and they have been executed in a
Windows i7. Experiments are publically available at [16].

The experiments have been set up as follows. First, we have randomly generated an
attributed graph with only one attribute on the nodes (a value between 0 and 99), and a
degree of approximately 0.2 - n, being n the order of graphs. From this graph, we have
generated another one by first copying it and then deleting and inserting the 10% of
nodes and edges and modifying the attribute value of other 10% of nodes. We assume
that the optimal matching is the identity and for this reason, when we compute the
Belief propagation algorithm, we impose the Seed = [1, 1]. Clearly, it may happen that
there is another matching with lower cost due to the noise added to the second graph
and so the mapping [1, 1] could not the best option. We consider this fact as part of the
noise our algorithm has to deal with. The cost of deleting and inserting nodes and edges
has been 25 (it is a ¥4 of the maximum value [15]).

Figure 1 shows the average distance of 100 runs. In general, the Belief algorithm
(with only one Seed) performs worse than the Greedy algorithm and the Bipartitegraph
matching algorithm. Moreover, larger the graphsare, large the gap between these
algorithms is.

Figure 2 shows the runtime of the three algorithms. As it is supposed to be, the
fastest algorithm is the Belief propagation graph matching followed by the Greedy and

5 x10° Distance
——Greedy
—— Bipartite
Belief
254
24k
15+
1+
B /
0 1 s 4 L i 1 L 1 L J
20 40 60 80 100 120 140 160 180 200 220

# Nodes (larger graph)

Fig. 1. Distance obtained by three error-tolerant graph-matching algorithms.
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Fig. 2. Runtime in seconds spent by three error-tolerant graph-matching algorithms.
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Fig. 3. Number of times Match_Star function is run divided by the number of nodes with
respect to the degree of graphs.
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the slowest one is the Bipartite algorithm. From the plots, we realise the computational
cost of the three algorithms.

Having compared our algorithm with two other ones, we proceed now to analyse
the behaviour of our proposal. The knowledge of the current and partial matching is
spread through mapping the Stars. For this reason, the degree of the graphs is an
important parameter to be considered in the computational cost. Note that given a pair
of mapped nodes, the number of times the Match_Star function is executed is lower or
equal than the amount of neighbours it has (line 13 in the algorithm). Figure 3 shows
the number of times that function Match_Star has been executed (normalised by the
order of the graphs) with respect to the degree of the graphs. We realise that the
maximum value is achieved when the degree is 0.5. Moreover, although not shown in
the paper, we performed the same tests considering different levels of noise and orders
of graphs. In the whole tests, the function showed a similar behaviour although dif-
ferent maximum values. The shown test is the average of 100 runs. The order of the
initial graph was 120 nodes. From this graph, we generated another one by copying it
and then deleting 30 nodes and modifying the attribute of 30 other ones. Moreover the
20% of the edges were deleted and inserted.

Figure 4 shows the number of times Match_Starwas executed (normalised by the
graph order) and considering three levels of noise on the graphs. We realise that with
low noise on the graphs, the plot is almost constant, and so, linear with respect to the
number of nodes. With high ratios of noise, the plot increases when the order of graphs
is low but it rapidly tends to stabilise.
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Fig. 4. Number of times Match_Star function is run divided by the number of nodes with
respect to the degree of graphs.
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4.2 Real Application

The final experiments have been conducted with a real graph database called ego-
Facebook [17]. In this database, nodes represent people and edges arefriendships. The
order of the graph is 4039 and the number of edges is 88234. Facebook data has been
anonymised by replacing the Facebook-internal ids for each user with a new value.
Also, while feature vectors from this dataset have been provided, the interpretation of
those features has been obscured. For instance, where the original dataset may have
contained a feature “political = Democratic Party”, the new data would simply contain
“political = anonymised feature 1”. Thus, using the anonymised data it is possible to
determine whether two users have the same political affiliations, but not what their
individual political affiliations represent.

The aim of our application is to know the variability of the friendships. That is, we
want to know which percentage of friendships change each time the social net is
sampled. Due to the anonimisation, we do not know the nodemapping in each net
sample. Thus, the matching between social nets (represented as attributed graphs) is
deduced through our algorithm before computing the friendship variation. Thanks to
the process of creation of the graphs that represent the social net samples, we know the
mapping of the first node of each graph. Figure 5 shows the normalised histogram of
the friendship variation, which has been computed as the difference between the degree
of each node. We conclude that almost half of the population have a variation lower
than 2 friends, which is considered very low.
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Fig. 5. Normalised variation of the social network Facebook considering the database
ego-Facebook.

5 Conclusions and Further Work

We have presented, for the first time, an error-tolerant graph-matching algorithm that
has a linear computational costwith respect to the nodes and a linear space with respect
to the number of edges or nodes. It has the specific feature that an initial node-to-node
mapping is needed to begin to spread the knowledge of the node-to-node matching.
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Experimental validation shows that the algorithm is clearly faster than two of the most
used algorithms although the average distance seems to be larger than these algorithms.
Nevertheless, it is the first time that the matching between two large social netshas been
deduced due to two main reasons. The linear runtime with respect to the number of
nodes and also the fact thata bi-dimensional matrix, in which the number of rows or
columns is the graph order, is not needed to be defined.
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Abstract. In recent years, the increasing availability of data describing
the dynamics of real-world systems led to a surge of interest in the com-
plex networks of interactions that emerge from such systems. Several
measures have been introduced to analyse these networks, and among
them one of the most fundamental ones is vertex centrality, which quan-
tifies the importance of a vertex within a graph. In this paper, we pro-
pose a novel vertex centrality measure based on the quantum information
theoretical concept of Holevo quantity. More specifically, we measure the
importance of a vertex in terms of the variation in graph entropy before
and after its removal from the graph. More specifically, we find that the
centrality of a vertex v can be broken down in two parts: (1) one which is
negatively correlated with the degree centrality of v, and (2) one which
depends on the emergence of non-trivial structures in the graph when v
is disconnected from the rest of the graph. Finally, we evaluate our cen-
trality measure on a number of real-world as well as synthetic networks,
and we compare it against a set of commonly used alternative measures.

Keywords: Complex networks - Vertex centrality - Quantum
information

1 Introduction

A large number of real-world systems can be modelled and analysed by looking
at the structure that emerges from the interaction between their components [5].
The resulting graph is called a complex network, and provides a powerful way to
study the static and dynamic aspects of the underlying system. Typical examples
of systems that are studied in network science include metabolic pathways [9],
protein interactions [8], brain regions interactions [20] and scientific collabora~
tions [13]. Complex networks often display non-trivial structural properties that
distinguish them from Erdés-Rényi random graphs [4], such as small-worldness
and a power-law distribution of vertex degrees [5].

In these large networks one of the key problems is that of identifying the
set of most relevant nodes, also called central nodes. A number of centrality
measure have been introduced in the literature [3,5-7,12,17], each of them cap-
turing different but equally significant aspects of vertex importance. Commonly
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encountered examples include the degree centrality [7], the closeness central-
ity [21], and the betweenness centrality [7]. Let G be a graph with n nodes. In
the degree centrality [7] the normalised (degree) is taken as the centrality value
of a vertex, i.e.,

dy
2=t
where d, denotes the degree of the vertex v. In other words, the number of
edges incident on a vertex is interpreted as a measure of its “popularity”, or,
alternatively, as the risk of a node being infected in an epidemiological scenario.
The closeness centrality [21] links the importance of a vertex to its proximity to
the remaining vertices of the graph. More specifically, the closeness centrality is
defined as the inverse of the sum of the distance of a vertex v to the remaining
nodes of the graph, i.e.,

DC(v) =

n—1
D1 5p(w,v)

where sp(u, v) denotes the shortest path distance between nodes u and v. Finally,
the betweenness centrality [7] measures the extent to which a given vertex lies
on the (shortest) paths between the remaining vertices, i.e.,

CCv) =

BC(v) = Z o(s,t|v)

s,teV U(S’t) 7

where V is the set of nodes, o(s,t) and o(s,t|v) denote the number of shortest
paths between s and t and the number of shortest paths between s and t that
pass through v.

Recently, there has been an increasing interest in using concepts from quan-
tum mechanics and quantum information theory to probe the structure of
graphs [11,18,19]. In [11], Lockhart et al. introduced an edge centrality index
based on quantum information theory, where the importance of an edge is mea-
sured in terms of its contribution to the Von Neumann entropy of the net-
work [16]. This in turn relies on decomposing the edge set of a graph as follows.
Given an edge u, the original graph is decomposed into two graphs over the same
vertex set, but with different number of edges: (1) a graph where only the edge
e is present, and (2) a graph where all the original edges except e are present.
With this decomposition to hand, the centrality of e is measured as the Holevo
quantity of the associated decomposition [11].

In this paper, we show that a similar approach can be taken to measure the
centrality of a vertex. Given a vertex v, we propose to decompose the graph
into two graphs over the same vertex set but with edge sets as follows: (1) one
graph where only the edges incident to v are present, and (2) one graph where
all the original edges except those incident to v are present. Then, the centrality
of v is the Holevo quantity associated to the resulting graph ensemble. We show
that the centrality of a vertex v can be broken down in two parts: (1) one part
that is negatively correlated with the degree centrality of v, and (2) one part
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that depends on the emergence of non-trivial structures in the graph when v
is disconnected from the rest of the graph by removing all edges incident to
it. Finally, we perform a series of experiments to evaluate the proposed edge
centrality measure on real-world as well as synthetic graphs, and we compare it
against a number of commonly used alternative measures.

The remainder of this paper is organised as follows: Sect. 2 reviews the neces-
sary quantum mechanical background and the quantum information theoretical
concepts that underpin our approach. Section 3 introduces the proposed vertex
centrality measure, which is then analysed and compared to alternative measures
in Sect. 4. Finally, Sect.5 concludes the paper.

2  Quantum Information Theoretical Background

2.1 Quantum States and von Neumann Entropy

In quantum mechanics, a system can be either in a pure state or a mixed state.
Using the Dirac notation, a pure state is represented as a column vector |1;).
A mized state, on the other hand, is an ensemble of pure quantum states |1);),
each with probability p;. The density operator of such a system is a positive
unit-trace matrix defined as

p= Zpi i) (il - (1)

The von Neumann entropy [14] S of a mixed state is defined in terms of the
trace and logarithm of the density operator p

S(p) =—Tr(plnp) = Z)\ln (2)

where A1,...,\, are the eigenvalues of p. If (¢;|p|¢;) = 1, i.e., the quantum
system is a pure state |1¢;) with probability p; = 1, then the Von Neumann
entropy S(p) = —Tr(plnp) is zero. On other hand, a mixed state always has a
non-zero Von Neumann entropy associated with it.

2.2 A Mixed State from the Graph Laplacian

Let G = (V,E) be a simple graph with n vertices and m edges. We assign
the vertices of G to the elements of the standard basis of an Hilbert space Hg,
{11),]2),...,|n)}. Here |) denotes a column vector where 1 is at the i-th position.
The graph Laplacian of G is the matrix L = D — A, where A is the adjacency
matrix of G and D is the diagonal matrix with elements d(u) = Y _, A(u,v).
For each edge e; j, we define a pure state

lei.g) = —=(Ii) = 15))- 3)

S
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Then we can define the mixed state {--,|e; ;)} with density matrix

§G) == 3 Jeas) leis] = 5-L(G). (4)

{i.j}eE 2m

Let us define the Hilbert spaces Hy = CY, with orthonormal basis a,, where
v €V, and Hg = C¥, with orthonormal basis b, ,, where {u,v} € E. It can
be shown that the graph Laplacian corresponds to the partial trace of a rank-
1 operator on Hy ® Hg which is determined by the graph structure [2]. As a
consequence, the Von Neumann entropy of p(G) can be interpreted as a measure
of the amount of entanglement between a system corresponding to the vertices
and a system corresponding to the edges of the graph [2].

2.3 Holevo Quantity of a Graph Decomposition

Given a graph G, we can define an ensemble in terms of its subgraphs. Recall that
a decomposition of a graph G is a set of subgraphs H;, Hs, ..., Hj that partition
the edges of G, i.e., for all 4, j, Ule H; = G and E(H;)NE(H;) = 0, where E(G)
denotes the edge set of G. Notice that isolated vertices do not contribute to a
decomposition, so each H; can always be seen a subgraph that contains all the
vertices. If we let p(Hy), p(Hz2), ..., p(Hy) be the mixed states of the subgraphs,
the probability of H; in the mixture p(G) is given by |E(H;)|/|E(G)|. Thus, we
can generalise Eq. 4 and write

k
EEDS “f;égﬂ' o). (5)

Consider a graph G and its decomposition Hy, Ho, ..., H; with corresponding
states p(H1), p(H2), ..., p(Hy). Let us assign p(H1), p(Ha), ..., p(Hi) to the ele-
ments of an alphabet {a1, ag, ..., ax }. In quantum information theory, the classical
concepts of uncertainty and entropy are extended to deal with quantum states,
where uncertainty about the state of a quantum system can be expressed using
the density matrix formalism. Assume a source emits letters from the alpha-
bet and that the letter a; is emitted with probability p; = |E(H,)|/|E(G)|. An
upper bound to the accessible information is given by the Holevo quantity of the
ensemble {p;, p(H;)}:

k k
x({pi, p(H;)}) = S (me(&)) - ZpiS(p(Hi)) (6)

3 The Holevo Vertex Centrality

Given a graph G = (V,E) and a vertex v € V, we propose to measure the
centrality of v as follows. Let G, = (V| E,) denote the subgraph with vertex set
V and edge set E, = {(u,v) € Elu € V}, and G5 = (V, E5) be the subgraph
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with vertex set V and edge set E, = {(u,v) € E|(u,v) ¢ E,}. In other words,
E =FE,UE; and E, N Ey = (. Hence, from Eq.5, we can show that

| E| L2
|E] |E|

With this decomposition to hand, we define the Holevo vertex centrality of v as

ot~ ({(5a). (e}

— 5(p(C)) - ('f;'wmcv» i 'ﬁ;| S(p(Gv») . ®)

Given a graph G = (V, E) and a vertex v € V, the first term in Eq.8 (i.e.,
S (p(@))) does not depend on the choice of v, and thus can be ignored when
ranking the nodes of G according to their Holevo centrality. Moreover, note that
we only need to compute the spectrum of p(G%), as the spectrum of p(G,) can be
easily determined analytically. Recall that the star graph on n vertices Kj ,—1
has Laplacian spectrum

p(Gi) +

(Go) = p(G). (7)

{n[l}7 12 0[1]}’
i.e., it has three eigenvalues n, 1, and 0 with multiplicity 1, n — 2, and 1, respec-
tively. This in turn implies that the spectrum of the density matrix p(K ,—1) is
n 1 2

{Qn -2 "2n-—2

as shown in [10]. Since adding disconnected vertices to a graph does not change
its Von Neumann entropy [16], we have that the entropy of p(G,) is

dy +1 dy+1\ dp—1 1
S(p(Gy)) = — 1 — 1
(p(G2)) 2d, ° ( 2d, ) 2d, ° (2@)

d, +1 2d, \ dy—1
_ 1 log (2d,
2d, % (dv n 1) + g, loe(2d)

L0,

s (20108 (24,) = (dy + 1 log(d, + 1) (9)
where d,, denotes the degree of v. In other words, the entropy of p(G,) is com-
pletely determined by the degree of v. As a result, the computational complexity
of computing the Holevo centrality of v is dominated by the cost of computing
the eigendecomposition of p(Gz).

Finally note that the Von Neumann entropy of a star graph is 0 when d,, = 1,
and it grows logarithmically as a function of d,. This in turn suggests that the
Holevo centrality given by Eq. 8 could be negatively correlated with the degree
centrality, however proving this would require finding general analytical form of
the spectrum of p(Gz). Moreover, it should be noted that the Von Neumann
entropy of p(G%) depends on the presence of several non-trivial structural pat-
terns, including paths, cliques, and connected components. Therefore the Holevo
vertex centrality measures the importance of a vertex as a combination of its
degree as well as the structural patterns that emerge after its removal.
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4 Experimental Evaluation

We perform our experiments on two well known real-world networks, the Floren-
tine families graph [15] and the Karate club network [22], as well as a number of
synthetic graphs. We compare the proposed similarity measure the three com-
monly used alternative measures: (1) the degree centrality [7], (2) the closeness
centrality [21], and (3) the betweenness centrality [7].

4.1 Synthetic Networks

Wheel Graph. The Wheel graph W,, on n nodes is the graph obtained by
taking a cycle C),—1 on n — 1 nodes and connecting each of the nodes of C,,_; to
another node, i.e., the hub. Figure 1 shows 3 wheel graphs of increasing number
of nodes n and the corresponding value of the Holevo centrality. Note that for
small values of n the hub is the least central node. However as n grows the
centrality of the hub remains constant while the centrality of the other nodes
decreases, until the hub becomes the most central node.

Indeed, our centrality measure seems to capture the increasing redundancy
of the nodes along the cycle C},_; as n grows. Note that this implies that our
measure is negatively correlated with the degree centrality for small values of
n, but positively correlated for large values of n. While this may seem surpris-
ing given the negative correlation highlighted in Eq.9, the observed behaviour
is likely due to the other component in Eq.8, i.e., S(p(Gy)), as well as their
respective weights.

Lollipop Graph. The (m,n)-lollipop graph on m + n nodes is the graph
obtained by joining the clique K,, on m nodes with the path graph P, on n
nodes. Figure2 shows the value of the Holevo centrality for increasing size of
the clique, while keeping the size of the path fixed. For small clique sizes, the
most central node is the central node on the path. However, as the size of the
clique increases, the centrality of the path node decreases, while the clique nodes
become increasingly important. We observe a similar behaviour when the length

0.55

Z — W,
5 0.50 o
co4s—— | — my
© Wy

5 0.40 15

]

s 0.35

0304 &6 & 10 1z 14
Nodes
(a) Ws (b) Wis (c) Holevo centrality

Fig. 1. Holevo centrality for the nodes of the Wheel graph on 6 (a) and 15 (b) nodes.
The radius of each node is proportional to their Holevo centrality. In (c¢) we show a line
plot of the Holevo centrality for increasing graph size. Here 0 denotes the hub node.
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@m=4n=2 b)ym=6,n=2 c)ym=8n=2

Fig. 2. Holevo centrality for the nodes of the (m, n)-lollipop graph for (a) m = 4,n = 2,
(b) m = 6,n = 2, and (¢) m = 8,n = 2. The radius of each node is proportional to
their Holevo centrality.

of the path is increased, with the nodes belonging to it being the most central
ones for small values of n. However, as we increase n, the most central node in
the graph becomes the node the shared node between the clique and the path.

Similarly to the Wheel graph, the Holevo centrality measure seems to capture
the importance of the nodes belonging to the path when the total number of
nodes in the graph is small. However, as m+n grows, our measure places most of
the importance on the tightly connected nodes of the clique, while the centrality
of the path is “diluted” as its length increases.

Barbell Graph. The Barbell graph is the graph obtained by joining two cliques
K,, through a path P, (i.e., a bridge between the two cliques). Note that when
m = 2 the corresponding Barbell graph is the path graph P, 2,,. Figure 3 shows
three Barbell graphs with n constant (i.e., the length of the bridge is 3 in all the
graphs) and m equal to 2, 3, and 4, respectively. When m = 2 the graph is a path
over 7 nodes. In this case, our centrality measures assigns the largest weight to
the two nodes that connect the two ends of the path to the rest of the nodes. As
the m increases, the weight of the cliques shifts the importance from the bridge
to the cliques, with the node connecting the cliques to the path becoming then
most central ones. If we increase the path length, we observe that the junctions

@m=2n=3 b)ym=3,n=3 cym=4n=3

Fig. 3. Holevo centrality for the nodes of the Barbell graph joining two cliques K,,
through a path P,, for (a) m =2,n =3, (b) m =3,n =3, and (¢) m = 4,n = 3. The
radius of each node is proportional to their Holevo centrality.
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Fig. 4. Average correlation with the degree centrality for different realisation of the
Barabdsi-Albert preferential attachment model [1]. Here we varied the number of nodes
of the generated graph, as well as the number of edges k that are created from a new
node to existing nodes.

between the cliques and the path remain the most central nodes. However we
start to discriminate between the nodes along the bridge, with the nodes closer
to the center of the bridge being assigned a higher centrality. Note that this is
contrast with the degree centrality, which would assign the same weight to all
the nodes on the bridge (since they all have the same degree).

Scale-Free Graph. Finally, we consider a set of scale-free graphs generated by
the Barabdsi-Albert preferential attachment model [1]. Starting from an empty
graph, we iteratively add nodes to it until a user-defined size n is reached. At
each iteration, the new node is connected to at most m nodes chosen according
to their degree, i.e., nodes with a higher degree are more likely to be selected.
We let m and n vary between 1 and 3, and 10 and 20, respectively, and for each
pair of parameters we generated 100 graphs.

We are interested in measuring the correlation between the Holevo vertex
centrality and the degree centrality. In the previous subsections we have observed
that the correlation with the degree centrality seems to increase as the size of
the graph increases. Figure 4 confirms that this is the case. The figure also shows
that the correlation increases as we increase the number of connections added
per iteration. Note that when m = 1 the resulting graph is guaranteed to be
a tree. Indeed, Fig. 4 seems to suggest that the correlation is particularly high
on trees, however further investigation is needed to understand if the observed
effect is instead due to the particular degree distribution of scale-free graphs or
to the presence of high degree nodes.

4.2 Real-World Networks

We conclude our experimental evaluation by measuring the centrality of two
well-known networks, the Florentine families graph [15] and the Karate club
network [22]. Figures5(a) and (b) show the two networks, where the radius of
the nodes is proportional to their Holevo centrality. We also compute the degree
(DC), closeness (CC), and betweenness (BC) centralities over these networks
and we show the corresponding correlation matrices in Figs. 5(c) and (d).
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(b) Florentine families (network)
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Fig. 5. The Karate network (a) and the Florentine families network (b). (c¢) and (d)
show the correlation matrices between the Holevo (HC), degree (DC), closeness (CC),
and betweenness (BC) centrality measures on the Karate and Florentine families net-
works, respectively. Each node of (b) is labeled with the index associated to the corre-
sponding family in Table 1.

In these networks, the Holevo centrality measure shows a large positive cor-
relation with all the other measure, in particular the degree centrality. However,
if we look at the ranking induced by our measure there are some important
differences. Table 1 shows the ranking given by the Holevo centrality, as well as
the degree of each family in the network. Clearly, the degree centrality cannot
distinguish between those families that have the same degree, while the Holevo
centrality allows to define a more fine-grained ranking. For example, the Salviati

Table 1. The Holevo and the degree (in bold) centrality of the families of Florentine
families network. The number next to the name of each family is the index of the
corresponding node in Fig. 5(b).

Family Centrality Family Centrality Family Centrality

Medici (2) 0.6582 (0.150) | Peruzzi (9) 0.4409 (0.075) | Barbadori (14) 0.3586 (0.050)
Guadagni (13) | 0.5728 (0.100) | Bischeri (8) 0.4403 (0.075) | Pazzi (6) 0.2615 (0.025)
Strozzi (0) 0.5057 (0.100) | Ridolfi (5) 0.4259 (0.075) | Ginori (4) 0.2501 (0.025)

Albizzi (3)

0.4834 (0.075)

Tornabuoni (1)

0.4242 (0.075)

Lamberteschi (12)

0.2424 (0.025)

Castellani (11)

0.4615 (0.075)

Salviati (10)

0.4075 (0.050)

Acciaiuoli (7)

0.2305 (0.025)
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family (node 10) is ranked higher than the Barbadori family (node 14), although
both families have degree two. However the Salviati family is the only node con-
necting the Pazzi family (node 6) to the Medici family (node 2) and the rest of
the graph, and therefore its importance is higher.

5 Conclusion

In this paper we have proposed a novel vertex centrality measure based on the
quantum information theoretical notion of Holevo quantity. The idea underpin-
ning our approach is that the importance of a vertex is proportional to the
variation in the information content of the network before and after its removal.
We have shown that the centrality of a vertex v can be broken down in two
parts, one which is negatively correlated with the degree centrality of v, and one
which depends on the emergence of non-trivial structures in the graph when v is
disconnected from the rest of the graph. Finally, we have evaluated the Holevo
centrality measure on a number of synthetic as well as real-world networks, and
we have compared it against commonly used alternative measures. Future work
will be aimed at investigating further the structural pattern that influence this
centrality measure.
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Abstract. In this paper we analyze the practical implications of Sze-
merédi’s regularity lemma in the preservation of metric information con-
tained in large graphs. To this end, we present a heuristic algorithm to
find regular partitions. Our experiments show that this method is quite
robust to the natural sparsification of proximity graphs. In addition, this
robustness can be enforced by graph densification.

Keywords: Graph algorithms - Regular partition - Commute time -
Graph densification

1 Introduction

A crucial role in the development of machine learning and pattern recognition is
played by the tractability of large graphs, which is intrinsically limited by their
size. In order to overcome this limit, the input graph can be compressed into a
reduced version by means of Szemerédi’s regularity lemma [16], which is “one
of the most powerful results of extremal graph theory” [10]. Basically, it states
that any sufficiently large (dense) graph can almost entirely be partitioned into
a bounded number of random-like bipartite graphs, called regular pairs. Komlds
et al. [9,10] introduced an important result, the so-called key lemma. It states
that, under certain conditions, the partition resulting from the regularity lemma
gives rise to a reduced graph which inherits many of the essential structural prop-
erties of the original graph. This result provides a solid theoretical framework
for the exploitation of the regularity lemma to summarize large graphs, and can
be regarded as a manifestation of the all-pervading dichotomy between structure
and randomness. The regularity lemma is an existential, non-constructive pred-
icate, but during the last decades different constructive algorithms have been
proposed.

In this paper we use an approximate approach of the exact algorithm intro-
duced by Alon et al. [1], who proposed a constructive version of the original
(strong) regularity lemma useful only for large dense graphs. This is a crucial
limit in practical applications considering that real large graphs not only are

© Springer International Publishing AG 2017
P. Foggia et al. (Eds.): GbRPR 2017, LNCS 10310, pp. 165-174, 2017.
DOI: 10.1007/978-3-319-58961-9_15



166 M. Fiorucci et al.

often very sparse, but also become sparser and sparser as the dimensionality d
of the data increases.

The aim of this work is to analyze the ideal density regime where the reg-
ularity lemma can find useful applications. In particular, we use the regularity
lemma to reduce an input graph and we then exploit the key lemma to obtain
an expanded version which preserves some topological properties of the original
graph. If we are out of the ideal density regime, we have to densify the graph
before applying the regularity lemma. Among the many topological measures we
test the effective resistance (or equivalently the scaled commute time), one of
the most important metrics between the vertices in the graph, which has been
very recently questioned. In [12] it is argued that this measure is meaningless
for large graphs. However, recent experimental results show that the graph can
be pre-processed (densified) to provide some informative estimation of this met-
ric [4,5]. Therefore, in this paper, we analyze the practical implications of the
key lemma in the estimation of commute time in large graphs.

2 Regular Partitions and the Key Lemma

In essence, Szemerédi’s regularity lemma states that for every ¢ > 0, every
sufficiently dense graph G can almost entirely be partitioned into k(e) random-
like bipartite graphs, where the deviation from randomness is controlled by e.
In particular, the lemma deals with vertex subsets that shows a sort of regular
behaviour which is expressed in terms of edge density. To state Szemerédi’s
regularity lemma, some terminology is required.

Let G = (V,E) be an undirected graph without self-loops. The edge den-
sity d of a pair (X,Y) of two disjoint subsets of V is defined as d(X,Y) =
e(X,Y)/(|X]|Y]), where e(X,Y) is the number of edges with an endpoint in X
and the other in Y.

A pair is said to be e-reqular with € > 0 if, given A, B C V such that A and
B are disjoint, then for each pair of subsets X,Y such that X € Aand Y € B
the following inequality is satisfied:

[d(X,Y)—d(A,B)| <¢ (1)

This means that the edges in an e-regular pair are distributed fairly uniformly,
where the deviation from uniform distribution is controlled by the parameter €.

Further, a partition of V' into pairwise disjoint classes Cy, C1, ..., C} is called
equitable if all the classes C; (1 < ¢ < k) have the same cardinality. Thus we can
define an e-regular partition as follows

Definition 1 (e-regular partition). An equitable partition Cy, C1, ..., Ck, with
Cy being the exceptional set is called e-regular if:

1. |Cy| < e|V|
2. all but at most ek? of the pairs (C;,C;) are e-reqular (1 <i < j<k)
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The regularity lemma states that every sufficiently large dense graph admits
an e-regular partition.

Lemma 1 (Szemerédi’s regularity lemma [2]). For every positive real €
and for every positive integer m, there are positive integers N = N(e,m) and
M = M(e,m) with the following property: for every graph G = (V, E), with
|V| > N, there is an e-regular partition of G into k + 1 classes such that m <
k<M.

The lemma allows us to specify a lower bound m on the number of classes.
A large value of m ensures that the partition classes C; are sufficiently small,
thereby increasing the proportion of (inter-class) edges subject to the regularity
condition and reducing the intra-class ones. The upper bound M on the number
of partitions guarantees that for large graphs the partition sets are large too.
Finally, it should be noted that a singleton partition is e-regular for every value
of € and m.

An e-regular partition resulting from the regularity lemma gives rise to a
reduced graph which is basically a graph R = (V(R), E(R)) whose vertices rep-
resents the classes of the regular partition, and an edge joins two vertices if
the corresponding pair of classes is e-reqular, with density greater than a given
threshold d. The reduced graph R plays an important role in most applications of
the regularity lemma, relying on the Komlds and Simonovits’s “key lemma” [10].
It states that many structural properties of the original graph G are inherited
by R.

Before presenting the key lemma, another kind of graph needs to be defined,
namely the t-fold reduced graph, which is a graph R(¢) obtained from R by
replacing each vertex x € V(R) by a set V, of ¢ independent vertices, and
joining u € V, to v € V,, if and only if (z,y) is an edge in R. R(t) is a graph in
which every edge of R is replaced by a copy of the complete bipartite graph Ky;.

The key lemma asserts that, under certain conditions, the existence of a
subgraph in R(t) implies its existence in G.

Lemma 2 (Key lemma). Given the reduced graph R, d > & > 0, a positive
integer m, let construct a graph G by replacing every verter of R by m vertices,
and replacing the edges of R with e-regular pairs of density at least d. Let H be
a subgraph of R(t) with h vertices and mazimum degree A >0 and let 6 =d—¢
and g9 = 62/(2+ A). If e < &g and t — 1 < egm, then H is embeddable into G
(i.e., G contains a subgraph isomorphic to H). In fact, we have:

1H — G| > (om)" (2)
where ||H — G|| denotes the number of labeled copies of H in G.

Thus, the reduced graph R can be considered as a summary of the graph G,
which inherits many structural properties of the original graph G.

The constructive version of the regularity lemma introduced by Alon et al.
[1] has been formalized in the following theorem:
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Theorem 1 (Alon et al. [1]). For every € > 0 and every positive integer t
there is an integer Q = Q(g,t) such that every graph with n > @ vertices has
an e-regular partition into k + 1 classes, where t < k < Q. For every fized € > 0
and t > 1 such a partition can be found in O(M(n)) sequential time, where
M(n) = O(n?37%) is the time for multiplying two n X n matrices with 0,1 entries
over the integers.

The proof of Theorem 1 provides a deterministic polynomial time algorithm for
finding a regular partition of an input dense graph. In the following, a sketch of
the proof and the resulting algorithm are presented.

Let H be a bipartite graph with classes A, B such that |A| = |B| = n, then
the neighbourhood deviation of a pair of different vertices y1,y> € B is defined
as: 2

o(y1,y2) = [N(y1) N N(y2)| — " (3)
where N(x) is the neighbourhood of x. The deviation of a subset ¥ C B is

defined as follows:

_ > ey O(Y1,Y2)
7)== (1)

The following lemma states the conditions to check the regularity of a pair:

Lemma 3 (Alon et al. [1]). Let H be a bipartite graph with equal classes
|A| = |B| = n and let d denote the average degree of H. Let 0 < ¢ < 1/16. If
there exists Y C B,|Y| > en such that o(Y) > 3n/2, then at least one of the
following cases occurs:

1. d < &3n (which implies that H is e-reqular);

2. there exists in B a set of more than %5471 vertices whose degrees deviate from
d by at least e*n;

3. there are subsets A’ C A, B' C B, |A'| > %n, |B'| > %n and
|d(A’, B") — d(A, B)| > &*.

Conditions 1 and 2 can be easily checked in O(n?) time. The third condition
in volves a matrix squaring of H to compute the quantities o(y,y’'),Vy,y’ € B,
thus requiring O(M (n)) = O(n?-37%) time.

Finally, the algorithm to find a regular partition for a graph G = (V, E') with
n vertices is described as follows:

1. Create the initial partition: Arbitrarily divide the vertices of G into an
equitable partition Py with classes Co, C1, ..., C, where |C1| = [ %] and hence
|Co| < b. Denote k1 = b

2. Check regularity: For every pair (C,.,C) of P;, verify if it is e-regular or
find X C C,, Y C Gy, |X| > 5 |C1], [Y] > 5 |C1], such that

|d(X,Y) — d(C,,Cy)| > &t

3. Count regular pairs: If there are at most s(kz) pairs that are not verified
as e-regular, then halt. P; is an e-regular partition
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4. Refine: Apply the refinement algorithm (Lemma 2) where P = P;, k = k;,
= % and obtain a partition P’ with 1 + k;4% classes
5. Tterate: Let k; 41 = k4%, Py = P, i =1+ 1, and go to step (2)

The above mentioned algorithm has a polynomial worst-case complexity in
the size of the underlying graph, but it also has a hidden tower-type depen-
dence on an accuracy parameter, which is necessary in order to ensure a regular
partition for all graphs [7]. The latter is a crucial limit in the application of
regular partitions to practical problems. The main obstacle concerns Step 2 and
Step 4: in Step 2, in fact, the algorithm finds all possible irregular pairs in the
graph, which leads to an exponential growth, while in Step 4 the cardinality of
the refined partition increases according to the tower-type dependence. To avoid
such problems, Sperotto and Pelillo [15] proposed for each class to limit the
number of irregular pairs containing it to at most one, possibly chosen randomly
among all irregular pairs. The introduction of such heuristics allowed to divide
the classes into a constant, instead of an exponential number of subclasses. These
approximations made this algorithm truly applicable in practice. In this heuris-
tic framework, an additional implementation is used in this paper. More details,
as well as the code, are available in the following repository [6]. Finally, it is
worth noting that in the past few years, different algorithms explicitly inspired
by the regularity lemma have been applied in pattern recognition, bioinformatics
and social network analysis. The reader can refer to [13] for a survey of these
emerging algorithms.

3 Motivation of the Experimental Setup

In this section, we analyze the ideal density regime, defined as the range of den-
sities of the input graph G such that our heuristic algorithm outputs a reduced
graph G’ preserving some topological properties of G. We use the effective resis-
tance to assess to what extent G’ retains the metric information that can be
inferred from G.

As we noted in the introduction, the effective resistance is a metric between
the vertices in G, whose stability is theoretically constrained by the size of G. In
particular, von Luxburg et al. [12] derived the following bound for any connected,
undirected graph that is not bipartite:

1 1 1 1 2
.- =)< =
UOZ(G) CU (dl + dj>‘ - )\2 dmzn (5)

where C;; is the commute time between vertices ¢ and j, vol(G) is the volume
of the graph, A5 is the so called spectral gap and d,,;, is the minimum degree in
G. Since C;; = vol(G)R;;, where R;; is the effective resistance between ¢ and j,
this bound leads to R;; ~ d% + d%-' This means that, in large graphs, effective

resistances do only depend on local properties, i.e. degrees. However, some of
the authors of this work have recently argued that looking at the density of the
graph can be a way of mitigating the devastating effects of the bound in Eq. 5.
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In particular, Escolano et al. [5] showed that densifying G significantly decreases
the spectral gap which in turn enlarges the von Luxburg bound. As a result,
effective resistances do not depend only on local properties and become mean-
ingful for large graphs provided that these graphs have been properly densified.
As defined in [8] and revisited in [4], graph densification aims to significantly
increase the number of edges in G while preserving its properties as much as
possible. One of the most interesting properties of large graphs is their frac-
tion of sparse cuts, that are cuts where the number of pairs of vertices involved
in edges is a small fraction of the overall number of pairs associated with any
subset S C V, i.e. sparse cuts stretch the graphs, thus leading to small con-
ductance values, which in turn reduce the spectral gap. This is exactly what is
accomplished by the state-of-the-art strategies for graph densification, including
anchor graphs [11].

In light of these observations, our experiments aim to answer two questions:

— Phase transition: What is the expected behaviour of our heuristic algorithm
when the input graph is locally sparse?

— Commute times preservation: Given a densified graph G, to what extent does
our algorithm preserve its metrics in the expanded graph G’?

To address them we perform experiments both with synthetic and real datasets.
Experiments on synthetic datasets allow us to control the degree of both intra-
cluster and inter-cluster sparsity. On the other hand, the use of real datasets,
such as NIST, leads to understand the so called global density scenario. Reaching
this scenario in realistic data sets may require a proper densification, but once
it is provided, the regularity lemma becomes a powerful structural compression
method.

4 Results

Since we are exploring the practical effect of combining regularity and key lem-
mas to preserve metrics in large graphs, our performance measure relies on the
so called relative deviation between the measured effective resistance and the
von Luxburg et al. local prediction [12]: RelDeuv(i, j) = ‘Rq’,j - (d% + %) ‘ /Rij.
The larger RelDeu(i, j) the better the performance. For a graph, we retain the
average RelDeuv(i, j), although the maximum and minimum deviations can be
used as well.

4.1 Synthetic Experiments

For these experiments we designed a Ground Truth (GT) consisting of k cliques
linked by O(n) edges. Inter-cluster links in the GT were only allowed between class
kand k + 1, for k = 1,...,k — 1. Then, each experiment consisted of modifying
the GT by either removing intra-cluster edges (sparsification) and/or adding inter-
cluster edges and then looking at the reconstructed GT after the application of our
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Fig. 1. Top: experiments 1, 2. Bottom: experiment 3 (n = 200, k = 10 classes).
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Fig. 2. Reconstruction from R. From left to right: Original similarity matrix W with

o = 0.0248, its reconstruction after compressing-decompressing, sparse matrix obtained
by densifying W and its reconstruction.
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heuristic partition algorithm followed by the expansion of the obtained reduced
graph (key lemma). We refer to this two stage approach as SZE.

Experiment 1: Constant global density. We first proceeded to incrementally
sparsify the cliques while adding the same amount of inter-cluster edges that are
removed. This procedure assures the constancy of the global density. Since in
these conditions the relative deviation provided by the expanded graph is quite
stable, we can state the our heuristic algorithm produces partitions that preserve
many of the structural properties of the input graph. However, the performances
of the uncompressed-decompressed GT decay along this process Fig. 1(top-left).

Experiment 2: Only sparsification. Sparsifying the cliques without introducing
inter-cluster edges typically leads to an inconsistent partition, since it is diffi-
cult to find regular pairs. So SZE RelDev is outperformed by that of the GT
without compression. This is an argument in favor of using graph densification
with approximate cut-preservation as a preconditioner of the regularity lemma.
However, this is only required in cases where the amount of inter-cluster noise
is negligible. In Fig. 1 (top-right) we show two cases: deleting inter-cluster edges
(solid plots) vs replacing these edges by a constant weight w = 0.2 (dotted plots).
Inter-cluster completion (dotted-plots) increases the global density and this con-
tributes to significantly increase the performances of our heuristic algorithm,
although it is always outperformed by the uncompressed corrupted GT.

Experiment 3: Selective increase of the global density. In this experiment, we
increase the global density of the GT as follows. For Fig.1 (bottom-left), each
noise level x means the fraction of intra-cluster edges removed, while the same
fraction of inter-cluster edges is increased. Herein, the density of = is D(z) =
(1—z)# 1+ x# 0out, where #1,, is the maximum number of intra-cluster links and
# 0wt 18 the maximum number of inter-cluster links. Since #out > #1, we have
that D(x) increases with x. However, only moderate increases of D(z) lead to a
better estimation of commute times with SZE, since adding many inter-cluster
links destroys the cluster structure.

However, in Fig. 1 (bottom-right) we show the impact of increasing the frac-
tion 2’ of inter-cluster noise (add edges) while the intra-cluster fraction is fixed.
We overlay three results for SZE: after retaining 50%, 75% and 100% of #,,.
We obtain that SZE contributes better to the estimation of commute times for
small fractions on #j, which is consistent with Experiment 2. Then, the optimal
configuration for SZE is: low inter-cluster noise and moderate sparsified clusters.

As a conclusion of the synthetic experiments, we can state that our algorithm
is robust to a high amount of intra-clustering sparsification provided that a cer-
tain number of inter-cluster edges exists. This answers the first question (phase
transition). It also partially ensures the preservation of commute times provided
that the density is high enough or it is kept constant during a sparsification
process, which answers to the second question (commute times preservation).
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4.2 Experiments with the NIST Dataset

When analyzing real datasets, NIST (herein we use 10,000 samples with d = 86)
provides a nice amount of intra-cluster sparsity and inter-cluster noise (both due
to ambiguities). We compare our two stage approach (SZE) either applied to the
original graph (for a given o) or to an anchor graph obtained with a nested
MDL strategy relying on our EBEM clustering method [3]. In Fig. 2, we show
a NIST similarity matrix W (with O(107) edges) obtained using the negative
exponentiation method. Even with ¢ = 0.0248 we obtain a dense matrix due
to inter-cluster noise. Let R(W) be the reduced graph of W. After expanding
this graph we obtain a locally dense matrix, which suggests that our algorithm
plays the role of a cut densifier. We also show the behaviour of compression-
decompression for densified matrices in Fig.2. The third graph in this figure
corresponds to D(W), namely the selective densification of W (with O(2 x 10°)
edges). From R(D(W)) the key lemma leads to a reconstruction with a similar
density but with more structured inter-cluster noise. Finally, it is worth noting
that the compression rate in both cases is close to 75%.

5 Conclusions

In this paper, we have explored the interplay between regular partitions and
graph densification. Our synthetic experiments show that the proposed heuristic
version of Alon et al.’s algorithm is quite robust to intra-cluster sparsification
provided that the graph is globally dense. This behavior has a good impact in
similarity matrices obtained from negative exponentiation, since this implemen-
tation of the regularity lemma plays the role of a selective densifier. Regarding
the effect of compression-decompression in non-densified matrices, the recon-
struction preserves the structure of the input matrix. This result suggests that
graph densification acts as a preconditioner to obtain reliable regular partitions.
Future work may include the study of the reduced graph as a source of selective
densification.
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Abstract. A 2D grid is a particular geometric graph that may be used
to represent any 2D regular structure such as, for example, pixel grids,
game boards, or cellular automata. Pattern mining techniques may be
used to automatically extract interesting substructures from these grids.
2D+t grids are temporal sequences of grids which model the evolution of
grids through time. In this paper, we show how to extend a 2D grid min-
ing algorithm to 2D+t grids, thus allowing us to efficiently find frequent
patterns in 2D+t grids. We evaluate scale-up properties of this algorithm
on 2D+t grids generated by a classical cellular automaton, i.e., the game
of life, and we show that the extracted spatio-temporal patterns may be
used to analyze this kind of cellular automata.

1 Introduction

A 2D grid is a particular geometric graph that may be used to model any 2D
regular structure such as, for example, grids of pixels (i.e., images), game boards,
or cellular automata. To characterize these grids, we may mine them to extract
recurrent patterns [6] In some applications, we use temporal sequences of grids
(i.e., 2D+t grids) to model the evolution of grids through time. This is the case,
for example, of videos, or sequences of actions in board games. In this paper, we
motivate and illustrate our work on Cellular Automata (CA) used to model the
temporal evolution of ecosystems [3,12,13]. Indeed, biodiversity of ecosystems
is increasingly recognized as an important element of global change. CA-based
models are used to understand, predict and control spatio-temporal spread of
species which is a key issue to preserve biodiversity [9]. A CA is a regular grid
of cells. Each cell has a state which evolves through time, depending on the
state of its neighbours in the grid. One of the most famous CA is the Game of
Life [5]. In this CA, the grid is in 2 dimensions (on toric grids), and each cell has
8 neighbours (horizontally, vertically, and diagonally). Initially (at time ¢ = 0),
each cell is either alive or dead. The state at time ¢ + 1 of a cell depends on its
state and on the state of its 8 neighbours at time ¢. It is computed by applying the
following rules: (1) if the cell is alive at time ¢ and has 2 or 3 living neighbours,
then it is alive at time ¢ + 1, otherwise it becomes dead; (2) if the cell is dead at
time ¢ and has exactly 3 living neighbours, then it becomes alive at time t 4 1,
otherwise it stays dead. When executing a CA from a given initial state, one

© Springer International Publishing AG 2017
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Fig. 1. Left: First three states of a 6 x 6 game of life modelled with a 2D+t grid. Living
(resp. dead) cells are displayed in black (resp. gray). (z,y) coordinates are displayed in
green and blue, respectively. Temporal edges are not displayed, but there is a temporal
edge between each pair of nodes (4,j) such that x; = x;, y; = y;, and |t; — t;] = 1.
Right: Two examples of spatio-temporal patterns (temporal edges are not displayed).
P1 is isomorphic to a subgrid of the grid on the left (with translation T' = (2,4, —4)
and rotation § = —7/2). P2 is also isomorphic to a subgrid of the grid on the left.
P2 is not isomorphic to P1 because the angle between edges (a,b) and (b,c) with
Ta =Ya =Yp = 2,25 = Tc = 3, and y. = 1 in P1 is not preserved in P2. (Color figure
online)

may observe the emergence of spatio-temporal patterns, and these patterns are
characteristic of different ecosystem outcomes. [12] distinguishes four possible
outcomes: (1) development of a homogeneous fixed pattern, (2) development of
a periodic pattern, (3) development of a chaotic pattern, and (4) development
of patterns composed of homogeneous regions and regions containing complex
localized structures.

In this paper, we present an efficient algorithm for extracting spatio-temporal
patterns in 2D+t grids. This algorithm may be used, for example, to extract
meaningful spatio-temporal patterns in CA. When CA are used to model ecosys-
tems, these patterns could be used by ecologists to better understand and control
the dynamics of the ecosystems. For example, [3] explains that we can foresee
the future of an ecosystem by identifying recurring patterns. Ecologists are also
interested in understanding how dependent the patterns and the initial state are.

Our algorithm is an extension of GRIMA [6], an algorithm for mining 2D
grids which has been designed to tackle real-life applications such as image clas-
sification. This algorithm is recalled in Sect. 2. In Sect. 3, we show how to extend
it to mine 2D+t grids. In Sect.4, we evaluate scale-up properties of our new
algorithm for mining game-of-life CA, and we show that the extracted spatio-
temporal patterns are relevant for classification purposes.

2 Background on 2D Grids and GriMA

Definition of 2D Grids, and 2D Subgrid Isomorphism. A 2D grid is a special
case of graph such that each node has a 2D coordinate which is a couple of
integer values, and each edge connects nodes which are neighbours on a grid.
More formally, a grid is defined by G = (N, E, L, z,y) such that N is a set of
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nodes, £ C N x N is a set of edges, L : NUFE — N is a labeling function which
associates a label L(c) with every component (node or edge) ¢ € N U E, and
z: N —Zand y: N — Z map each node u € N to its 2D coordinates (., yu),
and V(u,v) € E, |2y — 24|+ |Yu —yu| = 1. A subgrid of a grid G = (N, E, L, z,y)
isagrid G = (N',E',L’,2',y') such that N C N, E' C ENN'x N’ and L/, /,
and 3’ are the restrictions of L, z, and y to N'U E’, N, and N’, respectively.
Looking for patterns in a grid amounts to searching for subgrid isomorphisms.
Patterns should be invariant to translations and rotations. More formally, the
translation of G = (N, E,L,z,y) by a vector T € Z?, denoted G + T, is the
grid obtained by moving all its nodes with respect to T', i.e., Vu € N, (Ty,Yu)
becomes (2y,yy) + T. Let © = {((1) (1)), ((1) _01), (_01 Pl), (_01 (1))} be the set of
rotation matrices of respective angles 0, 7/2, m and 37 /2. The rotation of G
with respect to 8 € ©, denoted 0G, is the grid obtained by rotating all its nodes
with respect to 6, i.e., Vu € N, (24, y,) becomes (x4, y,)0. Two grids G1 and Gs
are grid isomorphic if there exist a translation 7' € Z? and a rotation 6 € ©
such that G; = T + 0G5. Finally, G; is sub-grid-isomorphic to G5 if there
exists a subgrid of G2 which is isomorphic to G2 (see Fig.1 for an example).

Graph Mining. Given a database D of graphs and a frequency threshold o, the
goal of the graph mining problem is to output all frequent subgraphs in D, i.e.,
all graphs G such that there exist at least ¢ graphs in D to which G is sub-
isomorphic. This problem may be solved by GSPAN [14], and all similar general
exhaustive graph mining algorithms [8]. However, as the subgraph isomorphic
problem is AN'P-complete, these algorithms do not scale well. On the other hand,
PrLAGRAM [11] and FREQGEO [1] are graph mining algorithms dedicated to spe-
cial cases of graphs for which subgraph isomorphism becomes polynomial, i.e.,
plane graphs for PLAGRAM and geometric graphs for FREQGEO. These algo-
rithms have better scale-up properties. However, PLAGRAM only mines patterns
composed of faces and the smallest possible subgraph pattern is a single face,
i.e., a cycle with 3 nodes. Using PLAGRAM to mine grids is possible but the
problem needs to be transformed such that each grid node becomes a face in
the graph tackled by PLAGRAM. This transformation artificially increases the
number of nodes and edges which causes a scalability problem for PLAGRAM.
Also, grids are special cases of geometric graphs. Therefore, FREQGEO may be
used to mine grids. However, it has a higher time-complexity than GRIMA, the
2D grid mining algorithm introduced in [6].

Description of GRIMA. GRIMA follows the same basic principle as GSPAN,
PLAGRAM, and FREQGEO to avoid generating the same pattern multiple times:
It uses codes to represent grids. This code is a list of edges encountered when
performing a traversal of the grid. A grid may have several codes but one of
them is chosen as the signature: The canonical code, which is the largest code
wrt lexicographic order. GRIM A explores the search space of all canonical codes
in a depth-first recursive way. It first computes all frequent edges and then calls
an Extend function for each of these frequent extensions. Extend has one input
parameter: A pattern code P which is frequent and canonical. It outputs all
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frequent canonical codes P’ such that P is a prefix of P’. To this aim, it first
computes the set E of all possible valid extensions of all occurrences of P in the
database D of grids: A valid extension is the code e of an edge such that P.e
occurs in D. Finally, Extend is recursively called for each extension e such that
P.e is frequent and canonical. Hence, at each recursive call, the pattern grows.

3 2D+t Grid Mining Algorithm

A 2D+t grid is defined by a tuple (N, E, L,z,y,t) such that (N, E,L,z,y) is
a 2D grid graph and ¢t : N — Z is a function that maps nodes to temporal
coordinates, i.e., Vu € N, t, is the temporal coordinate of node u. Also, edges
are enforced to connect neighbour nodes in the grid, i.e., V(u,v) € E, |z, — |+
|y — Yo| + [tu — | = 1. We distinguish two different kinds of edges: spatial edges
(such that |z, — x|+ |yu —Y»| = 1) and temporal edges (such that |t, —t,| = 1).

2D grid isomorphism is defined so that isomorphism is invariant to transla-
tions and rotations. When extending this definition to 2D+t grids, we still ensure
that isomorphism is invariant to translations wrt all axis. However, as time is an
oriented dimension, we allow rotations only along the temporal axis. Hence, we
consider the set © = {(E‘) ? 8), ((1) I 8), (_01 9 8), (Pl 0 8)} of rotation matrices

00177%0 0 1 0 01 001

of respective angles 0, 7/2, m and 37 /2 along the temporal axis.

To extend GRIMA to 2D+t grids, we have to define the canonical code of
a 2D+t grid. A code C(G) of a 2D+t grid G is a sequence of n edge codes
(C(G) = (ecy,...,ecn—1)) which is associated with a depth-first traversal of G
starting from a given initial node. During this traversal, each edge is traversed
once, and nodes are numbered: The initial node has number 0; each time a new
node is discovered, it is numbered with the smallest integer not already used in
the traversal. Each edge code corresponds to a different edge of G and the order
of edge codes in C(G) corresponds to the order edges are traversed. Hence, ecy, is
the code associated with the k" traversed edge. This edge code ecy, is the tuple
((5, ’i, j, a, Li7 Lj, L(i,j)) where:

— i and j are the numbers associated with the nodes of the k*" traversed edge.
— 0 € {0,1} is the direction of the k'!" traversed edge:
e ) = 0 if it is forward, i.e., j is a new node reached for the first time;
e 0 = 1if it is backward, i.e., j already appears in (ecg, ..., €Ck_1).
~a€{-2,-1,0,1,2,3} is the angle value of the £*!" traversed edge (i, j):
o if (i,7) is a temporal edge, then ¢ = —2if t;, = ¢; + 1, and ¢ = —1 if
ti = tj - 1,
e else, (7,7) is a spatial edge.
« If (i,7) is the first spatial edge encountered since the beginning of the
traversal, then a = 0.
* Else, let (I,m) be the first spatial edge in (eco, ..., eckx—1) such that
i = T and y; = Yp,. We have a = 2A/m where A € {0,7/2,7,37/2}
is the angle between (I,m) and (i, 7) in the z,y plane.
— L, Lj, L ;) are labels of 4, j, and (i, j), respectively.
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t‘_. Code 1 Code 2 Code 3
@ edge [0ij a r,L;n,,|| edge |0ij a L)l edge |61 a L,L;Ly
@—@ (D,B)[001022 0][(D,B)001022 0|(C,E)[001-121 0
(B,C)[012320 0 (BA)012121 0[(E,F)j012011 0
@ ‘ @ (C.E)[023-101 0|[(B,C)[0133 20 0|(FB)[023-212 0
0 (E,F)|034011 0[(C,E)[034-101 0|(B,D)[034122 0
(F,B)[141-212 0 [[(E,F)[0450 11 0[[(B,A)|035221 0
(B,A)[015121 0|[(F,B)[151-212 0](B,C)[1303 20 0

Fig. 2. Left: A 2D+t grid (temporal edges are displayed in red, node labels are dis-
played next to nodes, and all edges have the same label 0). Right: 3 codes for this grid
(other codes may be built by changing the traversal). (Color figure online)

For example, let us consider code 1 in Fig. 2. Let us explain how the code of
the fourth traversed edge (E, F) is built. 6 = 0 because (F, F') is a forward edge
(F has not been reached before). (E, F) is a spatial edge, and the first spatial
edge (I,m) such that m has the same spatial coordinates as E is (B, C). The
angle between (E, F) and (B,C) is 0. So, a = 0. For the fifth edge of code 1,
(F,B), 6 = 1 because B has already been reached before (backward edge). As
(F, B) is a temporal edge, a = —2.

Given a code, we can reconstruct the corresponding grid since edges are
listed in the code together with angles and labels. However, there exist different
possible codes for a given grid, as illustrated in Fig.2: Each code corresponds
to a different traversal (starting from a different initial node and choosing edges
in a different order). As we did for GRIMA, we define a total order on the set
of all possible codes that may be associated with a given grid by considering
a lexicographic order (all code components have integer values). Among all the
possible codes for a grid, the largest one according to this order is the canonical
code of this grid and it is unique. For example, in Fig. 2, code 1 is canonical: It
is greater than codes 2 and 3, and it is also greater than all other possible codes
for this grid (not shown here).

Note that it is not necessary to exhaustively build all codes when computing
a canonical code. We use heuristics to first build large codes (by first choosing
spatial edges with 37/2 angles, such as for (D, B) and (B,C), for example).
Also, when building a code, we stop the traversal as soon as the corresponding
code becomes smaller than the largest current code.

This canonical code for 2D+t allows us to extend GRIMA to mine 2D+t grids
in a straightforward way, and we can show that the resulting mining algorithm,
called GRIMA2D+t, is both correct (it only outputs frequent subgrids) and
complete (it cannot miss any frequent subgrid). The proof (not detailed due to
lack of space) basically shows that every prefix of a canonical code is canonical.

GRIMA2D+t enumerates all frequent patterns in O(kn2.|P|?) = O(kn*)
time per pattern P, where k is the number of grids in the set D of input grids,
n the size of the largest grid G; € D (in number of edges) and |P| the number
of edges in a pattern P.
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Node-induced GRIMA2D+t. In our application, the mined grids are complete
and have no label on edges. Thus, we designed a variant of GRIMA2D+t,
called node-induced-GRIM A 2D+t, which computes node-induced grids, i.e. grids
induced by their node sets. This corresponds to a “node-induced” closure oper-
ator on graphs where, given a pattern P, we add all possible edges to P without
adding new nodes. We have shown in [6] that this optimization decreases the
number of extracted patterns and the extraction time.

Limitation on Edge Extension. Moreover, to avoid mining patterns that only
contain dead cells, we also limit the extension procedure of our mining process.
In the Extend function, we forbid extension with edges linking two dead cells.
As a consequence, every edge (4,7) in a mined pattern is such that either i, or
j, or both ¢ and j correspond to living cells.

4 Experiments

We study the scale-up properties of GRIMA 2D+t and assess the relevance of
the mined patterns on a classification task related to the behavior of a CA, i.e.,
the Game of Life described in Sect. 1. More precisely, given the k first cell states,
with k& € {1,2,5,10,20}, the goal is to forecast the outcome at time ¢t = 1000,
where we only consider two possible outcomes: dead (if all cells are dead at time
t = 1000), or alive (if at least one cell is alive at time ¢ = 1000).

Dataset. We consider four sizes of grids n x n, with n € {20, 30,40, 50}. For each
size n, we randomly choose the initial state (dead or alive) of each n x n cell
wrt to a cell probability p. We have chosen p in such a way that the outcome
at time ¢ = 1000 is dead or alive with equal probabilities. This way, we ensure
during our dataset generation process that there is no bias towards one of the
two classes. This imposes a cell probability p of 74%, 78%, 80%, and 81% for
n = 20, 30,40, and 50, respectively. Besides, to avoid trivial predictions of the
class dead, due to the fact that all cells may be dead before the k" iteration,
we only select initial states such that there is at least one cell alive at the 50"
iteration. For each size n € {20, 30, 40,50}, we generate a set S,, of 2000 initial
states such that the outcome at time ¢ = 1000 is dead for half of them (S%), and
alive for the other half (S2). We split each set S¢ and S¢ into two equal parts
for learning (L% and L) and training (T¢ and T2).

2D+t Grids. For each state s; € S, (with n € {20, 30,40,50}), and for each
temporal horizon k € {1,2,5,10,20}, we build a 2D+t grid G(s;, k) which is a
temporal sequence of k 2D grids: The first one corresponds to the state s;, and
the next k — 1 ones correspond to states obtained by iteratively applying the
game-of-life rules starting from s;. Each node is labeled with either 0 (dead cell)
or 1 (cell alive), and all edges have the same label.
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Mining Process. For each size n € {20, 30, 40,50} and each temporal horizon k €
{1,2,5,10,20}, we mine frequent patterns in the learning sets. This is done for
each class separately: We compute the set Fff’ . (resp. Fy ) of frequent patterns

in all G(s;,k) with s; € S¢ (resp. s; € S). We consider two different frequency
threshold o € {50%,100%}: When o = 50% (resp. 0 = 100%), a pattern is
frequent if it is present in half of the grids (resp. all the grids). Note that, the
higher the frequency, the lower the number of mined patterns and the more
efficient the mining process. Each mining process has been limited to 12h of
CPU time: If the mining process is not completed after 12h, we stop it and
consider the subset of patterns that have been extracted within this time limit.

Classification Process. For each size n € {20, 30,40, 50} and each temporal hori-
zon k € {1,2,5,10,20}, we build the set Fy, ), = F, U F;Li’k that contains all
frequent patterns (in the two classes). Then, for each state s; € L% U L2, we
count the number of occurrences of each pattern of F, i, in G(s;, k), and build a
frequency vector that gives the frequency of each pattern. Hence, each state is
represented by a histogram of frequent substructures.

We report two sets of experiments: One with histograms created using all
the patterns mined on both classes (which can be very sparse) and one with
a selected subset of 100 patterns. This post-processing selection is performed
using the relevance score and the greedy selection algorithm presented in [7].
To fasten the preprocessing step, we delete at each of the 100 iterations of the
greedy algorithm, the patterns with the 10% lowest scores.

Frequency vectors (of length |F;, 1| or 100) are used to train a binary Support
Vector Machine (SVM) to discriminate between the two classes. We use the
Libsvm [4] library with the intersection kernel presented in [10] (known to be
good on histograms).

Finally, we use the trained model to forecast the class of each state in our
training set: For each state s; € T UT?, we count the number of occurrences
of each pattern of F, , (or the 100 selected patterns of F,, ;) in G(s;, k), and
build a frequency vector which is used by the SVM model to forecast an outcome
(dead or alive) which is compared to the true outcome (dead for states coming
from T¢ and alive for states coming from 7/¢). We report accuracy results, i.e.,
the percentage of states for which the forecasted outcome is equal to the true
outcome.

Accuracy Results. We report accuracy results in Table 1. When increasing the
temporal horizon k (i.e., the temporal size of the mined grids), accuracy results
are improved. This shows the relevance of the GRIM A2D+t algorithm compared
to GRIMA. However, when increasing k, the mining process needs more time
and we often had to stop the mining process after 12h (red cells) for the largest
values of k. In this case, we only explored part of the substructure search space.

Also, the larger the grid size n, the better the results. It is well known that,
for the game of life, large grids have higher probabilities of containing stable
patterns that may characterize alive outcomes. However, as with k, we often
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Table 1. Accuracy results for the classification of states in T¢ U T%. For each size
n € {20, 30,40, 50}, the first line reports the number of frequent patterns |F, x|, and
the cell is colored in red if the 12h time-out has been reached and green otherwise;
the second and third line report accuracy results with vectors of size |F, x| and 100,
respectively (if |Fy, x| < 100, results are not given for vectors of size 100). Each line
gives results for kK = 1,2, 5,10, and 20, and with ¢ = 50% and 100%.

k 1 2 5 10 20
n| o] 50%[100%|| 50%[100%]|[ 50%[100%[[ 50%] 100%[ 50%[ 100%

|Fnk|| 673  22(|23589|  64([824616| 2478||707743| 96762(|417724|213861
20| All Pat|72.40(70.70(| 77.30|72.50(| 83.40|85.20(| 85.00| 88.70|| 88.30| 91.30
100 Pat|72.70 75.80 83.80(83.50|| 84.10| 87.80|| 85.60| 89.50

|Fnk|| 662  18(|28795|  68|[783701| 2472||688546| 99827 |(|355381|252891
30| All Pat|77.00{68.40(| 81.60|76.60( 84.80|87.80(| 88.00| 89.10|| 92.70| 92.80
100 Pat|74.10 79.90 84.40(86.90( 88.40| 89.40|| 91.80| 92.20

|Fn k|| 667 27(|38103|  77||786619| 4620|(634501|178710(/403411|246885
40| All Pat|79.10|70.90|| 86.50|82.10|| 89.90|92.50|| 91.60| 93.10|| 95.50| 96.00
100 Pat|77.10 84.40 86.80(90.10|| 89.40| 93.60|| 94.30| 96.80

|Fnk|| 740 26(|46235|  79(]906209| 4171||720779|206508||373600|282003
50| All Pat|78.60|72.70(| 82.80{79.70(| 89.30{90.90(| 91.80| 93.20|| 96.40| 95.80
100 Pat|77.90 84.20 88.50(89.40(| 89.90| 92.90|| 91.90| 96.40

had to stop the mining process after 12h for the largest grids. This shows the
necessity of efficient algorithms to tackle real-life problems.

The number of mined patterns | F, x|, is smaller when the frequency threshold
o = 100% than when it is 50%. For small temporal horizons k € {1,2}, the
number of mined patterns is not large enough (smaller than 27 for k = 1 and than
79 for k = 2). In this case, the results obtained with o = 100% are worse than
those obtained with o = 50%. However, for larger time horizons k € {5, 10, 20},
the number of mined patterns becomes large enough for ¢ = 100% while it
becomes so large for o = 50% that the mining process is never completed. As
we only have a subset of the frequent patterns in this case, it may be possible
that some relevant patterns have not be found. We observe that in this case the
results are worse with o = 50% than with ¢ = 100%.

Finally, let us compare the results obtained when all patterns of F;, ;, are used
for the classification (All Pat) with the results obtained when we only use the 100
first patterns selected by the post-processing process (100 Pat): The difference is
usually rather small, and in some cases it improves results (e.g., k = 20,n = 40)
whereas in some other cases it degrades them (e.g., k = 20,n = 20). However,
the post-processing improves the efficiency of the counting step: The process of
counting all occurrences of all patterns of F),  (to create histograms used as
inputs for the SVMs) takes on average 0.002s when & = 1 and up to 45s when
k = 20, whereas it takes 0.0005s when & = 1 and up to 0.008 s when k = 20 if
we only count occurrences of the 100 patterns selected by post-processing.
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Table 2. Average and Maximum (in parenthesis) depth and number of cells for all
patterns of F,, j or only those selected with post processing.

1 2 5 10 20
n All Pat [100 Pat|All Pat 100 Pat|All Pat 100 Pat |All Pat |100 Pat |All Pat |100 Pat
20|Depth 0 (0) [0 (0) (0.9 (1) (0.9 (1) 2.1 (4) [2.0 (4) [5.3 (9) |4.5(9) [11.7 (19)/9.0 (19)
NbCell|6.4 (11)|6.6 (10)|7.9 (15)|7.2 (11)[11.3 (25)|11.8 (20)|14.8 (28)|15.3 (24)|18.3 (32)|14.7 (25)
30/ Depth |0 (0) |0 (0) [0.9 (1) [0.9 (1) [2.3 (4) [2.4 (4) [6.4 (9) [6.0 (9) |14.5 (19)/11.1 (19)
NbCell[6.4 (11)[6.4 (9) [8.4 (17)|7.7 (12)[11.7 (23)]11.0 (18)|16.8 (35)[15.3 (29)[21.5 (32)[16.6 (25)
40/Depth [0 (0) |0 (0) (0.9 (1) {0.9 (1) [2.3 (4) [2.2 (4) [6.8 (9) (6.4 (9) [16.2 (19)/14.1 (19)
NbCell|6.4 (12)[6.3 (9) |9.0 (18)]7.6 (13)[12.1 (24)[11.1 (17)|20.2 (39)|21.3 (35)|23.4 (34)|19.6 (27)
50/Depth 0 (0) |0 (0) [1.0 (1) 0.9 (1) (2.3 (4) [2.3 (4) [6.7 (9) [6.5(9) [16.5 (19)/15.6 (19)
NbCell|6.5 (12)(6.7 (11)[9.2 (19)|7.5 (13)[13.2 (27)|12.3 (21)|19.4 (39)|20.5 (33)|24.1 (34)|21.8 (30)

Overall, those results show that taking into account the structural infor-
mation along the spatio-temporal grids can be used for the prediction of the
outcome of cellular automata and the extension to temporal dimension of our
grid mining algorithm can be used to tackle spatio-temporal problems.

Patterns Statistics. Table2 reports some statistics about the mined patterns
(all patterns in F, i, or the 100 ones selected by post-processing). We report
the average and maximum (in parenthesis) number of nodes of each pattern as
well as their depth, i.e., the number of temporal steps on which the patterns are
present (spatial patterns have a depth of 0). The average number of nodes and
the depth of the patterns selected by post-processing are usually less important
than the same statistics for all the mined patterns. This may come from the fact
that deep patterns are not diverse enough to be selected by the post-processing
step which in turn suggests that, when the timeout is reached, the diversity of the
mined pattern is not high enough. To further increase this diversity, stochastic
search methods such as Monte-Carlo Tree Search [2] could be integrated in our
algorithm.

5 Conclusion and Future Work

We have presented GRIMA2D++t, an algorithm to mine temporal sequences of
2D regular structures called grids. We have shown on experiments on a classical
cellular automaton, the game of life, that GRIMA2D+t can effectively extract
spatio-temporal patterns in temporal grids. We have also shown that those pat-
terns can be used as new features for classification algorithms and, in particular,
to successfully predict the outcomes of cellular automata. This opens interest-
ing new paths in the automatic analysis of the evolution of ecosystems and, in
particular, to predict and control spatio-temporal spread of species in order to
preserve biodiversity.

To further increase the efficiency of the classification process and scale to
larger problems, we proposed to use a post-processing step that allows us to
select a good subset of the mined patterns. In future work, we planned to directly
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mined a relevant subset of the possible patterns by using Monte-Carlo tree search
methods. We also plan to apply this algorithm to analyze other temporal struc-
tures such as videos.
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Abstract. As a promising clustering approach, the density peak (DP)
based algorithm utilizes the data density and carefully designed distance
to identify cluster centers and cluster members. The key to this approach
is the density calculation, which has a significant impact on the cluster-
ing results. However, the original DP algorithm applies the local density
to identify cluster centers directly, and fails to take into account the
density difference among clusters. As a result, large-density clusters may
be partitioned into multiple parts and small-density clusters are likely
to be merged with other clusters. In this paper we introduce a density
normalization step to deal with this problem, and show that the normal-
ized density can be used to characterize cluster centers more accurately
than the original one. In experiments on various datasets, our method is
shown to improve the performance of different density kernels evidently.

Keywords: Density peak - Clustering - Density normalization - Density
kernel

1 Introduction

As an important unsupervised learning approach, data clustering has been
studied extensively for decades, and a lot of algorithms have been proposed
[1,2,5,18,21]. Among various branches of clustering algorithms, graph based
clustering has been attracting increasing attention due to the impressive perfor-
mance. Graph based algorithms use as input the pairwise data similarity (dis-
tance) matrix, which captures rich information of the data distribution. Different
algorithms have been proposed to make use of the data distribution information.
Spectral clustering [12,13] performs dimensionality reduction based on the eigen-
structure of the similarity matrix and then accomplish the clustering in the data
space of fewer dimensions. As an instance of spectral clustering, the normalized
cuts algorithm (NCuts) [18] has become a standard baseline of image segmenta-
tion techniques, and important advances in this area include the algorithm based
on robust graph [21]. The affinity propagation algorithm (AP) [2] identifies clus-
ter centers and cluster members iteratively by passing among data the affinity
© Springer International Publishing AG 2017
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message encoded in the similarity matrix. Different from both spectral clustering
and AP, the dominant sets algorithm (DSets) [14,16] extends the clique concept
in graph theory to edge-weighted graph, and defines dominant set as a graph
based concept of a cluster. By treating a dominant set as a cluster, the DSets
algorithm extracts clusters sequentially with game dynamics and obtains the
number of clusters automatically. Further works on DSets include [8,9,15,19].

Another graph based clustering approach worth mentioning is the density
peak based algorithm (DP) proposed in [17]. With the pairwise data distance
matrix as input, the DP algorithm firstly calculates the local density p of each
data, which is then used to calculate the distance § denoting the distance between
one data and its nearest neighbor with larger density. It is found that cluster
centers are often with both large p’s and large §’s and correspond to the density
peaks of the dataset, whereas the non-center data are usually with either small
p’s or small §’s. Consequently, the cluster centers are presented as the outliers of
the dataset in the so-called p-6 decision graph, and can be identified relatively
easily. After the cluster centers are identified, each non-center data is assigned
the same label as its nearest neighbor with larger density. Considering that
identifying cluster centers with the p-d decision graph involves two thresholds,
[17] further proposes to use 7 = pd as the single measure to describe the data,
and select the data with largest v’s as the cluster centers. The DP algorithm is
reported to generate superior clustering results in [17].

Unfortunately, [17] fails to provide a reliable method to identify cluster cen-
ters. While cluster centers are assumed to have both large ¢’s and large d’s,
or equivalently, large +’s, there is no clear distinction between the large and
small values of these features. As a result, it is not easy to determine how many
data should be identified as cluster centers. Even if the number of cluster cen-
ters are given, it is possible that not all of the cluster centers with largest +’s
are really cluster centers. In the case that the densities of different clusters are
similar, the centers of all the clusters can be identified and the method works
well. However, in the case that different clusters have a large density difference,
even the density peak of a small-density cluster may have a small p. Conse-
quently, a large-density cluster may have multiple density peaks being identified
as cluster centers, whereas no data in a small-density cluster is selected as the
cluster center. As a result, a large-density cluster is likely to be partitioned into
several clusters, and a small-density cluster may be merged with other clusters.
In summary, using the original density p to identify cluster centers may not be
appropriate as the density difference among clusters is not taken into account.
On the basis of the work in [10], we propose to use density normalization to
account for the density difference among clusters. We show that the normalized
density can be used to describe cluster centers more accurately, and therefore
improves clustering results in comparison to the original one.

The remainder of this paper is organized as follows. Section?2 provides a
brief introduction of the DP algorithm. Then in Sect.3 we discuss the problem
of the DP algorithm and present normalized density as a better alternative to
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the original one. The detailed experimental validation of the proposed method
is reported in Sect. 4. Finally, Sect.5 concludes this paper.

2 Density Peak Clustering

The DP algorithm is proposed on the basis of the following assumptions. First,
cluster centers are local density peaks in their neighborhoods. This means that
cluster centers have larger p’s than the neighboring non-center data. Second,
with § denoting the distance between one data and its nearest neighbor with
larger density, cluster centers are with large §’s. This assumption is supported
by the observation that cluster centers are surrounding non-center data with
smaller density. In contrast, as in practice few data have identical density, it is
easy to find a neighbor with larger density for a non-center data. Consequently,
the §’s of non-center data are usually small. Third, the label of one non-center
data is the same as that of its nearest neighbor with larger density. The first
two assumptions point out the difference between cluster centers and non-center
data, and are used to identify cluster centers and determine the labels of center
data. After the center of each cluster is determined, the third assumption is used
to group non-center data into respective clusters. While the three assumptions
have no theoretical foundation, they are consistent with human intuition and
are shown to be effective in experiments.

The original DP algorithm is described in the following. Given the pairwise
distance matrix, the first step is to calculate the local density p of each data.
Two density kernels are used in [17] for this purpose, namely cutoff and Gaussian
kernel. With the cutoff kernel, the density of the data ¢ is calculated by

pPi = Z X(dc - dij)? (1)
JES,jFi
where S denotes the dataset for clustering, d. € R is the cutoff distance, d;; € R
measures the distance between data ¢ and j, and

, x>0,

(@) = {0’ T )

Intuitively, the cutoff kernel uses the number of data in the neighborhood of
radius d. to measure the local density. With the Gaussian kernel, the density is
computed by
@
Pi = Z ea:p(—ﬁ). (3)
JESj#i ¢
As to the parameter d. involved in both kernels, [17] recommends to determine
d. so that on average 1% to 2% of all data are included in the neighborhood.
After the local density is obtained, the distance §; of the data i is calculated by
definition as

0; = min d;;. 4
LT eSipy e )
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With the p and § of each data available, we are able to represent the data
as points in the p — d space and obtain the p — § decision graph. Taking the
Aggregation dataset [7] for example, we show its p — ¢ decision graph with the
cutoff kernel in Fig. 1(b), where d, is determined by including 1.7% of the data
in the neighborhood on average. It is evident that a few data are with both large
p and ~ and isolated from the majority of the dataset. Considering that with
the p — § decision graph we need two thresholds to identify the cluster centers,
we further sort the data in the decreasing order according to their v’s, with
vi = pid;, and show the data in the + decision graph in Fig. 1(c). With the ~
decision graph the data with the largest v’s will be selected as cluster centers.
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Fig. 1. The Aggregation dataset, two decision graphs with the cutoff kernel and cluster

result.

While it is true that cluster centers are separated from non-center data with
the p— 9 decision graph or «y decision graph, we also notice that it is still difficult
to select cluster centers, if the number of clusters are not given. In Fig. 1(b) more
than 10 data can be regarded as cluster centers, and in Fig. 1 there are also 10
data being isolated from the majority of the dataset. In both cases the obtained
numbers of clusters are different from the real value (7). The reason is that
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there is no clear distinction between the large and small values of features, and
therefore the differentiation between center and non-center data are ambiguous.
Unfortunately, [17] fails to provide a reliable solution to this problem.
Considering that v has been proposed to as the sole feature to measure the
qualification of data as cluster centers, in this paper we assume that the number
of clusters is given by user, as in the case of the k-means algorithm. With the
specified number N of clusters, we simply use the N data with largest v’s as
the cluster centers. The following clustering of non-center data can then be
accomplished easily. The clustering result of the Aggregation dataset is shown
in Fig. 1(d). Evidently, the clustering result is very close to the ground truth.

3 Our Algorithm

In the last section we show that with the cutoff kernel the DP algorithm is able
to generate very good clustering result on the Aggregation dataset. However,
this does not mean that the DP clustering results will be satisfactory with other
density kernels and datasets, even if the number of clusters is given. In Fig. 2 we
use two examples to illustrate this problem. Figure 2(a) shows the distribution of
the 7 selected cluster centers with Gaussian kernel, where we observe that there
is one cluster with two centers and one cluster without centers. Correspondingly,
the clustering result is not satisfactory, as shown in Fig.2(c). The two selected
cluster centers with the cutoff kernel on the Jain dataset [11] are shown in
Fig.2(b), where both centers appear in the large-density cluster. As a result, the
small-density cluster is merged with part of the large-density one in Fig. 2(d).

In our opinion, the incorrectly selected cluster centers shown in Fig.2 can
be attributed to the following reasons. First, while it is generally reasonable to
regard density peaks as cluster centers, the adopted density kernel and involve
parameters have significant influence on the estimated densities, and then on
the selected cluster centers and clustering results. In this sense, it is not strange
to see that the cutoff kernel performs well on the Aggregation dataset, and the
Gaussian kernel generates unsatisfactory result on the same dataset. Second, in
the case that the density difference among clusters is large, even the density
peaks of small-density clusters have relatively small p’s. In this case, applying
v = pd to select cluster centers directly may reduce the chance of data in small-
density clusters being selected. This problem is illustrated quite evidently on the
Jain dataset in Fig.2. In addition, these two reasons often interact with some
other factors, including the data distribution and cluster size and shapes, and
they together result in the incorrectly selected cluster centers.

The basic idea of the DP algorithm is to identify cluster centers and then
group non-center data into respective clusters. For this purpose, the features p
and § are proposed to select cluster centers and the density relationship among
data are used to group non-center data. Since the grouping of non-center data
is a simple procedure based on cluster centers and a reasonable assumption, we
focus our discussion on the cluster center identification. The key to identifying
cluster centers is to highlight the difference between cluster centers and non-
center data in some feature space. In the DP algorithm we use v = pd to select
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Fig. 2. The selected clusters and clustering results on Aggregation and Jain, with
different density kernels.

cluster centers. Noticing that ¢ is calculated based on p, we further limit our
analysis to the density p. It is generally reasonable to use density peaks as the
candidates of cluster centers. However, as we use v as the criterion of cluster
center selection, there exists the possibility that the centers of small-density
clusters are not selected because of the small density, as shown in the Jain
dataset in Fig.2. In order to make each cluster have one and only one data
being selected as cluster center, we need a better feature than the original p to
characterize cluster centers.

The DP algorithm uses p as a feature of the data and regards density peaks as
candidates of cluster centers. Here we make use of only the density relationship
between cluster centers and non-center data, i.e., cluster centers have larger
density than neighboring non-center data. However, in applying v = pé to select
cluster centers, the absolute values of density, but not the density relationship,
are what really works. This inconsistency between purpose and implementation
is at the root of the problems observed in Fig. 2. In order to relieve this problem,
we propose to replace the original p by normalized density p’ in cluster center
identification, and use v’ = p'é to select cluster centers. The normalized density
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can be simply obtained as the ration of the original density and the average
density of neighboring data, i.e.,

b=l (5)
Dol 2 Pi

JE€Dinn

where D, is a subset consisting of the 30 nearest neighbors of i, and | Dy, | is
the subset size. The p’ defined this way eliminates the influence of density dif-
ference among clusters to some extent. It should be noted that the normalized
density is only used in selecting the cluster centers. The grouping of non-center
data is still based on the relationship of the original density, which reflects the
relationship between individual data more accurately. With this simple density
normalization step, the selected cluster centers and clustering results on Aggre-
gation and Jain datasets are shown in Fig.3. We observe from Fig. 3 that both
cluster center selection and clustering results are improved significantly. On the
other hand, while the two cluster centers are really in two clusters of the Jain
dataset, a considerable amount of data are still grouped into the wrong cluster.
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Fig. 3. The selected clusters and clustering results on Aggregation and Jain, based on
normalized density.
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This can be attributed to the effect of several factors, including density kernel
and parameters, cluster shape and complex data distribution in clusters.

4 Experiments

We firstly validate the effectiveness of density normalization in improving clus-
tering results quantitatively. The experiment is conducted on eight datasets,
including Aggregation, Spiral [3], D31 [20], R15 [20], Jain, Flame [6] and two
UCT datasets Iris and Breast. The cutoff kernel and Gaussian kernel are used to
calculate the density p, and with both kernels the parameter d. is determined
by including 1.7% of the data in the neighborhood of radius d.. With Normal-
ized Mutual Information (NMI) as the clustering result evaluation criterion, we
report the comparison of the results with and without density normalization in
Fig. 4. Evidently on all the datasets, the density normalization either improves
the clustering results, or keep the results unchanged. This observation shows that
the density normalization is effective in solving the problems caused by density
difference among clusters.

ElOrgnal
ElNormalized

B Orginal
B Normalized

D1 D2 D3 D4 D5 D6 D7 D8

(a) With cutoff kernel (b) With Gaussian kernel

D1 D2 D3 D4 D5 D6 D7 D8

Fig. 4. Comparison of clustering results before and after density normalization.

We then compare the results of DP algorithm with density normalization with
those of other algorithms, including k-means, NCuts, DBSCAN, AP, DSets, and
the algorithm proposed in [8]. With k-means and NCuts the required numbers of
clusters are set as the ground truth. With DBSCAN the parameter MinPts is
set as 3 and Eps is determined based on MinPts based on the method proposed
in [4]. The AP algorithm needs to be fed the preference value p of each data, and
the range [Pmin, Pmaz) can be calculated with the code provided by the authors
of [2]. We then select p = ppin + 9.2step, where step = (Prmaz — Pmin)/10. With
the DSets algorithm we use s(i,7) = exp(—d(i,j)/o) and ¢ = 20d to build
the similarity matrix, where d(i, ) is the Euclidean distance and d is the mean
of all pairwise distances. Finally, we also use average distances to evaluate the
data density in the form of p; = dimaz/dimean, Where dpq, i the maximum of
all pairwise distances, and d;meqn is the average distance between ¢ and its 30
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Table 1. Comparison of cluster results (NMI) among different algorithms on eight
datasets.

DSets | k-means | NCuts | DBSCAN | AP |[8] |cutoff | Gaussian | dmean
Aggregation |0.86 |0.85 0.77 10.92 0.8210.89/0.99 0.99 0.99
Spiral 0.14 ]0.00 0.00 |0.71 0.00/0.66 1 0.44 0.73 1.00
D31 0.85 10.92 0.96 |0.84 0.59/0.67/0.96 |0.96 0.96
R15 0.83 091 0.99 |0.87 0.74/0.91/0.99 0.99 0.99
Jain 0.43 ]0.36 0.33 ]0.73 0.460.87/0.28 0.68 0.51
Flame 0.60 |0.45 0.42 ]0.83 0.57/0.90/0.78 0.41 1.00
Iris 0.65 |0.74 0.74 10.75 0.79/0.60/0.71 0.81 0.72
Breast 0.54 |0.74 0.80 0.62 0.57/0.540.30 0.64 0.40
Average 0.61 ]0.62 0.63 |0.78 0.57/0.75/0.68 0.78 0.82

nearest neighbors. The comparison of these algorithms are shown in Tablel,
where cutoff, Gaussian and dmean are used to denote DP algorithms with the
three density kernels. With all the three DP algorithms, normalized density is
used to replace the original one.

Table 1 shows that in terms of average clustering results, the cutoff kernel
performs the worst in the three kernels of the DP algorithm. This is not strange
as this kernel is based on only the number of data in a neighborhood and much
distance information is discarded. Even in this case, we find it performs better
than DSets, k-means, NCuts and AP. The Gaussian kernel performs much better
than the cutoff kernel, and the average distance based kernel further generates
the best results in all the algorithms. We believe these observations highlight the
potential of the DP algorithm, and also indicates the necessity to explore better
density kernels for further performance improvement.

5 Conclusions

Density peak based clustering is a promising clustering approach. In this paper
we study the influence of density kernels on the clustering results, and find
that existing density kernels are not able to deal with the density difference
among clusters. We analyze the reason behind this observation and propose
to use density normalization to relieve this problem. In experiments we show
that density normalization is able to improve the clustering results evidently. In
comparison with other clustering algorithms, the density peak clustering with
normalized density generates the best results on average.
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China Scholarship Council.
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Abstract. When using k-nearest neighbors, an unknown object is clas-
sified by comparing it to all the prototypes stored in the training data-
base. When the size of the database is large, and especially if prototypes
are represented by graphs, the search of k-nearest neighbors can be very
time consuming. On this basis, some researchers have tried to propose
optimization techniques to speed up or to approximate the search of the
nearest neighbors of a query. However, these studies pay attention only
to the case of vector space. In this paper, we propose an optimization
technique dedicated to structural pattern recognition. We take advantage
of a recent branch-and-bound graph edit distance approach in order to
speed up the classification stage. Instead of considering each graph edit
distance problem as an independent search tree, the search trees whose
purpose is to classify an unknown graph are considered as a one search
tree. Results showed that this approach drastically outperformed the
classical one under limited time constraints. Moreover, this approach
beat fast graph matching algorithms in terms of average execution time.

Keywords: Graph classification - Graph edit distance - K-nearest
neighbors - Branch-and-bound + Optimization

1 Introduction

Due to the long time needed by the k-nearest neighbors (KNN) classifier when
the size of the database (i.e., prototypes and unknown graphs) is large, some
optimization techniques have been proposed to speed up or to approximate the
search of KNN [14]. These studies pay attention only to vector space. In this
paper, we propose an optimization technique for structural pattern recognition
(graph space). Similar to the works proposed for the vector space, when the
objective is to classify unknown graphs, questions like “why do we need to con-
sider each graph matching problem as an independent one?” and “cannot we
consider all the graph matching problems used to classify the unknown graph as
a single problem?” become of crucial interest.

To classify unknown objects using the KNN paradigm, one needs to define a
metric that measures the distance between the unknown object and the elements
in the learning set. In the context of attributed graphs, the distortion and noise
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are taken into account during the matching process. One of the most well-known
and used approaches to compute a distance (dissimilarity) between two graphs
taking distortion into account is Graph Edit Distance (GED). GED is achieved
by finding a set of graph edit operations: insertions, deletions and substitutions
of vertices as well as edges in order to transform a graph into another with the
minimal cost. GED between two graphs can be computed by different manners
but it is usually time consuming especially if we want an exact solution.

On the basis of all these hypotheses and remarks, we propose to take advan-
tage of Branch-and-Bound (BnB) based algorithms to elaborate the idea of deal-
ing with the classification of each unknown graph as a global problem instead of
independently solving successive GED computations. In this paper, we couple a
recent anytime GED algorithm with the KNN classifier. Instead of considering
each search tree of the unknown graph compared to a training graph as an inde-
pendent one, we group all of them in a single search tree. The comparisons are
achieved in a sequential manner and the best upper bound found so far is used
as an initial upper bound of the next GED problem. For instance, the solution
of the first GED problem is considered as an upper bound of the second one.
Results, on 3 different datasets, showed that the proposed approach drastically
outperformed the classical one and beat fast graph matching algorithms in terms
of average execution time under limited time constraints.

The rest of the paper is organized as follows: In Sect. 2, the problem statement
is presented in details after defining the KNN classifier and the GED problem.
At the end of Sect.2, the selection of a GED method is made. In Sect. 3, the
BnB strategy proposed to speed up the KNN search in graph space based on a
recent GED algorithm is described. Section4 is dedicated to the experiments,
protocol and results that show the efficiency of the extended approach. Section 5
is devoted to conclusions and perspectives.

2 Problem Statement

2.1 K-Nearest Neighbors Problem

KNN is a simple and precise classifier. It is non-parametric and thus it does
not need knowledge about the distribution of classes. Moreover, the associated
algorithm is quite simple to implement. When there are enough training patterns,
classification error will be smaller than twice the Bayes error [7].

Unlike other classifiers which are considered as black-box models [8], when the
metric is defined, KNN can provide an explanation of the classification results.
However, KNN requires enormous computation time that is proportional to the
number of training samples and the number of dimensions of feature vector.
Thus, because of its simplicity and precision, many researches have tried to
speed-up the algorithm in vector space. Even if optimization methods in graph
space are different from the ones in vector space, we can shed light on the two
categories of methods proposed in vector space. The first category provides exact
neighbors and thus tries to reduce, in an off-line way, the number of samples for
distance calculation by finding an effective subset from training data set [11] or
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by constructing a new set used for classification [6]. The second category provides
approximate neighbors and tries to limit the search space according to the query.
Consequently, the number of problems for distance calculation becomes smaller,
and the computation time is decreased. In some cases of this category, there is no
guarantee that the results using subsets or using selected new sets are the same
as the results using the original KNN rule. One can notice that some methods
reduce computation time and space complexity, and some others reduce only
time complexity.

Fukunaga et al. in [10] and Omachi et al. in [20] have proposed fast search
methods based on a BnB strategy. They achieve a fast search by skipping the
search of subtrees that are unnecessary to explore. Then, the search efficiency
strongly depends on the structure of search tree (i.e., height of the tree, number
of children of one node, etc.) that is to say on the propriety of the construction
method (i.e., clustering algorithm).

To solve KNN in graph space, we formulate the problem as follows: Given a
set S of n samples and a query element ¢, find a subset Sy C S of £ < n elements
such that for any elements p; € Sy and ps € S — Sy, dist(q;p1) < dist(q;p2)-

2.2 Graph Edit Distance as a Metric

To classify graphs using KNN, one needs to define a metric that measures the
distance between the graphs. In the context of attributed graphs, distortion
and noise are taken into account during the graph matching process. One of the
most well-known approaches to compute distance (dissimilarity) between graphs
taking distortion into account is Graph Edit Distance (GED) [17,21].

Let G = (V1, E1, p1,&1) and Gy = (Va, Eo, 2, &2) be two graphs with V4 =
(u1, ..., up) and Vo = (v1, ..., vy,) the sets of vertices of G; and Gs, respectively.
FE4 and Es represent the edges of G; and Gs, successively, whereas the terms p
and ( refer to the attributes on vertices and edges, respectively. In error-tolerant
GM, a measurement of the cost of matching vertices and/or edges of two graphs
(1 and G, referred to as penalty cost, is applicable on both graph structures and
attributes. The basic idea is to assign a penalty cost to each matching operation.
When (sub)graphs differ in their attributes or structures, a high penalty cost is
added during the matching process. Such a cost prevents dissimilar (sub)graphs
from being matched since they are different. Likewise, when (sub)graphs are
similar, a small penalty cost is added to the overall cost. This cost includes
matching, inserting and/or deleting vertices/edges.

Formally saying, GED is based on a set of edit operations o; where i =1...k
and k is the number of edit operations. This set is referred to as Edit Path in
the literature [17].

Definition 1. Edit Path

A set {01, ,0r} of k edit operations that completely transform G; into Go is
called a (complete) edit path between G and Ga. A partial edit path refers to
a subset of {01, ,0,} that partially transforms G; into Ga.
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Formally saying, GED between two graphs is defined as follows:

Definition 2. Graph Edit Distance
Let G1 = (V1,E1,p1,(1) and Gy = (Va,Es,19,(2) be two graphs, the graph edit
distance between GG and (G5 is defined as:

Donin(G1,G2) = | min 2 c(0) (1)
where ¢(0) denotes the cost function measuring the cost of an edit operation o
and I'(G1,G2) denotes the set of all edit paths transforming G; into Gg. The
exact correspondence is one of the correspondences that obtains the minimum
cost (i.e., dy,, ;. (G1,G2)).

min (

2.3 Formulation of K-Nearest Neighbors Coupled with Graph Edit
Distance Computation

For simplicity, we will formalize the KNN problem such that & = 1. However,
this problem can be easily generalized for K > 1.
Let L be the set of training graphs and G, is a query graph, the KNN problem
is defined as follows:
G* =arg min d(G4,G) (2)

where d is a dissimilarity measure between graphs and G* is the graph that
minimizes the distance to G,. The complexity of the problem grows linearly
with the size of L. However, the problem of computing d in graph space is NP-
Hard, see Eq. 1. Solving Eq. 2 implies independently solving the problem of Eq. 1
|L| times. Instead of separating the |L| sub-problems, we propose to unify them
and redefine the problem of Eq. 2 as follows:

G* =ar Z c(o)VG e L (3)

min
Ac€{I'(Gq,G)} oy

where {I'(G4,G)} VG € L is the set of all the possible matchings between G,
and each graph G in L.

2.4 Possible Techniques for GED Computation

We aim at choosing a GED algorithm to solve the problem described in
Eq. 3. Thus, in this section, we explore the state-of-the-art methods dedicated
to solving GED.

Techniques for the GED computation vary in their way of solving GED and
their complexities. In this section, we globally divide them into three main cat-
egories. First, the exact GED category such as the A* algorithm [13]. A* is a
foundation work that is based on a best-first search and thus it is memory con-
suming. Recently, a depth-first GED algorithm (DF) has been proposed in [3]
to tackle the memory consumption of A* using the depth-first paradigm with a
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preprocessing and a BnB steps. However, in a classification context, A* and DF
are relatively slow, especially when matching large graphs.

The second category represents approximate GED methods. Beam-Search
(BS) [12] has been put forward to reduce the complexity of A*. The purpose of
BS is to prune the search tree via a parameter that keeps the x most promis-
ing partial edit paths. However, such an algorithm cannot always find the exact
matching. Riesen et al. in [16] reformulated the assignment problem as finding
an exact matching in a complete bipartite graph in order to reduce the quadratic
assignment problem (of GED computation) to an instance of a linear sum assign-
ment problem. This method was then sped up in [19]. These approaches take
local rather than global relationships into consideration. To go beyond the local
structure problem, few works have been proposed [5,9,18], to name a few of
them. Recently, two approaches based on Integer Projected Fixed Point and
Graduated Non-Convexity and Concavity methods have been proposed in [4].
All these approaches cannot speed up the search of KNN since a precedent com-
parison cannot be used to prune the search space of the current one.

Recently, a new category has been added to GED, this category is referred to
as anytime [2]. From an initial solution, anytime algorithms provide successive
solutions during the enumeration of the search tree, they can be used to get
good approximate distances (under limited time constraints) as well as exact
ones (with plenty of available time). A first algorithm proposed in this category
to solve GED is referred to as anytime depth-first (ADF). In this paper, we
selected ADF since it can take advantage of the previous graph comparisons, in
an iterative manner, to prune the search space.

3 Fast Nearest Neighbors in Graph Space

Traditionally, when classifying G; using GED approaches, the class of the nearest
neighbor G € L (when K = 1) is assigned to G, after comparing it with each
G € L. Furthermore, the distances between G, and all the graphs in L are
computed independently by running a GED algorithm |L| times. This solution
is naive as each comparison is launched and not stopped until its end of execution
and the initial upper bound (UB) of each comparison is set to co. If we have no
extra information, this step is essential to find the correct solution. But in the
KNN problem, the result of the previous problem may give us some clues for a
better pruning in the next search whose aim is to classify G4. It is an evident
fact that with a smaller UB, BnB algorithms become more efficient during the
successive GED computations.

In this paper, we propose to consider the classification of Gy, as a sin-
gle problem by coupling the KNN classifier with ADF. Algorithm 1 depicts
the main steps of the proposed approach, called One-Tree-ADF. First, the
initialization step (lines 1 to 3) starts. Second, the refined ADF is applied
on G4 and each G; in the training set L (line 5). UB and so the class
assigned to Gy (i.e., C,) are modified if d,;y, is better than the current UB
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Algorithm 1. One-Tree-ADF Algorithm

Input: The set L of labeled graphs (i.e., train set): {(G1,Ch), -+, (Gi,Ci)} and the

unknown graph Gy

Output: the class label assigned to G
1: dmin = 0 > An initial distance between two graphs
2: UB =00 > The initial upper bound
3 Co=¢ > The class assigned to G
4: for i =1 to |L| do

5: dmin=ADF(G4,G;,UB)

6: if UB > dyin then
7

8

9

0

1

UB= dmin
Cq=0C;
end if
: end for
: Return C|,

(lines 7 and 8). The outputted distance dy,;, is used as UB of the next com-
parison (i.e., ADF(Gq,G;y1)) (line 7). This algorithm finally terminates by out-
putting Cj.

Note that for the sake of simplicity, we considered K = 1. The extension
of the algorithm for K > 1 is straightforward, UB is the distance obtained by
the current k*" nearest neighbor. When a distance is calculated (line 5), it is
compared to the distance of the k nearest neighbors and the current table of the

GED(Gq,G1):

~

-
“9(a)=0 a(b)=0 glc)=4
h(b)=1 h(b)=3 h(c)=4
Ib(c)=1 Ib(b)=3 Ib(c)=8

Query Graph

g(d)=0.5 gle)=4
h(d):l h(e)=1

Ib(d)=1.5 Ib(e)=5
g(f)=2
Ib(f)=2 wmmm) UB =2

GED(Gq,G2):

®

Ib(a)=4>UB Ib(b)=3>UB  Ib(c)=8 > UB

GED(Gq,G3):

Fig.1. One-Tree-ADF. Given a query graph G, and graphs in the training set, the
problems GED(G,,G1), GED(G,4,G2) and GED(G,,G3) are considered as sub-trees of
the global tree (Tg,). The sub-tree of GED(G,G2) is pruned thanks to UB that is
found via GED(Gq,G1).
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k nearest neighbors is updated when it is necessary, discarding a sample from
the table when finding a better distance (i.e., a better nearest neighbor).

Figure 1 highlights the idea of One-Tree-ADF. Given a query graph G, and a
learning database L, the idea is to consider each search tree S of the GED(Gy,G;)
as a sub-tree of the global tree dedicated to G, and referred to as Tg,. For
instance, in Fig. 1, one can see that the first UB found while exploring the sub-
tree S of GED(G,,G1) is 2. UB is then used as an initial UB of the sub-tree S’
of GED(G,G2) and so on. Such an operation helps in pruning the sub-trees as
fast as possible while searching for the nearest neighbor of Gj,.

4 Protocol and Experiments

4.1 Selected Datasets

In the experiments, GREC, Protein and Mutagenicity of the IAM database [15]
are selected. GREC data set consists of 1100 graphs where graphs are uniformly
distributed between 22 symbols. 286 graphs are included in the training set
while 528 graphs are included in the test set. In Mutagenicity, 4337 elements
are represented in this data set (2401 mutagen elements and 1936 non-mutagen
elements) which are divided into: a training set of size 1500, a test set of size
2337 and the rest of elements are in the validation set. For simplicity, we refer to
this database as Muta. 600 Proteins are uniformly distributed over 100 classes.
The size of each of the training and the test sets is 200. The cost functions of
the selected datasets and their parameters can be found in [1].

4.2 Chosen Methods

On the exact method side, we chose the DF algorithm since it outperforms the
A* algorithm in terms of running time. On the approximate side, we included
BS-1 (i.e., the greedy algorithm) and BS-100. We also chose the bipartite match-
ing algorithm BP [16] since it has been shown to be one of the most efficient
approximate algorithms so far. In addition, we selected a fast version of BP [19],
referred to as FBP in the literature.

4.3 Environment and Constraints

The experiments were conducted on a computer with a 24-core Intel i5 processor
at 2.10 GHz and 16 GB of memory. The time constraint used for all the datasets
is fixed to 500 milliseconds (ms) which is the maximum time needed by BP and
FBP to output a solution. That is, any GED algorithm that needs more than
500 ms is stopped and the best answer found so far is outputted. Note that
One-Tree-ADF and DF are exact algorithms without time constraints.

The order of the training graphs of each of GREC, Protein and Muta is
randomized. Four different orders are generated. The reason is that we did not
want One-Tree-ADF to be influenced by the ordered lists that are given in IAM.
Note than one can extensively study the influence of the order of the training
graphs on the accuracy and the total execution time of One-Tree-ADF.
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4.4 Results

In Table1, the results achieved on all datasets are presented. Note that the
computation time corresponds to the average time needed to classify graphs G,.
We ran the experiments on the 4 different orders of train graphs (see
Sect. 4.3). The results of these orders are quite similar. Thus, the measured time
(in milliseconds) is the average time of the 4 different orders. The results show
that on the 3 datasets, One-Tree-ADF was always faster than the classical DF
approach. It also improved the classification rate of DF on both Protein and
Muta. This is due to the fact that One-Tree-ADF could improve UB while mov-
ing from one comparison to another. As a consequence, it pruned unfruitful parts
of some sub-trees and found a better UB. On the other hand, when comparing
One-Tree-ADF to BP, one can see that One-Tree-ADF was 4 times faster (on
GREC) and 2 times faster (on Muta), it also improved the classification rate on
Muta. However, on Protein, it was less accurate than BP. FBP was faster than
One-Tree-ADF on Protein, however, the accuracy of FBP was lower.

Table 1. Classification results on GREC, Protein and MUTA. The best results are
marked in bold style.

GREC Protein Muta

Acc |t Acc |t Acc t
One-Tree-ADF | 98.5 | 15483.16 | 47 58321.20 | 71.28  104183.21
DF 98.5 | 140675.0 |42 |124361.61 |70 1139134.29
BS-1 98.5 | 69236.34 |24 |129571.76 | 55.5 | 1015688
BS-100 58.7 | 83928.20 |26 | 141265.41 | 55.5 1383838.66
BP 98.5 | 62294.60 | 52 59041.84 | 70 528546.64
FBP 98.5 | 27922.65 | 38.5|39425.69 | 70 376135.51

Figure 3 depicts two examples, for classifying two graphs G, taken from
GREC and Muta. Note that the value of UB is outputted after each
ADF(Gg, G), see line 5 in Algorithm 1. One can see that improving UB is
easier in the first few milliseconds, however, after a certain time, UB could keep
stable for a longer time, depending on whether or not the next comparisons are
fruitful.

For the same examples illustrated in Fig. 2, we divided the comparisons into
intervals, and measured the average time needed in each interval, see Fig.3.
Results showed that, on both datasets, the first interval needed around 400 ms
while the other intervals needed less time. This shows the ability of UB in pruning
the search tree. One could also notice that the average time of the intervals on
Muta is higher than the one on GREC; that is due to the difficulty of search
trees of Muta.
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Fig. 2. The upper bound found at the end of each comparison ADF(G4,G) and needed
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Fig. 3. The evolution of the time needed to compare two graphs while exploring the
search tree of Gg. (Left: GREC, Right: Muta)

5 Conclusions and Perspectives

In this paper, a fast nearest neighbor approach dedicated to graph classification
was proposed. This approach, referred to as One-Tree-ADF takes advantage of
a recent BnB-based algorithm dedicated to solving GED. Instead of considering
the comparison of graph G, and a graph G in the training set as a single problem,
One-Tree-ADF groups trees whose objective is to classify a graph G, in one
search tree. Such an approach aims at improving the upper bound as fast as
possible and thus pruning the misleading parts of the search tree. Results showed
that the One-Tree-ADF drastically minimizes the total classification time while
achieving high classification rates when compared to exact and approximate
GED algorithms.

Our future work is two-fold. First, learning the order of the training graphs
set. Second, transforming One-Tree-ADF into a parallel algorithm. These propo-
sitions can reduce the computation time of One-Tree-ADF.
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Abstract. The graph edit distance is a well-established and widely
used distance measure for labelled, undirected graphs. However, since
its exact computation is NP-hard, research has mainly focused on devis-
ing approximative heuristics and only few exact algorithms have been
proposed. The standard approach A*-GED, a node-based best-first search
that works for both uniform and non-uniform metric edit costs, suffers
from huge runtime and memory requirements. Recently, two better per-
forming algorithms have been proposed: DF-GED, a node-based depth-first
search that works for uniform and non-uniform metric edit costs, and
CSI_GED, an edge-based depth-first search that works only for uniform
edit costs. Our paper contains two contributions: First, we propose a
speed-up DF-GED" of DF-GED for uniform edit costs. Second, we develop a
generalisation CSI_GED™ of CSI_GED that also covers non-uniform metric
edit cost. We empirically evaluate the proposed algorithms. The experi-
ments show, i.a., that our speed-up DF-GED" clearly outperforms DF-GED
and that our generalisation CSI_GED™ is the most versatile algorithm.

Keywords: Graph matching - Graph similarity - Graph edit distance -
Branch and bound

1 Introduction

Labelled, undirected graphs can be used for modelling various kinds of objects,
such as social networks, molecular structures, and many more. Because of this,
labelled graphs have received increasing attention over the past years. One task
researchers have focused on is the following: Given a database G that contains
labelled graphs, find all graphs G € G that are sufficiently similar to a query
graph H or to find the k graphs from G that are most similar to H. For approach-
ing this task, a distance measure between undirected, labelled graphs G and H
has to be defined. One of the most commonly used measures is the graph edit dis-
tance. Formally, a labelled, undirected graph G is a 4-tuple G = (V¢ B¢ (G (%),
where V& is a set of nodes, E® is a set of undirected edges, and 5‘9 VG S Sy
and Eg : B¢ — Xp are labelling functions that assign nodes an edges to labels
from alphabets Xy and Y. Both Xy and X5 contain a special label e reserved
for dummy nodes and dummy edges. The graph edit distance A\(G, H) between
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graphs G and H on common label alphabets X'y, and X'y is defined as the mini-
mum cost of an edit path between G and H. An edit path is a sequence of labelled
graphs starting with G and ending at a graph that is isomorphic to H. Each
graph along the path can be obtained from its predecessor by applying one of
the following edit operations: Deleting or inserting an a-labelled edge, deleting
or inserting an isolated a-labelled node, changing a node’s or an edge’s label
from « to 8 # a. Edit operations on nodes and edges come with associated edit
costs cy : Xy x Yy — IR and cg : Y X Yg — IR, respectively. The cost of an
edit path is defined as the sum of the costs of its edit operations. If the cost of
each edit operation equals 1, we say that the edit costs are uniform. In many
scenarios, it is natural to consider non-uniform metric edit costs. For instance, if
the graphs model spacial objects and the node labels are Euclidean coordinates,
the cost ¢y (o, 3) one has to pay for changing a node’s label from « to 8 should
probably be defined as the Euclidean distance between a and (.

It has been shown that, even for uniform edit costs, it is NP-hard to exactly
compute the graph edit distance [14]. Exact algorithms that, if applied to large
graphs, terminate within an acceptable amount of time are hence out of reach.
Consequently, a substantial part of research on both uniform [14-16] and non-
uniform [2—4,6,10,12,13] graph edit distance has focused on the task of devising
heuristics that compute lower and/or upper bounds for A(G, H). Nonetheless,
efficient exact algorithms are still important. This is because some of the objects
that are readily modelled by labelled, undirected graphs— for instance, some
molecular compounds — induce graphs with very few nodes [9]. For these graphs,
queries of the kind “find all G € G with A(G,H) < 7”7 can in principle be
answered. Of course, one would first use efficiently computable upper and lower
bounds in order to filter out candidates from G. However, for the surviving
candidates, A(G, H) < 7 has to be verified by means of an exact algorithm.

The standard approach A*-GED [11] for exactly computing A(G, H) carries
out a node-based best-first search in order to find the optimal edit path. It is
very slow and has huge memory requirements. Recently, three better performing
algorithms BLP-GED [8], DF-GED [1], and CSI_GED [5] have been proposed. BLP-GED
formulates the problem of computing A(G, H) as a binary linear program which
is solved by calling the commercial solver CPLEX. It has been found to be faster
and more memory-efficient than A*-GED. DF-GED carries out a node-based depth-
first search for finding the cheapest edit path. It has been found to be much more
memory-efficient and slightly faster than A*-GED. In contrast, CSI_GED carries out
an edge-based depth-first search. It also has been found to be both faster and
much more memory-efficient than A*-GED. While A*-GED, BLP-GED, and DF-GED
cover non-uniform metric edit costs, CSI_GED only works for uniform edit costs.
A direct comparison between BLP-GED, DF-GED, and CSI_GED is lacking.

Our paper contains the following contributions: In Sect. 2, we present a speed-
up DF-GED" of DF-GEDfor uniform edit costs. DF-GED" exploits the fact that, in the
uniform case, a subroutine that DF-GED employs at each node of its search tree
can be implemented to run in linear rather than cubic time. In Sect. 3, we pro-
pose a generalisation CSI_GED™ of CSI_GED that also covers non-uniform metric
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edit costs. This generalisation comes at the price of a slightly increased run-
time. However, this increase is very moderate, as the computational complexity
is increased only at the initialisation of CSI_GED™ and at the leafs of its search
tree. In Sect. 4, we experimentally evaluate the performance of the newly pro-
posed algorithms. The experiments show that, for uniform edit costs, our speed-
up DF-GED" clearly outperforms DF-GED, while CSI_GED and our generalisation
CSI_GED™ perform similarly. They also indicate that, neither for uniform nor for
non-uniform edit costs, there is a clear winner between DF-GED" and DF-GED, on
the one side, and CSI_GED and CSI_GED™, on the other side. Finally, the exper-
iments suggest that CSI_GED™ is the most versatile algorithm: It covers both
uniform and non-uniform edit costs and runs very stable even on datasets where
other algorithms perform better. Section 5 concludes the paper.

2 DF-GED": Fast DF-GED for Uniform Edit Costs

In this section, we show how to speed-up the node-based depth-first search
DF-GED for uniform edit costs. We first summarise DF-GED and then describe
our speed-up DF-GED".

The Baseline Approach. DF-GED builds upon the following observation: If edit
costs are metric, then A(G, H) can be defined equivalently as the minimum cost
of an edit path that is induced by a node map [6]. Let V&I and VE+IHI be
the sets that are obtained from V¢ and V# by adding |V | respectively [V
isolated dummy nodes. A node map is an injective partial function 7 : VE+HI —
VHHIGl whose domain contains V& and whose image contains V. For a given
node map 7, its induced edit path is defined as follows: If 7 maps a real node
i € VY to a dummy node j., i is deleted. Conversely, if a dummy node 4. is
mapped to a real node k € V¥ k is inserted. If a real node i € V¢ is mapped
to a real node k € V' i’s label is changed from ¢$ (i) to ¢ (k). If ij € E but
7(i)m(j) ¢ EH, the edge ij is deleted. If kI € EH but 7~ (k)r—'(I) ¢ E®, the
edge kl is inserted. Finally, if an edge ij € E¢ is mapped to an edge kl € EX,
ij’s label is changed from ¢(i5) to £ (kl). The cost of the edit path induced by
7 is denoted by g(m).

DF-GED performs a depth-first search on the set of all partial node maps
between VEH A and VHHCl starting with the empty node map. The tree’s leafs
correspond to complete node maps and its inner nodes correspond to incomplete
node maps. DF-GED starts with sorting the nodes of V¢ such that evident nodes
will be processed first [3]. It also initialises an upper bound UB for A\(G, H),
using a fast sub-optimal heuristic [10]. For each visited node 7 of the search
tree, values g(m) and h(w) are maintained. The value g(7) denotes the cost of
the corresponding incomplete induced edit path, and h(r) is a lower bound for
the cost from 7 to a leaf, i.e., complete node map, in 7’s down-shadow. Assume
that all nodes in V& up to node i have already been assigned by . If i is the
last node in V&, 7 is extended to a complete node map by assigning a dummy
node to each of the yet unassigned nodes j € V&, and UB is updated to g(r) if
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g(m) < UB. Otherwise, 7’s children 7/ € {m U (i + 1,5) : j € V¥ unassigned by
7} U{r U (i+1,j:)} are considered in order of non-decreasing g(n’) + h(n’). If
g(n’) + h(r") < UB, 7 is updated to n’ and the process iterates. Otherwise, the
branch rooted at 7’ is pruned. At termination, UB is returned.

Note that, for each visited partial node map 7, the lower bound h(r) has to
be recomputed. DF-GED computes h(7) as follows: For a given partial node map
7, let VETIHI=T and VHHGI=7 be the sets of unassigned nodes and E€~™ and
EH~™ be the sets of unassigned edges filled up with dummy edges to ensure
|EG=7| = |EH~7|. Furthermore, let (G (VEHIHI=m) ¢H(yVHHIGI=m) G (EG—™),
and ¢2(EH~) denote the multisets of labels of the unassigned nodes or edges
contained in these sets. Then h(w) is defined as h(w) = hy (7)) + hg(w), where
hy () is the minimum cost of a linear assignment between (5 (VE+HI=m) and
L (VHHIGI=T) with assignment costs ¢y, and hg(r) is the minimum cost of a
linear assignment between (¢ (EY~™) and ¢ (EH~™) with assignment costs cg.
Since a minimum linear assignment can be computed in cubic time, e.g., by using
the Hungarian Algorithm [7], the runtime complexity of computing h(7) is thus
cubic in n and m, where n = |[VE| + |[VH| and m = max{|E¢|,|E*|}.

Our Speed-Up for Uniform Edit Costs. Our speed-up DF-GED" builds upon
the observation that, for uniform edit cost, h(r) can be computed in linear time.
For showing this, we need the following lemma:

Lemma 1. Let A and B be two equally sized multisets and ¢ : A x B — IR be
uniform in the sense that c(a,b) equals 1 if a # b and 0 otherwise. Then the
cost of a minimum linear assignment between A and B for the assignment cost
c equals |A| — |[AN BJ.

Proof. Let (az)l Il and (b; )Z 1 be orderings of A and B such that, for all i <
|A N B, it holds that a; = b;. Note that this implies a; # b; for all ¢ > |[AN B].
We define f : A — B as f(a;) = b;. It is easy to see that f is a minimum
linear assignment between A and B for the uniform assignment cost c. Its cost

i Yoea cla, f(@)) = ST elai b)) + LI gy i b) = [A] = [AN B, D

It has been shown that, if A and B are sorted multisets, the size of their
intersection can be computed in linear time [14]. Together with Lemma 1, this
immediately implies that, if ¢y, and c¢g are uniform, hy (7) and hg(7) can be
computed in O(nlogn) and O(mlogm) time, respectively: We first sort the
labels of the nodes and the edges that have not been assigned by 7 in O(nlogn)
and O(mlog m) time, respectively. Then, we compute the intersection sizes of the
resulting sorted multisets in linear time. In order to further reduce the complexity
of the computation of hy (7) and hg (), we proceed as follows. When initialising
DF-GED, we once sort (5 (VETIHN) pH(VHHIGH G (EG) and (4 (EX), ie., the
multisets containing the labels of all nodes and edges. For each L of the resulting
sorted multisets and each partial node map 7, we maintain a boolean vector that
indicates if the node or edge with label L; is still unassigned by 7. This vector
can be updated in constant additional time when updating the cost g(m) of the

)
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partial edit path induced by 7. For each partial node map 7, hy (7) and hg(7)
can then be computed in linear time by using a variation of the algorithm for
multiset intersection presented in [14].

3 CSI_GED™: CSI_GED for Non-uniform Metric Edit Costs

In this section, we show how to generalise the edge-based depth-first search
CSI_GED to non-uniform metric edit costs. We first summarise CSI_GED and then
describe our generalisation CSI_GED™.

The Baseline Approach. While DF-GED enumerates the space of all node maps,
— — —
CSI_GED considers valid edge maps ¢ : E¢ — EH U{e.}. The set EY contains one
—

arbitrarily oriented edge (i, j) for each undirected edge ij € E¢, E¥ contains
two directed edges (k,l) and (I, k) for each kl € E¥, and e. denotes a dummy
edge. An edge map ¢ induces a relation 7, on V& x VH: If ¢(i, j) = (k,1), then
(i,k) € my and (4,1) € my. Since nodes cannot be assigned twice, ¢ is called valid
if and only if 74 is a partial injective function. A valid edge map ¢ also induces a
partial edit path between G and H: If ¢(i, j) = (k,1), ij’s label is changed from
(%(i7) to LE(kl). If ¢(i, j) = e, the edge ij is deleted. If ¢~ [{(k,1), (I,k)}] =0
holds for an edge kI € EH | ki is inserted. And if m4(i) = k, i’s label is changed
from ¢$} (i) to £% (k). The cost of the partial edit path induced by ¢ is denoted by
g(¢). In general, ¢’s induced edit path is incomplete, since the sets V=7 C V¢
and VH=m¢ C VH containing the nodes that are left unassigned by m, are in
general non-empty. The following theorem constitutes the backbone of CSI_GED:

Theorem 1 (Cf. Theorem 1 in [5]). If the edit costs cy and cg are uni-
form, then,_]for eaanode map m : VEHHAL — VHHG there is a valid edge
map ¢ : B¢ — EH U {e.} with g(n) > g(¢) + [(VE—e VH=™) where
LVEme VI=Te) = max{[VEme| [VI=Te|} — [(GVETe) 0 e (VHTe)).
Moreover, g(¢)+ ' (VE=m¢ VH=76) > \(G, H) holds for each valid each map ¢.

Theorem 1 implies that, for uniform edit costs, one can compute the graph
edit distance by enumerating the space of all valid edge maps. To this purpose,
CSI_GED carries out a depth-first search on the set of all valid partial edge maps
starting with the empty edge map. CSI_GED maintains an upper bound for the
graph _e)dit distance, which is initialised as UB = oo, and considers the edges

e, € E¢ in an arbitrary but fixed order. For each visited incomplete edge map

¢, the current induced cost ¢g(¢) and a lower bound ¢’(¢) for the induced cost of

a complete edge map in ¢’s down-shadow are maintained. Assume that all edges
— —

in E€ up to e, have already been assigned by ¢. If e, is the last edge in E, ¢
is a complete valid edge map, and UB is updated to g(¢) + I'(VE~ ™, VH=70)
if g(¢) + (VG VH=7) < UB. Otherwise, ¢’s children ¢' € {¢ U (e,11,€) :

—

e € B unassigned by ¢ and ¢U (e, 41, ¢) valid} U{¢pU (e, 11,e.)} are considered
in order of non-decreasing C(e,1,€). C(er41,€) is an estimate of the graph edit
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distance under the constraint that the edge e,;; is mapped to e. Note that
the estimated cost matrix C only has to be computed once at initialisation. If
g'(¢') < UB, ¢ is updated to ¢’ and the process iterates. Otherwise, the branch
rooted at ¢’ is pruned. At termination, UB is returned.

Our Generalisation to Non-uniform Metric Edit Costs. The key-
ingredient of our extension CSI_GED™ is the following generalised version of
Theorem 1:

Theorem 2. If the edit costs cy and cg are metr&> thezl,_for each node map
7 VEHHL S VHHG there is a valid edge map ¢ : B¢ — EH U{e.} with g(r) >
g(¢) + ™ (VE—me VH=76) where [™(VE—7e VH=74) is defined as the cost of
a minimum linear assignment between (5 (VETWHI=mo) qnd (8 (VHFIGI=7) for
the assignment cost cy. Moreover, g(¢) + ™ (V& VH=7s) > \(G, H) holds
for each valid edge map ¢.

Proof. Given a node map m, we construct a valid edge map ¢ as follows: Let
—

(i,4) € EC. If the corresponding undirected edge ij is preserved under 7, i.e., if
7(i)7(j) € B, we define ¢(i,j) = (n(i),n(j)). Otherwise, we set ¢(i,j) = ee.
By construction, 74 equals the restriction of m to those real nodes i € Ve
that are incident with an edge that is preserved under w. This implies that
¢ is valid. Next, we compare the complete edit path P, that is induced by =«
and the partial edit path Py that is induced by ¢. We observe that Py con-
tains all edge-deletions, -insertions, and -relabelings that appear in P, as well
as all relabelings of nodes that are incident with a preserved edge. Apart from
these edit operations, P, also contains deletions and relabelings of nodes that
are not incident with a preserved edge, as well as node-insertions. These latter
operations can be viewed as a linear assignment between ¢§(VEHHI=mo) and
L (VHHIGI=7) for the assignment cost ¢y, which, together with the observa-
tion above, implies g(7) > g(¢) + I™ (V& VH =)  For showing the second
part of the theorem, we fix a valid edge map ¢. Let Wfb be a minimum lin-
ear assignment between ¢ (VEHHI=m0) and ¢ (VH+IGI=74) for the assignment
cost cyy. Then m = 7y U 7r(’¢) is a complete node map. By construction, we have
g(¢) + ™ (VG=—me VH=7o) > g(r) > \(G, H), where the last inequality follows
from the fact that, for metric edit costs, the graph edit distance can be defined
as the minimum cost of an edit path that is induced by a node map. O

Theorem 2 indicates how to extend CSI_GED to non-uniform metric edit costs:
We just have to replace all occurrences of I" by ™. As presented above, during
the depth-first search carried out by CSI_GED, I" has to be computed at the leafs
of the search tree. At initialisation, further computations of I" are required for
computing the estimated cost matrix C and a constant that is required for the
computation of ¢’ (cf. [5] for these details of CSI_GED). Note that computing
I' requires linear time, whereas computing I™ needs cubic time (cf. Sect.2).
This implies that our generalisation leads to an increased runtime of CSI_GED.
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However, the increase is very moderate, as I'™ does not need to be computed
at the inner nodes of the (exponentially large) search tree.

4 Empirical Evaluation

The aim of our experiments is to compare the performance of the algorithms
CSI_GED, CSI_GED™, DF-GED, and DF-GED" for both uniform and non-uniform met-
ric edit costs. We implemented all algorithms in C4++ making them employ the
same data structures and subroutines. All tests were carried out on a machine
with two Intel Xeon E5-2667 v3 processors with 8 cores each and 98 GB of main
memory running GNU /Linux. We conducted tests on the datasets AiDs and FIN-
GERPRINTS [9], which are widely used in the research community [5,10-16]. Both
datasets contain graphs with both node and edge labels for which non-uniform
metric relabelling costs ¢y and cg are naturally induced by the domain [10].
For defining non-uniform metric edit costs, we thus only had to specify the dele-
tion/insertion costs cy (o, €) and cg(a,€). This was done by setting cy (o, ) =
max{cy (8,7) | 8,7 € vy} forall a € Xy \ {e}, and cg(a, ) = max{cg(5,7) |
B,y € Xg} for all @« € Yg \ {e}, i.e., deleting and inserting nodes and edges
was defined to be as expensive as the most expensive relabelling operations. Since
both DF-GED and CSI_GED fail to compute the exact graph edit distance for graphs
with more than 25 nodes within reasonable time [1,5], we excluded larger graphs
from AIDS. FINGERPRINTS only contains small graphs, anyway. We then used
the experimental setup suggested in [5]: For both considered datasets D and all
i € {3,6,...,maxgep |G|}, we defined a size-constrained test-group G; that con-
tains four randomly selected graphs G € D satisfying |V¢| = i & 1. For each
tested algorithm ALGand each test-group G;, all six pairwise comparisons between
graphs contained in G; were carried out. We set a time limit of 1000 s and recorded
the metrics timeouts, t, and dev. Since pretesting showed that the main memory
demand of all tested algorithms is negligible, we did not record memory usage.

— timeouts(ALG, i): The number of timeouts on G;, i.e., of pairwise comparisons
between graphs in G; where ALGdid not finish within 1000s.

— 1(ALG,7): ALG’s average runtime across all six pairwise comparisons between
graphs in G;.

— dev(ALG,4): ALG’s average percentual deviation from the best tested algorithm
as introduced in [1], i.e., the average of 100 [UB(ALG) — UB*]/ UB* across all
six pairwise comparisons between graphs in G;. UB(ALG) denotes the value
of the upper bound UB maintained by ALGafter 1000s and UB” is defined as
UB* = min{ UB(ALG') | ALG’ is tested algorithm}.

Figure 1 shows the outcomes of our experiments for uniform edit costs. We
observe that, on both datasets, our speed-up DF-GED" outperforms DF-GED in
terms of all recorded metrics, while CSI_GED and our generalisation CSI_GED™
perform similarly. For instance, on FINGERPRINTS, DF-GED" is on average 4.75
times faster than DF-GED, while avg,; ¢(CSI-GED™,4)/¢(CSI_GED,:) ~ 1.32. On
A1DS, we have avg, t(DF-GED, )/t(DF-GED",¢) ~ 2.05 and avg, t(CSI_GED™,1)/
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t(CSI_GED, ) ~ 1.31. These results are readily explained by the fact that DF-GED
has to carry out the cubic computation of the lower bound h at each node of
its search tree, whereas CSI_GED™ has to carry out the cubic computation of
I'™ only at the leafs and at initialisation. Secondly, we see that, on FINGER-
PRINTS (cf. Fig. 1a), the node-based approaches DF-GED" and DF-GED outperform
the edge-based algorithms CSI_GED and CSI_GED™, while, on AIDs (cf. Fig. 1b),
the opposite is the case. Finally, we note that the edge-based algorithms are more
stable: While their deviation never exceeds 2%, the node-based approaches’ devi-
ation explodes on comparisons between large graphs contained in AIDS.
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Fig. 1. Results for uniform edit costs.

The results for non-uniform edit metric costs are displayed in Fig. 2. Note
that the algorithms DF-GED" and CSI_GED do not appear in the evaluation,
as they are designed only for uniform edit costs. The first observation is
that, just like for uniform edit costs, the node-based approach DF-GED per-
forms better on FINGERPRINTS (cf. Fig.2a), while our edge-based generalisa-
tion CSI_GED™ performs better on AIDs (cf. Fig.2b). Secondly, we again note
that the edge-based algorithm runs much more stable than the node-based app-
roach: On FINGERPRINTS, i.e., the dataset where DF-GED performs better, we
have max; dev(CSI_GED™, i) ~ 1.48; whereas on AIDS, i.e., the dataset where
CSI_GED™ performs better, we observe max; dev(DF-GED, i) ~ 47.97.
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Fig. 2. Results for non-uniform metric edit costs.

5 Conclusions and Future Work

Our experiments show that, for uniform edit costs, our speed-up DF-GED" always
outperforms DF-GED, while CSI_GED and our generalisation CSI_GED™ perform
similarly. We also observed that, neither for uniform nor for non-uniform metric
edit costs, there is a clear winner between the node-based approaches DF-GED"
and DF-GED, on the one side, and the edge-based algorithms CSI_GED and
CSI_GED™, on the other side. On FINGERPRINTS, the former two algorithms
outperformed the latter in terms of runtime and timeouts, while on AIDS, the
opposite outcome was observed. However, CSI_GED™ and CSI_GED turned out
to be more stable than DF-GED and DF-GED": While CSI_GED™’s and CSI_GED’s
deviation is small across all test-runs, DF-GED’s and DF-GED"’s deviation explodes
for comparisons between large graphs contained in the AIDS dataset. A global
assessment of these observations indicates that, if there is no prior knowledge
about the dataset and the graph edit distance has to be computed for both
uniform and non-uniform metric edit costs, our generalisation CSI_GED™ is the
algorithm of choice. For future research, it might be interesting to individuate
graph-properties that indicate if the node-based approaches DF-GED" and DF-GED
or the edge-based algorithms CSI_GED and CSI_GED™ perform better. A meta-
algorithm could then first compute these properties and select node-based or
edge-based algorithms accordingly.
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Abstract. The present paper is concerned with graph edit distance,
which is widely accepted as one of the most flexible graph dissimilarity
measures available. A recent algorithmic framework for approximating
the graph edit distance overcomes the major drawback of this distance
model, viz. its exponential time complexity. Yet, this particular approxi-
mation suffers from an overestimation of the true edit distance in general.
Overall aim of the present paper is to improve the distance quality of
this approximation by means of a post-processing search procedure. The
employed search procedure is based on the idea of simulated anneal-
ing, which turns out to be particularly suitable for complex optimization
problems. In an experimental evaluation on several graph data sets the
benefit of this extension is empirically confirmed.

1 Introduction

Due to their power and flexibility, graphs have found widespread application in
pattern recognition and related fields [1,2]. Prominent examples of a classes of
patterns, which can be formally represented in a more suitable and natural way
by means of graphs rather than with feature vectors, are chemical compounds [3],
binary executables [4], or networks [5].

The problem of computing graph dissimilarity is commonly solved via a par-
ticular graph matching algorithm. Graph matching has been the topic of numer-
ous studies in pattern recognition over the last decades [1,2], resulting in powerful
methods such as, for instance, spectral methods [6] or graph kernels [3]. Graph
edit distance [7], introduced about 30 years ago, is still one of the most flexible
graph distance models available. Yet, the run time of exact graph edit distance
computation is exponential in the number of nodes of the involved graphs, which
limits its applicability to rather small graphs.

In [8] the authors of the present paper introduced an algorithmic framework
for the approximation of graph edit distance in cubic time. Yet, one of the major
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problems of this particular approximation framework is that it overestimates the
true edit distance quite often. The present paper is concerned with an extension
of this approximation that aims at making the distance approximation more
accurate. The idea of this extension is based on a post-processing procedure
that takes the result of the original approximation as a starting point for a
(non-exhaustive) search process.

Note that in [9] several search procedures for the improvement of the approx-
imation accuracy have already been proposed (amongst others, greedy forward
search procedures). The novelty of the present paper is twofold. First, it presents
a search strategy which takes into account both a lower and an upper bound on
the true edit distance (rather than only the upper bound as proposed in [9]).
Second, we make use of a different search method which is based on simulated
annealing [10,11].

The basic idea of simulated annealing is to explore the search space in a
random fashion and accepting solutions as long as they are getting better than
the previous solution. Yet, in contrast with pure greedy algorithms, simulated
annealing also accepts worse solutions with a certain probability (which slowly
decreases during run time). The property of accepting worse solutions is funda-
mental as this allows to escape local minima during the search process.

The remainder of this paper is organized as follows. Next, in Sect.2, the
approximation framework for graph edit distance is reviewed. In Sect. 3, the novel
search procedure based on simulated annealing is described in detail. Eventually,
in Sect.4, we empirically confirm the benefit of this extension on three graph
data sets. Finally, in Sect. 5, we conclude the paper.

2 Graph Edit Distance (GED)

2.1 Basic Definition of GED

A graph g is a four-tuple g = (V, E, u,v), where V is the finite set of nodes,
E CV xV is the set of edges, p : V — Ly is the node labeling function, and
v: E — Lg is the edge labeling function. The labels for both nodes and edges
can be given by the set of integers L = {1,2,3,...}, the vector space L = R",
a set of symbolic labels L = {«,3,7,...}, or a combination of various label
alphabets from different domains. Unlabeled graphs are obtained by assigning
the same (empty) label & to all nodes and edges, i.e. Ly = Ly = {&}.

Given two graphs, g1 = (V1, By, u1,v1) and go = (Va, Eg, o, 1), the basic
idea of graph edit distance (GED) [7] is to transform g¢; into go using edit oper-
ations, viz. insertions, deletions, and substitutions of both nodes and edges. The
substitution of two nodes u and v is denoted by (u — v), the deletion of node
u by (u — ¢), and the insertion of node v by (¢ — v)’. A set of edit operations
Ag1,92) = {e1,...,ex} that completely transform g; into gs is called an edit
path between g; and gs.

1 A similar notation is used for edges.
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Let 7(g1, g2) denote the set of all admissible edit paths between two graphs
g1 and go. To find the most suitable edit path out of 1(g1,¢g2), one introduces
a cost c(e;) for every edit operation e;, measuring the strength of the corre-
sponding operation. The idea of such a cost is to define whether or not an edit
operation represents a strong modification of the graph. The graph edit distance
dy,.. between two graphs g1 = (V1, E1, p1,v1) and go = (Va, Ea, g, v2) is then
defined by

d =  min &)
Aumin (915 92) )\ET(;1192)6,Z€)\ 0

2.2 Approximate Computation of GED

The problem of minimizing the graph edit distance can be reformulated as an
instance of a Quadratic Assignment Problem (QAP) which in turn belong to
the class of N'P-complete problems. QAPs basically consist of a linear and a
quadratic term which have to be simultaneously optimized. In case of graph edit
distance, the linear term of QAPs can be used to model the sum of node edit
costs, while the latter is commonly used to represent the sum of edge edit costs
(see [12] for further details).

The graph edit distance approximation framework introduced in [8] reduces
the QAP of graph edit distance computation to an instance of a Linear Sum
Assignment Problem (LSAP). Similar to QAPs, LSAPs deal with the question
how the entities of two sets can be optimally assigned to each other. We formally
represent assignments by means of permutations (¢1,...,¢,) of the integers
(1,2,...,n). Such a permutation refers to the assignment where the i-th entity of
the first set is mapped to the entity at position ¢; in the second set (i = 1,...,n).

For solving LSAPs, which cope with a linear term only, a large number of
efficient algorithms exist (see [13] for an exhaustive survey). The time complexity
of the best performing exact algorithms for LSAPs is cubic in the size of the
problem. Hence, LSAPs can be — in contrast with QAPs — quite efficiently solved.

In order to reformulate the graph edit distance problem to an instance of an
LSAP, the use of a square (n +m) x (n + m) cost matrix C has been proposed
in [8]. This particular cost matrix represents the costs of all possible node substi-
tutions as well as all possible node deletions and node insertions. The framework
proposed in [8] optimizes the linear term of the LSAP stated on C.

By omitting the quadratic term during the assignment process, we neglect the
structural relationships between the nodes (i.e. the edges between the nodes). In
order to integrate knowledge about the graph structure, to each entry ¢;; € C,
i.e. to each cost of a node edit operation (u; — v;), the minimum sum of edge
edit operation costs, implied by the corresponding node operation, is added.
This particular encoding of the minimum matching cost arising from the local
edge structure enables the LSAP to consider information about the local, yet
not global, edge structure of a graph.

A minimum cost permutation (¢1,. .., @n+m) derived on C = (¢;;) via LSAP
solving algorithm corresponds to the assignment of all nodes of ¢g; to all nodes of
g2. Assignment 1 includes edit operations of the form (u; — v;), (u; — €), and
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(e — v;)?. Two different distance approximations can now be instantly derived
from this node assignment, viz. an upper and a lower bound on the true graph
edit distance.

Y= ((u1 — Usol)a (uz — Usoz)a N v<pm+n))

For the upper bound we observe that edit operations on edges are uniquely
defined by the edit operations on their adjacent nodes. That is, whether an
edge (u,v) is substituted with an existing edge from the other graph, deleted, or
inserted actually depends on the operations performed on both adjacent nodes
w and v (and whether or not there is an edge between the matching nodes of the
other graph). Hence, we can use the node assignment 1 to infer the complete
set of globally consistent edge edit operations. The sum of costs of the node
edit operations plus the costs of the implied edge operations gives us a first
approximation value for the graph edit distance. Note that this approximation
generally overestimates the true edit distance and actually builds an upper bound
on the exact distance [14]. Thus, we denote this approximation with dy, (g1, g2),
or dyy for short.

The second approximation, which actually provides a lower bound dj,,, on
the true edit distance [14], can be additionally inferred from the optimal assign-
ment (¢1,...,¢,). Remember that every entry ¢;; € C reflects the cost of the
corresponding node edit operation (u; — v;) plus the minimal cost of editing the

incident edges of u; to the incident edges of v;. Hence, given an optimal permu-

tation (@1,...,@(4+m)), the minimal sum ZEZ}Lm) Cip; can be subdivided into

costs for node edit operations and costs for edge edit operations. Since every edge
(ui, uj) is adjacent with two individual nodes u; and uj, every edge is considered
twice in two independent entries in the optimal sum 3\"T™ ¢, (viz. once in
entry c;,, and once in entry c;,,). In order to derive a suitable approximation
for the true edit distance, the cost of edge edit operations encoded in the sum
ZEZJ{"L) Cip; has thus to be multiplied by % In summary, we obtain a lower
bound on the true edit distance by summing up the cost of all node and half the
cost of all edge edit operations, given the optimal assignment.

It is important to note that the permutation (¢1, ..., ¥ntm) can be arbitrar-
ily permuted and the resulting approximation d,, remains an admissible upper
bound on the true edit distance. Yet, this does not account for the lower bound
as defined above. That is, d;,, constitutes a lower bound on the exact edit dis-
tance, if, and only if, the underlying permutation (p1,...,@ntm) refers to the
optimal solution of the LSAP stated on C.

3 Improving the Accuracy with Simulated Annealing

It has been observed that both bounds d., and di,, might introduce a
(substantial) approximation error compared to the exact edit distance dy

min *

2 Edit operations of the form (¢ — ¢) can be dismissed, of course.
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The present work aims at improving the overall distance quality of the approxi-
mation by means of a post processing procedure which searches within the inter-
val [dyp, diow|. The proposed search procedure is based on simulated annealing,
which emulates a phenomenon in material science, viz. the annealing of solids.
Simulated annealing has been originally proposed to obtain a state of minimum
energy of a multiparticle physical system [10] and has later been adopted to solve
difficult optimization problems [11].

The basic idea of solving optimization problems with simulated annealing is
to start with a (random) initial solution and then randomly disturb it. As long
as the resulting solution is better than the previous one, it is accepted and used
in the following step. If the resulting solution is worse than the previous one,
it may still be accepted with a certain probability. This probability is typically
reciprocally proportional to the quality difference of the current and the previous
solution and proportional to the current temperature. Usually, one starts with
a high temperature in order to rather frequently allow deteriorations in the
first iterations. Yet, during the running process the temperature is gradually
decreased, and thus the probability that a worse solution is accepted becomes
smaller. This reflects the idea of initially sampling the search space in larger steps
and then gradually focusing on smaller, promising areas for the final solution.

The detailed algorithmic procedure for the improvement of the distance accu-
racy is given in Algorithm 1. As input parameters the algorithm takes the cost
matrix C, the upper and lower bound of the true edit distance d,,, and djs,, the
maximum number of iterations N, the starting temperature 7', as well as the
temperature decrease factor F.

On line 1 of Algorithm 1 two counters (counter; and counters) are initialized
with zero. The former controls the number of iterations, while the latter is used
to compute the probability of resetting the current search to a new random
starting point (details follow below). Next, on line 2 and 3, a list with the first
(n 4+ m) integers is initialized (in ascending order) and dy, as well as deyrrent
are initialized with the original upper bound d.

On line 4 the main loop of the search procedure starts. In every iteration we
aim at improving, i.e. decreasing, the current upper bound d .y rent by means of
slightly changing the assignment . In any case d¢yrent remains a valid upper
bound on the exact edit distance. However, remember that the lower bound dj,,
cannot be improved, i.e. increased, during the proposed search process.

The main loop of Algorithm 1 is repeated until the current upper bound
deurrent DeCOmes equal to dj,,. In this case we have found the optimal edit
distance and can stop the procedure. Yet, this can only occur when the lower
bound is equal to the true edit distance, of course (i.e. when dj,,, = dy,,,)-
Otherwise, the maximum number of iterations N have to be carried out. In
either case, din, which corresponds to the minimal upper bound that has been
found during the search process, is finally returned by the algorithm.

In every iteration of the main loop a new candidate for the upper bound
is generated by means of the sub-procedure Candidate-Generator, which takes
orderyrrent and C as parameters (see line 6). This sub-procedure, outlined in
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Algorithm 1. Compute-Improvement(C, dyyp, diow, N, T, F)

1: counter;=0 and counters=0
2: order current = (1,2,...,(n+m))
3! dmin = dup and deyrrent = dup
4: while ((dmin — diow) > 0 and counter; < N) do
5: countery—+-+
6: (dcand, ordercenqd) = Candidate-Generator(order cyrrent, C)
7 A = |dcand — deurrentl
8: select random number r from [0, 1]
9: if (deand < deurrent) OT ('r’ < exp <7A,;(JA><T)) then
10: deurrent = deand
11: order current = 0TAET cand
12: end if
13: if (dewrrent < dimin) then
14: dmin = deurrent
15: countero,=0
16: else
17: countero+-+
18: end if
19: select random number r from [0, 1]
20: it (r< “U72) then
21: order cyrrent = random permutation of (1,2,...,(n + m))
22: end if

23: T=FxT
24: end while

25: return domn

Algorithm 2, randomly changes the current order on one position. Formally, the
integer at position r in orderyrrent is moved to the head of the current list (the
remaining parts remain unaltered). Next, the LSAP stated on C is solved with
a suboptimal assignment algorithm in O((n + m)?) time [15]. This algorithm
iterates through the rows of C and assigns every node to the minimum unused
node in the respective row in a greedy manner. By removing column ¢; in C it is
ensured that every column of the cost matrix is considered exactly once (i.e. Vj
refers to available columns in C). This assignment procedure crucially depends
on the order in which the rows are processed (actually defined in ordercyrrent)-
Due to the (slight) change of the processing order introduced at the beginning of
Algorithm 2, an alternative assignment ¢ and thus an alternative upper bound
can be expected. Finally, we return both the candidate processing order order qnq4
and the corresponding distance approximation d.q,q to the main procedure.
Both ordercqnq and d.q.nq are accepted when dgqnq is lower than deyrrent
(i.e. we observe an improvement of the current upper bound) — see line 9 to
12 of Algorithm 1. If the distance approximation d..y,q is greater than (or equal
to) the current upper bound d.yprent, it may still be accepted with probability

-A
P =exp (A » T) ,
avg

where A refers to the absolute difference between d.q,q and dcyrrent, the normal-
izing factor Ag, corresponds to the running average of all values of A at that
time, and T is the current temperature. Note the influence of A and T on the
probability P. The greater the deterioration A, the smaller is P. Vice versa, the
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greater the current temperature T, the greater is P (yet, note that temperature
T is gradually lowered by factor F at the end of every iteration — see line 23).

On line 13 to line 18 we verify whether the current distance dcyren: is smaller
than the minimal upper bound d,,;, that has been found so far. Whenever a new
minimal distance has been found, counters is reset to zero, otherwise counters is
increased by one (i.e. we count the number of iterations without improvements
of the minimal upper bound). This counter is eventually used to control whether
or not the current solution is reset to a new random starting point. Formally, the
probability that the current processing order (ordercyrent) is randomly disturbed
on all positions increases with counters (see line 20 to 22). The rationale behind
this resetting is that whenever the number of iterations without improvements
exceeds a certain limit, a restart of the search procedure from another point in
the search domain might be beneficial.

Algorithm 2. Candidate-Generator(order = (i(1),i2); - -,%((ntm)))s C)

select random integer r from [0, (n + m)]
order = (i(r), 4(1),%(2)r+ s b(r—1)s U(rt1)s -+ -5 I((ntm)))
¥ ={}

for i € order do
@; = argmin c;;
Vi
Remove column ¢; from C
W= U{(u — vp,)}

end for

return (dy, order)

4 Experimental Evaluation

4.1 Experimental Setup

The experimental evaluation aims at investigating the benefit of the post process-
ing search procedure proposed in the present paper in a graph matching scenario.
In particular, we measure the approximation error and the computation time
on three different real world data sets from the IAM graph database reposi-
tory [16]>. The first graph data set involves graphs that represent molecular
compounds (AIDS). The graphs from the second and third data set represent
images of fingerprints (FP) and images of symbols from architectural and elec-
tronic drawings (GREC). For details on the graph extraction methods and the
graph characteristics we refer to [16]. From all data sets, subsets of 1,000 graphs
are randomly selected on which 1,000,000 pairwise graph edit distance compu-
tations are conducted.

Rather than choosing an appropriate starting temperature 7" it might be more
intuitive to define the probabilities P, and P, of accepting a worse solution at the

3 www.iam.unibe.ch/fki/databases/iam-graph-database.
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beginning and at the end of the optimization process, respectively. Eventually,
one can define the starting and end temperature according to

1
In(P,)

and T, =

~ In(Py)

The end temperature T, is merely used for a proper definition of the decrease
factor F' for the temperature T(, 1) in iteration (n + 1) with respect to the
current temperature 7T,,. Formally, given the the total number of iterations IV,
the decrease factor F' can be defined as

1/(N-1)
F= (T) .
T
In our evaluation we set the starting and end probability to P; = 0.8 and P, =

0.01 and we test the novel algorithm with N = 1000 and N = 10,000 iterations
(referred to as BP-SA(1) and BP-SA(10), respectively).

4.2 Empirical Investigation

In Table1 the mean computation time per graph pair (¢) as well as the approx-
imation error, i.e. the degree of overestimation (o), is indicated for the different
edit distance algorithms on all data sets. Exact-GED and BP-GED refer to an
exact computation via tree search algorithm and the original approximation
framework presented in [8] (these two algorithms are the reference systems).
The first reference system is mainly used to control whether our novel method’s
computation time remains below the computation time of an exact algorithm,
while the second reference system is mainly used to investigate the impact of
the novel method on the approximation quality.

We first focus on the computation time. We note that BP-GED needs some
fractions of a millisecond on average for one graph matching. With the proposed
extension we observe an increase of the mean computation time to 1-3 ms and
10-25 ms on average with BP-SA(1) and BP-SA(10), respectively. Yet, compar-
ing these matching times with the matching times of the exact algorithm (which
takes 3-5s per matching on average), the increase of the run time seems to be
acceptable.

Taking the sum of distances of BP-GED as reference point for the overestima-
tion (i.e. we take the sum of distances returned by BP-GED as 100%), we observe
reductions of the approximation error of approximately 77%, 98%, and 85% on
the three data sets (using BP-SA(1)). The approximation error can be further
reduced by increasing the number of iterations from N = 1000 to N = 10, 000.
That is, with 10,000 iterations we can report reductions of the approximation
error of approximately 89%, 99%, and 93%.

The substantial improvement of the approximation accuracy can be also
observed in the scatter plots in Fig.1 (on the GREC data set?). These scatter

4 On the other data sets very similar plots can be observed.
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Table 1. The mean run time for one matching (¢) and overestimation error (o) using
a specific graph edit distance algorithm.

Data Set | Algorithm

Exact-GED | BP-GED BP-SA(1) BP-SA(10)

t 0 t 0 t o t o
AIDS 5.63s|0.00 |0.07ms |100.00 | 2.95ms | 23.42  25.44ms | 10.82
FP 5.00s]0.00 {0.29ms |100.00 | 1.24ms | 1.91 9.46ms| 0.44
GREC 3.10s]/0.00 |0.20ms|100.00|2.21 ms|14.23 | 17.84ms| 6.40

1000
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BP-GED
BP-SA(1)

400

BP-SA(10)

200

04 ol ok
0 200 400 600 800 1000 0 200 400 600 800 1000 9 200 400 600 800 1000
Exact-GED Exact-GED Exact-GED

(a) BP-GED (b) BP-SA(1) (¢) BP-SA(10)

Fig. 1. Exact (z-axis) vs. approximate (y-axis) graph edit distance on the GREC data
computed with (a) original framework BP-GED, (b) BP-SA(1), and (c) BP-SA(10).

plots give us a visual representation of the accuracy of our approximations. We
plot for each pair of graphs its exact (horizontal axis) and approximate (vertical
axis) distance value. The reduction of the overestimation using our proposed
extension is clearly observable and illustrates the power of BP-SA.

5 Conclusions

In the present paper we propose to improve the graph edit distance quality of a
recent approximation framework by means of simulated annealing. The basic idea
of this search process is to start with the upper- and lower bound on the true edit
distance and then randomly search in the neighborhood of the current solution.
As long as we improve the current distance, the new solution is accepted. Yet,
also a deterioration of the solution might be accepted by the algorithm with
a certain probability (that depends on both the level of deterioration and the
search progress). This allows the search procedure to overcome local minima and
possibly find the globally optimal solution. With an empirical investigation on
three data sets we observe that substantial improvements of the approximation
quality can be made with our novel extension.
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Abstract. The Hamming Distance has been largely used to calculate the dis-
similarity of a pair of correspondences (also known as labellings or matchings)
between two structures (i.e. sets of points, strings or graphs). Although it has the
advantage of being simple in computation, it does not consider the structures
that the correspondences relate. In this paper, we propose a new distance
between a pair of graph correspondences based on the concept of the edit
distance, called Correspondence Edit Distance. This distance takes into con-
sideration not only the mapped elements of the correspondences, but also the
attributes on the nodes and edges of the graphs being mapped. In addition to its
definition, we also present an efficient procedure for computing the correspon-
dence edit distance in a special case. In the experimental validation, the results
delivered using the Correspondence Edit Distance are contrasted against the
ones of the Hamming Distance in a case of finding the weighted means between
a pair of graph correspondences.

Keywords: Graph correspondence - Hamming distance - Edit distance -
Weighted mean

1 Introduction

A graph correspondence (or simply referred as a correspondence) is defined as a
bijective function which designates a set of element-to-element mappings between the
nodes of a pair of graphs. It can be generated either manually or automatically, with the
purpose of finding the similarity between these two graphs. In the case that a
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correspondence is obtained through an automatic method; the process is most com-
monly done through an optimisation process called error-tolerant graph matching.
Several graph matching methods have been proposed in recent years [1-3] and
therefore, it is possible to generate more than one correspondence between a single pair
of graphs. In these scenarios, it may be interesting to know how different the generated
correspondences are with respect to a ground truth correspondence, or also to analyse
how different two correspondences are, and thus the requirement of a specifically
designed distance between correspondences. So far in literature, the most commonly
used distance between correspondences is the Hamming Distance (HD), which mea-
sures the number of mappings that are different between two correspondences. This
distance has been used either to measure the accuracy of graph matching algorithms
[4, 5] or to perform classification [6]. Nonetheless, the HD falls short on truly repre-
senting the dissimilarity between a pair of correspondences.

To justify this claim, consider the following toy example. Assume that three sep-
arate parties (human experts or automatic systems) deduce respectively three corre-
spondences f!, f> and f> between two graphs G and G’ as shown in Fig. 1 (numbers in
nodes represent their attribute). Notice that if the HD is used to calculate the dissim-
ilarity between these correspondences, the result is HD(f!,f?) = 2 and HD(f',f?) = 2,
implying that both f2 and f3 are equally dissimilar with respect to f!. Nonetheless, if
we consider the cost of matching nodes on G and G’ as the Euclidean distance between
the attributes, then it can be seen that Cost(f') = 1+0+1+1 =3, Cost(f*) =
1404143 =5 and Cost(f’) =6+5+1+1=13. Notice that the HD fails at
reflecting that the cost difference between f! and f> is larger than between f! and f2.

G G’ G G’ G G'
O—0@ O—OG @
O—0 O—0 @ @
O—® © @
O——@ O——)

Fig. 1. A first example of two correspondences f! and f2 between two graphs.

The rest of the paper is structured as follows. The next section briefly introduces the
basic definitions. In Sect. 3, we present the newly proposed distance between a pair of
correspondences. In Sect. 4, we contrast the new distance against the Hamming dis-
tance in the case of finding the weighted mean correspondences. Finally, Sect. 5 is
reserved for conclusions and further work.
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2 Basic Definitions

Let us represent an attributed graph as a four-tuple G = (V,E,y, u), where elements
v; € 2 represent the set of nodes, elements e; € E represent the set of edges, and y and
u are functions that assign a set of attributes to each node or edge respectively. Such
graph may contain a specific kind of nodes called “null nodes”, which are an additional
set of nodes which have differentiated attributes (i.e. distinct values to the range of the
original attribute values). Moreover, given a pair of graphs G = (V,E,y, u), and
G' = (V,E,y, 1), of the same order n (naturally or due to the presence of null nodes),
we define the set T of all possible correspondences, such that each correspondence in T
maps all nodes of G to nodes in G/, f : V — V' in a bijective manner. Let f! and f?
denote two arbitrarily selected correspondences in 7. We can calculate how similar
these two correspondences are through the Hamming distance (HD) between f! and f?

n

HD(f',f?) = (1= 0(v,v})) (1)

i=1

Where a and b are defined such that f!(v;) =V, and f*(v;) = v}, and O is the
well-known Kronecker Delta function

o) = {1027 @)

One of the most widely used frameworks to evaluate the distance between two data
structures is the edit distance. This concept has been concretised in the literature as
string edit distance [7], tree edit distance [8] and graph edit distance [9-11]. The edit
distance is defined as the minimum amount of required operations that transform one
object into the other. To this end, several distortions or edit operations, consisting of
insertion, deletion and substitution of elements are defined. Edit cost functions are
introduced to quantitatively evaluate the edit operations. The basic idea is to assign a
penalty cost to each edit operation considering the amount of distortion that it intro-
duces in the transformation. Substitutions simply indicate element-to-element map-
pings. Deletions are transformed to assignments of a non-null element of the first
structure to a null element of the second structure. Insertions are transformed to
assignments of a non-null element of the second structure to a null element of the first
structure. Given two graphs G and G’ and a correspondence f between them, the edit
cost would be

Graph_EditCost (G, G, f) =3 " Dv(w,,)+ > DE (el;j, e;b) (3)

eV e;€E

where f(v;) = v, (vj) = v, and DV and DE the distances between nodes and edges
respectively. In the case that one of the nodes is a null node, then DV(vi, v;) =K,,
which is the assigned penalty cost for nodes. Similarly for edges, DE (eij7 e;h) =K, in
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case that one of the edges is a “null edge” (i.e. non-existing edge). If both nodes and
adjacent edges are null, these functions return a zero. In the case that both nodes or both
edges are non-null, these functions are application dependent. For instance, if the
attributes of the nodes and edges are in R”", it is usual to apply the Euclidean distance or
the weighted Euclidean distance.

Thus, the graph edit distance (GED) is defined as the minimum cost under any
bijection in T

GED(G,G') = f;’liiTl{Graph_EditCmt(G, G.f)} (4)
fe

Several algorithms have been presented in the literature to compute the GED in an
exact or an approximate From this vast pool of options, one of the most widely used
algorithms to calculate the GED based on the local substructures [12—14] of the graphs
is the bipartite graph matching(BP) framework [15-19].

3 Correspondence Edit Distance

In this section, we present a first step towards a concretisation of an edit distance for
correspondences, which we have called Correspondence Edit Distance (CED). In
contrast to the HD, the CED aims to consider both the attributes and the local sub-
structure of the nodes mapped by the correspondences. Given G and G and two cor-
respondences f! and f? between them, the elements to be considered by the CED must
be the elements within the correspondence (mappings) within f' and f2. To that aim,
correspondences f! and f? are defined as sets of mappings ' = {m},...,m},...,m}}
and f2 = {mi,...,m% ...m2}, where m! = (v;,f'(v;)) and m2 = (va,f*(v4)). This
means that we do not intend to compute the distance between G and G/, but rather the
distance between f! and f2 while also considering the attributes of graphs G and G .

Figure 2 (left) shows an illustrative example of our proposal using two graphs with
no edges, four nodes each (in both graphs, the fourth node is a null node marked as ¢
and ¢') and two correspondences between them: ! (blue) composed of m}, m}, m} and
m}, and f? (red) composed of m?, m3, m3 and m3. Notice that m} and m? map the null
node of G, and thus will be onwards referred as “null mappings”. Figure 2 (right)
shows a bijective function h = {hy,hy, h3,hs} (green) between f! and f2. Then, the
cost of & is calculated as the sum of distances between all mapping-to-mapping rela-
tions in A. For this example, the cost yielded by the mappings in /4, is zero, given the
two mappings are the same. For the rest of cases, depending on the attributes and the
penalty costs K,, K., the substitution costs would be calculated for the mappings
involved.

Notice that for the CED it is important to first define a bijective function h € H
between mappings, where H is the set of all possible bijections between a pair of
correspondences. Given such a bijective function h, the edit cost function
Corr_EditCost is defined in terms of the distances between mappings
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Fig. 2. Left: Two graphs G and G and two correspondences f! and f> between them. Right:
A bijective function & between f! and f2. (Color figure online)

cOrr,EdirCOsr(a G .f fz,h) -3 DM(G, G’,m},h(m})) (5)

[
m; €f

where DM is the distance (cost) between two mappings related by 4. Then, the CED is
defined in a similar way as the GED, that is

CED (G, G .f fz) - min{cOrr,EditCost(G, G .12 h)} (6)

heH

Due to the combinatorial nature, the computation of CED is not easy in general. In
the following we thus consider a special case which enables an efficient CED com-
putation. If the aim of defining # is to relate the mappings which may resemble the
most, then the most straightforward solution is to set all mapping-to-mapping relations
inhash;: m]1 — mj2 Figure 2 shows an example of this solution. In this case, the DM
(Eq. 5) becomes the distance between the local substructures DS of the nodes being
mapped, that is

DM(G, G’,m},mﬁ) - DS(G’, o), f2(vi)) (7)

Notice that a key difference between Graph_EditCost (Eq. 3) and Corr_EditCost
(Eq. 5) is that in the first case, the distance functions DV and DE are defined between
the nodes and adjacent edges of G and G, while in the second case, the distance
between local substructures DS is obtained between nodes and adjacent edges on the
same graph G'. In other words, to compute DS it is only necessary to compute the
distance (cost) between the local substructure being mapped by 7! in G and the local
substructures being mapped by f2 in the same G .

For this special case, the computation of the CED is presented in Algorithm 1. If
the i pair of mappings of f' and f? is equal, then it is excluded from the CED
calculation. Moreover, the exclusion also prevails for the cases that two null mappings
are paired, or that the two mappings refer to a null node (¢) in G'.
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Algorithm 1. Correspondence Edit Distance
Input:G', f1, f?
Output: CED
Begin
CED=0
forj=1n
I = FPOIA = {[ff@) =0 A PO =9IV =dAf2D) =¢l}
CED = CED + DS(G', f*(i), f2(1))
end if
end for
End Algorithm

4 Validation

To demonstrate in the most practical way that the use of either the HD or the CED
produces different outcomes, we propose to use the scenario of calculating the
weighted mean between a pair of correspondences. The concept of the weighted mean
between two elements x and y has been largely used on data structures such as strings
[20], graphs [21] and data clusters [22] to find an element z such that

Dist(x,y) = Dist(x, z) + Dist(y, z) (8)

In practice, the weighted mean is used to implement methods that approximate
towards the generalised median [23] of a set of strings [24-26], graphs [27], data
clusters [28] or correspondences [29], as well as to define frameworks such as the

Fig. 3. Correspondences f! (top) and f2 (bottom) between the graphs. (Color figure online)
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“consensus” calculation between a set of correspondences, where the aim is to find the
most accurate representative prototype from a pool of set-of-points correspondences or
graph correspondences [30-33].

Using the first two images of the “BOAT” sequence in the “Tarragona Rotation
Zoom” database [6], we randomly select 7 out of the 50 original nodes provided.
A node represents a salient point in the image and the normalised SURF features [34]
are its attribute. Afterwards, a graph is constructed using these nodes with edges
conformed through the Delaunay triangulation. Two correspondences f' and f2 are
generated using two different matching algorithms. Notice that since graphs have been
enlarged with a null node each to create mutually bijective correspondences, both have
a total of eight mappings, with 7 of them being different one from the other (green
lines) and one being equal (red line). The result of this process is shown in Fig. 3.

Fig. 4. All weighted means between f' and f? excluding the first and last one.
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To find all weighted mean correspondences, we have implemented an A* search
algorithm which generates all possible correspondences between the two graphs and
selects the ones that hold

Dist(f',f?) = Dist(f',f) + Dist(f*.f) )

Using either HD or CED, the algorithm obtains the same weighted means, but with
a different numerical value. For this test, the algorithm found the set of correspon-
dences W :fl, .. f 12, as weighted means, where two of them are the original f] and f5,
thus fi = f! and fi, = f2. Figure 4 shows the correspondences f>, .. .fi1, in W.

Figure 5 shows the distance value using HD (+) or CED (O) (Ky = Kg = 0.2)
between each of the 12 weighted means towards f;, normalised by the distance between
fi and f5, that is

aizw,lgsm (10)
lSl(flva)

Notice that using the HD for the weighted means in WV achieves seven different
distance values, with repetitions such as a3 = a4 = 05 = 0.3 and ag = 019 = 0119 = 0.6.
Conversely, all weighted means in }V deliver different distance values when the CED is
used. The main conclusion drawn from this validation is that CED can deliver more
diverse distance values than HD since it considers the attributes of the nodes and edges
of the graphs being mapped. This characteristic allows to find better distributed
weighted means when intending to use algorithms that aim at approximating towards
the generalised median.

1 T T

0.9

O+

0.8
0.7
0.6
05 5 0
0.4
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0.2 &)
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0 39 1 1 1 L L

0 2 4 6 8 10 12

Fig. 5. Normalised distances of the 12 weighted means considering HD (+) and CED (O). The
horizontal axis represents the different weighted means f;; 1 <i<12.
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5 Conclusion and Further Work

In this paper, we present a first approach towards a new distance between a pair of
correspondences called Correspondence Edit Distance (CED), based on the
well-known concept of the edit distance. In contrast to the classic HD, CED is defined
through the attributes of the nodes and their local substructure from the graphs being
mapped. This characteristic allows more flexibility and versatility in cases such as
obtaining the weighted mean correspondences for their use in algorithms that approach
towards the generalised median or the consensus correspondence. In a near future, we
intend to present an algorithm to calculate the generalised median correspondence
through the use of the CED.
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Abstract. About ten years ago, a novel graph edit distance framework
based on bipartite graph matching has been introduced. This particular
framework allows the approximation of graph edit distance in cubic time.
This, in turn, makes the concept of graph edit distance also applicable to
larger graphs. In the last decade the corresponding paper has been cited
more than 360 times. Besides various extensions from the methodological
point of view, we also observe a great variety of applications that make
use of the bipartite graph matching framework. The present paper aims
at giving a first survey on these applications stemming from six differ-
ent categories (which range from document analysis, over biometrics to
malware detection).

Keywords: Applications of bipartite graph matching - Graph-based
pattern representations

1 Introduction

Most pattern recognition applications are either based on statistical (i.e. vec-
torial) or structural data structures (i.e. strings, trees, or graphs). Graphs, in
contrast to feature vectors, are able to represent both entities and binary relation-
ships that might exist between subparts of these entities. Moreover, graphs can
adapt their size and complexity to the size and complexity of the actual pattern
to be modelled. Due to their representational power and flexibility, graphs have
found widespread application in pattern recognition and related fields. Promi-
nent examples of classes of patterns, which can be formally represented in a more
suitable and natural way by means of graphs rather than with feature vectors,
are chemical compounds [1], documents [2], proteins [3], and networks [4] (see [5]
for an early survey on applications of graphs in pattern recognition).
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The availability of a dissimilarity or similarity measure is a basic require-
ment for pattern recognition and analysis. For graph dissimilarity computation,
commonly solved via a particular graph matching algorithm, no standard model
has been established to date. For an excellent and exhaustive review on graph
matching methods emerged during the last forty years, the reader is referred
to [6,7].

The present paper is concerned with the graph matching paradigm of graph
edit distance [8,9]. In fact, the concept of graph edit distance is considered as one
of the most flexible and versatile graph matching models available. Yet, the major
drawback of graph edit distance is its computational complexity that restricts
its applicability to graphs of rather small size. Graph edit distance belongs to
the family of Quadratic Assignment Problems (QAPs), which in turn belong to
the class of N'P-complete problems. That is, an exact and efficient algorithm for
the graph edit distance problem can not be developed unless P = NP.

About ten years ago, an algorithmic framework, which allows the approxi-
mate computation of graph edit distance in a substantially faster way than tra-
ditional methods on general graphs, has been introduced [10,11]. The basic idea
of this approach, termed Bipartite Graph Edit Distance (BP), is to reduce the
difficult QAP of graph edit distance computation to a Linear Sum Assignment
Problem (LSAP). LSAPs basically constitute the problem of finding an optimal
assignment between two independent sets of entities. For LSAPs quite an arsenal
of efficient (i.e. polynomial) algorithms exist (see [12] for an exhaustive survey
on LSAP algorithms).

The graph dissimilarity framework BP presented in [10,11] resolves several
major issues that appear when graph edit distance is reformulated to an instance
of an LSAP. In a first step the graphs to be matched are subdivided into individ-
ual nodes including local structural information. Next, in step 2, an algorithm
solving the LSAP is employed in order to find an optimal assignment of the nodes
(plus local structures) of both graphs. Finally, in step 3, an approximate graph
edit distance, which is globally consistent with the underlying edge structures of
both graphs, is derived from the assignment of step 2.

The time complexity of this matching framework is cubic with respect to the
number of nodes of the involved graphs. Hence, BP is also applicable to larger
graphs. Due to this benefit, the underlying methodology has been employed in
a great variety of applications. The contribution of the present paper is to give
a first survey on these application fields and the corresponding methods that
actually use the BP framework.

2 Applications

In the last decade, the original paper (that describes BP for the first time) [10] as
well as its extended version [11] have been cited more than 360 times. Regarding
these citing papers we observe two main categories. The first category is con-
cerned with methodological extensions of BP. There are, for instance, papers that
use another basic cost model than proposed in the original framework [13,14],
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or works that aim at making the approximation faster [15,16], or more accu-
rate [17,18]. The second category of citing papers is concerned with differ-
ent applications of the approximate graph matching framework BP. The main
focus of the present paper is to review and categorise the papers of this second
category.

A taxonomy of the application fields and the corresponding papers (reviewed
in the following subsections) is given in Fig. 1. In all of these applications, graphs
are used to represent real-word (or abstract) objects or patterns, such as for
instance images, proteins, or business processes (to mention just a few examples).
Eventually, the BP framework is used to measure the (dis)similarity between
pairs of graph-based representations.

Applications of the Bipartite Graph Edit Distance (BP)

Image Analysis [19-24]

Handwritten Document Analysis [25-33]

Biometrics [34-40]

Bio- and Chemoinformatics [41-46]

Knowledge and Process Management [47-50]

——— Malware Detection [51-54]

Other Applications [55-58]

Fig. 1. Taxonomy of the reviewed application fields and papers that use the framework
for Bipartite Graph Edit Distance (BP).

2.1 Image Analysis

Image analysis is often based on measuring the similarity of objects represented
by 2D- or 3D-images. In the present scenario, graphs are used to represent these
images, while the dissimilarity between pairs of images is measured by BP. In
fact, many of the reviewed application fields presented below can be seen as
special case of image analysis. In the present section, however, we present appli-
cations that are not part of any of the following subsections.

In [19], for instance, graphs are used to represent envelope images. That is,
segmented regions are represented by nodes, while edges are inserted between
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specific pairs of nodes. The dissimilarities returned by BP are finally used to build
a retrieval system. Another image analysis application is presented in [20]. In
this case lunar surface images are formalised with graphs, where nodes represent
SIFT-keypoints, while edges represent a Delaunay triangulation of the nodes.
The BP distances are eventually used for localisation tasks. In [21] graphs are
used to represent thinned images of archaeological structures (so called Kites) in
order to find similar structures in large aerial image databases. Finally, in [22] the
BP framework has been employed for shoe print classification, while in [23] the
BP algorithm is used for the computation of similarities between petroglyphs.

Graphs are also used for 3D-images analysis. In [24], for instance, graphs
are used to represent topological building structures by a so called Room Con-
nectivity Graph. To this end, nodes represent rooms and are labelled by three-
dimensional characteristics of the room. The edges are used to represent the
connectivity between rooms labelled by two-dimensional features (i.e. width and
height). BP is then employed in a retrieval scenario.

2.2 Handwritten Document Analysis

In recent years, handwritten (historical) documents have become increasingly
digital available. However, the accessibility to these digitised documents with
respect to browsing and searching is often limited. A first approach to bridge
this gap is presented in [25], which aims at the recognition of unconstrained
handwriting images. In this approach, nodes represent keypoints on the skele-
tonised word images, while edges represent strokes between keypoints. The BP
framework (which has been extended in this particular case) is eventually used
to define graph similarity features.

Keyword spotting allows to retrieve arbitrary keywords in handwritten doc-
uments. In case of graph-based keyword spotting, graphs commonly repre-
sent (parts of) segmented word images. The nodes of these graphs are, for
instance, based on keypoints [26-29] or prototype strokes [30,31], while edges
are commonly used to represent the connectivity between pairs of keypoints or
prototype strokes. The actual spotting for certain words in a document is then
based on dissimilarity computations between the query graph and document
graphs using BP.

The BP dissimilarity framework has not only been applied for spotting key-
words in historical documents, but also for clustering ancient ornamental ini-
tials (so called lettrines) [32]. In this particular case, each lettrine is represented
by a Region Adjacency Graph (RAG), where nodes are used to represent homoge-
nous regions. Finally, edges are inserted based on the adjacency of regions.

In [33] a graph database for ancient handwritten documents is proposed and
evaluated by means of a word classification experiment using BP. In particular,
on the basis of segmented word images, six different graph representation for-
malisms are proposed and compared with each other using the BP dissimilarity
model.
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2.3 Biometrics

Biometrics are often used to verify or identify an individual based on certain
biometrical characteristics (e.g. iris, fingerprint, or signature). In [34,35], retina
vessels are used as a biometric trait for user verification. Formally, nodes are
used to represent keypoints in skeletonised vessel images, while edges represent
the vessels between selected keypoints. Finally, BP is used to match the retina
vessel graphs [34] or to derive different graph similarity measures for building a
multiple classifier system [35]. In [36,37] a very similar approach is applied on
palm veins rather than retina vessels.

Moreover, graphs are also used to for fingerprint identification as introduced
in [38]. In particular, fingerprint images are segmented into core areas (i.e. areas
with same ridge direction), which are in turn represented by nodes, while edges
are inserted between adjacent areas. The resulting fingerprint graphs are then
classified using the distances derived from the BP framework.

In recent years, a trend towards high coverage of video surveillance can be
observed. Thus, person re-identification over serval camera scenes evolved to a
crucial task. In [39] a graph-based approach is presented for this task. To this
end, segmented camera images are represented by means of a RAG [32]. The
BP framework is then used in conjunction with a Laplacian-kernel in order to
re-identify persons.

Last but not least, BP is also used for on-line signature verification [40]. First,
the signatures are divided into segments which are in turn represented by graphs.
That is, nodes represent the sample points of a segment, while edges are inserted
between specific pairs of nodes. Finally, two signatures are compared with each
other by measuring a sum of BP dissimilarities between pairs of graphs.

2.4 Bio- and Chemoinformatics

Bio- and chemoinformatics combine approaches and techniques of a broad field
to analyse and interpret biological (i.e. DNA, protein sequences) or chemical
structures (i.e. molecules), respectively. An important application in the field
of bioinformatics is the analysis of deviations in biological structures to detect
cancer. In [41], for instance, graphs are used to represent tissue image of biolog-
ical cells. In this case nodes are used to represent tissue components, while their
spatial relationship is represented by edges. Subsequently, the BP framework is
used to classify graphs representing normal, low-grade and high-grade cancerous
tissue images. In [42], a similar approach is introduced to detect irregularities in
blood vessels rather than biological cells.

Chemoinformatics has become a well established field of research. Chemoin-
formatics is mainly concerned with the prediction of molecular properties by
means of informational techniques. The assumption that two similar molecules
should have similar activities and properties, is one of the major principles in
this particular field. Clearly, molecules can be readily described with labelled
graphs, where atoms are represented by nodes, while bonds between atoms (e.g.
single, double, triple, or aromatic) are represented by edges.
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In [43,44] the approximation of graph edit distance by means of BP is used
to build a novel graph kernel for activity predictions of molecular compounds.
In [45] various graph embeddings methods and graph kernels, which are in part
built upon the BP framework, are evaluated in diverse chemoinformatics appli-
cations. Finally, in [46] an algorithm to compute single summary graphs from a
collection of molecule graphs has been proposed. The formulation of the cost of
a matching, which is actually used in this methodology, is based on BP.

2.5 Knowledge and Process Management

In the last decades, a trend towards digitalisation of business models can
be observed throughout most industries. Knowledge and process management
ensures a thorough information flow, which is actually needed to manage both
physical and intellectual resources. Nowadays, business processes are often
supported (or completely created) by means of web services. Thus, the re-
discoverability of composite web services (described by means of an OWL-S
process) is of high relevance and issued in [47]. To this end, a graph is used to
represent a composite process. Nodes represent process states and atomic ser-
vices, while directed edges are used to represent the control flow. By a similar
principle, business (sub)-processes rather than web services are retrieved in [48].
In particular, business process activities represent nodes, while directed edges
are used to represent the business process flow. Finally, the BP framework is
used to find similarities between business (sub)-processes.

Another application in this field is presented in [49], where semantical
enriched documents (so called Resource Description Framework (RDF) ontolo-
gies) are represented by graphs. To this end, document key concepts (e.g.
db:Bob_Dylan, db:Folk Music) are represented by nodes, while directed edges
are used to represent semantic relations (e.g. dbp:genre) and labelled by their
importance. Finally, the similarity of documents is computed by an adapted BP
matching framework.

Based on (similar) RDF ontologies, an approach to estimate the execution
time of SPARQL (the RDF query language) queries is presented in [50]. In this
scenario the BP distances of an unknown query to a set of training queries are
used as query features.

2.6 Malware Detection

Anti-virus companies receive huge amounts of samples of potentially harmful
executables. This growing amount of data makes robust and automatic detection
of malware necessary.

The differentiation between malicious and original binary executables is actu-
ally another field where the framework BP has been extensively used. In [51-53],
for instance, malware detection based on comparisons of call graphs has been
proposed. In particular, the authors propose to represent malware samples as
call graphs such that certain variations of the malware can be generalised. This
approach enables the detection of structural similarities between samples in a
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robust way. For pairwise comparisons of these call graphs the approximation of
BP is employed.

In [54] a similar approach has been pursued for the detection of malware
by using weighted contextual API dependency graphs in conjunction with an
extended version of BP for graph comparison. Finally, in [51] BP has been
employed for the development of a polynomial time algorithm for calculating
the differences between two binaries.

2.7 Other Applications

A further application where the BP matching algorithm has been applied, is for
instance, the retrieval of stories (for storytelling) [55]. In this scenario, nodes
represent goals and actions, while edges represent time and order. Thus, similar
stories can be retrieved by means of the BP framework. In [56] a similar approach
is introduced to retrieve sketches used to define the building behaviour of non-
player characters in computer games. Finally, the BP framework is also used to
detect plagiarism. In particular, [57] and [58] BP is used to detect plagiarism in
Haskell programs and in textual documents, respectively.

3 Conclusion

In this paper we have reviewed about 40 different papers applying the BP match-
ing framework. The reviewed applications stem from different fields like image
analysis, handwritten document analysis, biometrics, bio- and chemoinformatics,
knowledge and process management, malware detection, and others. In future
work, we plan to extend this survey by integrating not only applications, but
also methodological extensions of the BP matching algorithm.
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Abstract. The modelling of time-varying network evolution is critical to
understanding the function of complex systems. The key to such models
is a variational principle. In this paper we explore how to use the Euler-
Lagrange equation to investigate the variation of entropy in time evolv-
ing networks. We commence from recent work where the von Neumman
entropy can be approximated using simple degree statistics, and show
that the changes in entropy in a network between different time epochs
are determined by correlations in the changes in degree statistics of nodes
connected by edges. Our variational principle is that the evolution of the
structure of the network minimises the change in entropy with time.
Using the Euler-Lagrange equation we develop a dynamic model for the
evolution of node degrees. We apply our model to a time sequence of
networks representing the evolution of stock prices on the New York
Stock Exchange (NYSE). Our model allows us to understand periods of
stability and instability in stock prices, and to predict how the degree
distribution evolves with time. We show that the framework presented
here provides allows accurate simulation of the time variation of degree
statistics, and also captures the topological variations that take place
when the structure of a network changes violently.

Keywords: Dynamic networks - Financial markets - Euler-Lagrange
equation

1 Introduction

One of the challenges presented by networks is how to model and predict their
evolution with time [1]. This problem can be addressed either at the local or
the global level. At the local level the aim is to model how the detailed connec-
tivity structure changes with time [2,6], while at the global level the aim is to
model the evolution of characteristics which capture the structure of network,
and allow different types of network to be distinguished from one to another.
Methods falling into the former category include generative models which allow
the detailed edge connectivity structure to be estimated from noisy or uncertain
input data [5]. The latter includes models of the degree distribution, and other
global properties such as edge density or structural community indices [3,4,8].
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However, in both cases a model is required to describe how vertices interact
through edges and how this interaction evolves with time. In the case of a gen-
erative model it is captured probabilistically and can be described by various
forms of regressive or autoregressive models [5,7]. In the latter case it is easier
to couch the model in terms of how different node degrees co-occur on the edges
connecting them [2]. Both models require a means fitting to data or of learning
their parameters.

In recent work we have addressed the former problem by detailing a gen-
erative model of graph-structure [5] and have shown how it can be applied to
network time series using an autoregressive model [7,9]. One of the key elements
for this model is a means of approximating the von Neumann entropy of both
directed and undirected graphs [13]. The von Neumann entropy is the Shannon
entropy associated with the re-scaled eigenvalues of the normalised Laplacian
matrix. We have shown how the Shannon entropy can be approximated using
a quadratic entropy, and this leads to simple expressions for the von Neumann
entropy in terms of the degrees of nodes forming edges. The fitting of the gen-
erative model to both statics and time vary data (in its autoregressive form)
involves the use of a description length criterion [1,7]. The criterion is two-part,
with a data likelihood terms modelling goodness of fit and the approximate von
Neumann entropy controlling the complexity of the fitted structure.

The aim in this paper is to explore whether our model of network entropy
can be extended to model the way in which the node degree distribution evolves
with time, taking into account the effect of degree correlations caused by the
degree structure of edges. According to our model of the von Neumann entropy,
those edges that connect high degree vertices have the lowest entropy, while those
connecting low degree vertices have the highest entropy [2]. Moreover the change
in entropy of an edge between different epochs depends on the product of the
degree of one vertex, and the degree change of the second vertex. In other words
the change in entropy depends on the structure of the degree change correlations.

We exploit this property by modelling the evolution if network structure using
the Euler-Lagrange equations. Our variational principle is that the evolution
minimises changes in entropy. Using our approximation of the von Neumann
entropy this leads to update equations for the node degree which include the
effects of correlations induced by the edges of the network. It is effectively a
type of diffusion process that models how the degree distribution propagates
across the network. In fact, it has elements similar to preferential attachment
[11], since it favours edges that connect high degree nodes [12].

The remainder of the paper is organized as follows. In Sect.2, we provide
a detailed analysis of entropy changes in dynamic networks using the Euler-
Lagrange equation. In Sect.3, we apply the resulting characterization to the
real-world time-varying networks, i.e. New York Stock Exchange (NYSE) data.
Finally, we conclude the paper and make suggestions for future work.
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2 Variational Principle on Graphs

2.1 Preliminaries

Let G(V, E) be an undirected graph with node set V and edge set E CV x V|
and let | V| represent the total number of nodes on graph G(V, E). The adjacency
matrix A of a graph is defined as

A{O if(u,v)'eE )
1 otherwise.
Then the degree of node w is d,, = ZvGV Ao

The normalized Laplacian matrix L of the graph G is defined as L =
D_%LD%, where L = D — A is the Laplacian matrix and D denotes the degree
diagonal matrix whose elements are given by D(u,u) = d,, and zeros elsewhere.
The element-wise expression of L is

1 ifu=vandd, #0
Ly = —\/le if u#wv and (u,v) € E (2)
0 otherwise.

2.2 Network Entropy

Severini et al. [14] import ideas from quantum mechanics to the graph domain to
define the density matrix with normalized Laplacian. A density matrix can be
obtained by scaling the combinatorial Laplacian matrix by the reciprocal of
the number of nodes in the graph, i.e. p = % This opens up the possibility of
computing the von Neumann entropy to characterize a graph. The von Neumann
entropy is defined as the Shannon entropy associated with the density matrix
eigenvalues. It is given in terms of the eigenvalues Aq, ..... , Ay of the density
matrix p,

S =—-Tr(plogp) = Z (3)

Tk IVI

Recently, Han et al. [13] have shown how to approximate the calculation of
von Neumann entropy in terms of simple degree statistics. Their approximation
allows the cubic complexity of computing the von Neumann entropy from the
Laplacian spectrum, to be reduced to one of quadratic complexity. The idea is
to approximate the Shannon entropy plog p by the quadratic entropy p(1 — p).
The resulting approximation to the von Neumann entropy is

1 1 1
LD (@)
|V| |V| (u,v)EE dudy
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This expression for the von Neumann entropy allows the approximate entropy
of the network to be efficiently computed. It has been shown to be an effective
tool for characterizing structural properties of networks, with extremal values
for cycle and fully connected graphs.

Suppose that two undirected graphs Gy = (V;, E;) and Giy1 = (Vig1, Eri1)
represent the structure of a time-varying complex network at two consecutive
epochs t and t41 respectively. Then the change of von Neumann entropy between
two undirected graphs can be written

1 duA’U + d'UAu + AuAv

AS = 8(Grs1) = S(Gr) = —3
(Gey1) — S(Gy) i du(dy + Ay)dy(dy + Ay)

(5)

(u,v)€EE,E’

where A, is the change of degree for node u, i.e., A, = d’t' —d!; A, is similarly
defined as the change of degree for node v, i.e., A, = d™* — d!. The entropy
change is sensitive to degree correlations for pairs of nodes connected by an edge.

2.3 Euler-Lagrange Equation

We would like to understand the dynamics of a network which evolves so as to
minimise this entropy change between different sequential epochs. To do this
we cast the evolution process into a variational setting of the Euler-Lagrange
equation, and consider the system which optimises the functional

to
(@)= [ Glt.qt),q(t)]dt. (6)
t1
where t is time, ¢(t) is the variable of the system as a function of time, and ¢(t)
is the time derivative of ¢(t). Then, the Euler-Lagrange equation is given by

0 d o
S talt).dle)] - 55 [ale). @) =0 ™
Here we consider an evolution which changes just the edge connectivity struc-
ture of the vertices, and does not change the number of vertices in the graph.
As a result, the factors 1 — ﬁ and ﬁ are constants and do not affect the solu-
tion of the Euler-Lagrange equation. We aim to study evolutions that minimise
the entropy, i.e. minimise the entropy change between time intervals. Then we
apply the Euler-Lagrange equation with G = AS the entropy change in Eq. (5)
to obtain

G 1), A1), 0(0), 4, ()] = Tt T ®)

For the vertex indexed u with degree d, the Euler-Lagrange equation in
Eq. (7) gives,

oG d 0¢G
od, dtoA, 0 (9)
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First, solving for the partial derivative of the degree d,,, we find

87g o d,Au (10)
od,  (dy + Au)2(d, + Av)

Then computing the partial time derivative to the first order degree difference
A, we obtain
6g dvdu

9A, ~ (dy+ Au)(dy + 20) (11)

Substituting Egs. (10) and (11) into Eq.(9), the solution for Euler-Lagrange
equation in terms of node degree difference is

dy Ay = —2d, A, (12)

As a result, solving the Euler-Lagrange equation which minimises the change
in entropy over time gives a relationship between the degree changes of nodes
connected by an edge. Since we are concerned with understanding how network
structure changes with time, the solution of the Euler-Lagrange equation pro-
vides a way of modelling the effects of these structural change on the degree
distribution across nodes in the network. The update equation for the node
degree is at time epochs t and ¢t + 1 is

. A
t+1 _ gt E _ gt E u
du a du + VU AvAt a du + v~U ( At >’L) At (13)

In other words by summing over all edges connected to node u, we increment the
degree at node u due to changes associated with the degree correlations on the
set of connecting edges. We then leverage the solution of the Lagrange equation
to simplify the degree update equation, to give the result

d
t+1 _ gt u
& =d, E <2dv) A, (14)

v~Uu

This can be viewed as a type of diffusion process, which updates edge degree
so as to satisfy constraints on degree change correlation so as to minimise the
entropy change between time epochs. Specifically, the update of degree reflects
the effects of correlated degree changes between nodes connected by an edge.

3 Experimental Evaluation

3.1 Data Set

We test our method on data provided by the New York Stock Exchange. This
dataset consists of the daily prices of 3,799 stocks traded continuously on the New
York Stock Exchange over 6000 trading days. The stock prices were obtained
from the Yahoo! financial database [15]. A total of 347 stock were selected from
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this set, for which historical stock prices from January 1986 to February 2011
are available. In our network representation the nodes correspond to stock and
the edges indicate that there is a statistical similarity between the time series
associated to the stock closing prices [10].

To establish the edge-structure of the network we use a time window of 20
days is to compute the cross-correlation coefficients between the time-series for
each pair of stock. Connections are created between a pair of stock if the cross-
correlation exceeds an empirically determined threshold. In our experiments we
set the correlation co-efficient threshold to the value to & = 0.85. This yields a
time-varying stock market network with a fixed number of 347 nodes and varying
edge structure for each of 6,000 trading days. The edges of the network therefore
represent how the closing prices of the stock follow each other.

3.2 Network Dynamics

Using the degree update equation derived from the principle of minimum entropy
change and the Euler-Lagrange equation, we aim to simulate the behavior of
the financial market networks. Here we focus on how the degree distribution
evolves with time. We compare the simulated structure and the observed network
properties, and provide a way to identify the consequence of structural variations
in time-evolving networks.

Before/After Black Monday During Black Monday

8

O Orignial Network Degree

O Orignial Network Degree
#_Simulated Network Degree

#_Simulated Network Degree

250

cumulative degree distribution
cumulative degree distribution

Y vl X
0 50 100 150 200 250 300 350
degree degree

Fig. 1. Degree distribution of original networks and simulated networks before/after
Black Monday (left) and during Black Monday (right). Around the Black Monday, the
network is highly connected with large number of nodes having high degree. During
Black Monday, the network is becomes disconnected and most vertices are disjoint,
which results in the degree distribution following the power-law.

Our procedure is as follows. We select a network at a particular epoch from
the time series, and simulate its evolution using the degree update equation in
Eq. 14. Then we compare the degree distributions for the real network sampled
at a subsequent time and the simulation of the degree distribution after an
identical elapsed time. One of the most salient events in the NYSE is Black
Monday. This event occurred on October 19, 1987, during which the world stock
markets crashed, dropping in value in a very short time. The crash began in
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Original Networks

(A) Before Black Monday ~ (B) During Black Monday (C) After Black Monday

von Neunsn Entropy Difference

Simulated Networks

(a) Before Black Monday  (b) During Black Monday (c) After Black Monday

Fig. 2. The first order von Neumann entropy difference of the NYSE networks during
and around the Black Monday. We show a visualization of the original and simulated
networks at three specific days in Black Monday financial crisis. The red line corre-
sponds to the entropy difference for the original networks (A-C), and the blue line
represents the simulated networks with Euler-Lagrange equation (a-c). (Color figure
online)

Hong Kong and spread west to Europe, hitting the United States after other
markets had already declined by a significant margin.

We compare the prediction of consecutive time steps at different epochs,
before/after and during the Black Monday crisis. The results are shown in Fig. 1.
The most obvious feature is that the degree distribution for the networks before
and after Black Monday is quite different to that during the crisis period. Dur-
ing the Black Monday crisis, large number of vertices in the network are discon-
nected. This results in a power-law degree distribution. However, for time epochs
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before and after Black Monday, the disconnected nodes recover their interactions
to one another. This increases the number of connections among vertices, and
causes departures from the power law distribution. This phenomenon is also
observed in the networks simulated networks using our degree update equation.
This is an important result that shows empirically that the simulated networks
reflect the structural properties of the original networks from which they are
generated. Moreover, our dynamic model can reproduce the topological changes
that occur during the financial crisis.

In Fig.2, we show network visualizations corresponding to three different
instants of time around the Black Monday crisis. In order to compare the original
and simulated network structures, we show the connected components (commu-
nity structures) at three time epochs. As the network approaches the crisis, the
network structure changes violently, and the community structure substantially
vanishes. Only a single highly connected cluster at the center of the network
persists. These features can be observed in both the original and simulated net-
works. At the crisis epoch, most stocks are disconnected, meaning that the prices
evolve independently without strong correlations to the remaining stock. Dur-
ing the crisis, the persistent connected component exhibits a more homogeneous
structure as shown in Fig. 2. After the crisis, the network preserves most of its
existing community structure and begins to reconnect again. This result also
agrees with findings in other literatures concerning the structural organization
of financial market networks [10].

3.3 Anomaly Detection

We now validate our framework by analyzing the entropy differences between
simulated networks and actual stock market networks in the New York Stock
Exchange (NYSE). In order to quantitatively investigate the relationship
between a financial crisis and network entropy changes, we analyze a set of
well documented crisis periods. These periods are marked alongside the curve of
the first order entropy difference in Fig. 3, for all business days in our dataset.

Figure 4 plots the entropy difference for simulated networks with two different
values of the time interval. We commence simulation with start time ¢; and
continue to the end time ¢5. In the study reported in Sect. 3.2 this time interval
is one day, i.e. At = t; —t3 = 1. In other words we use the network on the
previous day to predict the structure for the next day. We now consider the
effects of varying parameter to longer intervals, i.e. At = 5 days and At = 10
days respectively, and investigate the effect on the performance of our method.
Increasing the value of the simulation interval results in significant fluctuations,
and reduces the amplitude of the entropy change associated with the different
crises. So our method is capable of modelling local trends which gives rise to
structural changes in the network, but it is less effective when used to predict
changes in network structure over an extended time interval.

Overall, the most striking observation is that the largest peaks of entropy
difference can be used to identify the corresponding financial crisis both in the
original and simulated networks. This shows that the entropy difference is a
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European Debt Crisis
(032010 N

¥ Early 19905 Recession
(071990 -02.1991)

" Black Monday
(0.1987)

9.11 Attack
@9.2011)

Von Neumann Entropy Difference (AS)

Global Financial Crisis”
(082007 - 07.2008)

....... Sopio0 Jan01
Time (1987 - 2011)

Fig. 3. The von Neumann entropy difference in NYSE (1987-2011) for original finan-
cial networks and simulated networks. Critical financial events, i.e., Black Monday,
Friday the 13th mini-crash, Early 1990s Recession, 1997 Asian Crisis, 9.11 Attacks,
Downturn of 2002—2003, 2007 Financial Crisis, the Bankruptcy of Lehman Brothers
and the European Debt Crisis, are associated with large entropy differences.

— Time Difference A t = 10
— Time Difference A t =35

Fig. 4. The performance of time difference for simulated networks in NYSE (1987—
2011). The smaller number of time intervals in simulation, the better identifying the
financial crisis.

sensitive to significant structural changes in networks. The financial crises are
characterized by significant entropy changes, whereas outside these critical peri-
ods the entropy difference remains stable.

4 Conclusion

In this paper, we explore how to model the time evolution of networks using a
variational principle. We use the Euler-Lagrange equations to model the evolu-
tion of networks that undergo changes in structure by minimising the change in
von Neumann entropy. This treatment leads to model of how the node degree
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varies with time, and captures the effects of degree change correlations intro-
duced by the edge-structure of the network. In other words, because of these
correlations, the variety of one degree determines the translation in connected
nodes.

We experiment with the model on a time-serial networks representing stock
trades on the NYSE. Our model is capable of predicting how the degree distrib-
ution evolves with time. Moreover, it can also be used to detect abrupt changes
in network structure.

In the future, it would be interesting to study different variational models
for the network evolution, based on minimising different physical quantities or
different forms of the entropy. It would also be interesting to understand the
dynamics of quantities such as the edge density and its variance.
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Abstract. In this paper we address the problem of simultaneously
matching multiple graphs imposing cyclic or transitive consistency
among the correspondences. This is obtained through a synchroniza-
tion process that projects doubly-stochastic matrices onto a consistent
set. We overcome the lack of group structure of the Birkhoff polytope,
i.e., the space of doubly-stochastic matrices, by making use the Birkhoff-
Von Neumann theorem stating that any doubly-stochastic matrix can be
seen as the expectation of a distribution over the permutation matrices,
and then cast the synchronization problem as one over the underlying
permutations. This allows us to transform any graph-matching algorithm
working on the Birkhoff polytope into a multi-graph matching algorithm.
We evaluate the performance of two classic graph matching algorithms in
their synchronized and un-synchronized versions with a state-of-the-art
multi-graph matching approach, showing that synchronization can yield
better and more robust matches.

Keywords: Transformation synchronization - Doubly-stochastic
matrix - Birkhoff polytope - Graph matching

1 Introduction

Graph-based representations have found widespread application in several
domains due to their ability to characterize complex systems in terms of parts
and relations, capturing the fundamental state of the system in a way that is
invariant to transformations that are irrelevant to the classification task at hand.
Concrete examples include the use of graphs to represent shapes [13], metabolic
networks [7], protein structure [6], and road maps [8]. However, this enhanced
expressive power comes at the cost of the inability to utilize most of the pattern
analysis toolset directly and in general in the requirement of using approaches
that are computationally more demanding.

Structural pattern recognition in its first 30 years of research has mainly
focused its attention to the graph matching problem as the fundamental means
of dealing with structural representation and assessing their similarity [3]. In
fact, with correspondences at hand, standard similarity-based recognition and
© Springer International Publishing AG 2017
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classification techniques can be imported to the structural domain. However,
graph matching is in general very computationally demanding and can introduce
bias in the inference process [15].

Alternatively, graphs can be embedded in a low-dimensional pattern space
using either multidimensional scaling, non-linear manifold leaning techniques,
or by adopting the famous kernel trick through the definition of graph kernels
[1,5,9,12]. One drawback of these approaches is that they neglect the locational
information for the substructures in a graph, thus limiting the precision of the
resulting similarity measures.

More recently, in an attempt to increase matching performance and reducing
the bias in the inference process, some researchers have started studying the
problem of simultaneously extracting correspondence information from whole
sets of graphs, rather than limiting the analysis to each pair. In this multi-graph
matching setting, we aim at improve correspondence estimation by incorporat-
ing transitivity constraints among the matches. Namely, if node u in graph A
matches node v in graph B and, in turn, the latter node v matches node w in
graph C, then node u in A must match node w in C.

Williams et al. [16], impose the transitive vertex-matching constraint in a
softened Bayesian manner, favoring inference triangles through fuzzy composi-
tions of pairwise matching functions. Sole-Ribalta and Serratosa [14] extended
the Graduated Assignment algorithm [4] to the multi-graph scenario by raising
the assignment matrices associated to pair of graphs to assignment hypercube,
or tensors, between all the graphs. For computational efficiency, the hypercube
is constructed via sequential local pair matching, but still result in a potentially
exponential expansion of the state space. More recently, Yan et al. [19,20] pro-
posed a new framework explicitly extending the Integer Quadratic Programming
(IQP) formulation of pairwise matching to the multi-graph matching scenario.
The resulting IQP is then solved through alternating optimization approach.
Yan et al. [17,18] introduced a method to iteratively approximating the global-
optimal affinity matching score in a pool of graphs using the consistency between
all the pairwise matching as a regularizer for the whole process. Conversely Zhou
et al. [22] avoided the semi-definite programming formulation (SDP) proposing a
method for multi-image matching as a low-rank matrix recovery problem based
on the nuclear-norm relaxation. Pachauri et al. [10] and Schiavinato et al. [11] on
the other hand, start from given pairwise correspondence estimations, and syn-
chronize them, that is fin the set of correspondences that satisfy the transitivity
constraint that are closer to the given ones in the least square sense.

The advantage of this permutation synchronization approach is that it can
be paierd with any given graph-matching algorithm in the literature it does
not require any additional memory other than what is required to store the
original (g) correspondences among n graphs. However, it offers only an ez post
correction through a relaxation process and cannot be fully integrated with an
iterative matching process to direct its convergence to a better solution.
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1.1 Contribution

In this paper we aim at extending the synchronization approach in such a way
that it can be used within well-known graph-matching approaches transforming
them into multi-graph matching algorithms. In particular, we aim at defining a
synchronization process for doubly-stochastic matrices, a probabilistic relaxation
of correspondence matrices commonly used as a state space in several iterative
matching processes [4,21].

The problem with defining a synchronization process over the doubly-
stochastic matrices, is that, contrary to the permutation or orthogonal groups
used in other approaches, the Birkhoff polytope does not have a group structure
necessary even for defining the notion of transitivity.

Here we use the Birkhoff-Von Neumann theorem stating that any doubly-
stochastic matrix can be seen as the expectation of a distribution over the per-
mutation matrices, and synchronize the doubly-stochastic matrices by implicitly
constructing a low entropy distribution over synchronized permutations that fit
the given observations in a least square sense.

2 Synchronization Over the Birkhoff Polytope

The Birkhoff-Von Neumann theorem states that any doubly stochastic matrix
can be constructed as the convex linear combination of a set of permutation
matrices. This implies that, given a probability distribution q over the group o,
of n X n permutation matrices, the expected value of such distribution

O=(qP)=> =qP*
k

is a doubly-stochastic matrix and that any doubly-stochastic matrix can be
constructed this way. Unfortunately this construction is not unique and sev-
eral distributions lead to the same expected value. In general, however, we are
interested in sparse, low entropy distributions.

We exploit this property to lower the definition of transitivity to that over
the permutation group X, and then raise it back to the Brikhoff polytope.

Let P;j, 4,7 =1,..., N be a set of permutation matrices. We say that they
satisfy the transitivity property if

Vi,j,k‘z 1,...,N ﬁijﬁjk Zﬁik. (1)

It can be shown [11] that if the matrices P;; are transitive, then there exist a
reference canonical ordering of the vertices and a set Q; € X, i = 1,..., N of
alignment matrices that map vertices in G; to the reference order, such that

Let Pfj = Qf (Q;€ )T be a sequence of transitive permutation matrices, where
k is the sequence index, while i, j span over the set of graphs. Further, let ¢ be
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a distribution over the sequence, then

Vi,j=1,...,NO; =Y q,P}; (3)
k

forms a set of doubly-stochastic matrices over the given graphs that are composed
as expectation of permutations that satisfy the transitivity property. We say
that any doubly-stochastic matrix thus constructed is transitive. The problem of
synchronization over the Birckhoff polytope can thus reduced to that of finding
the transitive set of doubly-stochastic matrices closest to a given set in a least
square sense. However, the search space is huge, O(n!") where N is the number
of graphs and n is the number of nodes in each graph. We solve this by looking for
a sparse distribution g over the set of transitive permutations. This is achieved
through the introduction of an entropic regularizer over g:

N n!N
. T
argmin Z [0 — ZQkaQf 13+ XH(a) (4)
aQ =1 k
where A € R is a free parameter and H(q) = — ), qrIn(gx) denotes the

entropy.
Assuming the sparsity of the resulting ¢, we find an approximate solution to
(4) through Matching Pursuit.
Let RY = 52" ¢QFQE" with i = 1,..., N be the set of synchronized
et R = > ¢,'Q7Qj withi=1,..., e the set of synchronize
doubly stochastic matrices at iteration ¢, we can write the solution at the next
iteration as

r+n) _p+n T
RV = (1- )R +aQFQF (5)

where k(1) is the index which denotes the optimal residual alignment and « is
a value in [0, 1]. Moreover, under the sparsity assumption, we can assume that
we only bring in new entries over the distribution ¢, so the update step for the
probability distribution q becomes

q(Hl) =(1- a)q(t) + aept (6)

where e ;11 is a vector of zeros where the unique one is placed in position kD),
This assumption on q allows us to ignore the entropic term AH(q) from (4).
With this formulation, the matching pursuit iteration is computed by solving

N
A
. t

min ) |0 — (1 - )R —aQiQ} |13 +AH(q"*) (7)

ha =1
We can observe that k does not depend by «, thus we can iteratively solve for
k, and then for o given the current set of correspondences introduced into the
reconstruction of the doubly stochastic matrices.
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2.1 Solving for k

Let the matrix MS) =0;;—(1—- a)REJ) we can rewrite the objective function in

the problem (7) as follows (without considering the entropic term AH (q**1):

N N

~ T ~ AT

3110 - (1 - a)RY —aQfQ) 3= > IMY - 0QlQY |3

i,j=1 t,5=1
N
Z HM Hz—i—a n —2aTr<Q Qk M(t) (8)
i,j=1

Note that the optimization over the index k in the set of synchronized per-
mutations can be substituted for the direct optimization over the synchronized
permutations Q = {Q;}, i = 1..., N. Further, under the assumption that « is

small, we can set M( ) = =0y — Rg;) resulting in the optimization problem

N
argmax Z Tr (QinTl\_/Il(;)) 9)
Q  ij=1

which can be solved with any approach extracting synchronized permutations,
such as [11].
2.2 Solving for o

The entropic term H (q(”l)) can be written explicitly as follows:

H(q"™) = =" ((1— o) + ady;) In (1 — a)qx + ady;) (10)
k

where 6, ; denotes the Kronecker delta operator. This can be re-written as:

H(q®) = —(1-a) qu(lnqk +In(l —a)) —alha

k+£k
=(1-a)H(qP) - (1-a)In(1-a) —alna
=(1-a)H(q") + H(a) (11)

The problem (7) can be solved by gradient descent of the energy function:

ra+n) _n+n T
E= Znow (1-a)RY —aQF QM B+ AH(@HY)  (12)

1,7=1

Differentiating F with respect to « yields:

% Y (H( ®) +1In (%))

N
L+ g+ T L+ g+ T
+2 3 [alRY - Q" Q" 3+ (04 - RE)TRY - @F Qi )]
i,5=1

(13)
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and with the derivative to hand we extract the optimal alpha [0, 1] and recon-
struct the new solution using (5).

e+ T

j(t41)
R = (1 - a)RY + Q" Q!

ij

Note that, a = 0, or more unlikely o = 1, means that the basic pursuit step
cannot reduce the entropy-regularized energy and we take that as a stopping
criterion for our basis pursuit approach.

3 Synchronized Algorithms

In this section we describe our experimental setup and evaluation strategies for
the method presented in this paper. To this end, we synchronize two well-known
graph-matching algorithms working in the Birkhoff Polytope, namely Graduated
Assignment [4] and Path Following Algorithm [21]. In particular, we included a
synchronization step inside their main updating loops, maintaining the relaxed
correspondences consistency among all the graphs throughout the execution of
the algorithms.

Considering a single iteration of the main loop we perform the pairwise gradu-
ated assignment /path following iteration for all the graphs computing the doubly
stochastic permutation matrices O. In either case there is a 3 parameter which
governs the whole process, pushing it towards the vertices of the polytope, i.e.,
towards permutation matrices. After the pairwise computation of all the doubly
stochastic permutation matrices in a given (-iteration, we perform our synchro-
nization process resulting in synchronized doubly stochastic matrices. This phase
is controlled by our parameter A, which we set to be proportional to § since the
goal of both parameters is to push the solution towards the vertices of the poly-
tope. When the synchronized graduated assignment/path following algorithms
converge, we discretize the solutions applying the typical maximum bipartite
assignment problem through the well-know Hungarian algorithm to each doubly
stochastic matrix.

4 Experimental Setup and Evaluation

We evaluated our work by comparing the two synchronized algorithms to their
un-synchronized counterparts and to a state-of-the art multi-graph match-
ing algorithm: the Consistency-driven Non-Factorized Alternating Optimization
(CDAO) [20]. We summarized the main parameter setting for these 5 methods
as follows:

GA, S-GA. For the Synchronized Graduated Assignment (S-GA) we initial-
ized 8 = n and all the doubly stochastic matrices are initialized as a random
perturbation from the barycenter of the polytope. The entropy scale para-
meter A, i.e., the proportionality factor between § and A, was set to 1076,
Moreover, the growth rate and exit threshold for 3 were set to 1.075 and 200
respectively.
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PF, S-PF. For the Synchronized Path Following algorithm (S-PF) we ini-
tialized the doubly stochastic matrices O, as int the original work [21] per-
forming a convex quadratic optimization problem by Frank-Wolfe algorithm.
The entropy scale parameter was set to 1 while the increasing rate for § was
0.15.

CDAO. For this method we respected the original setup for the Consistency-
driven Non-Factorized Alternating Optimization algorithm in [20] initializing
the max number of iteration T},,, = 2 and using the Reweighted Random
Walks [2] as pairwise graph matching solver.

We performed tests over several random synthetic graph datasets with dif-
ferent levels of distortion, variations in edge density and proportion of outlier
nodes. This evaluation approach follows a widely adopted protocol [2,19,20].
The dataset is generated from a set of N root graphs G", r = 1,..., N, with
Ny, inlier nodes randomly connected with edge density p. Edge attributes a;, are
randomly drawn form a uniform distribution in [0, 1]. From these root graphs, we
generate several perturbed sets, by varying (a) edge attributes, adding Gaussian
noise sampled from N(0,0?) for increasing values of o; (b) edge density p; and
(c) adding a number of outlier nodes.

We introduced another synthetic test as [14] whose aim is to control the
topological structure of the graphs. The construction of a synthetic dataset
G in this experiment is based on the generation of an initial seed P" =
{([0,1];]0,1]), }i=1,...,n of 2D points which are related to the n nodes. Each per-
turbed graph is generated through a random Gaussian perturbation of the points
in P", from which we extract a Delaunay triangulation. The computation of the
affinity matrix M,q = (mq,55) for each pair of graphs (G?,G?) is defined as

(afj - aZb)2 )

Mia,jb = €XP <— o2

where o2 is a scale factor which we set to 0.15. No single-node weight is consid-
ered, so we set the unary affinity as m;q, i, = 0.

We present our results in terms of vertex correspondences from the permuta-
tions given by the graph-matching methods. The evaluation strategy is based on
the computation of a matching accuracy (MA) between the common n nodes of
two graphs GP, G? € G, which is defined as the ratio between the number of cor-
respondences found (C’;ZLG) with respect to those of the ground truth (CLY)

and the total number of possible matching as follows:
|Cﬁ]LG n CquRU‘
n

MA(G?,GY) =

We underline that we only calculate the accuracy for common inlier nodes ignor-
ing the matching results over outliers. Given a whole dataset G of N graphs, the
agglomerated matching accuracy (MA) can be expressed as the mean measure:

S Yy MA(GY,GY)

MA(G) NN —1)/2
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In Fig.1 we plot the final results of all the synthetic tests varying the para-
meter of (a) deformation, (b) edge density, (¢) number of outlier nodes and (d)
topological noise. All these experiments are repeated over 10 trials, for which we
plot average and standard error. Each synthetic dataset has N = 10 graphs with
n;n = 20 nodes. For the deformation and edge density tests we set n,: = 0,
for outlier and density tests we set the Gaussian deformation with standard
deviation as ¢ = 0.05 and o = 0.2 respectively.

matching accuracy
matching accuracy

—o-ea
—T-S-GA

—L—s-PF
—~CDAO

0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 05 0.6 0.7 0.8 0.9 1
deformation edge density

(a) (b)

matching accuracy
matching accuracy

——CDAO

> 4 6 8 10 12 14 0 0.01 0.03 0.2 08 3 6
outlier topological noise (10 )

(c) (d)

Fig. 1. Average results with standard error for synthetic test at varying of the levels
of (a) deformation, (b) edge density, (c) number of outlier nodes and (d) topological
noise performing Graduated Assignment (GA), Synchronized Graduated Assignment
(S-GA), Path Following (PF), Synchronized Path Following (S-PF) and Consistency-
driven Non-Factorized Alternating Optimization (CDAO) for Multi-graph Matching
algorithms.

From Fig.1 we can see that in general for high deformations the synchro-
nized algorithms are the best performers regardless of the original algorithm
chosen and they generally outperform CDAO as well. It is interesting to not
that for deformation, edge density and outlier Graduated Assignment seems to
be just as robust as the synchronized algorithms, while is exhibit high sensitiv-
ity on the topological noise using Delaunay triangulations. On the other hand,
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the synchronized version of Graduated Assignment seems to under-perform for
low topological noise, going back to very high precision for larger noise. On the
other hand, the Synchronized Path Following algorithm is almost always the top
performer, even when the original Path Following algorithm appears to be the
worst-performing of the lot. This appears to point to the fact that path-following
ans synchronization provide complementary information. Finally, CDAO, which
was built as a multi-graph matching algorithm optimizing a global objective func-
tion does not seem to offer a real advantage over the synchronized algorithms,
performing generally at the level of the worst-performing non-synchronized
algorithms.

5 Conclusion

In this paper we proposed a synchronization process for doubly stochastic matri-
ces which is set as a basis pursuit over the set of synchronized permutations.
Through this approach we can transform any graph-matching algorithm work-
ing over the Birkhoff polytope into a multi-graph matching algorithm simply
maintain the states synchronized throughout the execution of the algorithm. We
used this approach to create multi-graph versions of the Graduated Assignment
and Path Following Algorithms, and show that the resulting synchronized algo-
rithms outperform not only the original unsynchronized algorithms, but also the
state-of-the-art in multi-graph matching algorithms.
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Abstract. In this paper, we propose a novel method to adaptively
select the most informative and least redundant feature subset, which
has strong discriminating power with respect to the target label. Unlike
most traditional methods using vectorial features, our proposed app-
roach is based on graph-based features and thus incorporates the rela-
tionships between feature samples into the feature selection process. To
efficiently encapsulate the main characteristics of the graph-based fea-
tures, we probe each graph structure using the steady state random walk
and compute a probability distribution of the walk visiting the vertices.
Furthermore, we propose a new information theoretic criterion to mea-
sure the joint relevance of different pairwise feature combinations with
respect to the target feature, through the Jensen-Shannon divergence
measure between the probability distributions from the random walk on
different graphs. By solving a quadratic programming problem, we use
the new measure to automatically locate the subset of the most informa-
tive features, that have both low redundancy and strong discriminating
power. Unlike most existing state-of-the-art feature selection methods,
the proposed information theoretic feature selection method can accom-
modate both continuous and discrete target features. Experiments on the
problem of P2P lending platforms in China demonstrate the effectiveness
of the proposed method.

1 Introduction

Many real-world applications, including image processing, bioinformatics analy-
sis, face recognition, and P2P lending analysis [16], are represented by high
dimensional data. However, only a small number of features are really signifi-
cant to describe the target label [12]. One way to overcome this problem is to
use feature selection.

Mutual information (MI) [8,9,15,18] is a well-known means of measuring
the mutual dependency of two variables, and has received much attention for
developing new feature selection methods. Typical examples include (1) the
Information-based Feature Selection method (MIFS) [8], (2) the Maximum-
Relevance Minimum-Redundancy Feature Selection method (MRMR) [18],
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(3) the Joint-Information Feature Selection method (JMI) [20], and (4) the
MIF'S method under the assumption of a uniform distribution for input features
(MIFS-U) [14]. Unfortunately, these methods suffer from two widely known
drawbacks. First, these methods require the number of selected features in
advance. Second, these methods mine subsets of the most informative features in
a greedy manner [10]. To overcome the shortcomings, Liu et al. [15] have devel-
oped the Adaptive MI based Feature Selection method (AMIF) that can auto-
matically determine the size of most informative feature subsect, by maximizing
the average pairwise informativeness. Zhang and Hancock [21] have developed
a Hypergraph based Information-Theoretic Feature Selection method (HITF)
that can automatically determine the most informative feature subset through
dominant hypergraph clustering [17].

Unfortunately, the aforementioned information theoretic feature selection
methods cannot incorporate the relationship between pairwise samples of
each feature dimension. More specifically, for a dataset with N features
denoted as X = {f1,...,fi,...,fn}, each feature f; has M samples as f; =
{firs--s fias--o» fibs---» firr}T. Traditionally, existing information theoretic
feature selection methods accommodate each feature f; as a vector, and thus
ignore the relationship between pairwise samples f;, and f; in f;. This drawback
limits the precise information theoretic measure between pairwise features. To
address this shortcoming, Cui et al. [11] have proposed a new feature selection
method in terms of graph-based features. They transform each vectorial fea-
ture into a graph structure that encapsulates the relationship between pairwise
samples from the feature. The most relevant vectorial features are identified by
selecting the graph-based features that are most similar to the graph-based tar-
get feature, in terms of the Jensen-Shannon divergence measure between graphs.
Unfortunately, this method cannot adaptively determine the most relevant fea-
ture subset. It is fair to say that developing effective information theoretic feature
selection method still remains a challenge.

This paper aims to overcome the shortcomings of existing information theo-
retic feature selection methods by developing a new algorithm that can incorpo-
rate the relationship between feature samples into the feature selection process.
In summary, the main contributions are threefold. First, like Cui et al. [11], for
the above dataset X having N features, we transform each vectorial feature f;
into a graph-based feature G;. Here, G; is a complete weighted graph, where
each vertex v, represents a corresponding sample f;, in f; and each weighted
edge {vq, vy} represents the relationship between pairwise samples f;, and f.
We use the Euclidean distance to measure the relationship between f;, and f;.
Similarly, for the target feature Y (e.g., the class labels), we also compute a tar-
get feature graph Gy . We argue that the graph-based features can reflect richer
characteristics than the original vectorial features. Furthermore, for the feature
graphs G; and Gy, we probe each graph structure in terms of the steady state
random walk (SSRW) [3] and compute a probability distribution of the walk
visiting the vertices. Second, with the probability distributions of the feature
graphs G; and Gy to hand, we propose a new information theoretic criterion to
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measure the joint relevance of different pairwise feature combinations with
respect to the target feature, through the Jensen-Shannon divergence (JSD).
Third, we use the new information theoretic measure to automatically locate
the subset of the most informative and less redundant features by solving a
quadratic program problem [17]. We show that, unlike most existing feature
selection methods, the proposed feature selection method can accommodate both
continuous and discrete target variables. Experimental results on the analysis of
P2P lending platforms in China demonstrate the effectiveness of the proposed
method.

2 Preliminary Concepts

2.1 The Steady State Random Walk (SSRW)

As mentioned in the previous section, we propose to use the SSRW to capture
the main characteristics of the graph-based features. The main advantages of
using SSRWs are twofold. First, SSRWs can accommodate weighted information
residing on edges. Second, the computational complexity of probing a graph
structure using SSRWs is quadratic in the number of vertices, i.e., SSRWs can
be efficiently performed on graphs. As a result, SSRWs represent an elegant way
of efficiently characterizing the graph-based features. Below, we review the main
concepts underpinning SSRWs.

Let G(V, E) be a weighted graph, V' be the vertex set, and E be edge set.
Assume w : V X V — R7T is a edge weight function. If w(u,v) > 0 (w(u,v) =
w(v,u)), we say that (u,v) is an edge of G, i.e., the vertices u € V and v € V are
adjacent. The vertex degree matrix of G is a diagonal matrix D whose elements
are given by D(v,v) = d(v) = > oy w(v,u). Based on [3], the probability of
the steady state random walk visiting each vertex v is p(v) = d(v)/ ", cy d(u).
Furthermore, from the probability distribution P = {p(1),...,p(v),...,p(|V])},
we can straightforwardly compute the Shannon entropy of G as

Hg(G) ==Y p(v)logp(v). (1)

veV

2.2 The Jensen-Shannon Divergence

In information theory, the JSD is a dissimilarity measure between prob-
ability distributions. Let two (discrete) probability distributions be P =
(p1y---sDay---,pa) and @ = (q1,...,Gp,---,9B), then the JSD between P and
Q is defined as

) — 3 Hs(P) — 3Hs(Q), )

ID(P,Q):Hs( 2

2

where Hg(P) = Zle Pq log p, is the Shannon entropy of the probability distri-
bution P. In [3], the JSD has been used as a means of measuring the information
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theoretic dissimilarity between graphs associated with their probability distrib-
utions. In this work, we are also concerned with the similarity measure between
graph-based features. Therefore, we transform the JSD into its negative form and
obtain the corresponding exponential function value to denote the information
theoretic similarity measure Is between probability distributions, i.e.,

Is(P, Q) = exp{—Ip(P, Q)}. 3)

3 Methodology of the Proposed Feature Selection
Method

3.1 Graph-Based Features from Vectorial Features

In this subsection, we introduce how to transform each vectorial feature into
a complete weighted graph. The advantages of using the graph-based represen-
tation are twofold. First, graph structures have stronger ability to encapsulate
global topological information than vectors. Second, the graph-based features
can incorporate the relationships between samples of each original vectorial fea-
ture into the feature selection process, thus reducing information loss.

Given a dataset of N features denoted as X = {fi,...,f, ..., fx} €
RMX*N £, represents the i-th vectorial feature and has M samples as f; =
{fit,-- s fiar- s fivs- - fine } 7. We transform each feature f; into a graph-based
feature G;(V;, E;), where each vertex v;, € V; indicates the a-th sample f;, of f;,
each pair of vertices v;, and v;, is connected by a weighted edge (viq,vip) € E;,
and the weight w(v;q,vip) of (Vig,vip) is the Euclidean distance between f;, and
fiv, 1€,

w(via, vib) = fia — fiv l|2 - (4)
Similarly, if the sample values of the target feature Y = Y1, s Yay -+ s
Yy -,y )L are continuous, its graph-based feature G(V, E) can be computed

using Eq. (4) and each vertex 0, represents the a-th sample y,. However, for
classification problems, the sample of the target feature Y is the class label
c and thus takes the discrete value ¢ = 1,2,...,C, i.e., the samples of each
feature f; belong to the C' different classes. In this case, we propose to compute
the graph-based target feature (A}i(f/i, EZ) for each feature f;, where the weight
W(Diq, Dip) of each edge (iq, Vip) € E; is

W(Dia, Vib) =|| fria — v |2, (5)

where p;, is the mean value of all samples in f; from the same class c.

Note that, constructing the graph-based feature from the original vectorial
feature is an open problem. In fact, in addition to the distance measure employed
in this paper, one could employ a number of alternative measures, e.g., covari-
ance, cosine similarity, etc. Moreover, instead of a complete graph, one may want
to define a sparser graph.
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3.2 The Information Theoretic Criterion for Feature Selection

We propose to use the following information theoretic criterion to measure
the joint relevance of different pairwise feature combinations with respect
to either the continuous or discrete target feature. For a set of N features
fi,....fi,....f;,...,f5 and the associated continuous target feature Y, the rel-
evance degree of a feature pair {f;,f;} is

Wi; = Is(Gi, G) x Is(Gj, G) x Ip(G, G;), (6)

where G; and G are the graph-based features of f; and Y, Ig is the JSD based
information theoretic similarity measure defined in Eq. (3), and Ip is the JSD
based information theoretic dissimilarity measure defined in Eq. (2). The above
relevance measure consists of three terms. The first and second terms Is(Gy, G)
and IS(G]-7CA}) are the relevance degrees of individual features f; and f; with
respect to the target feature Y, respectively. The third term I5(G;, G;) measures
the non-redundancy between the feature pair {f;,f;}. Therefore, W, ¢, is large
if and only if both Is(Gi, G) and Is(G;, G) are large (i.c., both f; and f; are
informative themselves with respect to the target feature Y) and Ip(G;, G;) is
also large (i.e., f; and f; are not redundant).

For classification problems, the samples of the target feature Y take the
discrete value ¢ and ¢ = 1,2,...,C. In this case, we compute the individual
graph-based target feature G; for each feature f;, and the relevance measure
defined in Eq. (6) can re-written as

Wi ={S(£)Is(Gi, Gi)} x {S(£)Is(G;, G;)} x {Ip(Gi, Gj)},  (7)

where S(f;) is the Fisher score of feature f; [13] and is defined as

L c
S(E) =Y il —p)?/d_neor, (8)
c=1 c=1

where j. and o2 are the mean and variance of the samples belonging to the
c-th class in feature f;, p is the mean of feature f;, and n. is the sample number
of the ¢-th class in feature f;. For Eq. (8), the Fisher score S(f;) indicates the
quality of the graph-based target feature G, for f;, i.e., a higher Fisher score
S(f;) means a better target feature graph G;. This follows the definition of
Eq. (5). More specifically, the graph-based target feature G, of original vectorial
feature f; is preferred, if the distances between samples in different classes are
as large as possible and the distances between data points in the same class are
as small as possible. Similar to Eq. (6), the three terms of Eq. (7) have the same
corresponding theoretical significance.

3.3 Determination of the Most Informative Feature Subset

We adaptively determine the most informative subset of features by solving
a quadratic program problem [17]. More specifically, for a set of N features
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fi,....f,... f;,...,fn and the target feature Y, we commence by transforming
each feature into a graph-based feature. Moreover, based on the graph-based
features, we construct a feature informativeness matrix W, where each element
W, ; € W represents the information theoretic measure between a feature pair
{f;,f;} based on Eq. (6) (for Y is continuous) or Eq. (7) (for Y is discrete). As we
have stated in Sect. 3.2, Wy, ¢, is large if and only if both f; and f; are informative
themselves with respect to the target feature Y, and f; and f; are not redundant.
Therefore, we locate the most informative feature subset by finding the solution
of the following quadratic program problem [17]

max f(a) = %aTWa (9)
subject to a € RN, a > 0 and ZZ]\; a; = 1. The solution vector a to the above
quadratic program is an N-dimensional vector. When a; > 0, the i-th feature
f; belongs to the most informative feature subset. Therefore, the number of the
selected features n can be determined by counting the positive components of
vector a. Pavan and Pelillo [17] have shown that the local maximum of f(a) can
be solved using the following equation

a; (t + 1) = a;(t) a((;;\;é;(ézi){t) .

(10)
where a;(t) corresponds to the i-th feature f; at iteration ¢ of the update process.
According to the value of the element in a, all features fi, ..., fy fall into two
disjoint subsets, i.e., S1(a) = {f; | a; > 0} and Sa(a) = {f; | a; = 0}. Clearly, the
set S; that has nonzero variables is the selection of the most informative feature
subset. The features in S; have both low redundancy and strong discriminative
power.

3.4 Complete Feature Ranking

The proposed feature selection method aims to adaptively select a compact most
informative feature subset that falls into the subset S1(a) = {f; | a; > 0}. We can
rank the feature f; € S; by evaluating the values of their indicators a;. A higher
indicator a; means a more informative feature. Moreover, we can also rank the
features contained in the unselected feature subset Sz(a) = {f; | a; = 0} based
on the selection method in [15]. More specifically, we compute the reward of each
feature f; € Sy as

rp= Y. Wija, (11)

f;€S1,a;,>0

which summarizes the pairwise informativeness between the feature f; € S; and
each feature f; € S;. A higher r; means a more informative feature in S,, thus
providing a measure to rank the features in S,. Based on the feature ranking
of S; and Ss, we can obtain a Complete Feature Ranking List L, from 1 to a
user-specified number.
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4 Experimental Evaluations

To validate the effectiveness of the proposed feature selection approach, we per-
form the following experimental evaluation on a P2P dataset collected from the
Peer-to-Peer (P2P) lending sector in China. The reasons for using this dataset
are twofold. First, P2P lending data are usually high-dimensional, highly cor-
related, and unstable, thus representing a challenge for traditional statistical
and machine learning techniques. To better analyze the P2P data, the sam-
ple relationship of the P2P data encapsulating significant information should
be incorporated, when designing feature selection methods. Unfortunately, most
existing feature selection methods ignore the sample relationships and may cause
significant information loss. By contrast, our proposed adaptive feature selection
method is able to encapsulate the sample relationship of P2P data and overcome
these shortcomings. Second, the P2P lending industry in China has developed
rapidly since 2007, with more than 3,000 P2P lending platforms and an accu-
mulative loan amount of 12 trillion by 2015. It is of great significance to develop
an effective decision aid for the credit risk analysis of the P2P platforms.

The P2P dataset is collected from a reputable P2P lending portal in China!,
which consists of the most popular 200 platforms (i.e., 200 samples) until Aug
2014. For each platform, we collect 19 features including (1) transaction vol-
ume, (2) total turnover, (3) average annualized interest rate, (4) total number
of borrowers, (5) total number of investors, (6) online time, which refers to the
foundation year of the platform, (7) operation time, i.e., number of months since
the foundation of the platform, (8) registered capital, (9) weighted turnover, (10)
average term of loan, (11) average full mark time, i.e., tender period of a loan
raised to the required full capital, (12) average amount borrowed, i.e., average
loan amount of each successful borrower, (13) average amount invested, which
is the average investment amount of each successful investor, (14) loan disper-
sion, i.e., the ratio of the repayment amount to the total capital, (15) investment
dispersion, the ratio of the invested amount to the total capital, (16) average
times of borrowing, (17) average times of investment, (18) loan balance, and (19)
popularity.

4.1 Identification of the Most Influential Factors for Credit Risk

We evaluate the performance of the proposed feature selection approach with
respect to continuous target features. Specifically, we use the proposed
method to perform credit risk evaluation of the P2P lending platforms. As it
is difficult to obtain sufficient data of the platforms which encountered problem,
we use the annualized average interest rate as an indicator of the credit risk of the
P2P lending platforms. In finance, interest rate is the amount charged, expressed
as a percentage of principal, by a lender to a borrower for the use of assets. When
the borrower is a low-risk party, they will usually be charged a low interest rate.
On the other hand, if the borrower is considered high risk, the interest rate

! See the website http://www.wdzj.com/ for more details.
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charged will be higher. Likewise, a higher annualized average interest rate of the
P2P lending platforms often indicates greater likelihood of default, i.e., higher
credit risk of the platforms. Identifying the most relevant features to the interest
rate can help investors effectively manage the credit risks involved in P2P lend-
ing. Therefore, in our experiment, we set the average annualized interest rate
as the target feature which takes continuous values. Our purpose is to identify
the most informative subset of features for the credit risk of the P2P platforms
by using the proposed feature selection method. To further strengthen our find-
ings, we also compare the proposed adaptive feature selection method associated
with the SSRW (AFS-RW) with three alternative methods. These include cor-
relation analysis (CA) and multiple linear regression (MLR), which are simple
but widely applied. Furthermore, we also compare the proposed method to the
most relevant graph-based feature selection method associated with the SSRW
(FS-RW) [11], since it can also accommodate the continuous target feature.
Table 1 presents a comparison of the results obtained using these methods.
For each method, we display the top 10 features in terms of correlation to the
average annualized interest rate. Because the number of the most informative
features adaptively located by AFS-RW is six, we display these results in bold.
It is worth noting that the most influential factors located by the proposed AFS-
RW method is in general different from the remaining three methods used for
comparison. This is due to the unique characteristics of the proposed feature
selection method which encourages the most informative and least redundant
features to be selected. For instance, AFS-RW identifies average full mark time,
transaction volume, and average amount borrowed as the most informative fea-
tures. This is reasonable because a longer full mark time of the loan often reflects
a higher level of credit risk and a higher amount of total transaction volume and

Table 1. Comparison of four methods

Ranking | AFS-RW FS-RW Correlation analysis Multiple linear
regression

1# Average full Registered capital Popularity Loan dispersion
marktime

24 Transaction volume | Operation time Loan balance Investment dispersion

3# Average amount Average amount Average times of Online tim
borrowed invested investment

44 Loan balance Loan dispersion Average times of Popularity

borrowing

5% Investment Average times of Investment dispersion | Operation time
dispersion investment

64 Total number of Online time Loan dispersion Average times of
borrowers borrowing

TH# Average times of Average term of loan Average amount Total number of
borrowing invested borrowers

8# Total turnover Total number of Average amount Loan balance

investors borrowed

9# Average amount Investment dispersion | Average full mark Transaction volume
invested time

10# ‘Weighted turnover Popularity Average term of loan Weighted turnover
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a higher level of the average amount borrowed indicate a higher preference of
both the borrowers and investors for the P2P lending platform due to a higher
degree of security. Also, AFS-RW and CA consider loan balance as a relevant
feature. This is also reasonable because a higher amount of loan balance often
indicates a higher level of credit risk and can result in a higher interest rate. In
addition, the total number of borrowers reflects the borrowers preference for the
P2P lending platforms and is a significant influential factor. A platform with a
relatively low average annualized interest rate is often more attractive to the bor-
rowers because this indicates both a lower transaction cost and a lower credit
risk of the platform. However, only the proposed AFS-RW method is able to
select this factor, whereas the remaining three methods rank this factor much
lower. These results demonstrate the effectiveness of the proposed method for
identifying the most influential factors for credit risk of P2P lending platforms.

4.2 Classification for the Credit Rating of the P2P Lending
Platforms

We evaluate the performance of the proposed feature selection approach with
respect to discrete target features. Specifically, we aim to locate the most
informative subset of features for the credit rating of the P2P platforms in China,
which takes discrete values and is collected from the Report on the Develop-
ment of the P2P lending industry in China, 2014-2015, issued by the Financial
Research Institute of the Chinese Academy of Social Sciences. In this
Report, only 104 platforms are included due to the strict evaluation criteria
involved, among which only 42 platforms belong to the 200 platforms used in
the above P2P dataset. Thus, we use the 42 platforms (i.e., samples) for the
evaluation. We set the credit ranking for these platforms as the discrete target
feature, and aim to locate the most informative feature subset using the proposed
approach.

To evaluate the effectiveness of the features selected by the proposed app-
roach, we set the discrete credit ranking targets as classification labels. Since
there are only 42 samples and these need to be classified into four classes, it is
a very challenging classification problem. In the experiment, we randomly select
50% samples as training data and the remainder as testing data. By repeating
this selection process 10 times, we obtain 10 random partitions of the original
data. For each partition, we identify the most relevant features via the proposed
method based on the train data, and perform a 10-fold cross-validation using
a C-Support Vector Machine (C-SVM) to evaluate the classification accuracy
associated with the selected features based on the testing data, i.e., we use 9
folds for training and 1 fold for testing. For the C-SVM on each partition, we
repeat the process 10 times and compute the average classification accuracy.
Finally, we compute the average classification accuracy over the 10 partitions.
To further evaluate our study, we compare the proposed method (AFS-QW)
with several alternative feature selection methods. These alternative methods
include: (1) the Fisher Score method (FS) [13], (2) the Mutual Information based
method (MI) [19], and (3) most relevant graph-based feature selection method
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(FS-RW) [11]. The classification accuracy of each method is shown in Fig.1 as
a function of the number of features selected.

Figure 1 indicates that the proposed method AFS-RW achieves the best clas-
sification accuracy (34.50%) while requiring the lowest number of features, i.e.,
3 adaptively selected features. In contrast, FS and MI both require 4 features to
generate best classification accuracies. Like the proposed method, the FS-RW
also achieves best accuracy with 3 features. However, only the proposed method
can adaptively determine the most informative feature subset. Finally, recall
that there are only 42 samples divided into 4 class for the evaluation, making
this classification task very challenging. Thus, these results demonstrates the
effectiveness of the proposed method.

T
—&— AFS-RW
—— FS-RW
—o—Fs

mI 1

. s —— All Features
— o T e . \
P S S S

8 10 12
Number of Selected Features

Fig. 1. Accuracy vs. number of selected features for different feature selection methods.

5 Conclusion

In this paper, we have proposed an adaptive feature selection method, based on
a new information theoretic criterion between graph-based features. Unlike most
existing information theoretic feature selection methods, our approach has two
advantages. First, it is based on graph-based features and thus incorporates the
relationships between feature samples into the feature selection process. Second,
it can accommodate both continuous and discrete target features. Experiments
on the analysis of P2P lending platforms in China demonstrate the effectiveness
of the proposed feature selection method.

We will extend our method in a number of ways. First, in our previous
works [4,5], we have developed a number of quantum Jensen-Shannon kernels
using both the continuous-time and discrete-time quantum walks. It is interest-
ing to extend the proposed feature selection method using the classical Jensen-
Shannon divergence to that using its quantum counterpart. Second, we will also
use our previous graph kernel measures as the graph similarity measures for
our feature selection frameworks [2,6,7]. We will explore the performance of our
feature selection method associated with different graph kernels. Third, the pro-
posed feature selection method only considers the relationship between pairwise
features, i.e., it only evaluates the two-order relationship between features. Our
future work will extend the proposed method into a high-order feature selection
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method by establishing higher order relationship between features. Finally, it is
interesting to establish hypergraph-based features [1] and thus develop a new
hypergraph-based feature selection method.
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