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Preface

Osteoporosis (OP) is a major health problem in society. OP is characterised by low
bone mass and deterioration of bone strength, resulting in fragile bones which are
more prone to fracture. Osteoporosis is often called the “silent disease” because
bone loss occurs without symptoms. New drugs are continually being developed
and trialled in animals, and the most promising ones tested on humans. However,
many bone diseases including OP do not have a proven means of prevention or
effective treatment.

On the one hand, precision medicine is an emerging field for disease treatment
and prevention that takes into account the variability in genes, environment, and
lifestyle factors for each individual. Any comprehensive approach for under-
standing bone disease progression and effective drug interventions requires inte-
gration of experimental findings and computational modelling. Particularly, over
the last few decades, a large number of regulatory factors in bone homeostasis and
pathology have been identified together with interactions of bone tissue with other
tissues such as muscles, blood vessels, and the nervous system which all have been
shown to regulate bone responses. Furthermore, links between bone quality and
environmental factors such as nutrition and mechanical loading have been
established.

On the other hand, material engineering has made significant progress in char-
acterising and modelling of biomaterials such as bone with high accuracy at various
scales of observation. In particular, micromechanical approaches have proven to be
very powerful in integrating different experimental information from different
scales. A long-standing missing link between the mechanical aspects of bone and
the biochemical and mechanobiological regulations has recently been established
by developing cell-based models of bone remodeling and adaptation. These models
allow to integrate subject-specific data and can be used to predict changes in bone
mass and the respective mechanical properties. The ultimate goal of any of these
models is to predict the fracture risk of a patient in order to start an intervention of
either drug or physiological exercise in a timely manner.

The present book is a summary of the course notes of the 20th CISM-IUTAM
International Summer School on Multiscale Mechanobiology of Bone Remodeling
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and Adaptation. This course gathered experts from the fields of applied mechanics
and biomedical engineering, complex systems modelling, bone biology,
mechanobiology, and materials science, in order to give, in an unprecedented
interdisciplinary fashion, the cutting-edge view on bone mechanobiology with
emphasis on disease progression analysis in osteoporosis and assessment of
changes in material properties. These include disease systems analysis of osteo-
porosis (P. Pivonka) in order to predict disease progression and drug interventions;
musculoskeletal modelling (J. Fernandez) in order to accurately estimate muscle
forces acting on bone; bone biology (D. Findlay) including interactions of bone
tissuewith other tissues such asmuscle, cartilage, vascularisation, and central nervous
system (CNS); bone mechanobiology (T. Skerry) including Frost’s mechanostat
theory, animal models of bone mechanical loading, and osteocytes and their role as
mechanosensing cells; multiscale bone adaptation algorithms (T. Adachi); and bone
quality assessment at different scales using experimental and computational approa-
ches (Ch. Hellmich), including fundamentals of continuum micromechanics with
application to bone and merging quantitative computed tomography (qCT) with
micromechanics as a new clinical tool.

The individual chapters of this book were prepared by the respective lecturers
and their collaborators with the exception of Prof. Tim Skerry who was not able to
contribute due to many other commitments at that time. Fortunately, Prof. Mark
Forwood with the assistance of myself was able to summarise the content of the
Bone Mechanobiology chapter.

It is a pleasure to thank the six lecturers and the 25 attendees who came from 12
different countries and actively participated in the numerous discussions throughout
the course. I would like to also extend my thanks and appreciation to the admin-
istrative staff of CISM for their help. Last but not least, support by the International
Union for Theoretical and Applied Mechanics (IUTAM) is also gratefully
acknowledged.

Brisbane, Australia Peter Pivonka
March 2017
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Functional Adaptation of Bone:
The Mechanostat and Beyond

Peter Pivonka, Aaron Park and Mark R. Forwood

Abstract The conceptual model of the mechanostat proposed by Harold Frost in
1983 is among the most significant contributions to musculoskeletal research today.
This model states that bone and other musculoskeletal tissues including cartilage,
tendon and muscle respond to habitual exercise/loading and that changes in the load-
ing environment lead to adequate structural adaptation of (bone) tissue architecture.
The analogy with a thermostat clearly indicates presence of a physiological feedback
system which is able to adjust bone mass and structure according to the engendered
loads. In the bioengineering community, the mechanostat has been mathematically
formulated as a feedback algorithm using a set point criterion based on a particular
mechanical quantity such as strain, strain energy density among others. As pointed
out by Lanyon and Skerry, while it is widely thought that in a single individual, there
exists a single mechanostat set point, this view is flawed by the fact that different
bones throughout the skeleton require a specific strain magnitude to maintain bone
mass. Consequently, different bones respond differently to increases or decreases
in loading depending on the sensitivity of the mechanostat. Osteocytes, i.e., cells
embedded in the bone matrix are believed to be the major bone cells involved in
sensing and transduction of mechanical loads. The purpose of this chapter is to
review the concept of the mechanostat and its role in bone pathophysiology. To do
this we provide examples of why and how the skeleton responds to complex load-
ing stimuli made up of numerous different parameters including strain magnitude,
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2 P. Pivonka et al.

frequency and rest intervals among others. We describe latest in vivo and ex vivo
loading models, which allow exploration of various mechanobiological relations in
themechanostatmodel utilising controlledmechanical environments. A reviewof the
bone cells and signalling transduction cascades involved in mechanosensation and
bone adaptation will also be provided. Furthermore, we will discuss the mechanostat
in a clinical context, e.g., how factors such as sex, age, genetic constitution, concomi-
tant disease, nutrient availability, and exposure to drugs all affect bone’s response to
mechanical loading. Understanding the mechanostat and mechanobiological regu-
latory factors involved in mechanosensation and desensitisation is essential for our
ability to control bone mass based on physiological loading, either directly through
different exercise regimens, or by manipulating bone cells in a targeted manner using
tailored site and individual specific stimuli including pharmaceuticals.

Keywords Bone adaptation ·Wolff’s law ·Mechanostat · Physiological exercise ·
Dynamic loading · Disuse-related resorption · Mechanotransduction · Mechanobi-
ology · Osteocytes
1 Introduction

Let’s start with the famous quote by Huiskes [115]: “If bone is the answer then
what is the question?”. Finding answers to the structural – functional relationship in
bone has occupied scientists from many different disciplines over the last centuries.
Indeed, as stated by Carter and Beaupre [35]: “The close relationship between form
and function inherent in the design of animals is perhaps nowhere more evident
than in the musculoskeletal system. In the bones, cartilage, tendons, ligaments and
muscles of all vertebrates there is a graceful and efficient physical order.”

This chapter is about how function determines form. In particular, it addresses
the role of mechanical factors in the adaptation, maintenance, and aging of bone
tissue. This process is now commonly referred to as mechanobiology of bone. We
first provide a historical overview of the events that led to the development ofWolff’s
law and Frost’s mechanostat concept. Based on a comprehensive review of the lit-
erature we summarise major findings related to physical loading patterns leading
to anabolic bone responses. Furthermore, we review important steps in the signal
mechanotransduction cascade leading to anabolic and catabolic responses together
with describing the signalling molecules involved in mechanosensation. Finally, we
review recent developments of in silico models of bone adaptation which aim to
formulate algorithms which capture essential features of experimental findings.

To achieve and maintain adequate bone mass functional loading of the skeleton is
essential. Both bone modelling and remodelling are locally regulated by physiolog-
ical levels of loading, i.e., via site-specific activation of osteoblastic and osteoclastic
cells [188]. This highly regulated, mechanically mediated, targeted bone turnover
allows for adaptive changes and repair of damage in bone structure. Reductions
in functional loading as a result of a less active lifestyle might manifest through
metabolic (for example, obesity and/or diabetes), disease-induced (chronic bedrest),
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injury (paraplegia, cast immobilization), occupation related (spaceflight) or natural
(aging) means, culminating in a weakened bone structure that is more susceptible to
bone fracture.

Background bone adaptation to exercise: The “use it or lose it” tenet of bone
physiology also referred to asWolff’s law [79] is based on the fact that bone structure
is reduced by disuse and enhanced by exercise. As reviewed in detail in by Rubin
and co-workers [188], retrospective studies illustrate the response of bone to physical
extremes, for example astronauts enduring microgravity lose up to 2% of hip bone
density each month [142], whereas professional tennis players possess up to 35%
more bone in the dominant (i.e., playing) arm compared to the non-dominant arm
[123]. Indeed, a range of site-specific benefits can be correlated to the special tasks
of elite sportsmen and women trained over extended periods [105].

Several studies indicate that new loading challenges can also induce focal accre-
tions of bone mass. Intense exercise in young army recruits stimulated increases in
bonemineral density (BMD) [150], while a 10-month, high-impact strength-building
regimen in children significantly increased femoral neck BMD [175]. Despite the
apparent anabolic nature of the mechanical signal, moderate exercise regimens gen-
erally result in only modest, if any, increases in bone mass. For example, a 1-year
high-resistance strength-training study in young women significantly increasedmus-
cle strength but failed to influence bonemass [106].Non-mechanical co-determinants
of any mechanical signal to drive bone adaptation are: genetic factors, sex, ethnicity,
age and diet all able to enhance or suppress bone anabolism. The inherent complexity
of exercise-generated mechanical stimuli to the skeleton indicates that some compo-
nents of the mechanostat might be more potent regulators than others. Hence, before
we can utilise mechanical stimuli as effective clinical interventions for the treatment
of osteoporosis and other bone pathologies, identifying the cellular and molecular
nature of these mechanobiological regulatory mechanism is essential.

Recently, progress has been made in characterising the ability of bone cells, i.e.,
osteoblasts, osteocytes and osteoclasts, to respond to physical signals and so add to
our knowledge of the biological basis of the mechanostat. As pointed out by Rosen
and Bouxsein, the mechanical sensitivity of the bone-marrow-derived stem-cell pop-
ulation and, in particular, mesenchymal stem cells (MSCs), has significant influence
on the bone, and fat, phenotype [215]. Importantly, the mechanical influence on
stem-cell activity is critical not only to tissue health, but to the regenerative capac-
ity of organ systems. For example, if the mechanical signals that arise from weight
bearing disappear during long-term spaceflight, and result in osteoporosis for an
astronaut, the consequences of microgravity might be compounded if an injury were
to occur (for example, hip fracture from a fall), as the progenitor cell population
critical to bone repair might have collapsed in the absence of mechanical signals
[281]. Therefore, interventions that are being designed to retain and/or reestablish
a healthy, functional skeleton by targeting existing bone cells might also define the
fate of the stem-cell niche, ensuring the capacity of these cells to proliferate and
differentiate to higher-order connective tissues.

This chapter is organised as follows: In Sect. 2 we review the origins and evolution
of the mechanostat. We then survey some of the latest in vivo animal models of
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bone adaptation that are designed to dissect the complex regulatory mechanisms
of the mechanostat (Sect. 3). The fundamental cellular and molecular regulatory
mechanisms governing the mechanostat bone cell responses, in particular signal
transduction and transcription are reviewed in Sect. 4. Loading physiology including
type of loading and exercise together with timing in young and old are discussed in
Sect. 5. InSect. 6 on in silicomodels of bone adaptation an attempt ismade to integrate
the experimental findings fromSects. 2–5 into comprehensive computationalmodels.
These models can be used as hypothesis generation tools and allow prediction of the
effects of various loading pattern on bone adaptation responses.

2 Functional Adaptation: Origins and Evolution
of the Mechanostat and Its Physiological Properties

2.1 Why Should Bones Respond to Exercise?

Bones of the skeleton have many functions, with one of them being support for
locomotion. This latter function determines bone size, shape, structure and material
properties. The mechanical function of the skeleton provides support and protection
for the vital soft tissues essential for maintenance of life (i.e., the central nervous and
cardiovascular systems), and a rigid structure that allows the contractile properties of
muscle to act and result in locomotion. Bone mass and structural organisation varies
in different individuals based on the mechanical requirements of locomotion and
weight bearing which has previously been investigated looking at different activities
[46, 99]. As pointed out by Skerry, it is fascinating that the skeleton at the time
of intrauterine development or even growth and adult life of any individual is not
conditioned towards physiological activities that will take place in the future [240].
Hence, the existence of a dynamic regulatory system that tunes bone’s stiffness and
strength by altering the amount of bone and orientation of bone present at each
location in the skeleton is not surprising.

2.2 What Happens When Bones Respond to Exercise
or a Lack of It?

This regulatory systemprovides themechanism for functional adaptation in the skele-
ton, so that the mass of load-bearing tissue we carry around is not so excessive as
to waste energy in growth, maintenance and use. However, it must be sufficiently
strong to provide a safety margin that protects against fracture in response to unlikely
events such as those experienced in falls and impacts [50]. As stated by Skerry, it is
likely that the adaptive mechanism that arose as a result of evolutionary pressures,
when there were animals with genetically massive skeletons, resistant to all but the
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most extreme traumatic insults, but unable to evade more nimble predators or to
capture prey [240]. The development of animals with optimal (i.e., not excessively
massive) skeletons would permit better survival for the species even if the individuals
resistance to trauma were reduced. It seems likely that this evolutionary process was
advanced at early stages of vertebrate evolution. In sections of fossil dinosaur bones
from over 100 million years ago, it is possible to recognise the same organised
trabecular structures that led to the foundation of understanding of functional
adaptation−Wolff’s law.Remarkably, highmagnification pictures of dinosaur bones
revealmorphological structures such as secondary osteons formed by targetedHaver-
sian remodelling that can also be found in vertebrates. These morphological features
are consistent with the highly orchestrated control of bone mass and architecture that
underlies the adaptive mechanism as we understand it today.

2.3 Wolff’s Law and the Mechanostat

Central to the notion of functional bone adaptation isWolff’s law,which is a precursor
of Frost’smechanostat theory exclusively focusing onmechanical aspects.An elegant
description of the historical events and discoveries that led to the formulationWolff’s
law is presented by Carter and Beaupre (Chap.1, [35]).

First relations between bone dimensions and body size where established in the
early 15th century by Galileo who noted, that “bones must consequently also dis-
proportionately increase in girth, adapting to load-bearing rather than mere size”
(translation of Galileo [172]). It is not known whether Galileo believed that this
adaptation was merely a scaling phenomenon, or whether it occurred during each
individuals life. A major advance in the field of bone adaptation to mechanical loads
occurred in the 18th century when von Meyer, an anatomist, and Culmann, an engi-
neer who was a pioneer in graphical methods for analysis of truss structures, com-
pared pictures of the trabecular arrangements in the human femur with calculated
stress patterns in crane structures. Their work came to the attention of Roux and
Wolff who both associated a link between bone structure and mechanical function
(i.e., loading), while with slightly different interpretations. Roux was the first using
a term implying functional adaptation, while Wolff proposed a trajectorial theory on
the structure of compact and cancellous bone. The history of Wolff’s law, as the law
of bone transformation is often called, took a peculiarly ambivalent course where
both Roux andWolff insisted on validity of their own hypothesis. Between 1870 and
1890 the trajectorial hypothesis of Wolff and the theory of functional adaptation by
Roux amalgamated to Wolff’s law [214].

This “law” translates as: “Every change in the form and function of a bone or their
function alone is followed by certain definite secondary alterations in their internal
architecture, and equally definite secondary alterations in their external conformation
in accordance with mathematical laws,” and this could imply that bone form was
related to function during development, but not as a dynamic self regulating system.
Wolff’s law and the process of functional adaptation suggests responsiveness to
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increased loads with stronger, more mechanically competent bones, but its natural
corollary is that reductions in loading or usage lead to bone loss. Without such a
negative aspect to the feedback system, gains in bone that were no longer appropriate
would not be reduced to a new optimal level for a lower level of habitual activity.
Ruff et al. provide a detailed review of various interpretations and misinterpretations
of Wolff’s law [225].

This dynamic balance between form and function raises some fundamental ques-
tions:What are the variables towhich the skeleton’s bone forming and bone resorbing
cells respond? How are mechanical stimuli translated in signal transduction and tran-
scription events? The former question is still a source of debate as various opinions
exist on the type of stimulus, i.e., role of interstitial fluid flow, streaming potentials,
or direct cellular strain in controlling adaptive responses [118].

2.4 What Initiates and Controls Bone’s Adaptive Response?

In the following sections, we will review the second question, i.e., signalling path-
ways and regulatory molecules that are activated during mechanical loading in more
detail (Sect. 4). However, in order to answer the first question one can take a reduc-
tionist view and argue that whatever the mechanical stimuli, they are ultimately
consequences of tissue deformation or strain, which is evident when bone is phys-
ically loaded. Mechanical strain (ε) is a dimensionless quantity defined as the ratio
of deformation (i.e., new length − original length) divided by original length. Strain
magnitudes in mammalian bones under physiological loading are around 10−3 and
a commonly used convention is to use so-called microstrain (με) measures, i.e.,
1 με = 10−6 ε. Consequently, physiological strains are in the range of 1,000s με.
Tissue strain as controlling factor of bone adaptation was first recognised by Lance
Lanyon beginning of the 1970s, after the first pioneering in vivo bone strain gauge
experiments conducted byEvans [62]. Lanyon and co-workersmade the first accurate
assessments of strain in bone in an in vivo setting [143, 145, 146]. Quantification
of the “habitual” bone strain environment has been a central part of the continu-
ing investigation of the mechanism by which bone adapts to loading. Using strain
gauges, peak bone strain and strain rates have beenmeasured during various activities
in numerous species, including humans. These studies have been comprehensively
reviewed by Fritton and Rubin [75]. For most animals, peak functional strains range
from 200–1,000 με during walking [76, 145] and from 2,000–3,200 με for more
vigorous activities, and can almost reach 5,000 με in galloping racehorses [76].
For humans, strains vary significantly between low impact exercises such as walk-
ing and running and high impact exercises such as zig–zag hopping and basketball
rebounding ranging between 500 and 2,000 με [32, 275].

Utilising peak strain as major variable driving bone adaptation is a useful first
approximation. However, this has also led to the notion that bone remodels exclu-
sively to minimise strains [77]. It is nowwell accepted that bone curvature is induced
and maintained not only to minimise strain magnitude, but to also allow a preferen-
tial strain distribution, i.e., to provide a more strategic directional reinforcement of
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individual elements of the skeleton during adaptation than would be possible with
a simple column design of bone loaded purely in axial compression due to habitual
loads [23, 24, 144].

The narrow range of habitual strains observed in various species has led to the
misconception that peak long bone strains are universal quantities, i.e., strain mag-
nitudes are the same in all bones. Following this assumption, rules for adaptation
have been considered based on the same strain threshold values for changes due to
overload (>1,500 με) or disuse (<1,000 με) independent of the type of bone and
spatial location. It is now well established that there are many factors apart from
strain magnitude that are important for bone adaptation and that this response is site
and bone-type specific. From an experimental point of view, strain magnitude is cer-
tainly an important quantity which directly governs the effectiveness of an exercise
regimen both in animals and humans [219, 242]. The strain rate, strain gradient (i.e.,
spatial distribution of strains), number of loading cycles and repetitions (i.e., duration
of loading and frequency), the dwell times (hold or rest times during an individual
cycle) all appear to have effects on bone’s adaptive response [186, 211, 244].

High strain rates are profoundly more potent stimuli than low strain rates. Strain
rates of less than 4,000 με per second are ineffective at inducing bone formation,
while high strain rates experienced during footfall at high speeds, or when landing
from jumps (in the range around of 1–200,000 με per second) are highly osteogenic
[180, 239, 258]. In vivo animal models indicate that the direction of strain may
be less important. Applying compressive strains at strain waveforms with high rate
(>100,000 με per second) but slow release (4,000 με per second) were associated
with bone formation that was indistinguishable from animals loaded with the oppo-
site waveform of slow rate load and high rate unloading [241]. Currently no good
experimental models exist which properly control for alteration of strain rates with
high frequency loading [258]. Experimental data of Rubin and co-workers indicate
that an inverse relationship between strain frequency and magnitude exists [222].
The effect of parameters other than peak strain magnitude may explain the observa-
tions that in humans, loading that induces unusual distributions of strain, even of a
customarily experienced magnitude, alter bone mass.

2.5 Cellular and Molecular Machinery of the Mechanostat

The Mechanostat’s Stimulus

Thefindings described above led to the hypothesis that strainmagnitudewas the target
variable to which bones respond in an adaptive way. Frost among others adopted
this hypothesis and proposed that the stimulus for bone functional adaptation is
strain magnitude. However, as evidenced from the literature review above, there
are a number of other strain-related characteristics that have been shown to play
a role in the functional adaptation of bone including strain rate, the frequency of
loading cycles, the amount of rest between loading cycles and bouts of loading,
and the distribution of strain within the bone structure [240]. Skerry coined a new
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Fig. 1 Conceptual model of the mechanostat as proposed by H. Frost: MU = mechanical usage;
εS P = set point strain; Increasing the mechanical load compared to the habitual load (i.e., the set
point) leads to gain in bone mass, while decreased mechanical loading leads to bone loss until a new
equilibrium is established. Biological regulatory factors such as hormones, drugs and pathologies
may affect the set point strain [79]

term for the stimulus of bone functional adaptation that incorporates these various
strain characteristics into a unified concept the customary strain stimulus (CSS). It is
important to note that Skerry, as well as Frost, acknowledged the fact that CSS (or the
set point strain) is both sex and site specific and that it is genetically, biochemically,
and pharmacologically regulated [240]. Frost’s mechanostat model in its original
form is shown in Fig. 1 which also indicates the feedback loop.

The above findings have been summarized by Turner into essentially three physi-
cal rules [251]: (i) bone adaptation is driven by dynamic, rather than static, loading;
(i i) only a short duration of mechanical loading is necessary to initiate an adaptive
response. Extending the loading duration has a diminishing effect on further bone
adaptation and (i i i) bone cells accommodate to a customary mechanical loading
environment (i.e., habitual loading), making them less responsive to routine loading
signals. These rules have been subsequently expanded by Skerry as follows [240]:
(i) the number of cycles of loading applied to bones appears to be relatively unim-
portant once some threshold level has been reached. The first study to demonstrate
this showed that in experimental animals, 36 cycles of loading per day (occupying
∼2min in each 24-h period) induced bone formation that could not be increased by
greater numbers of cycles of the samemagnitude andwaveform [221]; (i i) additional
osteogenic benefits can be gained by inserting rest periods between individual load
cycles [244]. Rest periods of less than 9s are not effective in rodents, and periods of
over 15 s induce no greater benefit than 15s [96].While this phenomenon is currently
not fully explained, it has been hypothesised that it is related to fluid flow in the differ-
ent porosities of bone, i.e., the bonemicro porosity (i.e., lacunar canalicular porosity)
and the bone tissue porosity (i.e., vascular porosity). As discussed in Scheiner et al.,
typical physiological loads exhibit a variety of characteristic loading times which are
intricately linked to the ability of fluid to drain out of the respective porosity of bone
[236]; and (i i i) it has been shown that the division of a saturating number of load
cycles (360) into several shorter bouts separated by rest periods (2 × 180, 3 × 120,
4 × 90) increases the bone formation response in vivo [211]. These findings have
one unifying principle, each suggesting that at some level, bone retains the effect
of loading events, and the information stored is used to modify subsequent events.
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Fig. 2 Bone is subjected to a wide range of mechanical loading conditions ranging from high
magnitude, low frequency loading to low magnitude, high frequency loading: strain recordings
from the tibia of a diverse range of animals over a 12-h period are remarkably similar. (Image
adapted from [76])

Rapid repetition of single load cycles appears to cause desensitisation to immediate
subsequent events (in the next 9 s), while once a saturating number of cycles has
been applied, the “memory” system is not stimulated further within the same bout
of loading. However, a rest period of 1–4h appears to allow for the re-sensitising of
the mechanobiological sensory system to cause potentiated effects.

As has been reviewed byRubin and co-workers, over the daily course of functional
challenges, bone will be subjected to very few high-strain (2,000–3,000 με), low-
frequency (1–3Hz, or cycles per second) events, but to a persistent bombardment
of low-strain (<5 με), high frequency events (10–50Hz), stemming from muscle
contractions engaged to retain posture (Fig. 2) [76]. The occurrence of omnipresent,
high-frequency, low- magnitude mechanical events in the axial and appendicular
skeleton decreases in parallel with the sarcopenia of aging or disuse [112], perhaps
contributing to the etiology of the bone loss that correlates with the deterioration of
muscle.

Note that functional loading parameters that correlate with signal intensity imply
that a “goal” of mechanical adaptation is to minimise tissue strain for a given load,
while simultaneously minimising tissue mass [188]. Alternatively, bone cells might
actually be responding to biological parameters of the functional milieu that are not
necessarily linked to the magnitude of the signal. Examples of biological systems
that are tuned to perceive and respond to “other than peak” exogenous signals are
vision, hearing and touch. It is well accepted that too much loading will damage the
bone, leading to failure − just as too much light, noise or pressure will overwhelm
sight, hearing and touch. The nature of the mechanical stimulus of the mechanostat
has most precisely been characterised for the turkey ulnar loading model (Fig. 3). In
this in vivo loading model, bone’s adaptation to mechanical signals is nonlinear with
a well-defined curve representing bone homeostasis, a region of bone anabolism and
a region of bone catabolism (Fig. 3). Themechanical stimulus can be generated either
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Fig. 3 Effects of loadingmagnitude and frequency on bone adaptation using the turkey ulnamodel.
A nonlinear relationship between cycle number and strain magnitude is observed which uniquely
maintains bone mass (solid line) via different loading patterns: bone is preserved with either four
cycles per day of 2,000 με, 100 cycles per day of 1,000 με, or hundreds of thousands of cycles
of signals of well below 10 με (each represented as a star). These data indicate that bone loss is
induced above this “preferred strain history”, while bone formation occurs above the maintenance
envelope. (Image adapted from [200])

by very few high-magnitude strain events, or by many thousands of low-magnitude
strain events [200] (Fig. 3).

The Mechanostat’s Effector Mechanism

After having discussed the various stimuli leading to bone’s adaptive responses due to
mechanical loading,we briefly discuss the biologicalmachinery necessary to respond
to these stimuli (for more details see the next section). It is now well established that
the cells responsible for bone formation and bone resorption are osteoblasts and
osteoclasts, respectively. Based on technological developments in bone histomor-
phometry in the late 1950s, it was Frost who first observed the two distinct and
dynamic effector processes carried out by these cell types, i.e., bone modelling and
bone remodelling. The process of bone modelling involves the spatially and tem-
porarily separated action of osteoclasts and osteoblasts on bone surfaces. Based on
the mode of action, Frost distinguished between “formation modelling” and “resorp-
tionmodelling”which refer to bone being added along some surface or removed from
others. Consequently, modelling affects the size and shape of bones and is therefore
a critical process for reshaping long bones during growth [190].

The second major effector process is bone remodelling which refers to a localised
process that involves the spatio-temporal coupled actionof osteoclasts andosteoblasts
in so-called basic multicellular units (BMUs). Remodelling starts with osteoclasts
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resorbing a small trench of bone, and osteoblasts are subsequently recruited to the
site to form and mineralise new bone. Frost was the first to identify this coupled
action of osteoblasts and osteoclasts [103]. Except in disuse, the amount of bone
formed is generally equivalent to the amount of bone resorbed in each BMU [83].
Nonetheless, this processes of bone resorption followed by formation can take sev-
eral weeks to months to complete, and consequently, there is a temporary increase in
porosity caused by remodelling [104] that can transiently alter whole bone strength.

While the two distinct processes of modelling and remodelling are responsible for
altering bone’s material properties, structure, and strength in response to changes in
the mechanical environment, there still remains confusion as to the different roles of
these effector mechanisms in various mechanical states such as in disuse or overload.
Understanding the biology of a third cell type of bone, osteocytes, in bone functional
adaptation helped to clarify both the stimuli for, and effects of, these two distinct
processes of bone adaptation.

The Mechanostat’s Sensory Mechanism

As mentioned, the mechanostat’s effector cells have been well characterised. How-
ever, the sensory cells of bone have only recently received more attention. This
role is fulfilled by members of the mesenchymal stromal cell lineage: osteoblasts,
osteocytes, and bone lining cells. Of these cells, osteocytes are highly connected
by dendritic processes (through canaliculi), are linked to the dendrites of neighbor-
ing osteocytes by gap junctions, and are abundantly distributed throughout the bone
matrix allowing them to provide local indications of changes in the mechanical envi-
ronment [26].Asdiscussedbelow, recent evidence reveals a crucial role for osteocytes
in resorbing, forming, and maintaining bone mass in response to alterations in the
mechanical environment.

Although bone mechanotransduction pathways are just beginning to be identi-
fied, it does appear that osteocytes provide a pivotal function in bone adaptation to
mechanical demands (Fig. 4). If an adequate strain stimulus is generated from cus-
tomary (i.e., habitual) loading, osteocytes will remain viable and bone will neither
be lost nor gained. This state is generally denoted as homoeostasis or equilibrium.
Note that identifying the customary loading stimulus in an individual is difficult.
Conversely, if strain stimuli are lower than the CSS, osteocyte apoptosis and subse-
quent bone loss will occur (Fig. 4b). For the case that the strain stimulus is greater
than the CSS, osteocytes will regulate anabolic factors resulting in bone formation. It
is still a matter of debate whether the CSS is a single point or whether it is defined by
a region, the so-called lazy zone, characterised by upper and lower threshold values
(see Fig. 4a).

The remodelling response of bone appears to be regulated via a disruption in
the osteocyte syncytium due to microdamage and microcrack formation, or loss of
chemo-transport. This type of remodelling is often referred to as “targeted remod-
elling”, and it prevents microdamage from accumulating in bone matrix. For loading
stimuli larger than the CSS, microdamage accumulates and is remodelled at a higher
rate (Fig. 4a). On the other hand, if the loading stimulus is lower than the CSS
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Fig. 4 Schematic illustration of mechanostat feedback regulation by osteocytes via a bone
modelling − whole bone strength is altered by formation modelling (dotted line) and resorption
modelling (dashed line) and b bone remodelling processes mechanically mediated remodelling also
occurs in response tomechanical loading but in aU -shapedmanner such that the rate of remodelling
increases with both increased loading as well as unloading. Upper and lower bounds of the custom-
ary strain stimulus (CSS) regulate osteocyte faith, i.e., apoptosis and consequently bone modelling
and/or remodelling events. (Image adapted from [113])

Table 1 Summary of the role of osteocytes in the different processes of mechanically-mediated
bone modelling and remodelling in response to changing customary strain stimulus (CSS)

Customary strain stimulus

Low Normal High

Modelling

Osteocytes Apoptosis Maintenance of
viability

Perturbation

Bone mass Decreased Maintained Increased

Primary surfaces of
action

Endocortical,
trabecular

N/A Periosteal, trabecular

Whole bone strength Decreased Maintained Increased

Remodelling

Remodelling rate Increased Baseline Increased

Osteocytes Apoptosis Maintenance of
viability

Apoptosis

Stimulus for osteocyte
action

↓ nutrients/waste
removal

Pulsatile fluid flow Microdamage

Result Transient loss of bone
negative bone balance

No change Maintenance of
material quality

(i.e., mechanical disuse scenario), osteocytes undergo apoptosis leading to increased
remodelling (Fig. 4b).

The functional responses of osteocytes due to mechanical loading regulating bone
modelling and remodelling events have been summarized in Table1.
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3 Animal Models for Structural Adaptations
to Mechanical Loading

There is a long history of applying different models to understand functional adapta-
tion of the skeleton, from natural observations to engineering analogies and genetic
modification of mice. In the 1600s, Galileo discussed allometric scaling of bones
for animal size in relation to the change in volume required for a given increase in
a bone’s cross sectional area [90]. He also showed how structural adaptations, such
as a hollow diaphysis, adapt bones for strength and lightness in the same way that
“…men have discovered, therefore, that in order to make lances strong as well as
light theymust make them hollow” [90]. Darwin observed that domestic ducks on the
Falkland islands walked more and flew less than their wild counterparts, and hence
had lighter wing bones and heavier leg bones [53]. Classically, Julius Wolff applied
the engineering principles he observed from Culmanns crane to the arrangement of
trabeculae in sections of the proximal femur [271], which incorrectly led to Wolff’s
law being cited as the basis for functional adaptation (see previous section for more
detailed discussion). It was in fact Roux, influenced by Darwin and Wallace, who
introduced a dynamic concept of functional adaptation [216]. While Wolff had the
biology wrong [57], Roux argued that it was the functional stimulus that shaped the
bone, providing an example of a fibula that had thickened in the absence of a tibia
[216].

To understand the biology, in the context of complex mechanical loads, inves-
tigators had to develop in vivo and in vitro models to control the applied loads
and differentiate them from habitual activity. In vitro preclinical models have been
reviewed extensively, elsewhere [16, 55], and enable specific mechanotransduction
pathways to be investigated. Unfortunately, most of those studies focus on osteoblas-
tic/osteocytic responses, leaving the effects of loading on osteoclasts largely unex-
plored [224], particularly in terms of resorptive activity. Regardless of the model,
they are nonetheless employed to examine two principal questions: (1) what is the
nature of the stimulus that drives functional adaptation; and (2) what is the cell
biology that transduces mechanical stimuli into tissue adaptation?

Since the nineteenth century, several highly developed and biologically relevant
theories have attempted to describe the dynamic relationship between mechanical
loading stimuli and the biological response in bone [20, 33, 79, 251]. The essen-
tial features of these theories have been reviewed elsewhere, and most predict that
adaptation responds to factors in the strain environment, is driven by errors outside
of physiological thresholds, and is surface-specific [31]. In Sect. 6 we will discuss
some of the proposed in silicomodels of bone adaptation. Frost’s mechanostat theory
[79] (see also previous section), later referred to as the Utah Paradigm [82] is unique
among these in its distinction between modelling and remodelling processes, thresh-
olds for activating lamellar or woven bone formation and its application to the aetiol-
ogy of osteopenia and osteoporosis. The Utah Paradigm maintains that bone adapts
by different biological processes within four mechanical usage windows (Fig. 5),
with thresholds defined by minimum effective strains (MES) for activating adaptive
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Fig. 5 Mechanical usage
windows defined in Frost’s
Utah Paradigm [79, 82]:
MES = minimum effective
strain. (Image adapted from
[79])

processes [78]. The change in bone mass described in Fig. 5 is similar to Carter’s
model [33], except that Frost defines the set-points for activation and the biological
processes underlying the changes in bone mass.

Remodelling by basic multicellular units (BMUs) tends to remove or conserve
bone and is activated by reduced mechanical usage in the trivial loading zone, or
microdamage (extreme loading) in the pathological loading zone, but suppressed by
physiological loads (Fig. 5).

Conversely, modelling can add cortical and trabecular bone, reshape surfaces by
resorption or lamellar formation drifts, is activated by increased mechanical usage
in the overload zone and remains within, or below, the physiological loading zone. It
also predicts rapid addition ofwovenbone to surfaces in response to excessive loading
in the pathological loading zone. Moreover, the threshold loads for activation, “set
points”, may be influenced by humoral or local factors (such as hormones, steroids or
drugs) or metabolic bone diseases such that the adaptation effected by them mimics
the response expected for the perceived change in mechanical loads [30, 79, 81].

In this subsection we will focus on the numerous animal models that have been
developed to test these relationships and the cell biology driving them, all of which
involve application of forces and moments to deform bones. Those forces can be
applied intrinsically, such as muscle force during exercise, or surgical manipulation
of a skeletal region (e.g., use of an osteotomy to overload the adjacent bone). Alterna-
tively, forces and moments can be applied extrinsically through surgical application
of actuators; or via direct external pressure to the limb from a loading system that
deforms the underlying bone(s). The loads generated by ground reaction force during
exercise, may also be considered extrinsic, but for convenience will be discussed in
terms of intrinsic loading. To understand cell responses, ex vivo systems have also
been developed that apply stress to cells in a variety of culture systems.

3.1 Physiological Models

Similar to humans, a range of activity models have been used to investigate load-
ing/unloading responses to mechanical factors. These naturally include running [69]
and swimming, but also jumping [261], spaceflight [272], hind-limb suspension



Functional Adaptation of Bone: The Mechanostat and Beyond 15

[91, 218] and unilateral hind-limb immobilisation (overloading the un-bandaged
limb) [119, 120]. This section will focus on loading models. In relation to physical
activity, animal studies demonstrate that growing bone responds to low or moder-
ate exercise through significant additions of new bone. This occurs in both cortical
and trabecular bone, and results in adaptation through both periosteal expansion and
endocortical contraction [68]. Intracortical activation frequency declines in growing
bone in response to exercise, reducing porosity and the remodelling space [173]. In
the adult skeleton, the effect of loading tends to be one of conservation, not acquisi-
tion [68]. The range of animal species, exercise protocols and training volumes varies
widely in these studies making it difficult to draw unequivocal conclusions about the
loading stimulus and mechanotransduction. Such problems led investigators to use
controlled, extrinsic loading studies in which the load magnitude, frequency and rate
can be accurately applied.

3.2 Externally Applied Loading Models

Extrinsic models that have been systematically applied to test hypotheses about
mechanically adaptive modelling have included the isolated turkey ulna and rat ulnar
loading model from Lanyon’s laboratory [219–221, 250], Turner’s tibial four-point
loading model [254, 257] and Chamber’s vertebral loading model [45] in rats. These
approaches have subsequently been adapted to enable study in mice [149], and the
approach adapted to axial loading of tibiae in rodents [54] and the rabbit [17]. In con-
cert with other models, these have advanced our knowledge of mechanically-induced
bone formation considerably during the past 30 years. These recent models for small
animals are quite accessible to many researchers, often adaptable to commercial
testing devices, and enable testing in genetically modified animals, broadening the
range of hypotheses that can be tested.

3.3 Surgical Approaches

One of the first extrinsic models to deliver controlled loads to bones in vivo was
developed by Hert and his colleagues in the 1960s and 70s [108, 109]. They applied
continuous and intermittent loading using an external electromagnetically operated
device to the tibia of rabbits through surgically implanted pins, demonstrating that
static, or isometric, loading provides very little stimulus to adaptation. Although this
observation was subsequently supported in other animal models, Hert’s experiments
lacked verification of the strain environment generated through the loading apparatus,
making it more descriptive than mechanistic.

This was rectified by the pioneering experiments undertaken in Lanyon’s labora-
tory in the 1980s. They used implanted strain gauges to measure the loading stimuli
applied through controlled loading experiments, leading to a paradigm shift in the
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Fig. 6 Rubin and Lanyon
surgically isolated the ulna
of turkeys to control the
strain rate and magnitude,
pioneering studies of
functional adaptation to
mechanical loading
[219–221]. (Image adapted
from Rubin et al. [217])

investigation of functional adaptation. Lanyon’s experiments started in a sheepmodel
[186], butwithRubin, they developed the isolated avian ulna (Fig. 6) inwhich applied
loads of known strain rate and magnitude could be distinguished from the turkey’s
habitual activity [219]. These experiments unveiled the key characteristic of load-
ing that very few loading cycles are actually required to elicit new bone formation
[219–221]; and, that the effect saturates very quickly. So much so that increasing the
duration of loading beyond 40 cycles per day had little additional effect on new bone
formation [219].

The avian model certainly created a paradigm shift in studies of functional adap-
tation, but there are limitations. The surgical approach limits its utility for many
investigators, and the periosteal modelling response tends to be of woven bone,
which has different regulatory characteristics to lamellar bone [257]. In addition,
the ulnar is exposed to relative disuse between loading bouts, potentially activating
a remodelling response, which loading has to moderate; and avian biology is less
amenable to molecular probes for mammalian targets. Chambers recognised that
these models were specific to cortical bone adaptation and applied this method of
external actuators to deform rat tail vertebrae [37, 45]. By placing pins in the 7th and
9th caudal vertebra, theywere able to deform the interposed 8th caudal vertebra, initi-
ating (re)modelling responses in the trabecular bone, without the confounding effects
of surgery in the vertebra being studied. This model was subsequently extended and
perfected by Mueller and co-workers to perform in vivo imaging of bone adaptation
in combination with micro finite element modelling [141].

3.4 Non-invasive Approaches

Charles Turner developed a new approach for producing mechanical strains in vivo
that did not require surgical intervention and allowed normal activity between loading
sessions [254]. A four-point bending device applied force to the leg of a rat, thus
generating strain in the tibia (Fig. 7). The loading points were padded so damage to
the muscle tissue was minimised during loading. Many methods used to study bone
adaptation cause callus-like, woven bone formation as a primary response to loading
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Fig. 7 Arrangement of the four-point loading apparatus to apply bending (a) or sham (b) loads
to the right tibia of rats [254]. The limb between the inner loaders in bending provides a region of
uniform strain, which could not be achieved with 3-point bending. (Image adapted from [71])

[219]. Although woven bone is important for bone healing and rapid growth, it is not
a response seen in healthy adults, except in extraordinary conditions [31]. In the case
of extrememechanical loading, woven bone provides a rapid, and almost immediate,
increase in sectional geometry, following which it remodels and consolidates into
a lamellar structure over time [223, 255]. Depending on the mechanical loading
conditions, the 4-point bending model produces a lamellar bone response at the
endocortical and periosteal surfaces [201, 257].

Furthermore, lamellar bone formation on the endocortical surface of rat tibiae
increased linearly with increasing load after a threshold of 40 N (approximately
1050 με) was reached; and that new woven bone formed on the periosteal surface
was independent of the magnitude of applied strain [257]. Sham loading (Fig. 7b),
in which no bending moment was introduced, did not significantly increase lamellar
bone formation at the endocortical surface. The original device was driven by an
open-loop spring-linkage driven by a stepper motor [254]. To increase the range of
available frequencies, Forwood modified this device by driving the system with an
electromagnetic vibrator offering a range of applied loads to 70N and frequencies
up to 20Hz [71].

The clear advantages of this approach were that the loads from habitual activity
could be subtracted from the applied loads, there was no surgical intervention, the
model offered a sham loading to control for the effects of periosteal pressure, and rat
tissue was more amenable to cell and molecular probes for analysis. At low loading
magnitudes, the periosteal response was quite variable, producing lamellar bone at
low magnitudes, but rapidly switching to woven bone once a strain of more than
about 1000 microstrain was reached. This was a disadvantage that tended to leave
the endocortical surface as the valid region for analysis, which in humans tends to
be associated with remodelling, rather than modelling.
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Fig. 8 Axial loading of the rat forelimb creates a bending moment in the ulna, approximating
physiological loading conditions. (Image adapted from [228])

To overcome some of those limitations, different approaches have been devel-
oped. A cantilever model was first developed in which the knee and the ankle of the
mouse were placed in cups to move the ankle laterally in relation to the knee [95].
This generated a bending moment in the tibio-fibula. While this avoided periosteal
woven bone, allowing analysis of periosteal and endosteal surface, it still did not
model physiological loading. Torrance then developed an innovative loading system
that avoided direct application of loads to the surface of a bone, by applying axial
loads through the epiphyses [250]. This model applies compressive end-loads to the
forearm of rats, inducing a bending moment in the ulna [181], a mode of loading
analogous to that occurring physiologically. Short daily periods of dynamic loading,
to a peak of 4000 microstrain over 10 days, increase modelling activity furthest from
the axis of bending [181]. New bone formation increases along the lateral surface,
while at the medial surface, the normal resorptive activity is arrested and new bone
formation is activated. At the cranial and caudal cortices (along the neutral axis)
little adaptive activity is observed (Fig. 8). It is also important to note that differential
modelling also occurs along the ulnar diaphysis. When compared with the unloaded
contralateral ulna, increased periosteal apposition is observed in the loaded limb
toward the distal end, but the mineral apposition rate is reduced toward the proximal
end. That is, the whole bone adapts to the mechanical perturbation as a structure,
highlighting the site specificity of adaptive changes.

The ulnar loading model has now been used by a large number of groups to
examine characteristics of loading that initiate functional adaptation, and optimise
skeletal responses. In addition to adaptive modelling, repetitive loading of the rat
ulnar creates an excellent model of microcracking and stress fracture [22, 130,
264]. It is non-invasive, avoids external trauma to the periosteum and its clinical
characteristics are very similar to stress fracture in humans and animals. In this
mode, repetitive cyclical loading is applied for a large number of cycles until an
increase in displacement, of between 10 and 40% [22, 130, 262], is observed, at
which time microcracking and a small non-displaced fracture occurs in the ulnar
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diaphysis. Stress fractures created by ulnar loading heal by a combination of woven
bone formation, that stabilises the region, and remodelling that progresses directly
along the fracture line [130]. This stress fracture repair shows no evidence of an
inflammatory response and does not rely on endochondral ossification for fracture
healing [130]. It is also, therefore, a useful model for investigating remodelling
activation at a known time-point and anatomical location in rat cortical bone.

The concept of applying axial loads to a limb, to generate bending moments in the
diaphysis of the bones, has now also been modified for the mouse tibia [54]. Non-
invasive controlled axial loading of the mouse tibia not only generates an adaptive
response in the diaphysis, but loading through the tibial plateau also allows trabecular
responses to be studied in the tibial metaphysis. This is an advantage because this is
a common region for studying remodelling changes in rodents. Like ulnar loading,
it also enables studies of functional adaptation in mice genetically modified to test
specific molecular hypotheses. Ulnar and tibial cyclic compression in rats and mice
have therefore become favouredmodels for investigatingmechanobiology. However,
even though remodelling can be activated by fatigue loading in rodents, they do
not have intracortical Haversian bone as the natural microstructure. This can be
problematic for translating the effects of pharmaceutical interventions to humans.

Building on knowledge gained through the rodent models of axial loading,
Baumann et al. developed an ulnar loading system for the rabbit [17] fulfilling this
unmet need. Although strain thresholds for activating lamellar bone formation were
higher than those observed in rodents, themodel provided a dose-dependent anabolic
stimulus for periosteal bone formation. At strains above 5000microstrain, significant
woven bone was also produced on periosteal surfaces. In addition, rabbits exhibited
remodelling within the intracortical envelope, but it was not clear that this was a
response to loading, or baseline intracortical remodelling. This may be a useful pre-
clinical model to combine with loading because rabbits exhibit osteopenia, including
cortical bone loss, after ovariectomy [193], and respond to current therapies [4, 110].

4 Bone Cell Responses to Loading: Involved Regulatory
Factors, Receptors and Environmental Factors

When subjected to mechanical stimuli, bone responds via the process of mechan-
otransduction. This involves cascades of signalling pathways that lead to adaptive
changes to bone geometry at the stress site. When the receptor cells, arguably the
osteocytes, detect a mechanical stimulus, a signalling cascade is initiated promoting
tissue adaptation. A large volume of work has elucidated key cellular events that
occur over seconds to hours, and, lead to increased bone formation and modulation
of bone remodelling. Different approaches have identified the cellular transducer(s),
focussing onGprotein-coupledmechanoreceptors or focal adhesion signallingmole-
cules [39, 40]. Fluid flow has been identified as a key signal driving mechanotrans-
duction [256]. This generates fluid shear stress in the osteocyte membrane, activating
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mechanically sensitive ion channels in osteocytes [12], which are exquisitely more
sensitive to this signal than osteoblasts [133]. Attention has focused on the key mole-
cules in the cascade that leads to adaptation.

4.1 Early Responses: ATP, Calcium, PGE2, Nitric Oxide

ATP and Calcium

ATP is the earliest regulatory factor of bone cell mechanotransduction that acts as
an acute mediator of signalling cascade. ATP can be released via vesicles and hemi-
channels such as connexin-43 (Cx43) and pannexin 1 [139, 249]. Vesicular ATP
release is mediated by fluid shear stress arising from mechanical loading which puts
strain on the plasma membrane of bone cells, subsequently activating mechanosen-
sitive calcium channels (MSCC) (Fig. 9) [249]. This causes local depolarisation that
activates voltage sensitive calcium channel (VSCC) to initiate influx of calcium ions
that facilitates exocytosis of vesicular ATP [139, 249]. For example, verapamil, a
VSCC blocker, significantly reduces loading effects in rat bone when introduced in
vivo [153]. The involvement of Cx43 and pannexin 1 in loading-related ATP release
in osteocytes is yet to be elucidated, and it is speculated that another unknown hemi-
channel might be involved in this process [139].

Following its release, ATP acts in autocrine or paracrine fashion to increase intra-
cellular calciumconcentration by binding to purinergic receptors: P2XandP2Y. P2X,
notably P2X2 and P2X7 in bone cells, is an ionotropic receptor that causes influx

Fig. 9 Mechanical loading activates mechanosensitive calcium channels (MSCC) and voltage
sensitive calcium channels (VSCC). Influx of calcium facilitates exocytosis of vesicular ATP. ATP
binds to P2X to allow influx of calcium. Binding of ATP to P2Y activates PLC-IP3 response that
causes calcium release from endoplasmic reticulum. The responses from P2X and P2Y results in
increased intracellular calcium concentration (

[
Ca2+

]
i ). Involvement of hemi-channel Cx43 and

pannexin 1 (Panx1) remains questionable
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of extracellular calcium ions [139, 154]. P2Y is a G protein coupled receptor that,
upon its activation, produces phospholipase C (PLC)-induced inositol triphosphate
(IP3) which binds to a receptor linked to a channel on the endoplasmic reticulum to
release calcium from intracellular stores [39, 40, 212, 277]. Pharmacological inhi-
bition of IP3 and PLC, which generates IP3, obliterated the calcium response [39,
276]. This early calcium response is essential for expression of regulatory factors
such as COX-2, nitric oxide, and osteopontin expression that mediate load-induced
bone formation [39, 40, 153, 276].

Prostaglandin

Prostaglandin (PG) is another early response activated bymechanical stimulation that
is essential for bone formation. Its production involves phospholipase A2 releasing
arachidonic acid, which is converted into PGH2 by prostaglandin G/H synthases
(PGHS), also known as cyclooxygenases (COX). PGH2 then becomes PGD2, PGF2α ,
PGE2, prostacyclin (PGI2), or thromboxaneA2 by their respective terminal synthases.

COX has two isoforms: COX-1 and COX-2. COX-2 plays an important role in
producing PG formechanotransduction [134], as pharmacological treatments such as
indomethacin (a non-specific COX blocker) and NS-398 (a specific COX-2 blocker)
are able to suppress bone formation [44, 66] (Fig. 10). On the other hand, COX-1
is not involved in this process as SC-560 (specific COX-1 blocker) does not alter
PG level in response to loading [13]. Of interest, COX-1 is upregulated in COX-2
knockout mice and replaces function of COX-2 as a compensatory pathway [2].

Of all the PGH2 terminal products, PGE2 in particular has been put under a spot-
light and extensively studied. Several studies observed sustained release of PGE2
through auto-amplification to potentiate long term effects of PGE2 upon the appli-
cation of pulsating fluid flow (PFF), or steady shear flow [41, 132–134, 205, 243].
Sakuma et al. demonstrated that compared to the other prostanoids, PGE2 was the
most effective inducer of COX-2 (i.e., autoamplification) and cAMP, which plays a
significant role in PGE2-induced bone formation [227].

Fig. 10 Effect of a single
dose of non-specific COX
(indomethacin) and specific
COX-2 (NS-398) inhibition
on relative bone formation
rate (%) following 4-point
loading of the rat tibia. rBFR
is the BFR of left (control)
limb subtracted from the
right (loaded). (Image
adapted from [66])
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Fig. 11 Increased intracellular calcium concentration ([Ca2+]i ) induces NFkB nuclear transloca-
tion [40] which results in COX-2 expression and subsequent PGE2 formation. PGE2 binds to EP2
and EP4 receptors to activate cAMP/PKA and PI3K/Akt pathways which inhibit GSK-3 to release
β-catenin (β-cat). β-catenin then translocates into nucleus and controls a number of gene tran-
scriptions by forming a complex with TCF and LEF. Nitric oxide (NO) increases PI3K-dependent
Akt activation that enhances β-catenin nuclear translocation. In addition, ER physically associates
with IGF-1 receptor to also activate PI3K/Akt pathway. PGE2 and NO are required to mediate
IGF-1-mediated activation of PI3K/Akt, but their exact cellular contribution is unknown.Wnt binds
to Lrp5/6 and Frizzled (Fzd) to activate Dishevelled (Dvl) that inhibits GSK-3 to promote β-catenin
nuclear translocation. β-catenin/TCF/LEF complex expresses moreWnt to enhanceWnt/β-catenin
signalling. Sclerostin (Scl) physically binds to Lrp5/6 to disrupt Wnt/β-catenin signalling. Lrp4
facilitates sclerostin inhibition of Wnt signal. (Ob diff = osteoblast differentiation; Oc diff =
osteoclast differentiation)

PGE2 engenders bone anabolic responses both in vivo [43, 128, 129, 158, 167,
203] and in vitro [3, 129, 177]. Although the exact molecular signalling pathway is
yet to be established, two PGE2 receptor isoforms, EP2 and EP4, have been identified
to be involved in loading related bone formation. While both receptors elicit bone
formation, Minamizaki et al. illustrated that each receptor activates separate MAPK
pathways to mediate anabolic action of PGE2 [177]. No study has yet reported on
EP1 and EP3 receptor involvement in bone formation.

The anabolic response of PGE2 may be mediated by the combined effects arising
from nuclear translocation of a transcription factor β-catenin, a crucial signalling
pathway for normal bone homeostasis (Fig. 11). In osteocyte-specific β-catenin-
deficient mice, dramatically impaired bone formation was observed along with
enhanced osteoclast number and activity [138]. Similar results were observed in
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mice with β-catenin-deficient osteoblasts [94, 111]. Moreover, bone loading and
PGE2 induce β-catenin nuclear translocation [93, 124, 131, 147, 273]. By acting on
EP2 andEP4 receptors, PGE2 produced bymechanical loading activates cAMP/PKA
and PI3K/Akt pathways which inhibit GSK-3 to relieve β-catenin from its proteaso-
mal degradation [138, 273]. β-catenin then translocates into the nucleus to form a
complex with members of TCF/LEF family which controls gene transcription [138].
Lara-Castillo et al. highlighted the observation that earlyβ-catenin activation ismedi-
ated by PGE2, independent of the Lrp5/Wnt pathway, a potent signal for β-catenin
activation [147].

How then do PGE2 and β-catenin bring about the bone anabolism? In this section,
four mechanisms will be described:

(i) Prevention of bone cell apoptosis: Bone cell apoptosis is associated with dimin-
ished bone formation as seen in excess glucocorticoid administration [267].
Thus, several studies speculated that mechanical loading supports bone forma-
tion by preventing osteoblast apoptosis [192, 247]. It was later found that both
PGE2 and β-catenin exhibit protective effects on osteocyte apoptosis and that
inhibition of β-catenin abrogated PGE2s protective effects [131], confirming
their association. The same mechanism is utilised by PTH, an anabolic agent
for osteoporosis treatment [122].

(ii) Downregulation of sclerostin: Sclerostin is a Sost gene product which is a
potent inhibitor of bone formation by blocking the Wnt/β-catenin pathway
(Wnt and sclerostin detailed in Sect. 4.3) [155]. Through β-catenin transloca-
tion, PGE2 reduces sclerostin expression [87, 93, 147], and this downregulation
relieves antagonism of Wnt/β-catenin signalling which promotes proliferation
of osteoblasts and contributes to the functional adaptation of bone mass and
architecture [87]. In other cell systems, however, there is contradictory evi-
dence of PGE2 enhancing sclerostin expression in human dermal fibroblast
culture by acting on EP1 receptor [85]. Its relationship to bone formation has
not been tested.

(iii) Increase in OB differentiation and suppression of OC differentiation: PGE2
is associated with enhanced expression of osteoblastic differentiation mark-
ers (alkaline phosphatase and osteocalcin) and subsequent augmentation of
bone mineralisation [3, 43]. In both osteocytes and osteoblasts, β-catenin defi-
ciency increases the ratio of receptor activator of nuclear factor kappa-B lig-
and (RANKL) to osteoprotegerin (OPG) (RANKL:OPG ratio), a gauge for the
magnitude of osteoclastogenesis, and consequently heightened osteoclasts bone
resorptive activity [94, 111, 138].Conversely,β-catenin upregulates osteoprote-
gerin (OPG), an antagonist of osteoclast differentiation, and enhances bone for-
mation by inhibiting osteoclastic differentiation [94, 111]. Lutter et al. observed
direct evidence of PGE2 inhibiting precursor osteoclast differentiation which
is hypothesised to control the area of bone resorption by restricting the num-
ber of active osteoclasts [162]. These findings suggest that β-catenin promotes
differentiation of osteoblasts and inhibits osteoclast differentiation in order to
reinforce the responses to loading.
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(iv) Upregulation of Cx43 gap junction expression: Cx43 takes a significant role
in mediating the initial response to bone loading by acting as gap junctions
for neighbouring osteocytes, allowing communication with other bone cells
to harmonise their interactions. For example, Cx43 deficiency engenders local
reduction in mineralisation [25]. On the other hand, PGE2-induced β-catenin
binds to the Cx43 promoter to upregulate Cx43 expression, which is associated
with increased bone mineralisation [273].

Nitric Oxide

Along with PGE2, nitric oxide (NO) is released within minutes upon bone load-
ing [12, 74] in a stress magnitude-dependent manner [8]. Interestingly, an increase
in NO precedes the PGE2 response [132], and NO is required for the progressive
increase in loading-induced PGE2 [125]. Moreover, NO appears to play pivotal role
in transduction of mechanical stimulus as inhibition of nitric oxide synthase (NOS)
significantly reduces mechanically-induced bone formation [74, 259].

Mechanically-induced NO release was believed to be mediated through endothe-
lial NOS (eNOS) [135]. However, emerging evidences made this belief doubtful.
eNOS knockout mice (eNOS−/−) did not exhibit any differences in bone quality
compared to wild-type (WT) and both osteoblastic cultures of WT and eNOS−/−
mice produced significant amounts of NO upon PFF [14]. Furthermore, the role of
NOS in NO production became questionable as triple knockout of all three isoforms
of NOS increased bone density [226].

The cellular response mediated by NO is still poorly understood. NO may mod-
ulate osteoblastic mechanotransduction by activating cGMP/protein kinase G II-
dependent Src that increases PI3K-dependent Akt activation and subsequent β-
catenin nuclear translocation (Fig. 11) [204]. Moreover, NO is a required element
to engender loading-induced stabilisation and activation of β-catenin in MLO-Y4
osteocyte cultures [230]. It is possible that the bone anabolic effect of NOmay occur
through reduction in bone resorption [168] and decreased sclerostin expression [56].
In summary, there are still many unknown mechanisms by which NO is produced
and mediates its cellular response.

4.2 Oestrogen Receptor Involvement in Load Sensing

Millions of women are predisposed to osteoporosis when their levels of oestrogen
decline at the menopause. It is therefore hypothesised that oestrogen is involved
in adaptive bone responses to load bearing through the two isoforms of oestrogen
receptors (ERα andERβ).Anunequivocal role for oestrogen inmechanotransduction
has been difficult to ascertain because oestrogen levels, in vivo, have not been directly
linked tomechanical sensitivity of bone cells. Lanyons group argues that this is in fact
consistent with observations in vitro and in vivo that oestrogen receptors (ERα/β),
rather than oestrogen itself, mediate the adaptive response [52].
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Oestrogen Receptor α

In vitro studies on ERα illustrated that ERα mediates proliferation of osteoblastic
cells in response to mechanical strain by using pharmacological ERα antagonist [52,
88, 279] and ERα-deficient osteoblastic cells [121, 148, 149]. These in vitro data
were mirrored in several in vivo studies which demonstrated lower adaptive response
to mechanical loading in cortical bones of ERα knockout female mice, suggesting
ERαmay contribute tomechanosensitivity in cortical bone formation [148, 149, 233,
269] (Fig. 11). Interestingly, ERα exhibited sex-dependent effects on the adaptive
response whereby ERα promoted cortical adaptation in females without affecting
cancellous bone, whereas it suppressed mechanosensitivity for both cortical and
cancellous bone in males [233].

Conversely, bone cell-specific knockout of ERα in female mice produced greater
cortical and cancellous adaptive responses than their littermate controls, whereas
male counterparts had similar responses [176]. This suggests that ERα in female
osteoblasts and osteocytes can repress mechanotransduction, but is not the case for
ERα in males. Similar findings were seen in female mice treated with tamoxifen
(ERα antagonist and ERβ agonist) in vivo [245]. Melville et al. stated the difference
could have arisen from using global ERα knockout mice in other in vivo studies in
contrast to using bone cell-specific ERα-deficient mice [176]. Global ERα knockout
mice exhibit altered hormone levels which could indirectly affect bone remodelling
and bone mass [161, 238], possibly confounding the results. More studies utilising
bone cell-specific ERα-deficient mice are required to elucidate the role of ERα in
mechanotransduction.

Although the role of ERα in mechanotransduction remains unclear, several stud-
ies have suggested potential signalling pathways ERα may mediate to promote bone
formation in response to mechanical loading. ERα contributes to PGE2 signalling by
sensitising mechanically induced COX-2 expression [159]. Moreover, ERα is asso-
ciated with phosphorylation of ERK1/2 and activation of Wnt/β-catenin pathway [1,
6], which are also observed in application ofmechanical loading and PGE2 [27, 273].
Therefore, ERα may act as one of the necessary components to engender adaptive
bone response to loading. Moreover, insulin-like growth factor-1 (IGF-1) appears to
be involved in ERα-mediated osteoblastic proliferation [121]. Activation function 1
(AF-1), one of the transactivation domains of ERα, may physically associate with
the IGF-1 receptor to activate PI3K/Akt/β-catenin pathway to stimulate the bone
adaptive response (Fig. 11) [246, 269]. It was revealed that PGE2 and nitric oxide
are also required for IGF-1-mediated activation of Akt [246]. Lastly, ERα upregu-
lates mechanically related Cx43 expression in MLO-Y4 cells in ligand-dependent
manner, suggesting that ERα sensitises osteocyte to strain-induced bone formation
[207]. Thus, pathways mediated by ERα orchestrate the transduction of mechanical
forces into an adaptive response.

Oestrogen Receptor β

Similar to ERα, there is inconsistency present in ERβ studies. In-vitro studies agree
that ERβ suppresses ERα−mediated osteoblast proliferation to mechanical strain
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[88, 121, 149]. However, female ERβ knockout mice exhibit lower loading-related
osteogenic responses, suggesting that ERβ contributes to mechanosensitivity [149].
Unfortunately, the in vitro data from the same study was not reflected by this in vivo
result. ERβ may engender bone formation by downregulating sclerostin [88], which
supports the in vivo data by Lee et al. [149].

Conversely, female ERβ knockout mice show increased cortical adaptation to
mechanical loading, meaning ERβ suppresses mechanical loading response in corti-
cal bone [232, 233]. The increased corticalmechanosensitivity inERβ knockoutmice
may be explained by upregulation of ERα [36]. ERα is associated with activation of
loading-related β-catenin signalling [6] and hence, the upregulation of ERα in ERβ

knockout mice may enhance the mechanical adaptation [36]. Of interest, Saxon et al.
suggests that ERα and ERβ compete against each other such that signalling through
ERα enhances adaptation at trabecular and endocortical surfaces, while signalling
through ERβ suppresses the response at the periosteal surface [232]. In comparison
to ERα studies, there are less studies of ERβ available, and more studies need to be
performed to fully delineate how ERβ participates in mechanotransduction.

4.3 Intermediate Responses: RANKL and Wnt

RANKL

RANKL is a membrane bound factor which is essential for osteoclastogenesis since
RANKL deficiency causes severe osteopetrosis due to a complete lack of osteo-
clasts [184]. Two in vivo studies [184, 274] illustrated that osteocytes are the pri-
mary sources of RANKL that contribute to the bone remodelling process and that
osteocytes can act as mechanosensors to regulate bone mass by adjusting RANKL
expression level. Consistent with this effect, osteocytes under high strain can inhibit
osteoclastic bone resorption [140]. Moreover, in vitro loading of osteocytic cells
enhances the expression of OPG and reduces the RANKL/OPG ratio, attenuating
osteocytes potential to promote osteoclastogenesis [140, 191, 248, 278]. Kulkarni
et al. reported that matrix extracellular phosphoglycoprotein (MEPE) was impli-
cated in this response [140]. The diminished osteoclast formation was also observed
in primary osteocyte cultures in serum from rheumatoid arthritis patients after the
application of pulsatile fluid flow [191].

The repression of RANKL in response to mechanical loading is, in fact, orches-
trated by other mechanically responsive elements. Nitric oxide takes part in this
process because NOS inhibition prevents the strain-related suppression of RANKL
and osteoclastogenesis in vitro [202, 248]. PGE2 and β-catenin may indirectly atten-
uate RANKL expression by downregulating the expression of sclerostin which dose-
dependently reduces OPG and potentiates the osteocyte’s ability to form osteoclasts
in RANKL-dependent manner [268]. Osteocytic RANKL expression was not signif-
icantly altered in osteocyte-specific β-catenin-deficient mice [138], suggesting that
Wnt/β-catenin signalling does not directly influence RANKL level.
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Wingless-Related Integration Site (Wnt) Signalling

Wnt is a group of secreted glycoproteins that are one of the most critical elements of
bone mass regulation. Here, two different Wnt signalling pathways (canonical and
non-canonical) will be discussed briefly in relation to mechanical loading.

CanonicalWnt signallingpathway (orWnt/β-catenin signalling) involves secreted
Wnt forming a complex with low-density lipoprotein receptor-related protein 5 or 6
(Lrp5/6) and the 7 transmembrane domain receptor Frizzled (Fzd) (12) [138]. The
complex triggers Dishevelled (Dvl) activation [28] which leads to inhibition of GSK-
3, promoting β-catenin nuclear translocation. Mechanical loading enhances Wnt3a
gene expression and the canonical signalling pathway [229, 231], and this response
could be produced by early PGE2 mediated β-catenin activation independent of
Lrp5/Wnt. The activated β-catenin upregulates the expression of Wnt which further
enhances β-catenin activation via the canonical pathway [28]. Numerous functions
of canonical Wnt signalling in response to mechanical stress are heavily shared with
those of PGE2 and are addressed in the previous Sect. 4.1. The significance of the
canonical Wnt pathway is accentuated by sclerostin’s ability to severely abrogate
bone cell responses to mechanical stimuli (sclerostin detailed in the next Sect. 4.4).

Non-canonical Wnt signalling is different to canonical Wnt signalling in that it
interacts with Fzd and Dvl in β-catenin- and Lrp5/6-independent fashion to trigger
alternative intracellular events [178]. Unfortunately, there are a limited number of
available studies on the role of non-canonical signalling on bone cell mechanotrans-
duction. Instead, several studies on this signalling pathway have been performed
on mesenchymal stem cells. In planar cell polarity (PCP) pathway, one of the non-
canonical Wnt pathways, the binding of Wnt to Fzd activates Dvl which forms
a complex with Daam1 [15]. This complex activates RhoA/ROCK pathway that
mediates cytoskeletal reorganisation (Fig. 12) [178]. Thompson et al. summarised
the importance of the cytoskeleton reorganisation [249]. In response to fluid shear

Fig. 12 Planar cell polarity
(PCP) pathway: Wnt binds to
Fzd to form a complex of
Dvl/Daam1 which activates
RhoA/ROCK pathway to
mediate cytoskeletal
reorganisation
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stress, actin fibres rearrange themselves to form the contractile stress fibres which
sense loading at the cell membrane level and mediate osteogenic differentiation.
Comparably, in murine mesenchymal stem cells, non-canonical Wnt5a signalling
involving Ror2 and RhoA was required for mechanically induced osteogenic differ-
entiation [7], and in human adipose tissue-derivedmesenchymal stromal cells,Wnt5a
was associated with ROCK upregulation and the subsequent stress fibre formation
that stimulated osteogenic response [231]. Although these findings have not been
tested in bone cells directly, based on the current knowledge, it can be hypothesised
that the non-canonical Wnt pathway may participate in mechanically induced stress
fibre formation in bone cells since the reorganisation of actin cytoskeleton is one of
the important steps of mechanotransduction [39].

Despite a limited number of studies, it is becoming evident that non-canonical
Wnt signalling is implicated in mechanotransduction. A recent study on osteoblastic
cells illustrated that RhoA was activated by flow treatment and was required for
loading-induced cellular responses such as PI3K/Akt and ERK1/2 signalling [101].
Furthermore, osteoblasts utilised both canonical Wnt and Wnt/PCP pathways to
fine-tune bone architecture in terms of rate and orientation of osteoblast division
[89]. More studies need to be performed to fully elucidate how non-canonical Wnt
signalling contributes to mechanotransduction.

4.4 Sclerostin as a Master Regulator of Mechanical Loading

Sclerostin is a protein encoded by the Sost gene, which is centrally expressed by
osteocytes [270]. It was discovered by deciphering the pathogenesis of the high bone
mass disorders, sclerosteosis andVanBuchem disease. In these conditions, sclerostin
is absent or present in significantly small amounts [263]. The impaired sclerostin level
seen in these disorders led to speculation that sclerostinmay be involved in regulation
of bone homeostasis and extensive studies have since proven its role.

Sclerostin is a potent suppressor of bone formation. Absence of sclerostin in
Sost knockout mice elicited similar skeletal characteristics to sclerosteosis patients,
whereby the mice had greater bone mass density, bone volume, bone formation
rate, and bone strength [156]. Corresponding results were observed in aged osteo-
porotic ovariectomised mice [157] and gonad-intact female cynomolgus monkeys
[187] when they were treated with sclerostin-neutralising monoclonal antibody
(Scl-Ab). Interestingly, Scl-Ab treatment in osteoporotic mice not only reversed
osteoporosis caused by one year of oestrogen deficiency, but also produced greater
bone mass and bone strength than controls [157]. On the other hand, transgenic
mice overexpressing Sost had significantly reduced osteoblastic activity, leading to
decreased bone mass, bone strength, and bone formation [270]. These results clearly
indicate the role of sclerostin as a negative regulator of bone mass.

Several studies have shed light on how sclerostin mediates its effect. Sclerostin
antagonises canonical Wnt signalling by physically interacting with Wnt corecep-
tor LRP5/6 and disrupting Wnt-induced Frizzled-Lrp complex formation (Fig. 11)
[58, 155, 160, 237]. This suggests that lack of Sost function hyperactivates Wnt
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signalling, leading to pathological bone overgrowth seen in sclerosteosis patients
[237]. Recently, the β-propeller domain of LRP4 was shown to facilitate sclerostin
inhibition of Wnt signaling [152], and this mutation was reported in a sclerostic
patient who did not have a mutation in Sost [65].

Osteocytes adjust their sclerostin levels depending on the types of mechanical
signals to which they are exposed (loading and unloading). Robling et al. demon-
strated that ulnar loading ofmice dramatically reducedSost transcripts and sclerostin-
positive osteocytes, and these effects were greater in portions of the ulnar cortex
receiving greater strain [213]. Moustafa et al. added that the amount of loading-
related osteogenesis was reflected in the magnitude of loading-related decreases
in the percentage of sclerostin-positive osteocytes [182]. In contrast, Sost expres-
sion was significantly increased in mice exposed to unloading (tail suspension or
sciatic neurectomy) [160, 182, 213] and in immobilised postmenopausal patients
[92]. The disuse-induced increase in sclerostin-positive osteocytes was reversed by
mechanical loading [182], and Sost knockout mice were immune to bone loss from
unloading [160], suggesting that sclerostin is involved in the disuse response. Given
its expression pattern, sclerostin provides a mechanism for osteocytes to locally reg-
ulatemechanotransduction by adjusting sclerostin output tomodulateWnt signalling
and the subsequent bone response [213].

Since sclerostin acts as a strong regulator ofmechanical loading, use of an antibody
against sclerostin has opened up a new possibility to a more potent osteoporosis
treatment. Romosozumab (AMG 785), a sclerostin monoclonal antibody, has been
tested in phase 1 [189] and phase 2 [174] clinical trials with promising results.
Currently, there are four phase 3 clinical trials in progress and they are reviewed by
Chapurlat [38]. A schematic illustration of themechanical loading inducedmolecular
cascade is shown inFig. 13. Loading induces fluid shear on osteocyte processeswhich
regulates NO, PGE2 and Scl concentration in the local bone environment [253].

5 Loading Physiology: Translating Findings from Animal
Models to Clinical Applications in Humans

5.1 Changes of Bone Mass with Age

Sections3 and 4 of this chapter described mechanical characteristics derived from
controlled loading studies in animals that might optimise the biological response to
loading the skeleton. A key question is whether these characteristics can optimise
bone mass during growth to reduce the risk of fracture in adulthood and old age.
Osteoporotic fractures occur because reduced bone mass decreases the safety factor
for skeletal loading. This can result from age-related bone loss or failure to maximise
peak bone mass [114]. During childhood and adolescence the skeleton undergoes
rapid change due to growth,modelling and remodelling, the processes that effect bone
accrual. Bone mass increases substantially during adolescence, reaching a plateau,
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Fig. 13 Fluid shear on osteocytes (OCYs) induces a cascaded of molecular events including influx
of extracellular Ca2+ via voltage-sensitive (V) and perhaps mechanosensitive (M) channels. Shear
stress also causes vesicular ATP release, which binds to the purinergic receptors P2X (ionotropic)
and P2Y (metabotropic). P2Y is required for Ca2+ release from intracellular stores. NO, PGE2 and
sclerostin are also regulated in response to fluid shear stress. Catabolic response due to mechanical
disuse is mediated via a decreased NO production which subsequently upregulates NF-kB ligand
(RANKL) and downregulates OPG, ultimately leading to increased RANKL/OPG ratio driving
osteoclast formation. Disuse upregulates sclerostin leading to inhibition of canonicalWnt signalling
and consequently reduced proliferation of OB. Anabolic response due to overloading is mediated
via decrease in sclerostin production and increased β-catenin signalling leading to increased OB
formation. At the same time theRANKL/OPG ratio decreases due to overloading. (OB= osteoblast;
Wnt = wingless, Scl = sclerostin; LRP/FZ = LRP5/6 and Frizzled receptor complex) (Image
adapted from Turner and Robling [253])

being peak bone mass (PBM), in the late teen or early adult years [19]. Longitudinal
data measured from childhood (age 8) to young adulthood (up to age 30), demon-
strates that PBM occurs by the end of the teenage years, or early twenties [19].
Importantly, 33−46% of adult bone mineral is accrued over a 4-year period of the
adolescent growth spurt. In females, this accrual represents double the amount of
bone mineral that will subsequently be lost during the post-menopausal years from
age 50 to 80 years [5].

Some fields of clinical practice are sceptical that physical activities can provide
sufficient mechanical stimulus for adaptation that reduces fracture risk in the elderly.
Certainly, there is evidence that the growing skeleton has greater potential for func-
tional adaptation than adaptation in adults [68, 126, 170, 171]. The fact that the
difference in bone density and strength between dominant and non-dominant arms
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of tennis players is greater in players who started before puberty, is a classical exam-
ple of this observation [126, 137]. These activities certainly provide a controlled test
for the efficacy of physical activity during growth and maturation, but do not provide
a guide to optimise bone strength in the public health context.

Studies of general physical activity overwhelmingly demonstrate that the skeleton
is more sensitive to mechanical loading during the pre-pubertal and early pubertal
periods, than post-puberty or adulthood [11, 29, 73, 165, 170, 171, 179, 196].
Physical activity that loads the skeleton will therefore optimise peak bone mass
during these periods, and be more effective for skeletal adaptation than in adults,
where the outcome of loading is conservation, rather than acquisition. There is also
evidence that the increase in oestrogen levels inmales and females during adolescence
augments the expression of functional oestrogen receptors (ERα) available to effect
adaptive responses in bone [52, 280], explaining the enhanced sensitivity to physical
activity during early puberty.

Unilateral activities provide awell-controlledmodel, and physical activity demon-
strates positive effects, but experiments to optimise the osteogenic effects of exercise
are difficult to accomplish in humans. The heterogeneity of exercise designs for ani-
mals also varies widely, making it difficult to draw conclusions about optimising
skeletal adaptation during growth. Another important issue is that areal bone min-
eral density (aBMD), as assessed by dual energy x-ray absorptiometry (DEXA), is
an inappropriate and misleading variable to use as an endpoint for physical activity,
or especially as a surrogate for bone strength. This is partly because DEXA fails to
distinguish variations in geometry and density [67, 199], but also because its reso-
lution is too low to detect small changes in bone dimensions that elicit substantial
increases in bone strength. Consequently, the loading models described in Sect. 3
enabled controlled loading in which the load magnitude, frequency and partitioning
could be controlled and quantified. That set of models has advanced our knowledge
of dynamic skeletal adaptation considerably during the past 20 years and defined the
characteristics of an optimal loading environment.

5.2 Effective Loading Characteristics

Controlled loading studies provide biological and mechanical guidelines to under-
stand the key parameters to maximise effects of physical activities. As described
above, static loading provides little adaptive stimulus to bone adaptation [108, 109,
219, 258] and, new bone formation is stimulated when a threshold magnitude of
loading is exceeded [257]. This depends on the interaction between strain rate and
loading amplitude that modulates this threshold [180, 186, 257, 258]. In one clever
experiment, Turner et al. varied the proportion of static and dynamic loading applied
to rat tibiae [258], creating equivalent peak strains in the tissue but with varying
strain rates. After 36 cycles per day for 10 days, bone formation was significantly
increased in the two experimental groups with the highest strain rate, compared to
the groups with lower strain rate, and was not increased at all in the group subjected
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Fig. 14 Turner et al. [258] varied the proportion of static and dynamic loading as shown in Groups
1–4. Relative bone formation rate (rBFR:right minus left) was proportional to strain rate and not
peak strain, and unaffected by static loading (Group 1). The peak strain for all groups was about
1300 microstrain (max applied load of 54 N), while strain rates for Groups 1–4 were approximately
0, 0.013, 0.026, and 0.039s−1. ∗ = significant to Group 1 and ∗∗ = significant to Group 1, 2
(P < 0.05). ( Image adapted from [258])

to a static 54N load (Fig. 14). The effect of strain rate occurs because bone tissue is
viscoelastic and fluid flow mechanics underlie mechanotransduction [117, 256]. For
externally applied loads, during exercise for example, these responses are optimal
in a range of loading frequencies up to about 2.0Hz [257, 258]. In the context of
exercise, activities like jumping, that create relatively high strain rates, will be more
adaptive than simply walking or doing isometric exercises.

A key observation from controlled loading is that only a small number of loading
cycles are required to activate bone formation [70, 219, 221]. This effect saturates
relatively quickly so that increasing the duration of loading beyond about 40 cycles
per session has little additional effect [219]. In terms of bone strength, long exercise
sessions are therefore unnecessary to achieve a training effect. Importantly, a given
physical activity will have greater skeletal effect if it is divided into short bouts with
rest periods [209–211]. This is because bone cells accommodate quickly to loading
stimuli, but sensitivity returns after a period of rest. For example, adaptive bone
formation was 80% greater when loading was partitioned into 4 bouts of 90 cycles
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per day for 2 weeks, compared to one bout of 360 cycles [209]. Over a 16-week
period, groups that received 4 × 90 cycles per day also had significantly greater
bone strength compared to those receiving a single session of 360 cycles [211]. The
increased strength was attributed to efficient geometric adaptations that resist axial
bending.

Based on these relationships, Turner and Robling developed an osteogenic index
(OI) that accounts for loading intensity (essentially peak load × loading frequency),
bone cell desensitisation and the time between sessions [252]. Using a relatively
simple calculation, the index estimates how changes to design of an exercise program
can optimise its osteogenic characteristics. For example, a program of 300 jumps per
day, done twice a week, generates an OI of 33, whereas a program of 120 jumps/d, 5
times/week produces an OI of 70. The OI of 600 jumps/week is therefore doubled if
performed 5 times, rather than just 2 times.While this doesn’t predict the exact nature
of an adaptation, it can effectively inform our design of programs to maximise the
skeletal outcomes, while reducing unnecessary exercise duration or training sessions.

5.3 Translating Controlled Loading to Physical Activity

Although stronger bones are evident in children who undertake greater levels of
normal physical activity [73], or compete in gymnastics [59, 60, 63], the principles
learned above are being adopted increasingly for exercise programs [84, 165, 170,
171, 175, 196]. Although many controlled trials applied some of the loading prin-
ciples to childhood physical activity, the Healthy Bones II [169, 171] and “Action
Schools! BC” programs [165, 175] specifically aimed to optimise the osteogenic
index in a practical and sustainable activity program. In Action Schools! BC, bone
loading was simply an extra 15min of activities each school day, and “bounce at
the bell” [175] in which three minutes of jumping activities were undertaken at each
school bell (three times a day). This program resulted in greater bone mass (BMC)
at the lumbar spine and femoral neck of about two percent in boys and girls.

It’s difficult to assess the structural adaptation, and changes in bone strength, using
DEXA-based outcomes. But the program in Action Schools! BC, used quantitative
computed tomography (pQCT) to demonstrate the adaptation, showing increases in
indices of bone strength at the distal tibia [164]. In addition to this structural adap-
tation, increases were observed in spine and total body BMC of pre-pubertal boys,
and BMC and section modulus of the femoral neck (an index of bending strength)
in peri-pubertal girls [165]. By optimising the osteogenic index, this program was
able to achieve modest, but significant increases in parameters of bone strength that
were equivalent to outcomes in other studies that used more intensive bone-loading
programs.
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Fig. 15 After 16 weeks of
axial loading of the rat ulna,
small increases in bone
mineral density (aBMD)
imparted large increases in
ultimate force (64−87%)
because the new bone
formation was strategically
placed at the most
biomechanically relevant
sites (Image adapted from
[211])

5.4 Maximising Bone Strength

As noted above, the goal of any program is not simply to alter bone mass, but to
increase bone strength through appropriate changes in geometry. This can occur
independently of material properties, which can also be adapted through altered
remodelling. This principle is exemplified where a small increase (5%) in aBMD of
rat ulnae is contrasted with an incredible 64% increase in ultimate breaking strength
after 16 weeks of axial loading [211] (Fig. 15). The improvement in strength occurs
because appositional bone formation at the periosteal surface provides a dispro-
portionate mechanical advantage at the locations of greatest strain. Following the
principle of an I-beam, the small addition of lamellar bone is strategically placed
distant to the axis of bending, where it provides the maximum resistance to bending
moments.

Unfortunately, most studies of exercise rely upon DEXA to assess skeletal out-
comes in terms of aBMD, missing any subtle geometric improvements. To partially
overcome this limitation, a novel analysis program for the hip was developed for
DEXA to provide mechanical indices to assess changes in bone strength [21] and
has been applied to numerous studies [63, 72, 73]. However, direct assessment of
density and geometry has been achieved through the increased use of pQCT [51,
107, 163, 164, 166]. This specifically enables distinction between geometry and
density, proving that increased bone strength, not mass, is the goal of adaptation.
The most difficult challenge to overcome has been to provide evidence that adapta-
tions achieved during childhood and adolescence are carried forward into adulthood
and old age.

5.5 Persistence of Childhood Bone Adaptation

It is practically and experimentally impossible to prove that adaptations developed
in childhood and adolescence, reduce the risk of osteoporotic fracture in old age.
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This would require well-designed longitudinal trials over such a long life-span that
they are simply not possible. There are, however, some longitudinal cohorts that
have followed children from a young age in to adulthood, and these are starting to
provide evidence for continuity of mechanical adaptations [10]. Other cohorts have
used retrospective analysis to examine this question, but confounding variables, such
as self-selection for physique in particular activities, reduce the certainty that a given
sporting involvement created long-lasting fracture resistance [260]. Studies of sport-
ing populations into adulthood led to evidence that higher bone mass achieved by
athletes during childhood was lost as adults [98, 127, 185]. Some of these studies
were cross-sectional, or started relatively late in adolescence, when it is harder to
control for confounding variables such as maturity. Effective longitudinal studies
through adolescence have now reported sustained effects on BMC accrual up to 8
years after training, or cessation of a physical activity intervention [18, 97, 234]. In
addition, physically active children achieve greater bone mass during adolescence
than inactive children [11, 73], and their higher bone mass is maintained into adult-
hood [18].

As noted above, modest increases in bone mass can be associated with substantial
improvements in bone strength, as a result of improved geometry. It is very likely that
studies using DEXA alone have misinterpreted the distinction between preservation
of bone mass or architecture in ageing adults. Because rodents achieve old age over
a two-year period, they provide a good experimental model to test this principle. To
test the conservation of bone structure into old age, the forearm of rapidly grow-
ing rodents was subjected to a short 7-week exercise program, following which they
were limited to cage activity for up to 92weeks (equivalent to senescence for rodents)
[265]. Increases in “bone mass” induced by exercise (aBMD and BMC) were not
retained into adulthood. However, bone structural changes were retained through-
out life, manifested in greater strength and fatigue properties in the trained animals
[265]. Similar retention of exercise-induced structural adaptation from childhood
is evident following cessation of racquet sports in tennis players who had started
training at 10 years of age [100, 136], and in baseball players in whom the benefits
of throwing-related physical activity during youth were maintained lifelong [266].
These data from excellent animal studies, and long-term evaluation of athletes, sup-
port the hypothesis skeletal adaptations achieved during childhood effect structural
improvements in the skeleton that persist well in to adulthood. The greater strength
afforded by these structural changes potentially reduce the risk of fracture in adults,
more than that predicted by bone mass alone.

6 In Silico Models of Bone Adaptation

The experimental observations on bone adaptation and the premise of Wolff’s law
were early recognised by the engineering community which identified similarities
between bone adaptation and the problem of structural and material optimisation
commonly found in the design of engineering structures. Indeed, it was again Galileo
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Galilei who first investigated optimal shapes of structural elements [90]. In his book,
Discorsi, Galileo performed systematic analysis into the fracture behaviour of brittle
materials. In this context, he described the influence of the shape of a body (hollow
bodies, bones, blades of grass) on its strength, thus posing and answering questions
addressing the “Theory of bodies with equal strength”. The other pioneer in this area
was Robert Hook (1653–1703) who established classical theory of linear elasticity.

Continuous improvements in materials and structural developments has led to
the emergence of a new area with scope on computer aided engineering, which
focuses on the optimisation of structures. This field is commonly referred to as
Structural Optimisation or Topology Optimisation. A comprehensive review on dif-
ferent approaches in topology optimisation is given by Eshenauer and Olhoff [61].
Most commonly bone’s adaptive responses are, considered to be, governed by an
“optimisation process” making bone a “least weight” structure with respect to its
actual mechanical loading [9, 151]. Topology design in the field of bone mechanics
has been addressed by, e.g., Reiter [206], Fernandes et al. [64], and Bagge [9] and the
use of special material models for topology design combined with bone remodelling
schemes is, e.g., discussed in Mullender et al. [183] and Pettermann et al. [197].

In the following, we will focus on the mathematical modelling of bone adaptation
with a focus on cortical bone modelling and remodelling. One key feature in all the
developed computational models is the use of an a priori assumed “error signal”
to drive the (re)modelling process. The error signal is commonly assumed to be the
difference between themechanical state in its equilibrium configuration (i.e., theCSS
defined in Sect. 2) and the current mechanical state (following some perturbation to
the bone such as a change inmechanical loading). The error signal is then used to drive
the net adaptation process. The differences in the various bone (re)modelling theories
liemainly in themechanical variables that are used to drive (re)modelling,while some
use tensorial quantities, such as the strain tensor, others use scalar quantities such as
effective stress or strain energy density.

It should be noted that most adaptation models developed today are based on
purely mechanical considerations, with no direct links being established between
mechanical loading and cellular activities in the (re)modelling process.One of the few
mechanobiological models which explicitly takes into account bone-cell interactions
in the remodelling process together with including a mechanical feedback based on
biochemical regulatory factorswas developed by Pivonka and co-workers [198, 235].
We will briefly discuss the major features of this model.

Another aspect most commonly not addressed in these models is to take into
account the dynamical loading pattern. Instead most models only use peak strain or
peak strain energy density as the error signal. In order to take into account the tempo-
ral/dynamical aspect of the loading pattern one needs to define characteristic loading
times and include superposition of different loading scenarios such as walking and
running. We will discuss how to include the dynamical patterns in bone adaptation
models.
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6.1 Cowin’s Theory of Adaptive Elasticity

One of the earliest models of bone adaptation was proposed by Cowin and Hege-
dus who developed the theory of adaptive elasticity [47]. In their framework bone
remodelling was described in thermomechanical continuum theory sense as chemi-
cal reaction and mass transfer between constituents. The theory developed by Cowin
and co-workers is general in the sense that it can be applied to both, cortical [48] and
trabecular bone remodelling [49].

Using the notation of Cowin and van Buskirk the rate of surface remodelling can
be defined for a point with coordinates Q and surface normal n as:

U = Ci j (n,Q)
{

Ei j (Q) − E0
i j (Q)

}
(1)

with Ci j , Ei j and E0
i j corresponding respectively to the tensors of remodelling rate,

strain and reference strain.
For net internal remodelling, Cowin and Hegedus proposed [47]:

ė = a(e) + tr
{

A(e)E
}

(2)

where ė is the rate of change in solid fraction of bone, A is a remodelling rate
parameter, and E is the strain tensor.

Hart and colleagues employed this formulation to predict cortical adaptation for
different mechanobiological models in an idealised cylindrical shaft and to an ulnar
osteotomy model [102]. Cowin and co-workers simulated trabecular bone remod-
elling at the apparent level by introducing a continuum fabric tensor that changes
its degree of anisotropy, and accounting for changes in volume fraction over time.
Note that in this formulation no coupling in bone formation and resorption events is
enforced and consequently the adaptation response could be also interpreted as bone
modelling response.

6.2 Stanford Model of Daily Stress Stimulus

Fyhrie and Carter developed a model of trabecular bone adaptation at the continuum
level. In this model the apparent density of bone ρ is proportional to a scalar quantity,
i.e., the local energy effective stress [86]:

ρ ∝ σ̄ = √
2EavgU (3)

where Eavg is the average Young’s modulus andU denotes the apparent strain energy
density (SED). This formulation provided the foundations for many models devel-
oped subsequently based on the so-called daily stress stimulus [20, 35]. The goal
of this model was to develop some function that is able to map the stress or strain
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Fig. 16 Graph of cyclic energy stress and cyclic energy strain versus the number of loading cycles
per day required to maintain cortical bone mass. Experimental data points taken from studies by
Rubin and Lanyon [221] and Lanyon and Hampson [146]. Curve fitting (log–log) of these data
delivers estimates of the stress attractor (ψAS) of between 30 and 70 MPa/day and an m value of
about 4. (Image adapted from Carter [34])

stimuli experienced by a particular bone over an entire day into a single scalar quan-
tity. As a first approximation, the daily stress (or strain) history is characterised by
the magnitude of the energy effective stress (or strain) and the number of cycles of
stress that is imposed at a specific location. Functions that have been proposed for
defining the daily stress stimulus (ψ) are [35]:

ψ =
⎛

⎝
∑

day

ni σ̄
m
i

⎞

⎠

1/m

(4)

were ni is the number of cycles of load type i , σ̄i is the magnitude of the cyclic energy
effective stress and m is an empirical constant that is used to weight the relative
contribution of stress magnitude and the number of loading cycles. The energy stress
term does not distinguish between tension, compression and shear components of the
stress tensor with respect to the local bone organization. It does, however, provide
a simple measure of the local magnitude of the total cyclic strain energy stored at a
point in the tissue. Note that the form of Eq. (4) is identical to that used to estimate
the amount of fatigue damage created in the bone matrix.

Based on this definition one can mathematically express Fig. 16 in terms of the
influence of the daily stress history on the net linear deposition of bone at periosteal
and endosteal surfaces.When the daily tissue stress stimulus is equal to some “attrac-
tor stimulus” (ψAS), no bone apposition or resorption will occur. Carter and col-
leagues used the term attractor stimulus in analogy to stable non-linear dynamic
systems which when perturbed aim to attain the original stable configuration. Fur-
thermore, a so-called lazy zone has been introduced in this model formulation to
indicate a region of homeostatic state rather than a point only. If the stress stimulus
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exceeds this region bone formation will occur, while if the loading is reduced such
that the stress stimulus is lower than the homeostatic region, bone resorption will
occur. The local modelling error (ψ − ψAS) drives the bone modelling simulation.

6.3 Huiskes’ Strain Energy Density Model

Huiskes and co-workers developed a continuous phenomenological model, concep-
tually similar to Cowin’s adaptive elasticity and Carter’s remodelling law, which
accounts for adaptation in shape and material properties [116]. Strain energy density
U was used as the mechanical driver and replaced the remodelling equilibrium state
from one single point by a range of mechanical stimulus values where the bone is
assumed not to adapt, i.e., Carter’s lazy zone. Huiskes and colleagues combined two
three-linear remodelling curve models for (external) geometry modelling and (inter-
nal) stiffness remodelling. The relation between surface adaptation rate and SED,
using the notation from their work, was linear as follows [116]:

d X

dt
=

⎧
⎨

⎩

C(U − (1 + s)Un), U > (1 + s)Un

0, (1 − s)Un ≤ U ≤ (1 + s)Un

C(U − (1 − s)Un), U < (1 − s)Un

(5)

with d X/dt as the rate of periosteal adaptation, s the relative width of the lazy zone,
C a proportionality constant and Un the homeostatic SED. A similar equation was
used for the variation of the elastic modulus E . This formulation was used to sim-
ulate the bone-density distribution (assuming that it is proportional to E) in a 2D
model of the proximal femur, and in a 2D stress-shieldingmodel of an intramedullary
fixation. They showed the different bone configurations for variations of stem diam-
eters, adaptation model thresholds and bonding characteristics of the implant. In
later simulations Huiskes and co-workers also assessed trabecular orientation due to
mechanical loading [115], indicating that the number and orientation of trabecular
struts may be associated with the directions of applied loads.

6.4 Turner’s Model of Dynamic Loading Stimulus

To incorporate Turner’s three rules of bone adaptation into a mathematical formula,
one must consider that peak strain rate is proportional to the frequency of the loading
waveform and strain magnitude. Assuming a simple experimental system, where a
long bone is subjected to either static or periodic cyclic loads F(t), the applied load
is given as follows [251]:

F(t) = A + B sin (ωt) (6)
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where A is the magnitude of the stationary load, 2B is the peak-to-peak magnitude
of the cyclic load, ω is the angular frequency (2 times frequency) of the cyclic load,
and t is time. If the bone is assumed to be a perfect cylinder (length = L and radius
= R) loaded in bending (i.e., F acting in L/2), the peak surface strain (at r = R) is
given by:

ε = M

E I
R = F L/4

E(π/4)R4
R = 4L(A + B sin (ωt)

Eπ R3
(7)

where M , I and E are the cross sectional moment, moment of inertia (for a circular
cross section) and the Young’s modulus of bone respectively.

The strain rate on the bone surface is found by taking the derivative of Eq. (7):

ε̇ = 4L Bω cos (ωt)

Eπ R3
(8)

The peak strain rate is proportional to ωB, the stationary load A does not affect the
strain rate. Because the peak-to-peak dynamic strain (ε) is proportional to 2B and the
loading frequency ( f ) is proportional to ω, the strain rate is proportional to f . If we
assume that the strain rate determines the tissue-level strain stimulus, an assumption
supported by experimental studies then:

E = k1ε f (9)

where E is the strain stimulus, k1 is a proportionality constant, is the peak-to-peak
strain magnitude and f is the frequency. Equation (9) gives the strain stimulus for
a sinusoidal loading waveform. However, the result can be generalized using the
Fourier method that allows any periodic loading condition (e.g., walking, running,
or experimentally applied loading) to be expanded into a series of n sine waves at
different amplitudes and frequencies. For example, the trapezoidal loadingwaveform
used byRubin andLanyon for studying bone adaptation in the avian ulna [219] shown
in Fig. 17 (left) is expanded into a Fourier series (Fig. 17 (right)). It seems a reasonable
assumption that, if a single sine wave creates a strain stimulus proportional to ε f ,
the strain stimulus from a series of sine waves is given by:

E = k1

n∑

i=1

εi fi (10)

where n = ∞. However, themajority of information in a typical Fourier series is con-
tained in the first 10–20 terms, so n = 20 may serve as a reasonable approximation.
See Turner et al. for further discussions [212, 251].

Equation (10) predicts all of the results that were discussed for Rule 1 in Sect. 2
regarding the dynamic nature of the loading stimulus.As reviewedbyTurner: Eq. (10)
demonstrates that static loads characterised by f = 0 are not affecting bone adap-
tation [219], because E = 0; it predicts that bone adaptation is proportional to the
applied dynamic strain magnitude [220] and that higher frequency loading is more
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Fig. 17 Dynamic nature of loading stimulus: (left) the trapezoidal loading waveform used by
Rubin and Lanyon [219] can be expanded into a Fourier series (right), which shows a static loading
component of about 0.75 A, a major dynamic component at 0.5Hz, and several higher frequency
components with progressively lower amplitudes. The strain stimulus from this waveform is the
sum of strain magnitude × frequency for each of these components (Eq. (10))

effective at stimulating bone adaptation. It was demonstrated, using the isolated avian
ulna model, that 2000με applied at 1Hz could reverse the effects of disuse and stim-
ulate new bone formation. According to Eq. (10), we should expect a similar response
if 100 με were applied at 20Hz. This is precisely what was observed by Rubin and
McLeod [222] when they showed that 150 με at 20Hz reversed the effects of disuse
and stimulated bone ingrowth around transcortical, porous-coated titanium implants.

Rule 2 states that extending the duration of skeletal loading does not yield propor-
tional increases in bone mass. As loading duration is increased, the bone formation
response tends to fade as if the cells become desensitized. Based on experimental
data a logarithmic relation is proposed for the bone formation response [212]:

bone formation = k2 log (1 + N ) (11)

where k2 is a proportionality constant and N is the number of loading cycles applied
to a bone during a training session. Equation (11) demonstrates that bone tissue
sensitivity to mechanical loading is proportional to 1/(N + 1). Thus, bone loses
more than 95% of its mechanosensitivity after only 20 loading cycles. Presumably,
bone cells will resensitise to loading if they are given a period of rest between loading
bouts.

The interaction between the strain stimulus (ε f ) and duration of loading (number
of loading cycles per day, N ) can be described mathematically combining Eqs. (10)
and (11) which give the following logarithmic relationship [251]:

S =
k∑

j=1

log (1 + N j )E j (12)

with E j defined in Eq. (10). k represents the number of daily loading conditions,
and N j represents the number of frequency components for each loading condition.
Ch. Turner also pointed out the relation between the more heuristically derived for-
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mula of Carter and Beaupre (Eq. (4)) in taking into account dynamic loading stim-
uli on bone adaptation. The formula proposed by Carter and co-workers is limited
because the effect of loading frequency is not taken into account. However, the idea
of the weighting factor m was an important step forward. The experimental data
clearly dictate that m should be >1; Carter and colleagues estimated m = 4.

6.5 Recent Theories of Bone Adaptation

Roberts andHart used strain energy density, alongwith other stimuli [208], including
vonMises stress, axial strain and dilatational stress, to simulate long bone alignment
of idealised shapes, described by Frost [80]. The last two were able to produce a
straightened configuration, starting with a curved solid cylinder. Simulations using
SEDand vonMises stress, on the other hand, did not obtain the desired result. The fact
that both of these quantities are always positive did not allow resorptive signals to be
specified to the tensile side, while adding bone in regions in compression. B-spline
curves were used to delimit the boundaries of cortical bone, allowing re-meshing
the geometry at each iteration, guaranteeing high quality of elements throughout the
simulation. For more details see Sect. 3 in the Ph.D. thesis of Pereira [194].

Jasiuk and co-workers utilised a similar approach to Huiskes et al. based on SED
to account for external bone adaptation in the axial loading model of the rat ulna
[42]. The proposed bone adaptation algorithm simulates surface modelling events
by iteratively calculating the nodal displacements on the periosteal surface based on
the modelling formation rate equation. This allows updating of the cross sectional
geometry and the respective moment of inertia. Utilising this procedure reduces the
surface SED at periosteal nodes until a homeostatic value is reached. The simula-
tion results were compared to changes in second moment of area about the minor
axis (
Imin/Imin) measured experimentally by Robling et al. [211] (Fig. 18). This
experimental study highlighted the advantages of separating loading periods into

Fig. 18 Comparison of the
percent change in the
minimum principal moments
of inertia Imin between the
original and adapted rat ulna
from in-silico simulations
and experiments [211].
(Imin = current
configuration;
I 0min = original
configuration; (Image
adapted from [42])
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smaller bouts and this was introduced in the in silico model by changing the stimu-
lus threshold. They also conducted a parametric study to the reference stimulus and
remodelling rate coefficient, concluding that the former regulated the area extent of
surface adaptation and the latter controlled the amount of formed bone.

Pereira et al. used the finite-element method to analyse bone adaptation responses
in the mouse tibia loading model [195]. This allowed them to take into account the
complex geometry of the mouse tibia and to calculate the mechanical fields that
result from the external application of the loads. The algorithm starts with the local
mechanical signal, i.e., the strain energy Ψ that results from an external applied load
F . The cellular response to the stimulus is denoted as Λ (i.e., effective mechani-
cal stimulus), a value ranging between −1 (resorptive response) and +1 (formation
response), with different responses being triggered if Ψ is above or below a cer-
tain threshold. The obtained local remodelling rate u̇ was considered to be linearly
proportional to the integral in time of the perceived stimulus.

The mechanosensing signal calculated at node n (periosteal or endosteal) and
time instant t , Ψ (n, t), can elicit three different discrete responses of bone activity,
Λ(n, t), dictated by the relative value of the signal compared with the apposition
and resorption limits of the homeostatic interval, ΨA and ΨR . The value of Λ is a
dimensionless quantity and can be expressed as the following set of equations [195]:

Λ(n, t) =
⎧
⎨

⎩

1, Ψ ≥ ΨA

0, ΨR ≤ Ψ ≤ ΨA

−1, Ψ < ΨR

(13)

where Λ takes positive values at time periods were the mechanical signal is above
the apposition set point ΨA. The corresponding local remodelling rate u̇ (units of
length per iteration) is linearly proportional to the integral of Λ over time:

u̇(n) = C
∫

t
Λ(n, t)dt (14)

where C is a proportionality constant (units of length per iteration). Equation (14)
indicates that the remodelling rate is higher the longer the signal stays above the
threshold (Fig. 19).

In order to account for non-local mechanotransductive signals the average at a
node n, ¯̇u(n) was calculated as the mean between the value u̇(n) and it weighted
average at the other nodes inside the zone of influence:

¯̇u(n) = 1

2

(
u̇(n) +

∫
Ω

w(r)u̇(r)dΩ
∫
Ω

w(r)

)
(15)

withweighting functionw(r) = (R − r)/R andΩ as a spherical region of integration
with centre at n (excluding its centre). The value of R was set to 150μm, the average
radius of an osteon representing the network of osteocytes over which themechanical
signal is sensed.
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Fig. 19 Schematic presentation of the relationship betweenmechanical stimulus versus bone adap-
tation response u̇: a generic tri-linear curves (different slopes indicate different modeling rates),
b tri-linear curve including an upper threshold (i.e., maximum remodelling rates of apposition and
resorption), and c on off relationship. (ψR and ψA are the apposition and resorption limits of the
homeostasis interval, i.e., the lazy zone; image adapted from Pereira et al. [195])

Fig. 20 Mechanobiological model of Pivonka and co-workers [198, 235] including mechanical
feedback based on biological regulatory functions. The mechanical stimulus is assumed to be
proportional to the strain energy density in the bone matrix (ψbm ) and the adaptive signal is the
ratio of the current loading stimulus and the habitual loading stimulus. Bone anabolic response
is taken into account via a proliferation Hill-type function πload which controls proliferation of
osteoblast precursor cells. Bone catabolic response is taken into account via a production term of
RANKL, i.e., a regulatory factor which promotes osteoclast formation. (dashed and dotted lines
represent different magnitudes of the regulatory functions)

Mechanobiological Models by Pivonka and co-workers

The last type of model considered in this section is based on a mechanobiological
feedback rather than a mechanical only feedback. Pivonka and co-workers coupled a
“bone remodelling” model of bone cell interactions with a mechanical model of bone
stiffness to formulate a mechanical feedback system [198, 235]. Notably, the bone
cell population model takes into account anabolic and catabolic regulatory pathways
such as the RANKL/RANKL/OPG pathway, TGF-β and osteoblast precursor prolif-
eration via Wnt signalling (see Sect. 4 for more details on molecular pathways). The
novelty of this approach is to use clearly defined biological regulatory mechanisms
to define the mechanostat feedback. Figure20 shows the anabolic and catabolic reg-
ulatory functions due to mechanical loading that control bone cell numbers in the
remodelling process.
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7 Conclusion

Bone adaptation due tomechanical loading is among themost comprehensively stud-
ied biological system.The close relationship between formand function is clearly evi-
dent in the design of the skeletal system of vertebrates. Many prominent researchers
including Wolff, Frost, Cowin, Turner, Lanyon, Carter, and Huiskes, among others,
have contributed to our currentmechanistic understanding ofmechanobiological reg-
ulation of bone adaptation. Particularly, the conceptual model of the mechanostat,
originally proposed by H. Frost and subsequently adapted by T. Skerry, has proven
very useful in formulating research hypotheses for loading induced bone adaptation
studies.

A variety of controlled loading models, such as those applying known strains
to turkey, rat, or mouse bones, have contributed to our knowledge of functional
adaptation. Insights from these models reveal that static loads do not play a role
in mechanotransduction and that bone formation is threshold driven and dependent
on strain rate, amplitude, and partitioning of the load. That is, only a few cycles of
loading are required at any time to elicit an adaptive response, and distributed bouts
of loading, incorporating rest periods, are more osteogenic than single sessions of
long duration. Recent development of a model in rabbits also provides potential to
examine intracortical Haversian remodelling. These parameters of loading are being
translated into feasible public health interventions that exploit the insights gained
from animal experiments. Investigators, have a range of models available to them
that are accessible, non-invasive and produce physiologically relevant responses. It
requires selection of the model to most effectively provide a valid test of hypotheses.

The attempts to decrypt the cellular processes involved in the mechanotransduc-
tion have revealed diverse signalling elements. These are delicately arranged in a
hierarchical order to orchestrate the functional adaptation of bone mass and archi-
tecture in response to mechanical loading. ATP, calcium, PGE2, and NO are released
in an acute setting to initiate the downstream chain reactions that employ oestrogen
receptors and modulate expression of RANKL, Wnt, and sclerostin. The advance-
ment in our knowledge has enabled the clinical trials of a new medical treatment
such as Romosozumab and there will be more to come in the future.

Children and adolescents have greater potential to adapt their skeleton in response
to physical loading. The peri-pubertal stage of maturation is the optimal period in
which the skeleton is most accessible to structural adaptation. Experimental loading
studies show that static or isometric exercises elicit minimal skeletal response, but
repetitive cyclical loads, including a range of strain magnitudes and directions (such
as running and jumping) provide the most effective stimulus. Because relatively few
cycles of loading elicit an adaptive response, disseminated bouts of loading with
interspersed rest periods will activate a greater response than fewer sessions of long
duration. These principles have been transformed into practical public health pro-
grams that have improved the mass and strength of the skeleton in children and
adolescents. Both human and animal studies provide strong evidence that the struc-
tural adaptations also persist in to adulthood, where they will reduce the fracture
risk.
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Many in silico models of bone adaptation have been developed over the past
30 years with the aim to predict bone modelling and remodelling responses due
to mechanical loading. These models are based on a “Wolff’s law”−type algorithm
that computes bone density or porosity as a function of the applied mechanical loads.
This adaptation algorithm ultimately optimises bone density similar to topological
optimisation problems in materials engineering.

It can be anticipated that our understanding of themechanostat and themechanobi-
ological regulatory factors involved in mechanosensation and desensitisation will
continue to evolve in the next years. Ultimately sports scientists, physiotherapists,
clinicians and surgeons will be able to control bone mass based on a precisely pre-
scribed physiological exercise regimen that is based on in silico patient specific
models. These models may also provide insights into combined therapies of physi-
cal exercise and pharmaceuticals in order to manipulate bone cells in a targeted, i.e.,
site and individual specific manner.
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Application of Disease System Analysis
to Osteoporosis: From Temporal
to Spatio-Temporal Assessment of Disease
Progression and Intervention

Silvia Trichilo and Peter Pivonka

Abstract Osteoporosis (OP) is a progressive bone disorder regarded as an impor-
tant worldwide health issue. OP is characterised by a slow reduction of the bone
matrix and changes in the bone matrix properties. Novel drug treatments are con-
tinuously developed to reduce the risk of bone fractures. Assessing the effects of
novel and existing treatments on OP can be challenging. This is due to the difficul-
ties of establishing the effects of the drug on the disease progression as reflected in
the slowly changing bone mineral density (BMD). In recent years, our understand-
ing of the pathophysiology of OP has considerably improved. Biomarkers reflecting
bone physiology have been identified at the cellular, tissue and organ levels. Cellu-
lar biomarkers reflect the dynamics of bone remodelling (i.e., bone formation and
resorption) on a short time scale. On the other hand, tissue and organ scale bio-
markers show changes of BMD and bone structural arrangements on a larger time
scale. Biomarkers can be used to characterise bone remodelling and to quantify the
effect of the drug on OP. Recently, the concept of disease system analysis (DSA) has
been proposed as a novel approach to quantitatively characterise drug effects on dis-
ease progression. This approach integrates physiology, disease progression and drug
treatment in a comprehensive mechanism-based modelling framework using a large
amount of complementary biomarker data. This chapter will provide an overview
of the use of DSA to characterise drug effects on OP. We will review classical
(i.e., non-mechanistic) pharmacokinetic-pharmacodynamic (PK/PD) models used
to study drug dose-effect responses. Latest mechanistic bone remodelling models
will be presented together with the study of the effect of the drug denosumab on
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disease progression in postmenopausal osteoporosis (PMO). Finally, we will pro-
vide an outlook on how to extend the temporal mechanistic model towards a spatio-
temporal description.We conclude that the development of fully mechanistic disease
systemmodels ofOP has great potential to adequately predict the long-term effects of
drug treatments on clinical outcomes. This may provide a means for patient-specific
estimation of bone fracture risk.

1 Introduction

The objective of this chapter is to introduce the theoretical framework of disease
system analysis (DSA) to analyse disease progression and therapeutic interven-
tion in osteoporosis (OP). Firstly, we will introduce the classical pharmacokinetic
(PK), pharmacodynamic (PD) and pharmacokinetic-pharmacodynamic (PK/PD)
modelling approaches in the context ofOP and drug interventions. The PK/PD frame-
work will then be expanded towards DSA allowing for the classification of disease
status and progression, together with assessment of various drug interventions. Two
types of models will be discussed: (i) the one treating the symptoms of a disease and
their response to the treatment directly, i.e., without consideration of the underlying
biological system; (ii) the one treating the disease progression as a turnover model
allowing the distinction between the disease progress and the effects of the drug on
the disease status. Based on the limitations of current DSA models of OP, we intro-
duce a comprehensive mechanism-based disease progression model. Key variables
in this model are: bone cells concentrations (active osteoblasts, active osteoclasts and
their precursor cells); cell-cell signalling pathway (RANK-RANKL-OPG pathway);
hormonal (PTH) and local (TGF-β) regulatory factors; mechanical strains both at
the macroscopic level of cortical and trabecular bone and at the microscopic level
of the extra-vascular bone matrix. The latter variable provides the ability to account
for the biomechanical feedback coming from osteocytes. Subsequently, this model
is used to investigate postmenopausal osteoporosis (PMO) and its treatment with
the anti-catabolic drug denosumab. Finally, we will provide an outlook on how to
extend temporal models of bone remodelling to spatio-temporal models, a necessary
prerequisite to accurately estimate the risk of bone fracture.

OP is a progressive disease characterised by fractures of spine, hip andwrist as pri-
mary clinical manifestations. It is a major health problem in the society placed along-
side diseases such as breast cancer, cardiovascular diseases and diabetes mellitus
when considering prevalence, lifetime risk and socio-economical impact [76, 143].
Most often, OP is diagnosed only after a fracture occurs, it is therefore referred to as
silent disease. Because of its importance, many researchers are currently studying to
understand the origin of the disease and to find effective treatments [13]. New drugs
are continually being developed and trialled on animals, only the most promising
ones are then tested on humans. Drug efficacy and safety are usually assessed using
biomarkers. In general, biomarkers can be divided into two categories: site-specific
and non-site specific. The former category allows to assess bone mineral density
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(BMD) and bone quality at a particular bone site using X-ray imaging technologies.
The latter category, also referred to as bone turnover markers (BTMs), allows to
assess the activity of bone cells in the entire body by measuring bone molecular
product concentrations in blood and/or urine [23].

Several scientific communities have approached the problem of OP aiming to
better understand the deterioration of bone mechanical properties, to predict bone
fracture risk and to quantify the effects of drugs on disease progression. The approach
taken by materials, structural mechanics and biomedical engineering researchers is
based on the development of deterministic methods including experimental testing
techniques (e.g., mechanical characterisation and imaging-based methods) and com-
putational models assessing bone mechanical behaviour at different scales [177].

On the other hand, the approach taken by clinical researchers investigating drug
efficacy and safety is mainly based on the use of statistical methods, including ran-
domised controlled trials (RCTs) [91]. The development of new drug treatments,
however, is challenging. The trials require a large cohort of patients, due to the
necessity of establishing a statistically significant anti-fracture benefit, and are long
in duration, due to the slow progression of the disease.

Finally, basic bone scientists are concerned with the development of animal
models (including genetically engineered animals) in order to investigate intra- and
inter-cellular aspects of bone diseases and interventions [71]. This approach has
significantly improved the knowledge of the bone physiology and the underlying
mechanisms of OP. In particular, a number of biomarkers reflecting different aspects
and levels of bone physiology and disease are now available.

DSA is a promising methodology which combines all the insights gained from
these different but complementary approaches, via computational modelling. DSA
aims to include the major signalling mechanisms and the experimentally observable
results (e.g., temporal or spatio-temporal data on biomarkers) in order to create a
mechanistic view of the underlying bone physiology and disease progression. Purely
experimental approaches establish statistical correlations between individual risk fac-
tors and disease progression biomarkers. Mechanism-based models instead, allow
for the integration of different factors into a comprehensive model of bone remod-
elling, providing a more holistic view of the disease progression and the effect of
interventions. Moreover, once that the computational model has been developed, it
can either be used to predict outcomes or as hypothesis generating tool to design new
experiments [120].

Traditionally, PK/PD modelling was used to characterise the time course of a
drug effect with the primary objective of optimising the dosing regimen and the
delivery profile. Recently, PK/PDmodels have also been applied in the drug develop-
ment process [41, 124]. The approach of conventional PK/PD models is descriptive,
empirical and driven by a large amount of data. Due to their nature, these models
are not able to predict clinical responses beyond the data which they are based on.
For this reason, mechanism-based PK/PD models have been developed [41, 126,
147]. These are more sophisticated models which take into account the underlying
mechanisms of a pathology and the action of the drug, with the aim of characterising
the intermediate processes between the drug administration and the drug effect. This
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characterisation relies on biomarker data and on two categories of parameters: the
ones describing the properties of the drug (e.g., affinity and target activation) and the
ones describing the properties of the biological system [40, 41, 124]. The separa-
tion between drug and system is crucial for the prediction and the extrapolation of
treatment effects, in particular when the model takes into account disease-modifying
agents that specifically target the underlying time course of the disease.

Nevertheless, both PK/PD and DSA models have had, so far, limited success
in predicting fracture risk in osteoporotic subjects. Potential limitations of these
approaches can be the non-detailed modelling of the underlying mechanical proper-
ties of bone, and the use of temporal assessment alone to study the effects of anti-
catabolic and anabolic drugs on bone biomarkers. With the continuous improvement
of bone imaging technologies, however, different spatial regions can be distinguished
in bone and local BMD or bone volume (BV/TV) can be monitored. Given that bone
structural properties strongly depend on the spatial distribution of BV/TV, under-
standing the effects of drugs on spatial changes is critical.

Here we will present our group effort over the past years to incorporate bone
mechanical behaviour in mechanism based PK/PD models and extend the DSA
approach to spatio-temporal models. In Sect. 2 we introduce the basic principles of
bone physiology including: (i) a summary of the hierarchical structure of bone mate-
rial; (ii) the mechanical and physiological function of bone modelling and remod-
elling; (iii) the major cell-cell signalling pathways; (iv) the mechanical and hormonal
regulatory factors controlling bone homeostasis. In Sect. 3 we introduce the notion
of bone biomarkers which provide the signature of a particular bone in terms of bone
mass and turnover. The latter parameter indicates the amount of bone replaced in a
certain period of time and can be used in the characterisation of bone homeostasis and
bone diseases such asOP. Biomarkerswill be discussedwith respect to their catabolic
or anabolic characteristics. BMD is discussed with respect to different measurement
technologies. In Sect. 4 we discuss bone pathologies, in particular age-related bone
loss and OP. Diagnosis and currently available treatment options are also described
in this section. DSA in the context of conventional PK/PD models is reviewed in
Sect. 5, introducing the notion of linear and asymptotic disease progression models
together with symptomatic and protective disease interventions. In Sect. 6 we extend
the concept of PK/PD modelling in bone with respect to mechanism-based PK/PD
models and we introduce the bone remodelling model by Pivonka et al. [121] and
extensions thereof. This mechanistic PK/PD model contains specific expressions of
signalling pathways, hormones and growth factors that allow to quantitatively char-
acterise processes and interactions from the drug administration to its effect. As an
example, we show the effect that the anti-catabolic drug denosumab has on PMO.
Finally, in Sect. 7 we provide a summary of the chapter with future directions in the
application of DSA in OP research with emphasis on spatio-temporal modelling.
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2 Relationship Between Structure and Function of Bone:
An Overview

2.1 Bone Structure and Function

Material Characterisation: Organic/Inorganic

The skeletal system is a major constituent of the human body. It is an extensive
connective tissue composed of bones, tendons, ligaments and cartilage. Bone is a
dynamic living tissue which refers to a family of materials with different structural
motifs, but all having in common the mineralised collagen fibril as the basic building
block [170]. These materials have evolved to fulfil a variety of mechanical functions
for which the structures are fine-tuned and adapted. Bone structure is highly complex
and it canbedescribedbyup to sevenhierarchical levels of organization (Fig. 1) [129].
The basic building block of bone, i.e., the mineralised collagen fibril, is composed of
three major components. The first component is the organic part, mainly composed
of Type I collagen present in the structural form that can also be found in skin, tendon
and other soft tissues. Collagen constitutes the main component of the osteoid matrix
(with proteoglycans and non-collagenous proteins forming additional constituents)
into which, and in some cases onto which, the mineral forms. The second component
is the bone mineral, which represents the inorganic part of bone tissue composed of
dahllite, also known as carbonated apatite (Ca5 (PO4,CO3)3 (OH)). Water repre-
sents the third component. During the biological process of bone remodelling (see
also Sect. 2.2), osteoblasts and osteocytes assemble these three components into an
ordered structure known as mineralised collagen fibril.

Cortical and Trabecular Bone

Based on morphological structure, mechanical properties and metabolic functions,
two types of bone can be distinguished: cortical and trabecular (Fig. 1). Cortical or
dense bone forms the outer shell of bones. It consists of layers of bone (i.e., lamellae)
organized around a central canal in which blood vessels, nerves, connective tissue
and lymphatic vessels are found. This functional unit is referred to as Haversian
system or osteon. Approximately 80% of the skeletal mass is cortical bone. On the
other hand, trabecular or cancellous bone consists of an interconnected network of
struts and plates. Pore spaces within this network are filled with blood vessels, nerves
and bone marrow. Trabecular bone is found at the distal end of long bones, in short
bones, in the inner surfaces of flat bones and in irregular bones such as vertebrae.
Approximately 20% of the skeletal mass is trabecular bone.

Bone Mechanical Properties, Bone Quality and Fracture Risk

Cortical bone is a dense calcified tissue having high resistance to bending and tor-
sion. It provides mechanical strength and protection to vital internal organs and
bone marrow. Cortical bone also forms the basis for muscles attachment, supporting
locomotion. On the other hand, trabecular bone is less dense and composed of thin
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Fig. 1 Hierarchical structure of bone: from whole organ scale (cortical and cancellous bone) to
cylindrical arrangements in osteons and features of bone quality (composition and arrangement of
mineralised collagen fibrils, size of bone mineral crystals, collagen molecules and non-collagenous
proteins)

trabeculae which form a robust 3D structural framework with elastic properties. It
contributes to provide mechanical support, particularly in bones such as vertebrae,
femoral head and neck. Due to its high turnover rate, trabecular bone has a major
function in metabolic processes serving as a reservoir of calcium and phosphate for
the maintenance of mineral homeostasis (see also Sect. 2.2). Cortical bone instead,
is involved in metabolic processes only in situations of severe or prolonged mineral
deficit [58, 87, 150].

In order to determine the biomechanical function of bone, mechanical testing is
commonly applied. Traditional mechanical testing provides detailed information on
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the whole-bone mechanical properties and on the properties of the matrix material,
however, it does not reveal local failure characteristics. High correlation has been
established between the elastic properties of bone and its density [27]. Utilising mul-
tiscale modelling techniques based on micromechanics, it is now possible to link
individual bone constituents in a hierarchical way so that anisotropic elastic prop-
erties of bone can be predicted [60]. A correlation has also been shown between
bone strength and bone density [27]. However, computational prediction of bone
strength is challenging because of the non-linear and inelastic material behaviour
of bone tissue. Bone failure is a complex process that depends on: (i) the applied
loading regimen (uniaxial vs. multiaxial); (ii) the loading rate (static vs. dynamic);
(iii) the structural and material properties. When exposed to a slow and monotonous
loading condition, bone initially deforms elastically. After reaching the yield limit,
the deformation becomes inelastic. Close to the ultimate load (i.e., maximum struc-
tural load) high local deformations occur, together with local growth and propagation
of microcracks that eventually lead to a macroscopic failure [103]. Another impor-
tant quantity characterising bone resistance to failure is the bone toughness, i.e., the
integral of the stress-strain curve in the post elastic regimen [134]. During ageing,
bone becomes more brittle due to the loss of ultrastructural water in the bone matrix
that significantly reduces bone toughness [113]. Furthermore, anti-resorptive drug
treatments have been associated with increased brittleness of bones [153]. Although
some work has been done to clarify the characteristics of bone failure, fundamental
knowledge on how failure originates within trabecular and cortical bone is still lack-
ing. However, to be able to estimate the fracture risk of a specific patient, a detailed
understanding of bone failure behaviour is essential.

The emergence of accurate and precise bone densitometry over the last two
decades resulted in bone density becoming a primary target in the diagnosis and
monitoring of OP. Bone strength and fracture risk are generally assessed by mea-
suring BMD. Although large population studies demonstrated a strong correlation
between bone density and bone mechanical properties of trabecular bone [149, 164],
bone mechanical properties also depend on the architecture and the intrinsic material
properties of the tissue [25]. In fact, the risk of fracture in a 75year old woman is 4–7
times higher than the risk of fracture in a 45year old woman having the same bone
mass [68]. This demonstrates that bone fragility is not determined by bonemass only.
In agreement with this idea, it has recently been observed that all the anti-resorptive
treatments forOP have about the same fracture efficacy, although there is a seven-fold
difference in their effect on BMD. Consequently, it is difficult to achieve an accu-
rate assessment of bone fracture risk in a clinical environment solely on the basis
of bone densitometry. Other factors such as bone microarchitecture, bone turnover
(i.e., proportion of bone replaced in a certain unit time, usually expressed as %/year),
microcrack and microdamage distributions and bone matrix material properties also
have important roles. All these factors, together with BMD, are often referred to as
bone quality [25]. In the following, two factors of bone quality, i.e., bone turnover
and degree of mineralisation of bone tissue, will be discussed in the context of bone
physiology and pathology.
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2.2 Bone Physiology

Bone has multiple functions within the body. Among these, the most important one
is to enable locomotion by providing support to muscles, ligaments, tendons and
joints. To carry out this function, bone needs to maintain structure and strength with
minimal weight. Bone also provides a readily accessible store of calcium to support
calcium homeostasis. Other roles of bone include: providing a protected environment
for bone marrow, providing support for a haematopoietic stem cell niche [26], acting
as an endocrine organ regulating energy metabolism potentially via osteocalcin [31].

Bone Modelling and Remodelling

To accomplish all its functions, bone needs several cellular mechanisms. To meet
the biomechanical demand, for example, bone requires a control system able to
detect bone strain and/or other mechanical quantities (e.g., hydrostatic pressure and
fluid flow) andmicrodamage. Signalling systems inducing a reparative response, i.e.,
inducing bone resorption to remove damaged bone and bone formation to replace it
with new one, are also needed [80]. The main processes by which bone is able to
continuously adapt and renew in response to biomechanical and metabolic demands
are bone modelling and bone remodelling.1

Bone modelling refers to the process in which bone formation and bone resorp-
tion occur at spatially distinct sites [7, 72]. It shapes skeletal elements and ensures
the acquisition of the appropriate bone morphology and mass during growth. Bone
modelling occurs at a low rate throughout life. It is required for both bone repair
and bone adaptation to mechanical loading, being the latter in control of the size,
structure and shape of bones.

On the other hand, bone remodelling refers to the process of bone renewal in
which bone resorption and bone formation occur spatially at the same site and turn
bone tissue over at regular intervals. In remodelling, bone resorption and formation
are coupled, occurring in packages of cells along specific sites on the same bone
surface. This warrants that old bone sites that have been resorbed will be filled with
newbone.While bonemodelling predominantly occurs in the growing skeleton, bone
remodelling occurs throughout life. Moreover, bone remodelling has been suggested
to regulate calcium and phosphorus homeostasis and to repair microcracks.

Bone Cells in (Re)modelling

To translate local mechanical and autocrine/paracrine biochemical signals into tai-
lored bone remodelling responses, certain requirements need to be fulfilled. Less
structurally important bone, for example, should be targeted for calciummobilization
during times of high calcium demand [93]. To achieve all the diverse requirements,
three bone cell types are present in bone microenvironment:

1Following the notation of L. Lanyon we will use (re)modelling to denote both modelling and
remodelling.
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Osteocytes reside within the bone matrix. They interact with the surrounding bone
matrix and communicate to adjacent osteocytes via a dense and interconnecting
canaliculi network which contains osteocyte cell processes. Osteocytes orches-
trate the detection and the response to microdamage, fracture, and changing bone
strain. They represent about 90% of all bone cells [84].

Osteoblasts are cells of mesenchymal origin which line the surface of bone. They
form bone by progressive bone matrix deposition and subsequent mineralisa-
tion. Cells of this lineage have receptors for parathyroid hormone (PTH), 1,25-
dihydroxyvitamin D, and a number of local regulatory factors [136]. After
completing the bone formation process, these cells can either undergo apopto-
sis (i.e., cell death), remain on the newly formed bone surface and become lining
cells, or be trapped in the bone matrix and further differentiate into osteocytes.

Osteoclasts are large multinucleated cells of haematopoietic origin able to resorb
bone. Adhering to bone surface, they secrete acid to demineralise bone and prote-
olytic enzymes to break down the collagenous bone matrix [22, 165]. Osteoclasts
are typically unable to respond directly to pro-resorptive hormones and require
the presence of osteoblasts to locally regulate their differentiation and activity.

Communication between osteocytes, osteoblasts and osteoclasts enables a spatio-
temporal coordinated response to both physiological and pathological demands via
the integration of multiple catabolic and anabolic signals. Bone cells are organised
into clusters named basic multicellular units (BMUs) by Frost who was the first to
describe them as the basic functional unit of bone remodelling [44, 50, 51]. In a
normal adult skeleton, there are about 1.7 · 106 BMUs [50, 52, 169]. At the front
of a BMU, osteoclasts dissolve the bone matrix creating a resorption cavity (also
known as cutting cone). Towards the rear of a BMU, osteoblasts secrete osteoid,
an organic matrix of collagen fibres gradually refilling the resorbed cavity. This
organic matrix becomes gradually mineralised and forms new bone (Fig. 2). The
osteoid mineralisation process is believed to be partly regulated by osteoblasts and
osteocytes. In cortical bone, BMUs proceed through the bulk of the tissue leaving
new secondary osteons in their wake. Osteons are cylindrical tissue structures having
a diameter of about 100–200 µm, have a length of up to 10mm and are aligned with
the main loading direction [85, 159, 160]. In trabecular bone, BMUs proceed along
the surface of plates and struts, forming hemi-osteons or trenches of new bone tissue
about 60–70 µm deep [159].

Since trabecular bone remodelling operates on bone surface, it can be associated
with either negative bone balance (net bone loss) or positive bone balance (net bone
gain). In cortical bone the situation depends on the mode of remodelling: if a new
Haversian canal (type I osteon) is created, the remodelling process always implies
net bone loss; if a pre-existing Haversian canal (type II osteon) is used, net bone
gain occurs if the diameter of the Haversian canal is reduced by the passage of the
BMU [116, 135]. The exact proportion of type I over type II osteons in cortical bone
remodelling is controversial, in fact, vascular channels increase with age [116], but
age-related bone loss is due to increased pore area rather than increased pore density
[167].



70 S. Trichilo and P. Pivonka

OsteoblastOsteoclastBone matrix RANKL RANKOPGLining cell

OCp
precursor

OCa
active

OBa
active

OBp
precursor

OBu
uncommitted

Activation
phase

Resorption
phase

Reversal
phase

Formation
phase

Quiescent phase

Fig. 2 Bone remodelling andBMUon a trabecular bone surface: bone lining cells retract from bone
surfaces and form a closed canopy over the remodelling site (activation phase), osteoclasts remove
bone (resorption phase), bone surface is prepared for bone formation (reversal phase), osteoblasts
form bone matrix (formation phase) and eventually either undergo apoptosis, become enclosed in
bone to develop into osteocytes or differentiate into lining cells (return into a quiescent phase)

Dynamic histomorphometry techniques, such as tetracycline labelling and
radionuclide imaging, have considerably helped in the elucidation of kinetic proper-
ties of matrix apposition and cell development within BMUs [69, 70, 118]. Whilst
trabecular bone exhibits the same sequence of surface activation, resorption and
formation, its three-dimensional organisation is difficult to visualise from two-
dimensional histological sections. Latest imaging techniques apply synchrotron radi-
ation (SR micro-CT) to visualize the morphology of 3D osteonal structures ex vivo
[33]. Phase-contrast agents have been used in combination with SR micro-CT to
visualize osteonal structures in vivo [59].

Cell Signalling Pathways and Regulatory Factors (Mechanical, Hormonal,
Local)

Catabolic pathway: RANK-RANKL-OPG

Bone resorption is regulated via the integration of multiple pro- and anti-resorptive
stimuli with convergence of output into a dominant mediating pathway. Cells of
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the osteoblast lineage integrate hormonal, mechanical and pathological signals that
change their expression of the cytokine receptor activator of nuclear factor kappa-
B ligand (RANKL) [82, 176] and its inhibitor osteoprotegerin (OPG) [157, 168].
RANKL is either expressed as a membrane bound cytokine or released in a solu-
ble form by cells of the osteoblast lineage. Osteocytes, osteoblasts and osteoblast
precursors can express RANKL and currently there is some controversy regarding
which predominate. Apparently, selective knock-down of RANKL in osteocytes pro-
duces a moderately severe osteopetrosis in mice, indicating that osteocytes have a
significant role as source for RANKL [108]. RANKL binds to its receptor RANK
(receptor activator of nuclear factor kappa-B) expressed on the surface of osteoclast
precursor cells. The RANKL-RANK binding induces intracellular signalling path-
ways driving the differentiation into an osteoclast phenotype, activating osteoclastic
bone resorption and increasing osteoclast survival (Fig. 3a) [107]. OPG is a decoy
receptor for RANKLnaturally secreted by cells of the osteoblast lineage and involved
in the regulation of the resorption process. OPG, in fact, binds to RANKL to pre-
vent its association with RANK. Consequently, osteoclast differentiation and activity
are inhibited and osteoclast apoptosis is promoted (Fig. 3b). Therefore, if RANKL
expression exceeds OPG expression, bone resorption is promoted, vice versa, if OPG
expression exceeds RANKL expression, bone resorption is inhibited (http://www.
rankligand.com/).

Pro-resorptive hormones, such as PTHand calcitriol, increaseRANKLexpression
within bone and decrease the OPG one, leading to increased bone resorption. These
hormones and other local regulatory factors bind to their own specific receptors
expressed on osteoblasts and activate signalling pathways leading to an increased
RANKL expression. On the other hand, bone protective agents such as estradiol and
testosterone tend to increase the expression of OPG relative to RANKL, reducing
bone resorption [67, 101]. Local regulatory factors such as PTHrP, IL-1 and TNF-α
increase the expression of RANKL on cells of the osteoblast lineage in case of
pathological bone loss related to cancer (PTHrP) or inflammation (IL-1 and TNF-α).
Local regulatory factors such as mechanical signals, on the other hand, alter RANKL
and OPG expressions in a spatially restricted manner. Reduced bone strain and the
presence of either microfractures or fatigue damage increase the RANKL/OPG ratio,
while increased bone strain tends to decrease the RANKL/OPG ratio via osteocytes
[81].

While RANKL-RANK signalling is necessary and dominant in the regulation of
bone resorption, other modulating molecules can directly signal osteoclasts to mag-
nify or diminish their response to RANKL. Inflammatory cytokines, for example,
can enhance the osteoclast response [83]. In contrast, the systemic hormone calci-
tonin inhibits (reversibly) the osteoclast response via the activation of the calcitonin
receptor onmature osteoclasts [28]. In addition, there are other sources of RANKL in
bone that tend to contribute to the regulation of bone resorption during disease. Acti-
vated T-cells, in particular, secrete RANKL and can induce bone resorption during
infection or chronic inflammation [166].

http://www.rankligand.com/
http://www.rankligand.com/
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Fig. 3 Role of the
RANK-RANKL-OPG
pathway in
osteoclastogenesis:
osteoblasts express RANKL
on either cell surface or in
soluble form (shown here).
a Osteoclastogenesis is
promoted by osteoblasts via
the RANKL-RANK binding
which induce osteoclast
precursor cells to
differentiate into active
osteoclasts.
b Osteoclastogenesis is
inhibited by osteoblasts via
the production of OPG which
blocks RANKL-RANK
interactions [22]
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Anabolic Pathway: Wnt Signalling

The Wnt family of growth factors, together with their receptors, co-factors and
inhibitors, represent one source of regulation of both the mesenchymal stem cell
lineage commitment and the osteoblast precursors population. There is evidence that
mature osteoblasts can secreteWnt that in turn acts on earlymesenchymal precursors
to induce differentiation in the osteoblast lineage [7]. However, the understanding of
the Wnt action is complicated due to the presence of 19 Wnt ligands, 10 Wnt recep-
tors andmultipleWnt receptor co-factors and inhibitors [77]. Another contribution to
lineage commitment for osteoblast precursors may come from bone morphogenetic
proteins (BMPs), a group of growth factors produced by osteoblast lineage cells and
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sequestered in bone matrix [1]. However, it is difficult to separate this action from
their differentiation activity. During the inflammation typical of fracture repair, the
transient exposure to TNF-α may also influence the commitment of mesenchymal
stem cells to the osteoblast lineage [95].

Association Between Bone Remodelling and Bone Mineralisation

The measurement of the degree of mineralisation of bone (DMB), also known as
tissue mineral density (TMD), is relatively recent compared with the assessment of
bone vascular porosity. Themost accurateway to assessTMD ismicroscopically (i.e.,
at the bone matrix level) using high-resolution imaging techniques. This approach
translates the linearX-ray attenuation coefficient for a given beamenergy in grey level
values in the 3D reconstructed micro-CT or SRmicro-CT images [112, 139]. The X-
ray attenuation depends on thematerial composition and in a bone sample it is related
to themineral component of the bone. The amount ofmineral per unit volume of bone
matrix

(
in g/cm3

)
in a bone sample can be estimated using a calibration technique

based on phantoms of known compositions. These calibration phantoms can either
be solid and made of different concentrations of calcium hydroxyapatite (CaH A)
or liquid and made of homogeneous solutions of water and different concentrations
of dipotassium hydrogen phosphate (K2HPO4) [109]. The distribution of the grey
levels within different regions of interest (ROIs) can be obtained from the histogram
of the bone images normalized by the total volume (TV).

TMD has been directly associated with bone mechanical properties either at the
bone structural unit level [150, 161] or at the whole bone tissue level [38, 39, 47].
Moreover, TMDhas also been associated with the bone remodelling activity (Fig. 4a)
[4]. According to the model recently developed by Bala and co-workers, an increase
in bone remodelling leads to an increase of BMUs birthrate and to a decrease in TMD
related to the lower probability to complete the secondary mineralisation, being the
latter a slow phase of mineralisation which can take up to several years with a large
fraction completedwithin one year [3, 18, 140, 141]. In case of hyperparathyroidism,
for example, the proportion of bone structural units (BSUs) undergoing primary
mineralisation decreases, the mean TMD decreases and its distribution broadens
(Fig. 4b). The opposite occurs when the remodelling activity is low or reduced due to
drugs and/or pathologies (Fig. 4b). In this case, the different BSUs have more time to
complete mineralisation before being resorbed in a further remodelling event [16].
As a consequence, the proportion of bone highly mineralised maximally increases
and its distribution becomes more homogeneous, the mean TMD increases and its
distribution narrows [19, 137]. This conceptual model has been widely validated by
the observation of pathologies and drugs altering remodelling activity.

In normal bone, the evolution of TMD with age has been widely studied and the
overall result is the absence of correlation with age.More generally, it has been found
that the TMDmean was age, sex, race, bone site and bone envelope independent and
that the inter-individual variation was low [8, 11, 17, 48, 138]. However, some
studies revealed a positive correlation between TMD and age [49, 138, 163]. This
discrepancy may have several causes. Among these, one example is the fact that
most of the samples were collected at the autopsy or drawn from anthropologic
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Fig. 4 Bonemineralisation and bone turnover: a the degree of TMD is regulated by the rate of bone
turnover, higher turnover rates lead to lower TMD and vice versa. b Bone diseases characterised by
high bone turnover rates (e.g., primary hyperparthyrodism) lead to a decreased TMD, anti-catabolic
drugs (e.g., Alendronate) inhibit bone turnover and result in increased TMD,modified from [4] with
permission

collections with few medical history details. Moreover, anthropologic collections
comprised specimens from populations in the ninetieth century (before the industrial
revolution) which are not representative of our modern population [11]. Another
cause of the discrepancy can be that age classes are often not well balanced, with
fewer individuals in both youngest and oldest categories. Furthermore, most of the
results are reported on iliac crest samples because they are easier to collect. However,
even if data suggest that changes in the iliac crest are correlated to the changes in
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other bone sites with a mixture of cortical and trabecular bone, e.g., femoral neck
and vertebral bodies [42, 127], extrapolations to the femoral shaft are limited. In
fact, the differences between femur and iliac crest are striking: the femur is a weight
bearing bone, entirely cortical and a site of osteoporotic fracture, all characteristics
that are absent in the iliac crest. Another cause of discrepancy can be the fact that
most of the studies investigated the cortical bone as a homogeneous bulk, masking
the radial and circumferential regional inhomogeneities. A recent study highlighted
that the DMB assessed in the femoral midshaft using SR micro-CT decreased from
the periosteal to the endosteal surface [144]. Further investigations regarding spatial
inhomogeneities of TMD are required.

3 Biomarkers Characterising Mass, Quality
and Turnover of Bone

Currently, there is no standard practice tomonitor patients receiving treatment forOP.
Repeated dual-energy X-ray absorptiometry (DXA) is a diagnostic test commonly
used to assess the change in BMD following a therapeutic intervention. However,
this technology has several limitations such as long time interval between two con-
secutive BMDmeasurements (6–9 months are needed to be able to detect changes in
BMD), limited access to the DXA machine, elevated cost of the technology and low
correlation between BMD monitoring and fracture risk estimate. A recent review
pointed out that BTMs measuring bone resorption and formation may offer an alter-
native monitoring strategy [61]. Some advantages that BTMs have over DXA in
monitoring the response to OP therapies are, for example, their non-invasive nature,
their relatively cheap cost and the capability to detect changes in bone turnover rates
after 3–6 months of therapy and in some cases already after 2weeks.

More generally, these clinical quantities used to characterise OP and therapeutic
interventions can be divided in two groups: specific biomarkers and non-specific
biomarkers. Specific biomarkers such as BMD are specific to a particular bone site
(e.g., femoral neck, lumbar vertebra, wrist) and reflect the effects of disease and
treatment as changes in BMD over time. On the other hand, BTMs are non-specific
biomarkers as they reflect bone remodelling activities in the whole skeleton and, as
such, they are not specific to a particular bone site. In the following, we will review
the use of these biomarkers in the context of OP and various therapeutic interventions
having in mind to use these quantities for DSA.

3.1 Bone Structure and Bone Mineral Density

Imaging is essential to the evaluation of bone and joint diseases. In this context, many
studies were conducted in order to find non-invasive analytical techniques to quantify
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the changes occurring in bones and joints over time, both in health and disease
[103]. Several methods are used to measure BMD at different skeletal sites, such as
ultrasound, radiographic absorptiometry, dual photon absorptiometry, quantitative
computed tomography (QCT), quantitative ultrasound and DXA [37, 76, 174]. The
application of a particular technique depends on the accessibility of a particular bone
site. In particular, latest high resolution QCT (HR-pQCT) techniques can mainly be
applied at sites of the peripheral skeleton such as wrist and proximal tibia.

The gold standard in clinical practice for the assessment of BMD is DXA, which
measures the mineral content of bone per unit area

(
in g/cm2

)
involving a low radi-

ation exposure. The most relevant sites for the clinical assessment of the fracture
risk using DXA are the spine (predominantly trabecular), the hip (mixed trabecular-
cortical) and the wrist (predominantly cortical), and are routinely assessed using this
technology tomonitor the changes in BMD [173, 174]. Onemajor drawback of DXA
is that cortical and trabecular bone cannot be distinguished. DXA calculates BMD
using a projected areal density (i.e., 2D image) and it does not measure a true density
[158]. Hence, the quantification of bone structure, material composition or cortical
porosity is not possible with this technology.

HR-pQCT is an imaging technique that allows to better understand bone and joint
diseases at themicroarchitectural level. It provides high resolution 3D images (82µm
isotropic voxel size) using a relatively low radiation dose (3–5 µSv) compared to
total body CT scans [56]. With this technology, properties and microarchitecture
of cortical and trabecular bone can be analysed separately. It also allows the in
vivo assessment of the spatial distribution and dimension of cortical bone erosions.
Furthermore, micro-finite element analysis (micro-FEA) can be performed on HR-
pQCT data to calculate bone mechanical properties at the distal sites of the skeleton
(i.e., distal radius and distal tibia). HR-pQCT can also be used to evaluate patient
specific drug effects on bone.

BMD and structural parameters of bone such as trabecular thickness (Tb.Th)
and trabecular numbers (Tb.N) are specific biomarkers that can be used to assess
the changes in bone microarchitecture due to OP. One example of specific bone
biomarkers is shown in Fig. 5a where micro-CT reconstructions of biopsy specimens
of the iliac crest at baseline (left) and after three years (right) clearly show that both
cortical and trabecular bone become thinner and connectivity is lost with the disease
progression in an untreated patient [150].

3.2 Bone Turnover Markers

BTMs characterise the dynamic activity of bone cells via measurements of their bio-
chemical concentrations in blood, serum or urine. BTMs are defined as non-specific
biomarkers of bone because they provide information related to the whole body as
opposed to site-specific information on a particular bone site. For this reason, the
effectiveness of a particular treatment needs to be evaluated carefully. BTMs can be
distinguished in three different types according to their relation to bone (re)modelling
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Fig. 5 Biomarkers reflecting bone physiology: a specific biomarkers such as BMD, Tb.Th and
Tb.N, from micro-CT images of biopsy specimens of the iliac crest at baseline (left) and after
3years (right), modified from [150]. bNon-specific biomarkers of bone turnover in relation to their
origination during bone remodelling process
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activity: (i) collagenous bone resorption markers, (ii) bone formation markers, (iii)
markers of osteoclast regulatory proteins [36, 87, 151].An overviewof variousmark-
ers of bone turnover in relation to their origin and function is provided in Fig. 5b and
Table1 [125]. Collagenous resorption markers are degradation products of bone col-
lagen and their concentrations reflect the rate of bone resorption [36, 151]. Bone
formation can be measured based on the enzyme activity of osteoblasts, on the bone
protein composing the bone matrix and on the pro-collagen markers. Osteoclast reg-
ulatory proteins are divided into markers reflecting the rate of osteoclastogenesis
and the osteoclast numbers. Measurements of calcium and phosphate concentrations
provides additional information on bone turnover and reflect the net balance between
bone resorption and bone formation in the whole body [104]. It is worth to mention
that calcium balance studies are costly, time consuming and difficult to perform
[117].

BTMs have advantages over BMD measurements as they are non-invasive, rel-
atively cheap and can detect changes in bone turnover rates earlier. However, the
disadvantage of a particularly high within- and between-patient variability needs to
be taken into account when using BTMs.Moreover, their ability to identify treatment
non-responders and predict future fracture risk has yet to be established.

3.3 Characteristic Time Scale and Variability of Bone
Biomarkers

In order to use bone biomarkers in the diagnosis and treatment of OP and other bone
disorders, it is important to understand the dynamics and the variability of BMD and
BTMs due to both technical and biological causes. From the technical point of view,
variability in BMD measurements depends on the type of device used (e.g., lunar
or hologic DXA scanners). The precision of a measurement can vary due to device
errors, technician variability, intra- and inter-observer variability and between-centre
variations [15, 43]. Nevertheless, the overall reproducibility of DXA measurements
has been proven satisfactory with phantom measurements [155]. To overcome the
issues of comparing numerical measures of BMD obtained from different scanners,
each device manufacturer provides the user with a reference distribution that allows
to internally normalize the individual measure with respect to the peak bone density
of young adults. This normalised parameter is known as T-score and represents the
number of standard deviation (SD) of the BMD measurement above or below the
BMD of a young healthy adult of the same sex. The use of the T-score allows a
better comparison between measurements taken with different scanners. To evaluate
the precision error, repeated scans are performed on a set of patients and the repro-
ducibility is characterised. Generally, this characterisation take place over a short
period of time (about 2weeks) so that no real change in the BMD is expected and
the short-term precision error is quantified [43]. The BMD precision error can be
expressed as coefficient of variation (CV [%]), which is the ratio of the SD to the
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Table 1 Non-specific biomarkers of bone turnover [125]

Marker Sample Remarks

Bone resorption

Collagenous bone resorption markers

CTx Urine and serum Bone degradation products
reflecting resorption and
composition rates.

NTx Urine and serum Bone degradation products
reflecting resorption and
composition rates.

ICTP Serum Bone degradation products
reflecting resorption and
composition rates.

PYR/DPD Urine and serum Bone degradation products
reflecting resorption and
composition rates, derived from
mature type I collagen.

Bone formation

Enzyme activity marker

BSAP Serum Osteoblast products, related to
osteoblast and osteoblast precursor
activity, involved in bone
mineralisation.

Bone protein marker

OCN Serum or plasma Non-collagenous protein of bone
matrix, osteoblast products, bone
degradation product, correlated to
histomorphometric measurements.

Pro-collagen marker

PICP/PINP Serum or plasma Osteoblast and fibroblast
proliferation, released from newly
synthesized pro-collagen, PINP
correlates to histomorphometric
measurements.

Osteoclast regulatory proteins

Markers of osteoclastogenesis

RANKL Serum Active osteoblasts and activated
T-cells products.

OPG Serum Osteoblasts products.

Markers of osteoclast numbers

Cathepsin K Serum or plasma Type I collagen degradation
enzyme.

CTx = C-terminal cross-linked telopeptide of type I collagen; NTx = N-terminal cross-linked
telopeptide of type I collagen; ICTP = C-telopeptide pyridinoline cross-links of type I collagen;
PYR = pyridinoline; DPD = deoxypyridinoline; BSAP = bone-specific alkaline phosphatase;
OCN= osteocalcin; PICP=C-terminal pro-peptide of type I collagen; PINP= procollagen type
I N-propeptide; RANKL = receptor activator of NF-kB ligand; OPG = osteoprotegerin.



80 S. Trichilo and P. Pivonka

mean of the measurement, or as SD
[
g/cm2

]
. Studies have shown that the short-term

precision error in SD for lumbar spine and total hip is constant and ranges from 0.01
to 0.15 g/cm2, corresponding to a CV between 1 and 1.5% with 1 g/cm2 used as ref-
erence [175]. This implies that CV increases with decreasing BMD. Therefore, when
assessing for significant changes in BMD, it is common practice to use SD rather
than CV. The reproducibility of a measurement can also be quantified measuring
the smallest detectable difference (SDD) that represents the minimum meaningful
BMD change that can be detected with a certain device. The SDD is measured using
the Bland and Altman’s 95% limit of agreement method [14, 43] and is generally
preferred to CV because is expressed in absolute units

[
g/cm2

]
and is independent

of the BMD level. It has been shown that in older subjects, the measurement error
increases for the spine and total hip. The long-term precision error in a clinical study
increased by 6.5–9.2% with each additional year of monitoring [142].

Biological variability reflected in BMD measurements instead, arise from the
effect that factors such as age, sex, demographics, seasonal variation, recent fractures,
drug treatment, disease, mobility and lifestyle (including diet and vitamin D intake)
have on the underlying bone physiology [87, 151].

BTMs exhibit high intra- and inter-individual variability. The technical causes for
this are determined by the type ofmarkermeasured, e.g., resorptionmarkers are often
a mixture of molecular entities, and the type and precision of the assay used to detect
a specificmarker. TheCV for the inter- and intra-assay variability are typicallywithin
10% [87]. Other technical sources of variability are the inter-laboratory variation, the
mode of sampling (e.g., 24-h or secondmorning void for urinarymarkers), the timing
of sampling (e.g., diurnal variation), the type of sample taken (e.g. urine or serum)
and the status of the subject before the sample collection (e.g. fasting, exercised).
To control all these factors it is necessary to have an appropriate study design, a
specimen collection protocol and to use standardised assays and working protocols
[151, 152].

On the other hand, the biological causes of variability in themeasures of BTMs are
more difficult to control. These are the same factors mentioned previously for BMD
measurements, such as age, sex, recent fractures, drugs, disease, lifestyle and also
temporal variability (e.g., diurnal variation, menstrual rhythm) [36, 151]. However,
in contrast to BMD, the influence of several of these factors on BTMs concentration
can be observed on a daily to monthly basis. In general, the variability in BTMs
increases with age and after menopause.

In Sect. 6 we will discuss how a mechanistic model can aid in comparing disease
and treatment effects based on these heterogeneous sets of biomarkers. This type
of model captures the underlying dynamics present in the data independently of the
measuredmarkers, assays used and reported assay units. It can also detect differences
in the methodology used to analyse the markers in different studies. In addition, the
previously mentioned difference in BMD values due to different devices can be
incorporated in a mechanistic model.
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4 Bone Pathology: Osteoporosis and Treatments

OP and its related skeletal complications are amongst the most important diseases
impacting on both quality of life of the ageing population and costs of the health care
system.Bone diseases in the elderly, are associatedwith highmorbidity and increased
mortality. OP in particular, is characterised by low bone mass due to increased
(macroscopic) porosity, which leads to the deterioration of bonemicrostructure. Cor-
tical bone deterioration is characterised by an increased intra-cortical porosity and
trabecularisation of endocortical bone regions. On the other hand, trabecular bone
loses connectivity between trabecular struts and plates. Furthermore, OP changes
the mechanical properties of the bone matrix. The increased mineralisation, in fact,
induces amore brittlematerial behaviour. These changes in bone structure and quality
enhance bone fragility and consequently the fracture risk [173].

Different types of OP can be distinguished: PMO, senile or age-related OP,
idiopathic and juvenile OP, OP resulting from other diseases (e.g., hypogonadism,
endocrine states, diabetes) or conditions in the mechanical environment (e.g., immo-
bilization) and OP due to deficiencies (e.g., vitamin D, calcium) and medications
(e.g., corticosteroids) [130, 132]. Among all these types, age-related OP and PMO
are the most frequent ones. It is now well established that normal ageing leads to
trabecular and cortical bone loss, in both women and men. This bone loss starts from
the fourth or fifth decade of life onwards, with a more pronounced effect in women
after menopause (Fig. 6). Due to this accelerated bone loss, prevalence of OP and
probability of fractures beyond age 50 is about 3 times higher in women than in men
[76]. In women, age-related bone loss starts approximately 10–15 years preceding
menopause affecting primarily trabecular bone. A studymeasuring BMDusingDXA
suggested that cortical bone is not damaged until menopause [2], however, this might
be related to limitations in the imaging resolution. Intra-cortical bone loss and how
this is affected by oestrogen can be better investigated using latest technologies such
as HR-pQCT [24, 56].

4.1 RANK-RANKL-OPG Pathway

As pointed out in Sect. 2.2, the RANK-RANKL-OPG pathway is responsible for
catabolic regulations and if altered towards an increase in the RANKL/OPG ratio it
leads to enhanced osteoclastic activity. This process has been associated with var-
ious metabolic bone diseases, including OP [64, 155, 172]. Age-related bone loss
is thought to be a combination of several factors, which includes: reduced bone for-
mation, cumulative effects of calcium and vitamin D deficiency, decreased physical
activity, lack of mechanoresponsiveness of osteocytes and age-related decrease in
gonadal function [143]. Deficiency in calcium and vitamin D has been associated
with increased osteoclastic activity via the action of PTH [117]. To react to low
levels of calcium in blood the parathyroid gland secretes PTH in excess (secondary
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Fig. 6 Bone mass variation with age in men and women: during growth bone mass increases
reaching a peak at around 30years of age (greater in men than in women). At around 40–45 years
of age, age-related bone loss is observed in both men and women, but it is more pronounced in
women (for about 10years) due to menopause

hyperparathyroidism) to induce a calcium release from bone via osteoclastic bone
resorption. This process is reflected in the variation of BTMs such as OPG and
RANKL. On the other hand, it has been shown that serum OPG concentrations
increase with age, both in men and women [78]. Although unexpected, this OPG
increase does not exclude the possibility of bone site-specific increases in RANKL
concentrations which drive bone resorption.

Oestrogen concentration is positively correlated with OPG concentration and
BMD, but inversely correlated with markers of bone turnover [78]. The increase of
bone fracture risk in women has been associated with the elevated bone loss observed
in the period following menopause (10–15 years) characterised by a rapid decline
in oestrogen concentration, an increase in BTM concentrations and a decrease in
BMD [128]. Onset of this postmenopausal phase occurs between 50 and 65years of
age (Fig. 6). The higher rate of bone loss (compared to the age-related bone loss)
is mainly observed in trabecular bone due to its higher turnover rate and the larger
surface area. A recent research however, indicates that cortical bone might also be
strongly affected during this phase and characterised by cortical bone trabecularisa-
tion [5]. RANKL has been positively correlated with markers of bone turnover, while
OPG is negatively correlated with bone turnover [64, 78]. The accelerated phase is
then followed by a phase of slow bone loss (Fig. 6).
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4.2 Risk Factors for Osteoporosis and Osteoporotic Fractures

As highlighted in many reviews, peak bone mass is a major determinant of the risk of
osteoporotic fractures [125]. Peak bone mass is usually reached in the third decade
of life (Fig. 6) and is strongly governed by environmental factors during growth,
with physical activity and nutrition playing major roles. Once the peak is reached,
bone mass stays constant until the forth to fifth decade of life and after that bone
loss commences. Due to the fact that women have a lower peak bone mass and an
accelerated phase of bone loss due to menopause, bone fracture risk is higher in
women compared to men [76]. Peak bone mass and the rate of bone loss during life
are influenced by both genetic and environmental factors [173]. These factors include
risk factors that can be either non-modifiable ormodifiable, such as age, race, sex, life
expectancy, menarche, early menopause, family history of OP or fractures, history
of fragility fractures, diseases, medications, physical activity, nutritional status, low
bodyweight, lifestyle, smoking, excessive consumption of alcohol [74–76, 125, 173].
Bone mass, quality and consequently strength are determined by the combination
of these risk factors. In turn, bone strength and the mechanical loading determine
the fracture risk. The mechanical load acting on bone can be estimated from either
quasi-static loading conditions such as for lumbar spine, or from dynamic loading
conditions such as frequency and direction of falls for femoral fractures.

To estimate the individual contribution of genetic and environmental factors on
the overall fracture risk is difficult [74, 76]. Considering the complex interactions of
these factors in OP, one should distinguish between patient-specific diagnosis of OP
and population-specific fracture risk assessment, the latter being a not very accurate
measure of fracture risk for an individual [173]. The WHO endorsed a tool named
FRAX® which takes into account all these risk factors for the prediction of the 10-
year risk of osteoporotic fracture in men and women. A link to this tool and other
programs that calculate cost effectiveness and quality of life can be found on the
website of the International Osteoporosis Foundation (https://www.iofbonehealth.
org). It is worth to mention that FRAX® is far from accurate and the development of
more sophisticated tools based on bone DSA is required.

4.3 Current Diagnosis of Osteoporosis and Whole Bone
Strength

BMD is the best single predictor of bone strength, accounting for the 60–85%. Con-
sequently, OP diagnosis is commonly based on BMD measurements [125, 171,
173, 174]. The WHO defined four diagnostic categories for women, based on
the T-score evaluation (see Sect. 3.3): (i) normal (T-score> −1); (ii) osteopenia
(−1 <T-score< −2.5); (iii) osteoporosis (T-score< −2.5); (iv) severe osteoporo-
sis (T-score< −2.5 in the presence of at least 1 osteoporotic fragility fracture) [173].

https://www.iofbonehealth.org
https://www.iofbonehealth.org
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Nevertheless, these categories are considered arbitrary thresholds strongly dependent
on the reference population characteristics, e.g., race and demographics [94].

Despite the strong connection between BMD and bone strength, it is important to
recognise that low BMD alone accounts for maximum 44% of the fracture risk [162].
The reason for this is that clinical scientists have exclusively focused on the material
side of bone, neglecting entirely the loading conditions. In an attempt to improve
the prediction of individual risk of OP and osteoporotic fractures, the BMD value
was augmented with other bone material properties contributing to the whole bone
strength such as shape, geometry, microarchitecture, bone tissue composition, miner-
alisation, microdamage and rate of bone turnover. These properties are summarized
in the term bone quality [21, 25]. There have been many discussions regarding the
suitability of the term bone quality in the context of bone fracture risk assessment.
As pointed out by Sievänen and co-workers, bone quality is an imprecise term that
should be avoided due to the difficulty of quantitatively include all the factors in a
bone strength model and translate their effect into anti-fracture efficacy [156]. It is
worth to notice that BMD measurements also contain the mineralisation of bone,
consequently it is not possible to separate BMD from bone quality.

More quantitative approaches to estimate bone strength and fracture risk have
continuously been developed by the biomechanical community. They result from the
combination of 3D micro-CT or HR-pQCT imaging data and multiscale modelling
using micromechanical models and finite element (FE) simulations [178]. Based on
biomechanical arguments, the concept of bone quality was further discussed. In a
review, Hernandez and Keaveny state that, since a bone fracture can be considered a
mechanical event, all the clinically relevantmodifications of bone quality are likely to
affect bonemechanical performance (i.e., strength) relative to bonemass (i.e., BMD)
[63]. Based on this consideration, Hernandez proposed a comprehensive hierarchical
framework to quantify the biomechanical effect of changes in bonequality parameters
at different scales. In particular, this framework was used to investigate how bone
turnover could independently influence fracture risk [62].

4.4 Current and Emerging Treatments

The aim of OP treatments is to reduce the frequency of bone fractures, especially ver-
tebral and hip fractures which are mainly responsible for morbidity associated with
this disease. Different drug treatments can be distinguished according to the follow-
ing characteristics: mechanisms of action; specific sites and modes of action; route
of administration (oral, intravenous, nasal); dosage regimens; degrees of efficacy
and effectiveness [13, 32]. Current bone therapeutic guidelines use BMD and BTMs
as classification criteria for anabolic and anti-catabolic (previously also referred to
as antiresorptive) drugs [131]. According to the terminology of Riggs and Parfitt,
anti-catabolic drugs, e.g., bisphosphonates (BPs) and denosumab, act to reduce bone
turnover (i.e., reduce bone remodelling) causing an increase in bone strength. These
drugs are also associated with a moderately increase of bone mass resulting from
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the increased mineralisation of the existing bone matrix. On the other hand, anabolic
drugs, e.g., intermittent PTH and sclerostin antibody, strongly increase bone mass
by increasing bone remodelling (i.e., high bone turnover) and consequently bone
strength. Interestingly,most agents decrease bone resorption (i.e., anti-catabolic treat-
ment), some increase bone formation (i.e., anabolic treatment) and others have been
reported to do both [30].

In bone remodelling, osteoblastic and osteoclastic actions are coupled (see
Sect. 2.2): osteoblasts are necessary to activate osteoclasts, and osteoclasts secrete
factorswhich stimulate osteoblasts activity. Due to this coupling, anti-catabolic drugs
inhibiting bone resorption will also inhibit to a certain extent bone formation. This
results in reduced concentrations of bone resorption markers, followed by decreased
concentrations of bone formation markers (BP in Fig. 7a). In contrast, anabolic drugs
stimulating bone formationwill also stimulate bone resorption, resulting in increased
concentrations of bone formation markers, followed by increased concentrations of
bone resorption markers (PTH in Fig. 7a). The different kinetics driving the changes
in bone formation and resorption markers following the anabolic treatment generates
a period of time known as the anabolic window where bone mass increases. Accord-
ing to this conceptual model, the effect of the anabolic treatment appears to wear off
after a certain period of time [12].

The effects on bone microarchitecture of the anti-catabolic treatment with rise-
dronate and of the anabolic treatmentwith teriparatide are illustrated in Fig. 7b. Based
on micro-CT imaging data of iliac crest biopsy specimens, treatment with the anti-
catabolic agent maintains bone structure, whereas treatment with the anabolic agent
promotes bone deposition and both cortical and trabecular thickening. In the follow-
ing, a brief summary is given on currently available therapies to treat OP together
with new emerging strategies, including combined and sequential therapies [45, 55].

Anti-catabolic Therapies

In clinical practice the most prescribed anti-catabolic drugs are BPs and denosumab.
Nitrogen-containing BPs bind to bone surfaces and inhibit the mevalonate pathway
in osteoclasts resulting in osteoclast apoptosis. The effects of long-acting BPs such
as zoledronate and alendronate can persist for a long time after the end of the treat-
ment [57]. On the other end, denosumab is a fully human monoclonal antibody that
binds to RANKL with high affinity and inhibits osteoclast differentiation and acti-
vation. The inhibition of osteoclasts ceases within 1year after discontinuation of the
treatment, depending on the dose administrated [102]. Other anti-catabolic drugs
commonly used in the treatment of OP are oestrogen, selective oestrogen receptor
modulators (SERMs), calcitonin and cathepsin-K inhibitors [45]. Alendronate, rise-
dronate, zoledronate and denosumab have a broad spectrum of fracture prevention
in patients with OP: the risk of vertebral fractures can decrease by more than 50%,
the risk of non-vertebral fractures decreases by 20–25% and the risk of hip fractures
decreases by 40–50% [105]. Long-term studies with alendronate and zoledronate
indicated a favourable effect on vertebral fractures [9, 148].

During treatments with anti-catabolic drugs the birth of new BMUs is suppressed,
resorption cavities become fewer and shallower and bone structure is maintained.



86 S. Trichilo and P. Pivonka

0

Time [mo]

B
T

M
s

6 12 18 24 36 48

Formation (PTH)
Resorption (PTH)

Resorption (BP)
Formation (BP)(a)

(b)

Fig. 7 Effect of anti-catabolic and anabolic drugs on bone biomarkers: a BTMs for PTH (continu-
ous lines) and BP (dashed lines) treatments. Thicker curves indicate bone formation BTMs. Thinner
curves indicate bone resorption BTMs. b Bone microstructural changes of iliac crest biopsy speci-
mens at baseline (left) and after 18months of treatment with risedronate or PTH (right), modified
from [150]
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Moreover, since the remodelling process is slowed down, a more complete miner-
alisation of the tissue can be obtained: the newly formed bone has time to reach
the secondary mineralisation and the older bone keeps mineralising instead of being
removed (if remodelling was higher) [98]. As a consequence, bone regions become
more homogeneous. Based on the fact that changes in BMD plateau after a rather
long period of time (approximately 2–3 years), it seems that secondarymineralisation
may be a good candidate to explain the increase in BMD.

Anabolic Therapies

Physiological exercise and related mechanical stimuli can act as anabolic agents on
bone [114]. Large intense challenges to the skeleton, as well as brief exposure to
mechanical signals of high frequency and low intensity, have been shown to provide
a significant anabolic stimulus to bone. Physical activity has been proven to have
a positive effect on building peak bone mass and density [111]. It directly affects
osteoblast and osteocyte activities, but can also bias mesenchymal stem cell dif-
ferentiation towards osteoblastogenesis instead of adipogenesis [114]. This fact in
particular indicates that, at least during growth, physical activity targets bonemarrow
stem cells, hence, it might be considered as a novel drug-free anabolic therapy.

Currently, the only anabolic drug available is teriparatide, a recombinant 1–34
N-terminal fragment of endogenous human PTH [rhPTH(1-34)]. In patients with
severe OP, daily subcutaneous injections of teriparatide during 18months decreased
the risk of vertebral fractures by 65% and the risk of non-vertebral fractures by
53% [92, 110]. The mechanisms behind the increased bone formation driven by
the intermittent administration of PTH (i.e., daily injection of the drug) are still
not fully understood. The overall action of the treatment is to increase osteoblast
differentiation and proliferation, while reducing osteoblast apoptosis. In trabecular
bone, teriparatide increases BMD and trabecular thickness [73]. In cortical bone,
teriparatide increases endosteal bone remodelling and periosteal bone formation [20].
These results indicate that teriparatide has an effect on both bone modelling and
remodelling [6]. The duration of a treatment with teriparatide is generally between
18 and 24months and the action of the drug is believed to be maximally anabolic
during the anabolic window (as mentioned above). After 18–24 months of treatment,
bone resorption appears to catch up with bone formation and the newly formed and
lowly mineralised bone is quickly lost [6, 12]. To preserve the new bone and allow
further mineralisation, the established treatment protocol requires the administration
of an anti-catabolic drug at the cessation of the treatment with teriparatide.

In animal studies, the use of anti-sclerostin monoclonal antibodies appears to
directly stimulate bone formation via bone modelling, i.e., at least partially indepen-
dent of the activation frequency and bone remodelling [6]. In addition, these anti-
bodies stimulated the production of OPG resulting in decreased bone resorption and
leading to the uncoupling of bone formation and bone resorption processes. Poten-
tially, the use of sclerostin antibodies could result in an even greater anabolic win-
dowcompared to teriparatide. Subcutaneous injections of the anti-sclerostin antibody
romosozumab have been studied in phase I and II trials [99, 115]. In postmenopausal
women with low bone mass, a 12-month treatment with a monthly dose of 210mg of
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romosozumabwas associatedwith a significant increase in BMD (11.3% at the spine,
4.1% total hip and 3.7% at the femoral neck) greater than the ones obtained with
weekly alendronate or daily teriparatide treatments. There was a transient increase
in bone formation markers during the first 3months together with an initial 2-month
decrease in bone resorption markers, which was to a lesser degree sustained during
the 12months.

Combined Therapies

Despite the development of new therapeutic treatments for OP in the past decades,
the currently approved drugs are not able to restore normal bone integrity in the
majority of osteoporotic patients. To increase the therapeutic efficacy, latest OP
treatments combine anabolic and anti-catabolic drugs. Clinical trials showed that the
effect of the combined therapy on BMD depends on the timing of the anabolic drug
administration (i.e., before, during or after the administration of the anti-catabolic
drug), on the specific drugs used and on the particular bone site analysed [34, 46].
The most consistent effect of the combined therapy is a greater BMD increase at
the hip compared to the treatment with the anabolic agent alone, in particular when
teriparatide is associated with BPs or denosumab [34]. On the contrary, no benefit of
the combined therapy has been shown on the BMD at the spine. In patients treated
with BPs only and who still develop bone fractures or loose BMD, switching to a
treatment with teriparatide is advocated. In addition, the continuation of the anti-
catabolic treatment when starting the teriparatide one resulted in a better response of
the BMD at the hip [35]. On the other hand, an anti-catabolic treatment is indicated
after stopping the administration of teriparatide in order to preserve the increased
bone architecture and enhance its mineralisation.

In conclusion, the site and the mode of action of a particular treatment depend on
the PK properties of the specific drug (or combination of drugs) and the underlying
bone pathology of the single individual. Consequently, the duration of the effects
on BTMs and BMD after the withdrawal of a treatment can be different, perhaps
indicative of disease modification or at least suggesting an appropriate treatment
duration [125]. In order to compare treatments on a common basis, conceptual and
mathematical models describing these combined dynamics can play a crucial role.
Progresses in development of such models are given in the next sections.

5 Basics of Disease System Analysis

5.1 PK/PD Modelling

The development of PK/PD models in the last 20years has had as primary objective
the characterisation of the drug effect over time, then used to optimise dosing regimen
and delivery profile of both new and existing drugs. Recently, PK/PD models have
also been applied during the drug development process [41, 124]. To clarify the
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Fig. 8 Combination of a PKmodel and a PDmodel in the PK/PDmodelling process (AUC indicates
the area under the curve)

difference between pharmacokinetics and pharmacodynamics, Holford and Sheiner
came up with these simple and practical definitions: pharmacokinetics is what the
body does to the drug, whereas pharmacodynamics defines what the drug does to
the body [66]. A PK model is a mathematical description of the change over time
of the drug concentration in the body fluid (i.e., blood, plasma or serum)2 after the
administration of a certain drug dose. PK models are used to simulate the rate of
drug absorption, distribution and elimination in order to describe and predict the
drug concentration in the body over time. A PD model, on the other end, describes
the intensity of the drug effect relative to its concentration in the body fluid. The
combination of a PK model and a PD model is known as PK/PD model of the drug
(Fig. 8) and allows the description of the drug effect over time [100].

A common tool used to describe the pharmacokinetics of a drug is the
compartment-based PK model [154]. According to this model, the drug is assumed
to enter, distribute and leave an hypothetical compartment containing a volume of

2It is important to distinguish between blood, plasma, and serum. Blood includes fluid, white and
red cells and platelets; plasma is the fluid portion of blood including only soluble proteins; serum
is the plasma without the soluble protein.
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fluid that equilibrates with the drug. This compartment is not an anatomical struc-
ture, but it represents a group of tissues with similar blood flow and drug affinity,
balancing with the drug in an uniform way. In the one-compartment open model,
the drug is added to and eliminated from a single compartment, also denoted as
central compartment, which represents the plasma and the highly perfused tissues.
In the two-compartment open model, the central compartment communicates with
a second compartment (tissue compartment) and the drug disposition is related to
the exchange between the two. The one-compartment open model for an intravenous
injection (IV bolus) is the simplest mathematical way to describe the process of drug
distribution and elimination. In this model the drug is assumed to be injected all at
once, the distribution is assumed instantaneous and homogeneous throughout the
central compartment and the drug elimination starts immediately after the injection.

To describe the change over time of the drug concentration in the compartment
following the injection of a certain dose, two primary PK parameters need to be
considered: the volume of distribution of the compartment and the clearance of the
drug [154]. The volume of distribution is a proportionality factor that correlates the
amount of drug in the body to the drug concentration measured in the biological
fluid. Although it has the dimension of a volume, it is not a physiological measur-
able quantity, hence, it is often referred to as apparent volume of distribution. The
volume of distribution is linked to the dose of drug administered and to the plasma
drug concentration immediately after the dose injection by means of the following
equation:

D = VD · Cp, (1)

where D is the drug dose expressed inmg,VD is the volumeof distribution inmm3 and
Cp is the plasmadrug concentration inmg/mm3.Adrugdose is generally proportional
to the volume of distribution, i.e., the larger the volume of distribution, the larger the
dose has to be to achieve the target concentration. In an adult, approximately 60% of
the total body weight is water, made up of intracellular fluid (35%) and extracellular
fluid (25%). The extracellular fluid includes plasma (4%) and the interstitial fluid
surrounding the cells outside the vascular system (21%). According to this partition,
low VD indicates that the drug is distributed only in the extracellular fluid. If VD is
close to the total body water (≈ 40 l), the drug distribution involves the total body
water. When VD is larger than the total body water, the drug is probably concentrated
in the tissues outside the plasma and in the interstitial fluid, consequently resulting
in a low plasma concentration.

The concentration of the drug is also regulated by the amount of drug eliminated
per unit of time (elimination rate). Formost drugs, the elimination process is assumed
to be a first order reaction [154], meaning that the elimination rate is directly pro-
portional to the amount of drug present in the system (Eqs. (2) and (4)). For other
drugs instead, the amount of drug is assumed to decrease at a constant rate and the
elimination process is defined as zero-order reaction. When considering a first order
reaction we can describe the elimination process as follows:
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dD

dt
= −k · D, (2)

where dD
dt is the elimination rate expressed in mg/h and k is the first order elimination

rate constant. Integrating Eq. (2) we obtain the expression of the change over time
of the amount of drug in the body:

D = D0 · e−k·t , (3)

where D0 is the initial drug dose. The same considerations can be done expressing
Eqs. (2) and (3) in terms of drug concentration:

dCp

dt
= −k · Cp, (4)

Cp = Cp0 · e−k·t , (5)

where Cp is the concentration of the drug in µg/ml. The time required for a certain
drug concentration to decrease by one half is a characteristic parameter of the drug
pharmacokinetics defined as drug half-life. It is generally expressed in h and in case
of first order elimination is constant and equal to:

t1/2 = 0.693

k
, (6)

where t1/2 indicates the half life.
Drug clearance is another fundamental parameter used to describe the drug elim-

ination process in pharmacokinetics. It is defined as the volume of either plasma or
blood cleared from the drug per unit of time. Clearance is measured in ml/h and
consists of a constant parameter related to the volume of distribution and to the
elimination rate constant as follows:

CL = k · VD, (7)

where CL is the clearance.
When the drug is not administered intravenously (e.g., oral administration or sub-

cutaneous injection), the PK model needs also to account for the absorption process
of the drug from the site of administration into the plasma, and for the bioavailability
of the drug in the systemic circulation. For such cases, additional pharmacokinet-
ics parameters are necessary (see also example of OP treatment with denosumab
in Sect. 6.1). Most PK models for extra-vascular drug administration consider the
absorption process as a first order reaction. As for the elimination process, the absorp-
tion of the drug is described via a rate constant. Drug absorption is usually faster
than its elimination. It is important to mention that the elimination process begins as
soon as the drug enters the plasma and starts to be distributed in all tissues, even if
the absorption process is not complete. During the absorption phase, the rate of drug
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absorption is greater than the rate of drug elimination.When the plasma drug concen-
tration reaches its peak, the rate of drug elimination equals the rate of drug absorption
(i.e., the amount of drug in the body does not change). In the post-absorption phase,
the elimination rate is higher than the absorption rate. As soon as the amount of
drug at the absorption site is null, the absorption rate equals zero and the system is
described by the elimination phase only.

The actual exposure of the body to the drug, following the administration of a
certain dose, can be quantified measuring the area under the curve (AUC) of the
plasma concentration versus time curve (Fig. 8). During clinical trials, the plasma,
blood or serum drug concentration in a patient can be measured at several time points
and used to create a patient specific profile of the drug concentration change over
time. From this profile AUC can be estimated. Mathematically, AUC is defined as
the integral of the drug concentration versus time curve and is generally expressed in
µgh/ml. It depends on the drug elimination and absorption rates and the administered
dose. For drugs following linear kinetics, AUC is directly proportional to the dose
and inversely proportional to the clearance. In particular, the higher the clearance,
the shorter the time that the drug spends in the systemic circulation and the faster the
reduction of the drug concentration. Consequently, the exposure of the body to the
drug is shorter and AUC is smaller. Therefore, AUC is related to the amount of drug
absorbed in the systemic circulation.

Following an intravenous injection, the dose administered is assumed to entirely
enter the systemic circulation in an active form. In case of extra-vascular admin-
istration instead, only a part of the entire dose reaches the systemic circulation in
an active form. Following this considerations, AUC can be used to define another
important PK parameter: the drug bioavailability. This parameter represents the frac-
tion of the administered dose that enters the system circulation in an active form.
By definition, a drug administered intravenously has bioavailability equal to 100 %,
therefore it is used as reference for the computation of the bioavailability of a drug
following an extra-vascular administration. Numerically, the bioavailability of a cer-
tain dose of a specific drug is computed as the ratio between AUC corresponding to
an extra-vascular administration and AUC corresponding to an intravenous admin-
istration. Often, volume of distribution and clearance are given as function of the
bioavailability.

Taking into account absorption, elimination and bioavailability of the drug, the
rate of drug variation in the body and the drug concentration can be expressed as
follows:

dD

dt
= ratein − rateout = F · ka · D0 · e−ka ·t − k · D, (8)

Cp = F

VD
· ka · D0

(ka − k)
· (e−k·t − e−ka ·t ), (9)

where F is the bioavailability, ka is the absorption rate constant expressed in 1/h and
F
VD

is the inverse of the volumeof distribution given as a function of the bioavailability.
As previouslymentioned, at the peak plasma concentration the rate of drug absorption
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equals the rate of drug elimination. This assumption allows the computation of the
peak time, i.e., the time required to reach the peak drug concentration:

tmax = ln(ka/k)

ka − k
, (10)

where tmax indicates the peak time, generally expressed in h. Note that the peak time
is a parameter of the drug independent of the administered dose.

Once the mathematical description of the drug concentration time course in the
body fluid is completed, a PD analysis is used to quantify the relationship between the
drug concentration and its effect. Ideally, the drug concentration should be measured
at the effect site (i.e., site where the drug interacts with its receptor), in case of OP for
example it should be at the interested bone site. Since this is generally not possible,
it is common practise to use either the plasma or the blood drug concentration and to
assume that, under PK steady-state conditions, the concentration in plasma or blood
is in equilibrium with the pharmacologically active, unbound, drug concentration at
the effect site [100]. The effect of the drug can be evaluated measuring the variation
of physiological parameters. In OP for example, changes in the bone resorption and
formation activities are monitored. Several PD models have been developed so far,
such as fixed effect, linear, log-linear, Emax and sigmoid Emax models. Among these,
the Emax and the sigmoid Emax are the most commonly used (Fig. 8). In the Emax

model, the effect of the drug is expressed as function of the intrinsic activity of the
drug (i.e., maximum effect possible) and the potency of the drug (i.e., concentration
that causes 50% of the intrinsic activity) [100, 154]:

E = E0 ± Emax · C
E50 + C

, (11)

where C is the drug concentration, Emax is the intrinsic activity, E50 is the potency
and E0 is the baseline effect existing in the absence of the drug. The latter can be
either stimulated (+) or inhibited (−) by the drug effect. E0 is assumed equal to zero
(i.e., in the absence of the drug the effect is null) when the receptor theory is applied
to the equilibrium interaction of the drug with the site of action. The Emax model
describes two key features of the pharmacologic response: (i) the hyperbolic pharma-
cologic response versus drug concentration curve, and (ii) the max response induced
by a certain drug concentration beyond which no more increase in the response is
obtained. The sigmoid Emax model is an extension of the Emax model describing the
pharmacologic response versus drug concentration curve for s-shaped rather than
hyperbolic drugs. The effect is calculated as:

E = E0 ± Emax · Cn

En
50 + Cn

, (12)

with n being a parameter denoting the steepness of the curve. Theoretically, n should
be related to the number of drugmolecules that combinewith each receptor, however,
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it is mainly used as a phenomenological factor that allows a good fit of the experi-
mental data. The larger n, the steeper the linear phase of the plasma concentration
(log) versus effect curve [100, 154].

The conventional PK/PDmodels described so far are characterised by adescriptive
approach which is empirical and driven by a large amount of data. As a consequence,
they cannot predict a clinical response beyond the data which they are based on. To
overcome this limitation, more sophisticatedmodels have been developedwhich take
into account both the underlying mechanisms of the disease and the drug action [41,
126, 147]. They are referred to as mechanism-based or mechanistic PK/PD models
and aim to characterise the intermediate processes between the drug administration
and its effect, relying on biomarker data such as receptor binding and activation and
feedback pathways. There are two types of parameters used to describe thesemodels:
the ones describing the properties of the drug (e.g., affinity and target activation)
and the ones describing the properties of the biological system [41, 124]. In the
context of mechanism-based PK/PDmodelling, the sequence of events following the
activation induced by the drug and governing the in vivo pharmacological response
is referred to as transduction. This process is generally non-linear and can either
be fast (rate constants between milliseconds and seconds) or slow (rate constants in
the order of hours to days). In the first case, since the rate constants controlling the
disposition of the drug are typically between minutes and hours, the transduction
does not cause a delay in the pharmacological effect. In the second case instead, it
becomes a fundamental parameter in the definition of the drug action over time [41,
124].

5.2 Disease Progression Analysis

Another limitation of the conventional PK/PD analysis worth to mention is the rep-
resentation of the system baseline using constant parameters (e.g., E0 in Eqs. (11)
and (12)). In case of degenerative diseases such as OP, Alzheimer’s disease, Parkin-
son’s disease, sarcopenia and osteoarthritis, this approach is not realistic because the
biological functions deteriorate over time due to slow changes in the disease status.
To take into account the changes in the system due to the progression of the disease,
mechanism-based PK/PD models also include a disease progression analysis [29,
65, 124]. Furthermore, the use of disease progression models is fundamental when
drug treatments specifically aim to modify the progression of the disease [41]. In
particular, clinical pharmacology can be described in terms of disease progression,
i.e. changes in the disease status over time, and drug action, i.e. the effect of the
drug on the disease progression [29]. Disease progression can be analysed at differ-
ent levels of the pathophysiology (Fig. 9) [124]. Bone healthy remodelling state, for
example, can initially be perturbed at the molecular level (level 1) where the interac-
tions between genetic and transcription events and receptor-ligand binding reactions
take place. The result of these molecular changes may affect the behaviour of bone
cells regulating bone resorption and bone formation events (level 2). These changes
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Fig. 9 DSA in OP:
individual levels represent
stages of bone disease. Bone
biological function within
the homeostatic state of
remodelling may be
disturbed at level 1 or 2,
resulting in an imbalance of
bone resorption and bone
formation. This imbalance
can be observed at the bone
tissue level (level 3) as an
increase in porosity and/or
variation in bone quality. At
the clinical endpoint, these
changes may result in bone
fractures. The 3 stages of the
disease specifically represent
the combined outcome of
disease progression and
pharmacodynamic effect
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in turn regulate bone tissue properties such as porosity and bone quality (level 3).
At the clinical endpoint these changes may eventually result in bone fractures. At
each of the mentioned levels, disease progression and pharmacodynamic effect are
combined to produce a certain outcome on the disease over time behaviour. The
level at which the disease behaviour is described in the disease progression analysis,
depends on the information available.

In ageing, the natural progression of the disease involves phenomena such as
cell death and loss of organ functions. An interesting aspect worth to investigate is
whether the development of degenerative diseases is exclusively driven by ageing
or if other factors are also involved. From a statistical prospective, the occurrence
of degenerative diseases appears to be mainly age-related. However, ageing alone
cannot explain the different disease progression pattern and the faster rate of cell loss
found in patients with either Alzheimer’s or Parkinson’s disease [29].

Aims of Drug Treatments

Drug treatments aim to either reduce, stop or reverse the natural process of a disease.
According to the way in which the drug affects the disease status, its effect can be
defined either symptomatic or protective. A symptomatic treatment effect improves
the severity of the symptoms without modifying the disease progression. A protec-
tive treatment effect, on the other hand, involves a modification of the underling
disease progression leading to an improved disease status. A combination of both
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symptomatic and protective effects is also possible. In general, symptomatic effect
action is faster compared to the protective effect one. A review of several disease
progression models based on clinical endpoints is provided by Chan and Holford for
diseases such as Parkinson’s, Alzheimer’s, and OP [29].

Similarly to the use of drug concentration in a PK model and drug effect in a
PD model, the disease status is used in a disease progression model to identify the
disease pathway [65]. A simple disease progression model can be described with the
following equation:

S(t) = S0 + Emax · Ce(t)

E50 + Ce(t)
, (13)

where, similarly to Eq. (11), S(t) is the time course of the disease status determined
by both the underlying disease and the drug action, S0 refers to the baseline disease
status and Ce is the drug concentration at the effect site [65]. The downside of this
model is that it does not account for a time course of the disease status independent
of the drug effect. Even though it could be reasonable to use this model when the
observation time is short, however, modelling the changes of the disease status over
time independently of the drug effect is necessary. From this prospective, Chan and
colleagues [29] and Holford and co-authors [65] proposed two models of natural
disease progression (i.e., without the drug effect on the disease progression), one
linear and one asymptotic. The linear model is expressed as follows:

S(t) = S0 + α · t, (14)

where the rate of disease progression is linear with a constant slope defined by the
parameter α. In the asymptotic model on the other hand, the worsening of the disease
status is considered exponential and approaching to a steady state as follows:

S(t) = S0 · e− ln(2)·t
T P + Sss ·

[
1 − e− ln(2)·t

T P

]
, (15)

where T P indicates the half-life of the drug and Sss is the maximum burnt-out dis-
ease status. The natural disease progression curves for the linear and the asymptotic
models are shown as black solid lines in Fig. 10a, b respectively.

According to the type of treatment simulated (i.e., symptomatic or protective),
model parameters reflecting the action of the drug are conveniently modified. In par-
ticular, in the case of a symptomatic drug effect, the parameters describing the under-
lying disease progression (i.e., α in the linear model, T P and Sss in the asymptotic
model) do not change. Consequently, the symptomatic effect is generally included
in the disease progression model as an additive term. In a linear model for example
we can have:

S(t) = S0 + α · t + E(t), (16)

where E(t) represents the symptomatic effect. Assuming that this effect is constant
for a given time interval, one can observe a constant offset from the natural disease
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Fig. 10 Disease progression and drug intervention models: disease status versus time for a linear
model (a) and an asymptoticmodel (b).Black solid curves represent the disease progressionwithout
drug intervention, black dashed curves represent the symptomatic treatment effect, black dot curves
represent the protective treatment effect, black dash-dot curves represent the combined symptomatic
and protective treatment effect. Gray dot curves in (b) represent the T P protective treatment effect
(light) and the Sss protective treatment effect (thick) separately
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progression (dashed black curves in Fig. 10a, b) indicating a delay in the time needed
by the disease to reach the same status as at the start of the treatment. When the
treatment is stopped, the natural disease progression pattern is followed.

In the case of protective effect, the action of the drug influences the rate of disease
progression and it is described as a change in the slope of the disease progression
curve. In a linear model it follows that:

S(t) = S0 + [α + E(t)] · t, (17)

where E(t) represents the protective effect. Assuming that this effect is constant for
a given time interval, the effect of the drug action on the disease status is shown in the
dotted curves in Fig. 10a, b. When an asymptotic model is used, the protective effect
can act either on T P , resulting in a change of the curvature of the natural disease
progress model (see grey light dotted curve in Fig. 10b), on Sss (see grey thick dotted
curve in Fig. 10b) or on both (see black dotted curve in Fig. 10b). The protective
effect is shown in Fig. 10a, b as the difference between the untreated disease status
curve (black solid line) and the treated one (dotted line) at the end of the treatment,
when the rate of disease progression returns to the natural value, indicating that the
treatment benefit continues also after drug effects have ceased.

Sometimes the ability to distinguish between symptomatic and protective effects
can be challenging and both the effects may occur together. In this case, the total
effect is defined as symptomatic + protective and, in a linear model for example,
can be described with an additive term and a change of the slope of the disease
progression model:

S(t) = S0 + E0(t) + [α + Es(t)] · t, (18)

where E0(t) is the additive term and Es(t) is the change in the slope. Assuming
that these two variables are constant for a given time interval, the combined symp-
tomatic + protective effect of the drug results in the dash-dot curves in Fig. 10a, b.

Disease Progression Model of Postmenopausal Osteoporosis

The disease progression models described above are here applied to PMO, together
with symptomatic and protective effects acting on the disease progression to either
reduce or slow down the bone loss. As already mentioned in Sect. 3, BMD and
BV/TV are the clinical parameters most commonly monitored in OP patients. In
general, BMD in OP decreases over time (Fig. 6). In particular, PMO in women
induces a BMD decline at a rate of up to 2%/yr. As previously pointed out, the loss
of BMD is largely linked to the increase in bone porosity, for this reason, either
BMD, BV/TV or porosity itself can be used as parameters describing the disease
status. Assuming a linear disease progression model, the BMD variation over time in
PMO is reported in Fig. 11. The dashed curves represent the natural PMO progres-
sion, whereas symptomatic, protective and combined treatment effects are shown as
solid lines in the top, middle and bottom panels respectively. It is worth to notice
that comparing the natural disease progression curve reported in Fig. 11 with the
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Fig. 11 Disease progression and drug intervention in PMO: PMO status (e.g., BMD change) versus
time in a linear model. Dashed curves represent the disease progression without drug intervention.
Solid curves represent respectively symptomatic (top panel), protective (middle panel) and com-
bined symptomatic + protective (bottom panel) treatment effects

schematic curve representing PMO in Fig. 6, it is evident that the change in bone loss
rate is not well represented with a linear model. A piecewise linear model in fact,
would represent more realistically the non-linear disease progression. On the other
hand, assuming an asymptotic disease progression model, the BMD variation over
time is represented in Fig. 12. The dashed curves represent the natural PMO progres-
sion, whereas the treatment effects are shown as solid lines. The asymptotic model
is able to well represent the non-linear natural disease progression of PMO, which
is characterised by a rapid BMD reduction in the first 5years of the disease followed
by a relatively linear progression thereafter. A symptomatic effect is shown in the
top panel of Fig. 12a, whereas different protective effects are shown in the middle
and bottom panels of Fig. 12a and in the top panel of Fig. 12b. The bottom panel of
Fig. 12b shows a combined treatment effect. Due to the slow changes in BMD over
time, however, it is not clear how to estimate when the full treatment effect is reached
and how to distinguish between protective and symptomatic effects.

All the cases discussed so far assumed a drug effect acting instantaneously on the
disease progression. A more consistent way to represent the action of a drug on the
disease status is to take into account the time required for a drug to exert its effect
(wash-in) and the time required for the drug to lose its effect (wash-out) [65]. In
more detail, the drug wash-in represents the time delay between the starting point
of the treatment and the achievement of a constant drug action. This delay might be
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Fig. 12 Disease progression and drug intervention in PMO: PMO status (e.g., BMD change)
versus time in an asymptotic model. Dashed curves represent the disease progression without drug
intervention. Solid curves represent respectively symptomatic treatment effect ((a), top panel),
protective treatment effect acting on T P ((a), middle panel), protective treatment effect acting on
Sss ((a), bottom panel), combined protective treatment effect T P + Sss ((b), top panel), combined
symptomatic + protective T P + Sss treatment effect ((b), bottom panel)

due to the drug absorption process, to its distribution to the effect site and to binding
reactions with its receptors. On the other hand, the drug wash-out is the time needed
to completely remove the drug effect after the withdrawal of the treatment. The BMD
change over time in a linear disease progression model taking into account also the
wash-in and the wash-out of the drug are reported in Fig. 13. The dashed curves
represent the natural PMO progression model, whereas symptomatic, protective and
combined treatment effects are shown as solid lines in the top, middle and bottom
panels respectively.
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Fig. 13 Disease progression and drug intervention in PMO: PMO status (e.g., BMD change) versus
time in a linear model taking into account the time required for the drug to exert its effect (wash-in)
and for losing its effect (wash-out). Dashed lines represent the disease progression without drug
intervention, solid curves represent respectively symptomatic (top panel), protective (middle panel)
and combined symptomatic + protective (bottom panel) treatment effects

6 Disease System Analysis of Osteoporosis

As introduced in Sect. 5.1, mechanistic PK/PD models use specific expressions to
characterise pharmacokinetics and mechanism of action of a drug, as well as phys-
iological processes. A feature specific to this type of models is the differentiation
between drug-specific and system-specific parameters. In Sect. 5.2, PMO and the
associated bone remodelling process were described via linear and asymptotic dis-
ease progression models in which all the details of the underlying molecular actions
were lumped into phenomenological parameters describing, for example, the rate
of bone loss. In this section, we will formulate a mechanistic model of the bone
remodelling process that takes into account the major molecular regulatory path-
ways. Successively, we will apply this mechanism-based disease progression model
to the analysis of PMO progression and its treatment with the anti-catabolic drug
denosumab. In this regard, we will closely follow the approach taken by Scheiner
and co-workers [146].

A PK model of denosumab has been developed based on the experimental data
from Bekker et al. [10] and used to predict blood serum concentrations of the drug
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after subcutaneous administration of different doses (see Sect. 6.1). Subsequently,
this PK model has been linked to the mechanobiological model of bone remodelling
developed by Pivonka and co-workers [121, 122, 145] which takes into account
key features of the known physiology of bone remodelling, including the most
significant biochemical and biomechanical regulatory mechanisms (see Sect. 6.2).
This mechanobiological model allowed the simulation of disease progression in
PMO based on molecular and cellular mechanisms. The time-dependent increase of
RANKL expression together with the decreased mechanosensitivity of osteocytes
have been included in the model to accurately reflect the disease progression in
PMO (see Sect. 6.3). Furthermore, this model allowed the introduction of the PD
effect of the drug in different points of action, such as cell differentiation, prolifera-
tion and apoptosis. In particular, the action of denosumab has been incorporated in
the RANK-RANKL-OPG pathway according to the receptor-ligand binding reaction
theory (see Sect. 6.4). Eventually, this mechanistic model has been used to simulate
PMO with and without the administration of denosumab. The results obtained were
investigated and compared with experimental biomarker data (BMD and BTMs)
from the literature (see Sect. 6.5).

6.1 Denosumab PK Model

As previously mentioned, denosumab is a fully human monoclonal antibody that
binds to RANKL with high affinity and inhibits osteoclast differentiation and acti-
vation. Denosumab is administrated via subcutaneous injections in either the thigh,
the abdomen or the back of the arm. From the site of injection, the drug is absorbed
in the blood serum over time and reaches the surfaces of metabolising bone through
the blood circulation. The serum drug concentration over time for denosumab has
been modelled using the one-compartment PK model illustrated in Fig. 14 (see also
Sect. 5.1) which takes into account the extra-vascular administration of the drug
and the consequent absorption process from the injection site to the blood serum
[97]. The blood serum represent the central compartment of the PK model, char-
acterised by concentration, volume of distribution and bioavailability of the drug(
i.e., mden,ser and Vd/F

)
. The process of drug absorption is described as a first order

rate process characterised by the absorption rate kabs . The drug was assumed to be
cleared from the central compartment by both organs and enzymes. The elimination
by organs was accounted for via the degradation rate korg , whereas the elimination
by enzymes was included via the degradation rate kenz [146].

The degradation of the drug is assumed to be proportional to its concentration in
the central compartment, however experimental data [90] suggested that the elimi-
nation process becomes limited above a certain threshold concentration

(
mcrit

den,ser

)
.

According to enzyme kinetics [106], this limitation of the degradation has to be
attributed to a limited capacity of the enzymes involved in the elimination process.
The governing equations for the serum concentration of denosumab used in the PK
model are the following:
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Fig. 14 Denosumab PK
model: one-compartment PK
model with central
compartment characterized
by concentration

(
mden,ser

)
,

volume of distribution and
bioavailability of the drug
(Vd/F). Absorption process
described via the absorption
rate constant kabs .
Elimination process
described via the two
elimination constants korg
and kenz

Elimination

Absorption
absk

Central
compartment

F
dV

den,serm

orgk enzk

dmden,ser

dt
=

{
kabs · mden,sub − (korg + kenz) · mden,ser if mden,ser ≤ mcrit

den,ser ,

kabs · mden,sub − korg · mden,ser − kenz · mcrit
den,ser if mden,ser ≥ mcrit

den,ser ,
(19)

where mden,sub is the amount of drug injected. From the start of the absorption
process until when mcrit

den,ser is reached, the system is described via the first equation
in Eq. (19). After this time the system follows the second equation. When the peak
concentration is reached, mden,ser starts to decrease reaching again mcrit

den,ser . From
this point onwards the system follows the first equation.

To determine the parameters kabs , korg and kenz , clinical data measuring the tem-
poral evolutions of denosumab serum concentration have been used [10]. Among the
six different administration doses investigated in the clinical study, three have been
used for the calibration of themodel. Since denosumab is generally administeredwith
a small number of high-doses injections, only the higher doses (ranging between 0.3
and 3mg/kg) have been taken into account, assumed to be practically more relevant.
Moreover, since the experimental data showed a limitation on denosumab degra-
dation above a serum concentration of 750 ng/ml, this value has been assumed as
threshold concentrationmcrit

den,ser in the PKmodel. Since denosumab doses are admin-
istered according to the patient body mass, to compute the drug concentration in the
model knowing the administered dose, an average subject of 70kg body weight and
a 3 litres volume of distribution central compartment (i.e., F = 1 and Vd/F = 3 l)
have been taken into account. The comparison between clinical data and the results
obtained using the PKmodel for three different doses are illustrated in Fig. 15, where
the markers indicate the experimental data and the curves the computed values. In
particular, triangles, dots and circles represent measurements of denosumab concen-
tration in patients for an administered dose of 0.3, 1 and 3mg/kg respectively, and
dotted, solid and dashed curves are the corresponding concentrations computed with
the drug PK model. The continuous horizontal line indicates the threshold concen-
tration.
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Fig. 15 Calibration of the denosumab PK model: comparison between experimental (markers)
and model-computed (curves) serum concentrations of denosumab over time. Triangles and dotted
curve correspond to a drug dose of 0.3mg/kg, dots and solid curve correspond to a dose of 1mg/kg,
circles and dashed curve correspond to a dose of 3mg/kg. Solid horizontal line indicates mcrit

den,ser

6.2 Mechanistic PK/PD Model of Osteoporosis

The biochemical interactions between bone cells and regulatory factors acting in
the remodelling process were summarised in Sect. 2.2. Bone cell responses such as
differentiation, proliferation and apoptosis are initiated via ligand-receptor binding
reactions occurring on a particular cell. These reactions are based on the physical
chemistry principles of mass balance and mass action kinetics applied to the receptor
and its corresponding ligand [79]. Detailed development of the equations describing
the law of mass action in the remodelling process can be found in the book chapter
on bone cell interactions by Pivonka and co-workers [123].

The first mechanism-based model of bone remodelling was proposed by Lemaire
and co-authors [88] and successively refined by Pivonka and co-workers [121, 122].
Since both those models took into account the major bone cell types involved in the
remodelling process, together with the most significant regulatory factors, they are
also referred to as bone cell population models. It is worth to mention that the model
by Pivonka et al. also accounted for the changes in bone volume, providing in this
way the pathway for a biomechanical extensions of the model. Previous models of
bone remodelling and adaptation were mainly driven by mechanical loading. In this
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context, a major advantage of the mechanism-based models is to provide a trans-
lation towards bone biology and clinical bone research. However, both the model
from Lemaire et al. and the model from Pivonka et al. had the limitation of not
including the concept of Frost’smechanostat [53], i.e., they lacked the inclusion of a
biomechanical feedback. According to the mechanostat mechanism of action, bone
overloading leads to increased bone formation responses,whereas bone underloading
leads to increased bone resorption responses. This feedback warrants that, after suf-
ficient time, bone reaches an equilibrium. Given the importance of a biomechanical
feedback in the remodelling process, as a further development of the mechanism-
based model, Pivonka and co-workers combined the bone cell population model
with a micromechanical model of bone stiffness including the mechanostat concept
[145]. The biomechanical feedback was included via the strain energy density (SED)
induced in the bone matrix by the mechanical loading applied on bone at the macro-
scopic level. In particular, the loading at the macroscopic level has been linked to the
loading at the microscopic level inducing microscopic deformations represented in
the model by the SED, the latter parameter in turn affected the bone formation and
resorption events by entering the bone cell population model. This mechanism-based
model of bone remodelling has been used in combination with the denosumab PK
model described in Sect. 6.1 to simulate PMO progression with and without drug
intervention.

Due to the complexity of the bone remodelling process, it is not feasible to include
into a mathematical model all the cell types and the regulatory factors involved.
Therefore, the aim of a comprehensive model is to include sufficient details to
address the scientific problem at hand. The mechanobiologically driven evolution
of osteoblasts and osteoclasts were mathematically modelled by means of the bone
cell population model, which explicitly considered several developmental stages of
these cells. In particular, with reference to Fig. 16, the bone cell populations included
in the model were: uncommitted osteoblast progenitors (OBu), osteoblast precursors
(OBp), active osteoblasts (OBa), osteoclast precursors (OCp) and active osteoclasts
(OCa). The progression of osteoblasts and osteoclasts along various developmen-
tal stages (i.e., OBu → OBp → OBa and OCp → OCa) was implemented consid-
ering several regulatory mechanism (dashed arrows) which either activate (+) or
repress (−) a certain cell function. Among these regulatory factors, there were the
RANK-RANKL-OPG pathway regulating the differentiation of osteoclasts via the
osteoblast lineage, and the effect of TGF-β on OBu, OBp and OCa. Moreover,
osteocytes were assumed to sense the SED (�bm) induced in the bone matrix by
the mechanical loading (σ ) and accordingly send a signal to OBp to promote either
their proliferation (i.e., anabolic response) or the RANKL production (i.e., catabolic
response). In addition, the action of denosumab and the progression of PMO were
also included in the model as regulatory mechanisms. The former was accounted for
via competitive binding reactions in the RANK-RANKL-OPG pathway, while the
latterwas included via disease-relatedRANKL increased production andmechanore-
sponsiveness reduction. Note that in Fig. 16 the fine dashed lines indicate binding
reactions (i.e., RANK-RANKL-OPG plus denosumab and PTH binding to its recep-
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Fig. 16 Mechanism-based model of bone remodelling showing: (i) osteoblast lineage compris-
ing marrow stromal cells (uncommitted osteoblasts, OBu), osteoblast precursors (OBp), active
osteoblasts (OBa); (ii) osteoclast lineage comprising osteoclast precursors (OCp) and active osteo-
clasts (OCa); (iii) RANK-RANKL-OPG pathway; (iv) TGF-β action; (v) PTH action; (vi) deno-
sumab competitive binding in the RANK-RANKL-OPG pathway; (vii) PMO effect; (viii) tissue
scale loading (σ ) inducing the SED (ψbm) in the bone matrix [121, 122, 145]

tor), the dashed arrows represent regulatorymechanisms and the solid arrows indicate
either cells differentiation, proliferation or apoptosis.

The governing equations of the bone cell population model have been formulated
as cell balance equations describing in and out flows of cells from the respective
cell pools. Three ordinary differential equations (ODEs) were used to describe the
changes in osteoblast precursor, active osteoblast and active osteoclast pool concen-
trations respectively. In addition, an ODEwas used to describe the change in the bone
matrix volume fraction ( fbm) computed as the difference between the amount of bone
resorbed and formed. The 4 ODEs constituting the system of equation governing the
bone remodelling process are as follows:

dOBp

dt
= DOBu · OBu · π

TGFβ
act,OBu + POBp · OBp · �mech

act,OBp − DOBp · OBp · π
TGFβ
rep,OBp,

dOBa

dt
= DOBp · OBp · π

TGFβ
rep,OBp − AOBa · OBa,

dOCa

dt
= DOCp · OCp · π RANK L

act,OCp − AOCa · OCa · π
TGFβ
act,OCa ,

d fbm
dt

= −Kres · OCa + K f orm · OBa,

(20)
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where DOBu , DOBp and DOCp are differentiation rates of uncommitted osteoblast
progenitors, osteoblast precursors and osteoclast precursors respectively. POBp

denotes the proliferation rate of osteoblast precursors. AOBa and AOCa are respec-
tively the apoptosis rates of active osteoblasts and osteoclasts. Kres and K f orm are
respectively the bone resorption and bone formation rates. All the π together with
� represent regulatory functions.

At the core of any mechanism-based model of bone pathophysiology is how
various regulatory factors govern the cell behaviour. When dealing with extracellular
ligands that bind to their specific receptors on a cell surface (e.g., systemic hormones,
autocrine and paracrine factors, growth factors) the behaviour of the cell ismodulated
by the activation of specific intracellular signalling pathways initiated by the receptor-
ligand binding. These intracellular pathways induce an overall cell response that
can be either cell differentiation, proliferation and apoptosis or the expression of
signalling molecules and receptors. The formulation of binding reactions based on
the law of mass action kinetics allows the derivation of phenomenological Hill-
type functions that can either activate or repress a particular cell behaviour [86].
In the bone cell population model described so far, these regulatory functions were
introduced both as activator (πact ) and repressor (πrep) functions, i.e. functions that
can either promote or inhibit differentiation, proliferation and apoptosis of the cells.
In particular, TGF-β binding to its receptors has been accounted for via π

TGFβ

act,OBu ,

π
TGFβ

rep,OBp and π
TGFβ

act,OCa ; the competitive binding between RANK, RANKL, OPG and
denosumab has been included via π RANK L

act,OCp ; �bm regulating the proliferation of OBp
has been introduced via �mech

act,OBp. For a complete description and derivation of the
governing equations refer to [146].

6.3 Modelling Disease Progression in PMO

Experimental studies investigating the pathophysiology of PMO indicated that the
disease progression could depend on several regulatory mechanisms perturbed at the
same time. Among the potential pathogenic mechanisms driving PMO, oestrogen
deficiency has been widely accepted as the principal cause of PMO [96, 133] result-
ing in increased osteoclast and osteoblast concentrations and consequently increased
bone turnover compared to the normal remodelling homeostasis [54]. Furthermore, it
appears that another effect of oestrogen deficiency is a decrease in bone mechanore-
sponsiveness due to increased osteocyte apoptosis. In the initial phase of the oestro-
gen deficiency, the increase in osteoclast concentration is higher than the increase
in osteoblast concentration, inducing a significant bone loss right after the onset of
PMO (we also refer to this as first phase of PMO). Simultaneously, the first phase of
PMO is also characterised by an increased RANKL/OPG ratio. After a period of time
that can vary between some months and few years, the rate of bone loss decreases
and bone is subjected to a long-lasting moderate bone loss thereafter (second phase
of PMO).
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In the mechanism-based model of bone remodelling described in Sect. 6.2 PMO
has been modelled introducing a disease-related increase in the RANKL produc-
tion, which led to an increased osteoclast differentiation. In order to account for
the moderate bone loss characterising the second phase of PMO, the excessive pro-
duction of RANKL has been assumed to reduce over time. The reduction in bone
mechanoresponsiveness has also been introduced in the model by varying the para-
meters governing the sensitivity of bone remodelling to a changing mechanical load
[146].

6.4 Modelling the Action of Denosumab

Denosumab acts similarly to OPG and competes with RANK andOPG in the binding
with RANKL. Specifically, the higher the denosumab concentration, the lower the
concentration ofRANKL-RANKcomplexes. In themechanism-basedmodel of bone
remodelling described in Sect. 6.2 denosumab has been introduced as co-regulator
factor of osteoclast differentiation by means of the activator function π RANK L

act,OCp . Pre-
cisely, the simulation of denosumab treatment induced a reduction of the RANKL-
RANK complexes concentration, which consequently downregulated the activator
function and eventually resulted in a lower fraction of osteoclast precursor cells dif-
ferentiated into active osteoclasts. This reduction in the active osteoclast number
induced a decreased bone resorption. Adapting the approach used by Pivonka and
co-authors [121], the concentration of RANKL was expressed via Eq. (21) taking
into account the action of denosumab in the competitive binding:

RANK L = RANK Lmax · βRANK L + PRANK L

βRANK L + D̃RANK L · RANK Lmax
· (1+

+ Ka,RANK L−OPG · OPG + Ka,RANK L−RANK · RANK+
+ ζ · Ka,RANK L−d · den)−1,

(21)

where Ka,RANK L−OPG , Ka,RANK L−RANK and Ka,RANK L−d are the equilibrium asso-
ciation binding constants respectively for the binding of RANKL toOPG, RANKL to
RANK andRANKL to denosumab. OPG, RANK and den represent themolar con-
centrations of OPG, RANK, and denosumab respectively. βRANK L is the intrinsic
RANKL production rate, PRANK L is the external RANKL dosage term, D̃RANK L

is the constant degradation rate. RANK Lmax is the maximum concentration of
RANKL [146]. It is worth to notice that the concentrations of regulatory factors
in the model (i.e., RANKL, OPG, RANK and TGF-β) have been formulated for a
specific representative volume element (RVE) of bone tissue, while the concentra-
tion of denosumab was expressed in blood serum using the PK model described in
Sect. 6.1. To be able to express the concentration of denosumab in the bone RVE, an
additional compartment has been taken into account in the model, i.e., the bone RVE
compartment. Assuming an instantaneous distribution from the serum compartment
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into the bone RVE compartment, the concentration in the bone RVE compartment
was considered to be equal to the serum concentration. To include the possibility
of limited accessibility of the drug in the bone RVE compartment, the accessibility
factor ζ has been introduced in Eq. (21). In particular, ζ = 1 was assumed to indicate
unrestricted access to denosumab and ζ < 1 reflected access restrictions. Knowing
the RANKL concentration from Eq. (21), the concentration of the RANKL-RANK
complexes was expressed as follows:

[RANK L − RANK ] = Ka,RANK L−RANK · RANK L · RANK . (22)

Consequently, the activator function was defined as:

π RANK L
act,OCp = [RANK − RANK L]

Kd,RANK L−d + [RANK L − RANK ] , (23)

where Kd,RANK L−d indicates the corresponding equilibrium dissociation binding
constant.

6.5 Numerical Simulations

The results of the numerical simulations of PMO progression and denosumab treat-
ments are illustrated in Fig. 17 showing the change of fbm over time. The solid curves
represent the disease progression of PMO over 5 (Fig. 17a) and 10years (Fig. 17b)
respectively. It is clearly visible that the bone loss obtained in the simulations is rapid
in the first 5years, while it slows down thereafter. In addition, it is worth to notice
that the shape of the PMO progression curve obtained with the mechanism-based
model of bone remodelling appears similar to the shape of the asymptotic disease
progression reported in Fig. 12. However, while in Fig. 12 the shape of the curve was
decided a priori by choosing an asymptotic disease progression model, in Fig. 17 the
shape of the curve resulted from the structure of the mechanism-based bone remod-
elling model and the way in which the biochemical and biomechanical feedback and
PMO were modelled.

The results of the simulations of PMO treatments with single and multiple injec-
tions of denosumab are reproduced in Fig. 17a, b respectively. The three non-solid
curves represent simulations with three different drug doses, specifically: the dashed
curves correspond to 0.3mg/kg, the dot curves correspond to 1.0mg/kg and the dash-
dot curves correspond to 3.0mg/kg. The results for the single injection indicate that
the bone loss was rapidly reduced after the injection of the drug. In addition, even
though the increase in the fbm appeared to be independent of the dose level, the higher
the dose of denosumab the longer the effect on fbm (i.e., time in which fbm stays
constant at a certain level). Overall, the observed bone gain was small and once deno-
sumab was cleared, the bone loss continued along the trajectory of PMO. Therefore,
the action of a treatment with a single injection of denosumab can be assumed as
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Fig. 17 Changes of cortical
fbm over time for PMO and
different denosumab
administration regimes:
a single injection, b multiple
injections. Solid curves
indicate PMO progression
without drug treatment,
dashed curves indicate
treatment with a denosumab
dose of 0.3mg/kg, dotted
curves indicates treatment
with a denosumab dose of
1.0mg/kg, dash-dot curves
indicate treatment with a
denosumab dose of
3.0mg/kg

Time [a]

f bm
[-]

Time [a]

f bm
[-]

(a)

(b)

symptomatic because it does not affect the disease progression. In the investigation
of multiple injections of denosumab, the drug administration has been modelled as
one injection every 9months. The reduced bone loss appeared to be dependent on
the dose level with a lower anti-catabolic effect corresponding to lower doses. The
highest dose significantly reduced the bone loss maintaining the fbm at a higher and
almost constant level.
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7 Summary and Conclusions

This chapter reviewed the complexity of the pathophysiology of the skeletal system
and the numerous regulatory factors involved at multiple scales in bone homeostasis
andOP. Current approaches taken to understand this system include clinical research,
basic bone biology and biomechanical assessment. It is evident that none of these
approaches alone will be able to provide a comprehensive picture of the skeletal
system and that a combination of all the information gained separately is required.
In this context, DSA is a promising framework which allows to link together various
disciplines and to utilise information on bone pathophysiology based on the major
bone biomarkers in a quantitative way. It also provides the ability to define clearer
clinical endpoints and better assess drug efficacy. If based on subject-specific data, the
DSA approach gives the possibility to formulate subject-specificmodels allowing the
optimisation of individual treatments rather than drawing conclusions on a population
basis.

The use of comprehensive mechanism-based models of bone remodelling in DSA
allows quantitative assessment of treatment efficacy at various levels of bone patho-
physiology. To continuously improve thesemodels good experimental data andup-to-
date computational modelling tools are crucial. As with any mathematical approach,
the identification from available experimental data of the essential time and rate
limiting steps in the bone remodelling process is necessary. Moreover, in order for
those models to be relevant for clinical and basic bone biology research, the most
important aspects of bone physiology need to be incorporated.

In conclusion, the ultimate goal of DSA is to develop a quantitative simulation
tool which allows the prediction of short-term and long-term effects of various drug
treatments (including combinations of drugs) on disease progression in OP and other
bone diseases. As such, the computational model needs to undergo continuous devel-
opment according to the latest discoveries in the bone remodelling process and asso-
ciated biomarkers, in order to increase its ability to compare, predict and extrapolate
drug treatment effects. Currently, the development of fully mechanistic disease sys-
temmodels for OP is an ongoing process, it is anticipated that in the near future these
models will be able to adequately predict the long-term effects of drug treatment on
the clinical outcome, i.e., bone fractures.

Outlook to Future Model Extensions

One possible model extension is towards a whole organ scale description of calcium
and phosphate homeostasis. Key regulatory factors in the endocrine control of cal-
cium concentration are PTH and vitamin D. Bone plays an important part in the
calcium and phosphate homeostasis, other organs involved include gut (responsi-
ble of mineral absorption) and kidneys (responsible for calcitriol formation). Many
endocrine diseases such as hyperparathyroidism and hypoparathyroidism have a high
impact on the bone remodelling balance and consequently on bone health. The loss
of kidney functions has a significant impact on bone health as well. In this context,
Peterson and Riggs have developed a physiologically based mathematical model of
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integrated calcium homeostasis and bone remodelling containing 46 ODEs which
describe the concentration of calcium and phosphate in the different body compart-
ments such as blood, gut [119].

Another important model extension is towards spatio-temporal disease progres-
sion models. As previously discussed, bone fractures result from the combination of
the applied mechanical load and the material properties of bone (including poros-
ity and TMD). Bone fractures are localised phenomena which initiate at a particular
spatial location within bone. In order to predict bone fracture and the evolving failure
pattern more accurately, spatio-temporal mechanical models of bone are required.
Researchers in the field ofmaterials engineering developed a large variety of constitu-
tivemodels of bonewhich are able to simulate bone fracture under knownmechanical
loading conditions. However, these models did not integrate the bone remodelling
process in their framework, but were purely mechanical. A first attempt to develop
spatio-temporal models of bone disease progression were made by Pivonka and
co-workers who studied the age-related expansion of the marrow cavity and the
trabecularisation of cortical bone using a mechanobiological model [89].
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1 The Physiome Project

Models of physiological processes across multiple spatial and temporal scales are
used to interpret diagnostic measurements, or to guide clinical intervention or device
design, or just to improve our quantitative understanding of the relative influence of
genetics and environmental factors on a particular disease. Whatever the reason, the
complexity of these processes can be daunting and often calls formodular approaches
based on model encoding standards. Developing such standards, with standards-
based and freely-accessible databases for data and models, and open source software
for authoring, curating, annotating, visualising and running these models, is the goal
of the Physiome Project. Here we briefly review the history, current state and future
ambitions of the international Physiome Project.

1.1 Introduction

The overarching goal of the Physiome Project is to establish a framework for com-
putational modelling of the anatomy and physiology of humans and other species
in order to explain function (phenotype) at the tissue, organ and whole organism
level in terms of the biophysical processes that operate at all spatial and temporal
scales. This requires dealing with multiple interacting physical processes based on
principles of continuum mechanics at the tissue/organ level as well as with their
underpinning molecular processes. It requires a modular approach based on experi-
mentally validated and reproducible models encoded in community-accepted mod-
elling standards and annotated with community-accepted ontological terms. Much
of the initial effort in establishing the Physiome Project was directed towards (i)
the development of modelling standards CellML and FieldML and to some extent
data standards (BioSignalML), (ii) to developing the Physiome Model Repository
(PMR) database for models (with accompanying data) that are encoded with these
standards, and (iii) to developing software (OpenCOR and OpenCMISS) for simu-
lating physiological processes described by combinations of CellML and FieldML
models. Other important complementary parallel efforts by the systems biology com-
munity have been the development of minimum information standards, a standard
for models of biochemical reactions (SBML) and, together with the bioengineering
physiome community, a standard for describing the simulation itself (SED-ML). All
of these developments are described further below but first we give some historical
background to the Physiome Project.

1.2 History of the Physiome Project

The Physiome Project was initiated by the International Union of Physiological
Sciences (IUPS) to meet the challenge of understanding physiological processes that
span spatial scales frommolecular interactions to the interaction of a whole organism
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with its environment. The IUPS Physiome committee (co-chaired by the last author)
was established at the 33rd international IUPS congress in St Petersburg in 1997 to
lead the project [1]. Significant more recent events have been the recognition by NIH
of the importance of developing a computational modeling infrastructure for human
biology NIH (and the funding under the Framework 7 ICT call by the European
Commission (VPH) for a Network of Excellence to co-ordinate the EuroPhysiome
contribution to a Virtual Physiological Human (http://www.vph-institute.org/).

1.3 Objectives of the Physiome Project

Interpreting the wealth of quantitative data now available on cellular and subcel-
lular processes requires a new level of international collaboration between biolog-
ical, physical (including engineering), mathematical, computer and computational
scientists. Biological processes operate primarily at the molecular scale (ligand/
protein/DNA/RNA interactions) but are influenced by, or in turn create an in-fluence
on, the physiological systems of cells, tissues, organs and whole body organ systems.
This influence therefore encompasses a 109 range of spatial scales (nm to m) and
a 1015 range of temporal scales (from s for molecular interactions to the 109s of a
human life span). Our ability to investigate human disease with the tools of genetics
and proteomics as well as physiological tests and diagnostic imaging on an individual
patient (MRI, CT, etc.) is a tribute to astonishing developments in instrumentation
at the two ends of this spectrum of spatial scales. But our current ability to link our
knowledge of structure and function across these spatial and temporal scales is, with
few exceptions, dismal. Mathematics is the language of quantitative science and the
only way to address this challenge is through mathematical modeling. In particu-
lar, multiscale modeling based on bio-physical principles (mechanistic modeling) is
needed, along with numerical techniques that can adequately represent the highly
complex three dimensional structures of biological systems from proteins to organs.

Building mathematical models of biological systems plays an important role in
understanding those systems. Early work on building models for computational
simulation conflated the model with the techniques to simulate it, and used pro-
cedural programming languages. The mathematical equations in the model were
published, rather than the computational code, and so reproducing the simulation
results involved a significant amount of work.

More recently, declarative formats for marking up mathematical models have
been developed. CellML [26] and SBML [63], for example, both use an XML based
format to represent models. The focus of CellML is on representing mathematical
models, while SBML contains constructs specific to modelling biochemical reaction
networks, but allows certain additional forms of algebraic and rate equations. The
benefit of these declarative representations is that the numerical algorithm to be
used is completely separated from the mathematical specification of the model. This
means that the same model description can be used to solve the model with many
different tools and numerical algorithms. It also means that all or parts of the model
can be more easily taken and put into a different model.

http://www.vph-institute.org/
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The benefit of havingmodels in a fewwidely used standard formats is that the tools
needed to run simulations are gradually becoming ubiquitous within the bio-logical
systemsmodelling community, or at least readily available. There arewell-developed
APIs to simplify the development of tools for working with CellML [82] and SBML
[7] models. In addition, model users can choose from a wide range of programs
for running analyses on CellML [40] and SBML [4, 57, 106] models. Thus, mod-
ellers can share their models with members of the community, who can not only
easily reproduce the results described in a paper, but also build on the work of other
modellers.

This benefit becomes even more significant when common parts of models can
be shared between multiple models. CellML 1.1 provides for model composition by
allowing hierarchies of components to be imported from one model into another,
where they can be connected to other components. For example, CellML model
composition has been used to build a library of models for standard synthetic biology
parts [22]. In order for model sharing to occur, it is important that members of the
community can easily obtain models. A number of repositories have been developed
for sharing models, including the PMR2 software [145] (which is used to run the
CellML Model Repository [75]) and the BioModels Database [92]. No repository
described in the literature had until then the ability to store detailed information on
the revision history of the representation of the model.

Under a DVCS based repository, such as PMR, curators and model authors can
directly push and pull changes to and from each other. They can also share a model
which is not yet ready for publication through a workspace in the repository, and
create an exposure for the model when they are ready. Alternatively, they can share a
model by pushing to or pulling from their respective local repositories directory, and
all revisions made will be added to the repository when the changes are pushed to
the repository. In many existing repositories, access to create revisions of a model is
restricted to authorised curators. This is done so that curators can ensure that models
that are to bemade public meet the standards of the repository. However, this also has
the side effect that model authors cannot create revisions except by submitting their
changes to the curators, and usuallymeans that a record of the revision is only created
when a model is accepted by the curator (which may require a number of changes).
DVCSs work by recording changes locally, and only later pushing them to another
repository. This means that model authors can make revisions and store them on their
own computer without the need to be granted access by the repository curators. It is
the act of pushing these changes into the central repository that requires access to
be granted. In PMR2, model authors are given access to their own workspace, and
it is only the final step of creating a public exposure of a particular revision on the
repository web-site which is restricted to authorised curators. This approach allows
the quality of exposed models to be maintained, while not preventing model authors
from creating asmany revisions as required to accurately describe the revision history
of their model.
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1.4 Recent Developments and Future Directions
for the Physiome Project

CellML, SBML and similar standards have successfully begun to address the prob-
lem of sharing and reusing mathematical models. To address the issues of dissemina-
tion and reproducibility of computational simulations, two main community-based
efforts have emerged involving not just the Physiome community but also the compu-
tational systems biology and computational biology communities. The first was the
establishment of the minimal information guidelines Minimum Information About a
Simulation Experiment (MIASE) [136]. These guidelines define the minimal set of
information that must be provided in order to make the description of a simulation
experiment available to others, and thus enable dissemination and replication by the
community at large. As an implementation of the MIASE guidelines, the second
effort was the creation of the Simulation Experiment Description Markup Language
(SED-ML) [136].

SED-ML enables users to unambiguously describe the computational simulations
they perform in order to produce a given output. This includes the models used, any
pre-processing of the models, the numerical algorithms to apply and the parameteri-
zation of those algorithms, any post-processing to perform on the data which results
from performing the actual simulation, and the data to extract from the resultant data.
The first version of SED-ML focused on the most commonly used simulation task,
the uniform time course. The second version of SED-ML introduced the ability to
describe complicated simulation tasks through the combination of an ordered set of
sub-tasks. Some features being considered for future versions of SED-ML are the
inclusion of data (e.g., for parameterization or optimization), more comprehensive
description of the extraction of data for simulation outputs, and greater flexibility
in the addressing of model entities within the simulation description to enable, for
example, generic experiment descriptions to be applied to many different mathemat-
ical models.

In concert with the development of SED-ML, the Kinetic Simulation Algorithm
Ontology (KiSAO) [25] is being developed to describe simulation algorithms and
their inter-relationships through their characteristics and parameters. SED-MLmakes
use of KiSAO to identify simulation algorithms and their parameters. This allows
software tools to make use of similar algorithms if the specific algorithm used in
the SED-ML is not to that tool. Thus enabling SED-ML documents to describe the
use of proprietary algorithms or implementations to be exchanged and potentially
executed by open-source tools.

FieldML [20] is a model representation format being developed as part of the
Physiome Project to encode the spatially distributed aspects of physiological mod-
els. Adopting the fundamental design philosophy from CellML of a modular and
reusable model-encoding format, FieldML is attempting to become a standard for
the archiving, dissemination, and interchange of spatially distributed multi-scale
computational field models. Given the often large size of the computational models
and high performance nature of the computational toolswhich use them, for example,
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in visualisation or numerical simulation tasks, FieldML is addressing a much more
complex set of requirements than those of CellML. The scope of FieldML efforts
have recently focused on the representation of the finite element models routinely
used in Physiome-style models e.g. [89, 121].

While FieldML will be able to represent both temporally and spatially varying
computational fields, it is often useful to consider the time variation of a quan-
tity of interest at a single point in space. Such physiological signals can arise
from computational simulations and analyses or direct measurement. BioSignalML
[10, 11] is an abstract model for such physiological time-series data and arose from a
need to standardise the description and interpretation of such data stored in a variety
of formats, from hardware vendor specific to various standard formats originating in
different geographical regions. The provision of a standard description of such data
and the development of software tools for extracting such information from the com-
monly used formats facilitates the integration of biosignal data into physiological
modelling applications.

In addition to standardisation efforts and the development of controlled vocabular-
ies, it is essential to developMinimum Information Standards to ensure that sufficient
information is being provided for the data to be understandable in a certain context.
The broad computational modelling in biology community has seen the development
of several such standards regarding experimental [102], modelling [91], and simu-
lation [136] data. Recent initiatives in this area are in the parameter identifiability
(tentatively called the Minimal Information for Model Inference and Parametrisa-
tionMIMIP) andmathematical classification (theMathematicalModellingOntology
MAMO).

The modelling and simulation goals of the Physiome Project often require the
development of high performance software to provide the capabilities needed to
create, edit, manage, simulate, visualise, disseminate, and interact with the computa-
tional models and work-flows. In addition to ensuring such software development is
freely available as open-source projects, appropriate use of the standardisation efforts
directly under the Physiome Project as well as related efforts is always encouraged.
Furthermore, the adoption of similar practices in the software tools as the standards
(i.e., modularity and reuse) ensures that reusable software modules are created which
can be assembled to meet the specific needs of given application. The established
standards provide the obvious method for data interchange between such modules
and the ontologies and minimal information guidelines can be utilised to automate a
large portion of common tasks, e.g., model composition [87], interaction and visual-
isation of simulation results [90], ranked retrieval from repositories [50]. The MAP
Client (http://map-client.readthedocs.org/) and OpenCOR (http://opencor.ws) are
examples of frameworks enabling the flexible assembly of such modules. A recent
example [47] describes the application of Physiome software and standards to mod-
elling the chemo-electromechanical behaviour of skeletal muscle.

http://map-client.readthedocs.org/
http://opencor.ws
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2 Geometrical Musculoskeletal Modelling

The International Union of Physiological Sciences (IUPS) Physiome Project was
established as a framework for creation, sharing and dissemination of multiscale
mathematical models of human physiology. One key aspect of this work was the
development of anatomically-based geometries of the Virtual Human to serve as a
common source for computational investigation and sharing in the scientific com-
munity. In this section we present the techniques used to develop subject-specific
musculoskeletal models that were developed for the Physiome repository and are
available for sharing. This process starts with using high-order cubic Hermite ele-
ments suitable for describing the topology of complex musculoskeletal structures
accurately and with minimal element numbers. These geometries are able to be cus-
tomised using free-form deformation (FFD) techniques with data from Computed
Tomography (CT), Magnetic Resonance Imaging (MRI) or anthropometric informa-
tion derived from motion capture. Building upon these same anatomical geometries
we describe complex fibre orientations throughout the soft tissue structures. These
are used later in understanding the deformations of soft tissues, which are referred
to a microstructural curvilinear coordinate system based on these fibre orientations.
The constitutive laws that describe the stress-strain behaviour of soft tissue are also
referred to this anatomically based material coordinate system and the muscle con-
tractions are also based on these fibre pennation angles. The FFD method is then
further extended to a hybrid technique coupling mechanics for added constraints and
anatomical realism during motion. This coupled mechanics-FFD approach is used to
measure musculotendon lengths and inform moment arms for rigid body mechanics.

2.1 Challenges in Subject-Specific Modelling

The challenges faced in subject-specific modelling are similar in all organ systems.
In this chapter we focus on musculoskeletal modelling, which has strong links with
orthopaedics and physiotherapy where patient-based treatment is increasingly being
sought in clinical practice. Some of these modelling challenges include: (i) how
to model the anatomy and tissue structure in a parametrically efficient way; (ii)
how to morph generic templates efficiently to patient data using known geometrical
landmarks and features of underlying mechanics; and (iii) how to make efficient
use of population data to construct patient-specific models. Objectives i and ii are
developed in this chapter and the use of population data (objective iii) via principal
component analysis methods is presented in Sect. 3.
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2.2 Geometry Development

One goal of the IUPS Physiome project [67] was to develop a database of
anatomically-based geometries as the first step in computational mechanics.
Figure1 shows how this database was developed from a number of sources includ-
ing an anatomical skeleton model (SOMSO, www.somso.de), scanned using a
Polhemus laser scanner and the soft tissues digitised from the Visible Man (VM) [1].
The Somso skeleton allowed for accurate depiction of the complex joint articular
surfaces at the end of the bones and attachment points, while the VM high resolu-
tion images provided information about the detailed three-dimensional relationships
between muscles, tendons, ligaments and other organs. These were collected in a
supine reference pose as this was the position the data were imaged. Over the last 10
years additional images have been collected from the Visible Female [122] which is
sliced at every 0.33mm (as opposed to 1mm for the VM) providing greater detail
around the knee joint region where structures like the menisci and cartilage are typ-
ically a few millimetres thick. Additional imaging modalities have also been used
including Magnetic Resonance Imaging (MRI) and Computed Tomography (CT) to
add to the growing collection of data. The additional modalities offer further benefits
by allowing customisation of generic models and validation of model mechanics
by comparison with Tagged MRI, dynamic X-ray (fluoroscopy) and dynamic ultra-
sound. The geometries are being collected into hierarchical modelling ontologies
(Hunter and Borg 2003) to facilitate data exchange among scientists contributing to
the Physiome Project. The collected datasets utilise AnatML (www.physiome.org.
nz/anatml_viewer), a markup language describing the linkages between the different
structures using definitions from Greys anatomy [42] and Anatomica [31].

Once the raw segmented data is acquired, a set of 3D parameterised FE meshes
suitable for mechanics are developed. The three-dimensional FE meshes have basis
(or shape) functions determined from the tensor product of 1D interpolation func-
tions. These four 1D cubic Hermite basis functions are given by

ψ0
1 (ξ) = 1 − 3ξ 2 + 2ξ 3 (1)

ψ0
2 (ξ) = ξ 2(3 − 2ξ)

ψ1
1 (ξ) = ξ(ξ − 1)2

ψ1
2 (ξ) = ξ 2(ξ − 1),

where ξ is the normalised local or element coordinate which is defined from 0 to 1.
These cubic Hermite elements differ from the usual Lagrange family finite elements
in that they preserve both the continuity of the nodal values (C0 continuity), and
their first derivatives (C1 continuity). This provides many advantages in construct-
ing a finite element geometry, particularly of biological structures such as muscles
and other organs that typically have smooth surfaces [144]. Moreover, the realistic
geometries are useful in such applications as virtual surgery and medical educa-
tion. Another attractive feature of cubic Hermite elements is that fewer numbers

www.somso.de
www.physiome.org.nz/anatml_viewer
www.physiome.org.nz/anatml_viewer
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of elements are required for complex geometries. C1-continuos interpolation also
provides a smooth change in the surface normal across element boundaries and this
provides numerical benefits when solving contact mechanics problem. Interpolation
of the spatial coordinates of line elements in spacewith cubicHermite basis functions
is given by

u(ξ) = ψ0
1 (ξ)u1 + ψ0

2 (ξ)u2 + ψ1
1 (ξ)

du
ds

∣
∣
∣
∣
1

L + ψ1
2 (ξ)

du
ds

∣
∣
∣
∣
2

L . (2)

where u is x, y or z if the field is geometry and du/ds is the derivative of the spa-
tial coordinate with respect to a measure of distance, chosen to be arc-length here.
Subscripts 1 and 2 refer to node numbers and superscripts 0 and 1 are the zeroth
and first derivatives, respectively. L is the physical arc length along the curve. To
ensure we have continuity with respect to arc-length we enforce the condition that the
magnitude of du/ds should be 1. The interpolation can be any field in general such as
stress, temperature or fibre information and more details can be found in Fernandez
et al. [35]. Now that we have established the element primitive we fit the elements
to segmented data using a least-squares fitting procedure. We employ a face fitting
routine for surfaces of the volume mesh and define a face objective function, F(un),
consisting of two components, namely the data error and a smoothing constraint
given by

F(un) =
N

∑

d=1

wd‖ u(ξ1d , ξ2d) − zd ‖2 + Fs(un), (3)

where the data error is the summation of the square of the distances between each
data point, zd, and its orthogonal projection u( ξ1d and ξ2d ) on the relevant face. Each
point can be weighted based on importance using wd. The smoothing constraint,
Fs(uin), is appended to the objective function as a penalty function defined by
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which is the second order Sobolev norm [8] used as the smoothing constraint to
account for sparse and scattered data. Constants ai (i = 1 . . . 5) are the Sobolev
weights (penalty parameters) and each term has a distinct effect on the final shape
of the fitted object. The first two terms (a1, a2) control the arc-length, while the
third and fourth terms (a3, a4) control the arc-curvature in the ξ1 and ξ2 directions,
respectively. The last term (a5) represents the face area. For instance, if the weight
associated with the cross-derivative term is set to a relatively higher value, one might
end up with a smaller face area. All Sobolev weights must be at least an order lower
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than the weight associated with the data error component, wd , which is usually taken
as 1.0.

We highlight two examples of model fitting depicted in Fig. 2. If the data set is
sparse, such as shown with the rectus femoris muscle (one of the quadriceps) and if
the Sobolev weights are all set to have minimal effect then the fitting will produce an
oscillatory shape in the muscle. This is an artefact arising from the data being dense
in the radial direction but sparse in the longitudinal direction. If, however, we place
more weight on the curvature in the longitudinal direction and increase smoothing
on the face area we arrive at a more anatomically correct shape. This shows that the
Sobolev weights can account for incomplete or non-uniform data sets. In the second
example we have a bone to fit (the femur) with a uniform and dense cloud of data
from a scanned source. There is usually less need to increase Sobolev smoothing
parameters in such a case as the data is sufficient and homogenously distributed for
an accurate fit. However, if we want to place more emphasis on a particular region
such as the greater and lesser trochanters then we can increase the data point weights
for those features. The fitting algorithm will then ensure a better fit in those regions.

2.3 Subject-Specific Customisation

A database of geometries is extremely useful for sharing and disseminating mod-
els amongst the scientific community, especially using the popular Visible Human
dataset. They can be used to study population-based mechanics primarily in healthy
individuals. However, when studying diseased joints, pathology leading to deformed
geometry (such as cerebral palsy) or for focussed studies aimed at predicting the out-
comes of intervention a subject-specific geometry is required. The original database
of geometries serves as a good basis to morph and fit to patient data obtained from
MRI, CT or motion capture. We utilise a technique, based on free-form, to rapidly
morph complex geometries using only a few control points [36].

Free form deformation (FFD) is a computer graphics technique used to efficiently
morph an underlying geometry with many degrees of freedom using a coarse mesh
with only a fewdegrees of freedom.The coarsemesh ismorphed so as tominimise the
distance between strategically chosen control points and this deformation is passed to
the embedded geometrywithin. This ideawas extended tomusculoskeletal structures
and biomechanics by Fernandez et al. [36] using generic template muscle meshes
developed from the popular Visible Human data set [22]. Figure2 shows a subset
of these geometries from the lower limb with one representative muscle, the rectus
femoris, customised to subject-specific data using MR identified control points. The
FFDmethod provides shape control overmuscle curvature and length by using shape-
based constraints called Sobelov smoothing [144]. To evaluate the FFD method the
actual target rectus femoris muscle was manually segmented and shown to match
the host-meshed muscle with an error of less than 2mm RMS. This technique was
further evaluated for the complete lower limb by Oberhofer et al. [93] by matching
MR segmented geometries at 15◦ and 45◦ flexion with host-mesh predicted muscle
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shapes producing errors less than 3.7mmRMS. The FFDmorphingmethod provides
complex muscle scaling to patient data beyond the simple scaling currently offered
in OpenSIM.

The host-mesh fitting method described below is a free-form deformation tech-
nique used to perform geometric transformations consisting of both Euclidean (trans-
lation and rotation) and Affine (Euclidean plus scaling and shearing) operations on
arbitrary parameterised meshes. The structure of the host mesh is a parallelepiped in
these examples, but can in general be any shape. The size of the host mesh is deter-
mined from experience, however, as a general rule it should be close to the size of the
object being deformed and the number of degrees freedom of the host mesh depends
on the control the user wishes to have over the deformation and object anatomy. The
object being morphed is embedded within the host and when the host is morphed the
object within it also undergoes the same transformation. For most cases one to three-
element host meshes will suffice to provide enough degrees of freedom to control its
deformation. We demonstrate this method in a couple of scenarios shown in Fig. 2
including changing the articular features of femoral bone, changing the attachments
of ligaments and morphing the rectus femoris muscle.

The host-mesh technique permits morphing of anatomical geometries given a
limited number of data points. This is most useful where only a limited data set is
available, such as a partial MRI or CT, or only discrete measures can be obtained
(such as motion capture). The quality of fit can be controlled through weighting the
data points (placing more weight on important regions) or through constraining the
host that the body lies within. A useful illustration is the femur, which is known
to vary between patients and is influenced by gender (with females having a wider
quadriceps angle) and pathology (such as children with cerebral palsy with highly
curved femurs). When performing finite element analyses the resulting stress distri-
bution is influenced by the geometric profile and so obtaining a quick fit is desirable
when performing large population studies. In this case 24 landmark points were iden-
tified from a CT-scanned femur but could also be obtained from other modalities.
Each data point represents a distinct extremity such as a peak or groove in the bone.
The host was divided into 3 segments (elements) for separate control of the shaft,
proximal and distal ends. Greater freedom was allowed for the femur ends while the
shaft, which had limited data available, was allowed only to radially expand, twist
and lengthen. The blue markers indicate the landmark points and the red markers
show their desired final positions. The undeformed host (blue) was distorted to the
red host in order to minimise the distance between the blue and red markers in a
weighted least squares sense. The fitting procedure used to distort the mesh in order
to minimise the data error is identical to that described in Eqs. 3 and 4 for fitting.

The host mesh can also be used to adjust small features while maintaining
the remaining geometric shape. Ligament attachments vary between patients, as
observed inMRI, and can be modified due to surgery to correct pathology. Illustrated
in Fig. 2 is a new ligament attachment specified by green markers on the femur. The
medial collateral ligament was morphed so as to match the insertion into the femur
while maintaining the original ligament origin at the tibia. In this example only a
sparse set of data existed (the insertion points), so we increased the Sobolev smooth-
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ing to assist the fit by placing weights on the host-mesh curvature. This ensured that
the new ligament was not distorted.

Soft tissues can come in a variety of deformed poses and shape depending on
the orientation the subject is imaged. While muscles typically have textbook profiles
defined based on cadaveric studies it may be useful to rapidly customise a generic
muscle to another subject. Here we have chosen an extreme example whereby the
generic rectus femoris muscle (one of the quadriceps) derived from the Visible Male
is customised to a subset of points taken from the Visible Female dataset. Muscle
size is useful because it affects the force generation capacity in computation. We
identified a set of landmarks at the ends of the muscle and radially along the length
of the axis (a total of 20 points). The same sites were located on the female muscle
set using Visible Female images and we performed the fit to minimise the distance
between the marker sets. The resulting mesh closely resembled the female muscle
and to check we performed a least squares fit against the fully segmented female
muscle giving an RMS of less than 3mm.

FFD can be performed at the individual muscle and bone level or be applied to
the outer skin and whole muscle groups. Figure3 shows FFD being used where the
host is now the skin (rather than the originally proposed box mesh) with embedded
muscles being deformed based on skin motion. Control points can be located on the
skin surface or within the limb and be used to control internal muscle deformation.
For example, CT images only identify muscle groups as grey thresholds with no
individual muscle boundaries, which can be used to inform the shape of the collective
quadriceps or hamstring muscle groups.

In gait analysis, continuummuscles are often used to inform rigid bodymechanics
simulations with anatomically correct musculotendon arc-length paths and muscle
moment arms. FFD requires high numbers of control markers, which is difficult
to achieve in practice. This limitation has been partially addressed by introduc-
ing additional non-kinematic information including material behaviour (constitutive
laws), tissue interaction (contactmechanics) andvolumeconservation constraints [5].
Muscle arc-length centroids can be used to perform a virtual tendon excursion and
evaluate moment arms. Figure4 shows a hybrid finite element-FFD approach with
wrapping surfaces, muscle sliding and bone interactions for the semimembranosus
and semitendinosus muscles through 45◦ hip flexion. This extension to traditional
FFD couples FE analysis allowing different material laws to be included accounting
for stiffer tendon, spatially varying fibre fields, soft tissue sliding and volume con-
servation of muscle generating a more anatomically realistic shape with only a few
control points needed.

Muscle fibre information is a key component of muscle function, as it controls
the direction of muscle contractile behaviour and shape in 3D, and the pennation
components of force in 1D Hill-type models. In 3D finite element muscle models,
extracted fibre information from both cadaver dissections and Magnetic Resonance
Imaging has been used to inform spatially varying fibre architecture [6–9]. Figure5
shows a representative dissected cadaveric human rectus femoris muscle with visible
fibre pennation angle. Discrete fibre angle measurements were made at different
slices and mapped to a continuum fibre field, which becomes part of the generic
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muscle template. One possible solution proposed is to solve the complete muscle
contraction problem at the continuum level. Using statistical methods, such as partial
least squares regression, muscle shape, stress/strain fields and musculotendon force
can be computed directly from muscle tendon length and activation levels. These
muscle parameters can be directly linked to skeletal models in OpenSim by applying
the muscle forces directly to bones.

2.4 Conclusions

Themodelling framework presented in this section demonstrates a collection of tech-
niques that can be used to aid patient-specific analysis using computational methods.
This chapter primarily demonstrates efforts towards efficient methods of building
subject-specific geometries. However, accurate boundary conditions and material
properties are necessary before results can be used with confidence. Patient derived
geometries are paramount for both bone and soft tissue when informing clinical deci-
sions. Accurate descriptions of bone provide correct anatomical surface topology and
articular features. This is especially important for diseased states like cerebral palsy,
which differ significantly from the healthy condition, or when informing implant
design for patient surgery. Furthermore, predicting joint contact areas requires accu-
rate models of joint articulations. The anatomical axis is also influenced by the cur-
vature of bone shaft, which in turn allows for accurate moment arm predictions and
more meaningful muscle force estimates. Improved soft tissue profiles are important
for volume prediction of muscle, which is used to estimate cross-sectional area and
hence predict the power generation capacity.

3 Musculoskeletal Statistical Shape Analysis

Statistical shape modelling has been extensively used to model the 3-D shape vari-
ations of many biological structures. Using statistical methods such as principal
component analysis to reduce the dimensionality of 3-D data, complex geometric
variations can be modelled using a just a few parameters. These models have been
used to greatly improve the robustness and efficiency of patient-specific model gen-
eration from images and sparse or incomplete data. This section will outline the
basic theory of statistical shape modelling, and describe how it has been applied to
the human femur as an example of its application.
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3.1 Introduction

Understanding andmakingpredictions using femur shapehas a longhistory in anthro-
pology, forensics, and clinicalmedicine. Traditionalmeasurements of lengths,widths
and angles have been used to predict fracture risk [86, 95] and estimate anthropo-
metric information [138], amongst other applications. However, traditional measure-
ments are time consuming to perform, and do not capture the full three-dimensional
shape of the femur. Shape can be strictly defined as geometric information invari-
ant to translation, rotation and scaling [33]. Statistical shape analysis is the use of
statistical methods to model variations in shape. It provides the means to, in three
dimensions, quantify shape differences, generate representative shapes, or correlate
shape to other measurements.

Statistical shape analysis has been used for three main applications: image seg-
mentation, model generation, and classification and prediction. It has led to more
accurate and automated femur modelling for finite-element analysis or computer-
guided surgery, and new predictors for fracture and disease risk. A comprehensive
review of shape modelling in image segmentation can be found in [48]. With respect
to the femur, shape model driven automatic segmentation methods have been applied
to the knee [38, 104] and hip [70, 113].When images do not capture the whole femur
or pelvis, for example due to limited field of view, a shape model can approximate
the missing portions based on what is present. Often, only sparse geometrical data,
e.g. anatomical landmarks, are available. Numerous work have shown that shape
models can be used to approximate femur shape from landmarks and partial data
[3, 103, 124]. The ability of shape models to generate representative femur models
was use by Bryan et al. [12, 13] to study the variations in mechanical response due
to variations in shape (and bone density). Finally, shape models allow pathological
shape differences to be quantified, for example femurs with high fracture risk [43]
and osteoarthritis [135].

The key steps in statistical shape analysis are (i) describing each object in a training
set using a shape descriptor; (ii) aligning the descriptions to remove translational,
rotational, and size variations; (iii) statistical analysis andmodelling of the variations
in the aligned shape descriptions.

The shape descriptor is a mathematical way to encode shape information, and
is dependent on what aspects of an objects shape are of interest. Shape descrip-
tions range in complexity from simple hand-placed landmark points, to parametric
meshes [149], to deformation fields [107]. Whatever the description, the variables of
the description must be correspondent between shape instances so that statistics on
variables can be computed.

Removal of translational, rotational, and scale variation between objects is
required to obtain pure shape information. In some cases, scale variation is preserved
to study allometric variations. Given a training set of shapes, the variations above can
be removed by aligning the shapes to a common coordinate system. The coordinate
system can be anatomical or functional, or general for any shape but dependent on a
reference shape in the case of the commonly used General Procrustes Analysis [33].
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Statistical analysis commonly involves decomposing variations in shape information
into significant modes or components the shape model. The shape model can then
be used for shape generation and classification. Principal component analysis (PCA)
[69], the most common method for shape analysis [48], decomposes a training set
of observations (e.g. shape instances) into a mean, and orthogonal principal compo-
nents, ranked in descending significance. Assuming linear Gaussian variations, the
first few components will capture most of the variation, meaning that shapes can be
approximately reconstructed by linear combinations of just the first few components.
Other statistical method can also be used, e.g. ICA [126], kernel PCA [27], to model
non-linear or non-Gaussian variations.

To demonstrate the power of statistical shape analysis in musculoskeletal mod-
elling, the remainder of this article will summarise a body of work focused on shape
modelling of the human femur. In the next section, we present an anatomical region-
based shape model of the femur, using piecewise parametric meshes as the shape
description. In Sect. 3, this femur shape model is used to drive automatic femur seg-
mentation from X-ray computed tomography (CT) images, and in Sect. 4, it is used
to generate femur models from sparse anatomical landmarks from motion capture.

3.2 Training the Femur Shape Model

Anatomic features can be better represented in a shape model if the shape descrip-
tion incorporates regions that correspond to the features. Explicitly defined regions
constrain the shape description in regions that have are known to be correspondent,
thereby improving overall correspondence. In addition, a region-based shape model
of the femur allows these regions to be analysed independently, or compared against
other regions, which may reveal local shape variations not found in a whole-femur
shape model.

Ourmethod for training an anatomical region-based femur shapemodel is detailed
in [149]. Briefly, themethod is composed of a region partitioning clustering stage and
a shape model training stage. To identify the best conserved anatomical regions on
the femur, 31 femoral surfaces segmented fromCT images were partitioned based on
localGaussian curvature. The regions fromall 31 femurswere then clustered based on
their geometric properties. The most tightly clustered regions were the femoral head,
the greater trochanter, the medial condyle, and lateral condyle. Template piecewise
parametric meshes were created for each of these four regions, plus two regions for
the femoral shaft (Fig. 6).

In the shape model training stage (Fig. 7), for each of the six regions, the template
meshwas fitted to the corresponding regions from the 31 femur surfaces. Fittingmin-
imised the sum of squared distances between data points (vertices on the segmented
surface) and their orthogonal projections on the mesh:
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Fig. 1 A subset of the lower limb model derived from the Visible Man dataset with bone geometry
and soft tissue insertions from a physical Somso model. The process of fitting the rectus femoris
(quadriceps) muscle and femur (thigh) bone to data is illustrated

ξ =
n

∑

i=1

‖ di − pi ‖2 (5)

Equation1 was minimised in a coarse to fine scale manner, first using rigid-body
registration, then free form deformation, and finally optimising the position of each
mesh node independently.

The fitted meshes were aligned to remove translational and rotation variations
then used to train a shape model of the region using PCA. For each mesh, node
coordinates were concatenated into a column vector, and the matrix formed by the
column vectors from all the meshes was the PCA input matrix. Node coordinates of
the mean mesh was calculated by taking the mean across each row, x. Singular value
decomposition was performed on the mean-subtracted X

X − x = X + U
∑

VT (6)

to obtain the principal components (columns of V T ) and their variance (diag(
∑

)2).
To improve the correspondence of fittedmesh nodes across the training set, the fitting
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Fig. 2 Host-mesh
customisation of the femur
(top), medial collateral
ligament insertion (middle)
and rectus femoris muscle
(bottom)

process was repeated using the mean mesh from the shape model as the template
mesh, and using the principal components of variation to deform the mesh instead of
freeformdeformation.Mesh node coordinateswere generated as a linear combination
of the first principal components and the mean,

x’ = X +
k

∑

i=1

aibi
2 (7)

which were then subject to a rigid-body translation and rotation to minimised Eq.1.
This form of fittingwas efficient since it optimised very few parameters (k is typically
four or five), and was robust since mesh deformations are constrained by the shape
model to be realistic. For each femur, its fitted region meshes were assembled into a
full femur mesh, which was then aligned and used to training a whole femur shape
model using PCA.

Across the training set, root-mean squared (RMS) fitting accuracy was 0.52mm
with 0.09mm standard deviation, which was 9mm lower than fitting using region
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Fig. 3 a Complete lower
limb skin host-mesh with
embedded muscles deformed
using motion capture surface
markers. b Initial embedded
muscle pose and c resulting
deformed muscle pose after
30◦ flexion

meshes. In leave-one-out experiments, the region-based shape model could fit to
unseen femurs with greater accuracy than the non-regional-based shape mode. The
region-based shape model also produced a more compact shape model, describing
more variation in the first 5 principal components than the non-region-based model.

The first four principal components of the femur shape model accounted for over
95% of total variation, and reflected anatomically significant changes in shape and
size (Fig. 8). The first component was dominated by size variation, plus a small
increase in the femoral neck angle with size. The second component accounted
for variation in anteversion. The third component accounted for femoral neck
angle, inversely related to widths throughout the femur, while the fourth compo-
nent reflected an increase in the neck angle, correlated with an increase in the sizes
of the proximal and distal femur.

The shape model captured the great majority of femur shape variation with just
a few parameters, and as described above, enabled an efficient and robust fitting
method. This fitting method was applied in work of the next two sections to rapidly
generate femur shapes that match imaging and motion-capture data.

3.3 Automatic Femoral Cortex Segmentation

The femoral cortex is a vital consideration in nearly all femur-related analysis. Cor-
tical morphology, in terms of shape and thickness, is correlated to anthropological
factors [78, 96], hip fracture risk [56, 81], and the accuracy of finite-element mod-
els of femur mechanics [147]. The cortical thickness mapping method [132] allows
cortical thickness and cortical boundaries to be estimated over the femur surface
from CT images to sub-voxel accuracy. However, the method requires an initial
segmentation of the surface. Manual segmentation is prohibitively time consuming,
so we combined active shape modelling [23], a well-established shape model-based
automatic segmentationmethod, with cortical thickness mapping to produce an auto-
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Fig. 4 a Semimembranosus and b semitendinosus muscles embedded inside hybrid mechanics
host volume meshes. c–e Finite elastic mechanics simulations of muscle deformation, sliding and
wrapping through 45◦ of hip flexion; and f muscle arc-length changes through muscle centroid
(red) (color figure online)

matic femur cortex segmentation method [148]. The mean femur mesh produced in
the previous section was customized to represent the inner and outer cortical surfaces
in a CT image in three main steps (Fig. 9): active shape model segmentation of the
outer surface, cortical thickness mapping to estimate cortical thickness and inner and
outer cortical surface positions, mesh duplication and fitting to produce meshes of
the inner and outer cortical surfaces.

First, following the active shape modelling method, the mesh was deformed
according to the principal components of the femur shape model to textures in
the image matching the femoral surface. The principal components constrained the
deformation of the mesh to realistic shapes found in the training set, making the seg-
mentation robust to noise in the image. Statistical models of image texture normal to
the mesh surface were first trained at a dense distribution of points (material points)
over the femur mesh. During each segmentation iteration, image texture normal to
the mesh at each material point was compared to the material point’s texture model.
The coordinates of the best matching texture sample for each material point gener-
ated a dense cloud of points to which the mesh was fitted through optimisation of
principal component weights and rigid-body transformations. The mean femur mesh
was thus iteratively deformed to the image femur surface.

Cortical thickness mapping was performed on the active shape model-deformed
mesh. As detailed in [132], cortical thickness mapping is based on a model of one-
dimensional cortical bone appearance normal to the cortical surface, taking into
account image blurring. This model was fitted to 1-D image profiles sampled normal
to the mesh at the dense distribution of material points. The result was that each
material point was associated with a cortical thickness value, a position of the outer
cortical surface, and a position of the inner cortical surface. The thickness values
were represented over the femur mesh as a scalar thickness field. The mesh was
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Fig. 5 aCadaveric human rectus femorismuscle showing fibre pennation angle;b identifiedmuscle
points used to measure pennation angle; and c fitted fibre field inside continuum muscle

fitted to the outer surface points to create the outer cortical surface mesh. It was then
duplicated and its nodes projected inwards by their thickness field values to create the
inner cortical surface. Figure10 shows three examples of automatically segmented
cortical surface meshes.

Seventeen unseen femur CT images were used to validate segmentation accuracy.
Automatic segmentation results were compared to manual segmentation and cortical
thickness mapping performed on the Stradwin software. The outer cortical surface
mesh was, on average, 0.75mm RMS from the corresponding Stradwin surface,
and 0.89mm for the inner surface. Cortical thickness had an average RMS error of
0.61mm. All errors were less than voxel dimensions.

The automatic segmentation method allowed a large number of femurs to be seg-
mented and statisticalmodels to be produced of not only shape, but cortical thickness.
The large population allowed femur models to be generated with more confidence
about their representativeness. In the next section, we describe how the femur shape
model has been implemented in software for robust femur model generation from
motion capture landmarks and partial segmentations.

3.4 Model Generation and the Musculoskeletal Atlas Project

We have shown that statistical shape modelling provides powerful tools for model
customisation and the ability to automatically collect large amounts of geometric
data. Being able to share these methods and data allows the greater musculoskeletal
modelling community to validate, improve, and develop new methodologies. The
Musculoskeletal Atlas Project (MAP) being developed at the Auckland Bioengi-
neering Institute, University of Auckland, New Zealand, aims to establish a unified
database of musculoskeletal models as well as computational methods for research
and clinical application in the field of orthopaedic biomechanics. A component of
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Fig. 6 a Anterior and posterior views of the automatically partitioned regions on a typical femur. b
Anterior and posterior views of the assembled femur mesh composed of six region meshes. Region
boundaries are shown in black, and parametric patch boundaries in grey

the MAP is the MAP Client (Fig. 11), a plug-ins based workflow software for model
generation [149]. A number ofMAPClient plugins, or steps, have been implemented
that makes use of femur and pelvis shape models for rapid model generation, as a
part of a patient-specific model generation workflow.

Creating patient-specific femur models to predict in vivo knee joint loading is
a common task in musculoskeletal modeling [37]. Femur position and general size
and shape can be reconstructed from sparse anatomical landmarks in motion-capture
data. Detailed distal femur geometry can be segmented from high resolution knee
magnetic resonance (MR) images. The MAP Client workflow for this task begins
by loading motion-capture landmarks (in the TRC format) using the TRC Source
step. Landmarks are then passed to the Pelvis Reconstruction by Landmarks step
and the Femur Reconstruction by Landmarks step (Fig. 12, left). In each of these
two steps, the mean bone mesh is fitted to the input landmarks by optimising rigid
body translation, rotation, and principal component weights to minimise the sum
of squared distances between given landmarks and their corresponding predefined
positions on the mesh. Predefined landmark positions on the mesh are defined in
terms of the mesh parametric coordinate system so that as the mesh deforms, their 3-
D coordinates are re-evaluated, by stay correspondent to their anatomical position on
the bone. The Femur Reconstruction by Landmarks step was validated on 12 femur
meshes unseen to the shape model. Mean RMS distance between the actual and
registered models was 4.3 ± 2.2mm, which was roughly half of the error produced
by rigid-body and isotropic scaling registration (8.5 ± 3.6mm).

On a parallel workflow path, the Image Source step loads an MR image stack
and sends it to the Manual Segmentation step for segmentation. The Point Cloud
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Fig. 7 Overview of the ensemble and region shapemodel training process. A shapemodel is trained
for each femoral region in an iterative fitting-PCA process. Fitted region meshes are then assembled
into whole-femur meshes to train the femur shape model

Fig. 8 Shape variations
along the first four principal
components of the femur
shape model. For each
principal components, the
left and right shapes are at
−2 and +2 standard
deviations from the mean
shape
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Fig. 9 The key steps of automatic femur cortical surface segmentation

Fig. 10 Examples of automatically segmented inner and outer cortical surface meshes
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Fig. 11 TheMAPClient software. Installed plug-ins/steps are listed in the left area. The workspace
area to the right shows the patient-specific femur generation workflow

Fig. 12 MAP Client plugins/steps using the femur shape model. The graphical user interface for
the Femur Reconstruction by Landmarks step is shown on the left and the Principal Components
Fitting step on the right

Registration step aligns the segmented point cloud to the femur mesh before they
are passed to the Principal Components Fitting step (Fig. 12, right) which fits the
femur mesh to the point cloud according to the femur shape model. In this work-
flow, principal components-based fitting is used to fit the femur mesh to incomplete
femur geometry (segmented femoral condyles). The shapemodel reconstructs the rest
of femur geometry based on the condyle geometry and motion-capture landmarks.
In leave-one-out experiments using 31 femurs, the average RMS fitting error was
1.2± 0.3mm using ten principal components, which was superior to the commonly-
used host-mesh fitting method (2.5 to 4.0mm RMS) [35]. A subsequent uncon-
strained Mesh Fitting step can reduce the fitting error to around 0.5mm RMS.
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The resulting femur mesh exhibits high accuracy in the condylar region where
detailed geometry is available, and elsewhere is formed by the optimal shape model
approximation, based on a real population of femur geometry. The steps of the
workflow are modular and can be easily rearranged for other model generation tasks.

3.5 Conclusions

In this article, we have demonstrated statistical shape modelling on the femur, and
given two examples of how a shape model can be used in musculoskeletal model
generation. In training a shape model of the femur, we chose a piecewise parametric
mesh description of femur shape, and used an iterative fitting-PCA process to obtain
correspondent fits of the mesh to a training set of femur segmentations, paying
special attention to anatomical regions. While this is by no means the only to create
a shape model, the region-based approach improved the correspondence of the mesh
to anatomically significant features. The main goal was to create a compact model
of femur shape variation, and this was achieved by PCA on the fitted femur meshes.

The shape model then drove an automatic segmentation method. Combined with
cortical thickness mapping, the inner and outer cortical surfaces, and cortical thick-
ness could be automatically extracted from CT images. This allowed the training
set size of the shape model to be greatly increased, improving the robustness of the
model.

Finally, we showed that the shape model can be used to rapidly create patient-
specific femur models from sparse and incomplete motion-capture and imaging data.
The software tools for doing this have beenmade available as a part of the open-source
Musculoskeletal Atlas Project, so that the community can benefit from, and improve
upon statistical shape modelling methodology in musculoskeletal modelling.

4 Modelling Towards a Clinical Tool

Finite element analysis has been used widely in orthopaedic biomechanics mainly
as a research tool. We present our work that show how finite element models can
be efficiently generated from clinical CT scans and used in post-surgical monitoring
of a patient who received a total hip replacement implant and developed osteolytic
defects around the implant.

4.1 Introduction

Since its introduction in 1972 [9] the finite element(FE)method has beenwidely used
in orthopaedic biomechanics. It has many applications from stress strain calculation
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to microstructural modelling of bones [65, 66]. However, it has not yet reached wide-
spread clinical use mainly due to the intensive labour that is needed in generating
accurate FE meshes. There have been numerous attempts to develop an automated
method for generating FEmodels to be used in orthopaedic areas. Keyak and cowork-
ers have developed an efficient and robust automaticmesh generation (AMG)method
[71] that has proved to be useful in many research areas [21, 72, 73]. Viceconti and
coworkers have also pioneered in developing a mesh generation method [133] for
generating patient-specific FE models of various different types of bones other than
the femur [134].

All the aforementioned methods use computed tomography (CT) to obtain patient
specific geometry and material properties. The data requirements are quite intensive,
most of them requiring very dense FE meshes with thousands of elements. This will
inevitably lead to increased radiation exposure to subjects/patients.

There have been a number of concerns about the possible adverse effects of CT
radiation exposure [98, 105, 112]. Moreover, it is common for clinical CT datasets
to be limited to the part of a bone that is a region of clinical interest such as the
acetabulum of the pelvis. Data describing a structure such as the iliac region of the
pelvis may be very limited or missing. However, to have a full FE model of a bone
for mechanical simulations, it is vital to have structural information for the whole
bone.

In this section we first introduce a hybridmethod for generating pelvic FEmodels,
which supplements sparse patient pelvic data with geometric data from the visible
human dataset [1]. The models use high order cubic Hermite elements which have
the advantage of capturing complex geometry using few elements [8]. Then the
validation of the model generated with the hybrid method is presented.

4.2 Generation of FE Models from Clinical CT Datasets
and Model Validation

A new method of supplementing patient CT images with images from the Visible
Human CT was developed [117]. This method uses the previously described cubic
Hermite elements and least squares fitting procedures. Figure13 outlines the method
starting with dividing the patient CT and Visible Human CT into the same number of
anatomically defined regions. Second, within each regionwe transformed slices from
the Visible Human CT slice to the patient CT slice using landmarks at the beginning
and end of each region. Third, we selected a minimal number of slices within each
region of the Visible Human CT to transform and fill the gaps in the patient CT
set. It was found that with only 12 CT slices we were able to generate smooth and
accurate meshes of the proximal femur with a geometric root mean square (RMS)
error of less than 1mm and peak errors less than 8mm. We tested this method on
three patient data sets, generating FE meshes of the pelvis using only 10 CT slices
with an overall RMS error less than 3mm. Considering that linear meshes usually
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Fig. 13 Generation of a subject-specific model of the pelvis from a sparse CT data set by comple-
menting it with the Visible Human CT data set

require about 70100 pelvic CT slices (in axial mode) to generate FE models, our
method has brought a significant data reduction to the automatic mesh generation
step.

Models generated with this technique were validated with mechanical
experiments [118]. Three cadaveric embalmed pelvises were strain gauged and FE
models were generated from the CT scans using the hybrid technique. Material prop-
erties for cancellous bone were obtained from the CT scans and assigned to the FE
mesh using a spatially varying field embedded inside the mesh while the mechanical
characteristics of other materials used in the model were obtained from the litera-
ture. For each pelvis, five different FE meshes with a varying number of patient CT
slices (812) were generated to determine how many patient CT slices were needed
for good accuracy. All five mesh types showed good agreement between the model
and experimental strains with an R2 of 0.9. Meshes generated with incomplete data
sets showed very similar stress distributions to those obtained from the FEmesh gen-
erated with complete data sets. The model developed using the hybrid method was
validated with mechanical experiments. Three cadaveric embalmed pelvises were
strain gauged and FE models were generated from the CT scans using the hybrid
method. Material properties for cancellous bone were obtained from the CT scans
and assigned to the FE mesh using a spatially varying field embedded inside the
mesh while other materials used in the model were obtained from the literature. For
each pelvis, five different FE meshes with a varying number of patient CT slices
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(812) were generated to determine how many patient CT slices were needed for
good accuracy. All five mesh types showed good agreement between the model and
experimental strains with an R2 of 0.9. Meshes generated with incomplete data sets
showed very similar stress distributions to those obtained from the FE mesh gener-
ated with complete data sets. The validatedmodel was then used in analyzing clinical
situations in total hip arthroplasty as described in the following sections.

4.3 Development and Validation of Retroacetabular
Osteolytic Defect Model

The validated model was used to investigate a common clinical symptom of total hip
arthroplasty, that is the formation of retroacetabular osteolytic defects [85]. Cement-
less, metal acetabular components are known to alter the transfer of stress in pelvic
bone whereby loads applied to the cup are transferred to the cortical bone while
the cancellous bone remains shielded. The remodeling that follows results in can-
cellous bone mineral density (BMD) loss [99]. Further to this mechanical effect,
wear particles from the articulating surfaces have a well-established biologic role
in cellular mediated osteolysis [68, 101]. This can lead to profound bone loss with
resulting cystic defects, which is often termed a silent disease as substantial oste-
olysis can occur before symptoms become apparent. How retroacetabular bone loss
affects stress transfer is less clear. We do not know howmuch bone can be lost before
risk of fracture increases significantly. Further, during reconstructive surgery, it may
not be necessary to complicate the procedure by using bone graft to fill defects if cup
stability can be established by other means. Therefore the motivation for this study
was to develop and validate a 3D FE model of retroacetabular bone loss behind a
cementless hip replacement and investigate its biomechanical role.

An experimental system with a 4th generation composite pelvis (Sawbones,
Pacific Research Laboratories, Vashon, Washington, USA) where the pelvis was
positioned in a mounting pane to mimic a single leg standing position (Fig. 14). The
left acetabulum was prepared with hemispherical reamers and press-fitted with a
58mm, acetabular prosthesis (Harris-Galante I, Zimmer, Warsaw, Indiana). Eight,
three-element, rectangular (0◦ − 45◦ − 90◦) rosette strain gauges (KFW-5-120-D17-
11L1M2S, Kyowa Electronic Instruments, Minatoku, Tokyo, Japan) were attached
to locations on the medial and lateral walls. The strain gauges were positioned in
regions of interest, notably the cortex of the superior dome, the posterior column
and the medial wall (Fig. 14 right). The experimental model was then positioned in
a mechanical testing system (Instron, Norwood, Massachusetts, USA). A vertically
oriented load in the direction of single legweight bearingwas applied in 4 increments
(150N, 300N, 450N, 600N).

Following initial testing and data collection, the acetabular cup position was
marked and the cup was removed. A retro-acetabular defect measuring approxi-
mately 30 by 60 by 30mmwas created in the cancellous region of the model, using a
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Fig. 14 An experimental set up using a composite pelvis that mimics the single leg stance (left)
and locations of strain gauges used (right)

Fig. 15 CT scan showing osteolytic defect of a patient with THA (left) and creation of defect in
the composite pelvis used in the experiment (right)

high-speed burr (Fig. 15). Care was taken to avoid perforation of the cortical regions
of the model. The cup was then re press-fit in its original position and orientation.
Mechanical testing was conducted with the same protocol described above. Strain
measurements from each gauge were used to calculate the principal and von Mises
stresses at each gauge location.

The composite pelvis mode used in the experiment was CT scanned in a Light-
speed VCT Helical scanner (GE Medical Systems, NY, USA) obtaining axial cuts
according to the anatomic plane. TheCT scanswere processedwith Image J (National
Institutes of Health, Bethesda, Maryland, USA) and a model generated with the
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Fig. 16 Correlation between experimental and predicted strains (left) and the changes in the max-
imum principal strain distribution due to the presence of defects, which increased the peak strain
regions

method described in Sect. 1. The final FE mesh consisted of 621 nodes and 309
large volume, 8 node elements with high order cubic Hermite basis functions. The
root mean square error (RMSE) comparing the final mesh to the surface data points
was 0.843 (average 0.482 ± 0.690). Mesh density was established by convergence
analysis of peak regional von Mises stresses. The acetabulum of the mesh was than
reamed by fitting the element surfaces to a model of the hemispherical titanium cup
used in the experiment. Nodes were fixed at the sacrum and iliac crest according
to the experimental conditions. Contact between the cup and acetabular bone was
simulated as frictional contact. Material properties were assigned to Gauss points
within the elements [119]. Simulations were conducted to establish the correlation of
the experimental saw-bone andFEmodelswith regard to surface strain and calculated
von Mises stresses for both defect and non-defect cases to analyze changes in the
stress pattern due to the presence of the defect.

Surface strains were highly correlated for both models with and without defects
(Fig. 16 left). The presence of a retroacetabular defect increased strain in the adjacent
cortical bone both medially and laterally, with the medial wall region receiving the
highest increase (Fig. 16 right), which corresponds to Gauge number 6 in Fig. 14.

4.4 Investigation of Osteolytic Defects with Clinical CT Data

This method was then used to investigate the influence of osteolytic defects on stress
transfer patterns in actual clinical situations. High-resolution spiral multislice CT
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Fig. 17 The volume of defects measured from CT scan. The volume of defects increased over 3
years period both in cancellous and cortical bones (left) and the interfaces incorporated in the FE
model (right)

imaging was obtained from a 65kg male patient in his 8th decade who underwent
bilateral primary THA in 1989 with Harris-Galante I (Zimmer, War-saw, IN, USA)
cementless acetabular components. Scans were conducted in 2001 and 2004. A val-
idated technique employing metal artifact reduction software (Voxel Q FALCON,
Picker International Inc, Cleveland, OH) was used to provide accurate identification
of osteolytic defect position and volume [59, 123] (Fig. 17 left) Individual CT slices
were analysed using ImageJ (Opensource, National Institutes of Health, Bethesda,
Maryland, USA) to identify cortical bone boundary and the regions where defects
are present.

The validated mesh described above then fitted to the surface data points from
each of the patient-specific CT scans. The rootmean square error (RMSE) comparing
the fitted mesh to surface data points ranged from 0.598mm (average error 0.301 ±
545) to 0.671mm (average error 0.395 ± 0.622) across the models.

Hounsfield unit values from the CT slice internal data were converted to relative
density correlated to values from the concomitantly scanned phantom and assigned
to model using the method described in Shim et al. [119]. Contact between the cup
and acetabular bone was simulated as bonded contact. Likewise the PE liner cup
interface was modeled as fully bonded. The ball liner interface was modeled as free
sliding with coefficient of friction at 0.065 (Fig. 17 right). Load was applied through
the femoral head. Contributing forces from 23 muscle units crossing the hip joint
calculated from electromyography assisted methods were included [34, 108]. These
were applied to the FEmodel usingmuscle belly centroid paths matched to the origin
and insertion of the muscles in question. Vectors for each force were plotted based on
the gait cyclewith forces distributed over the origin insertion areas of the pelvismesh.
Details of this procedure can be found in Fernandez and colleagues [34]. Forces for
slow walking that were originally calculated from young male subjects were used
[108]. Nodes at the pubic symphysis and sacroiliac joint were fixed. Two loading
situations were simulated: a vertical load of 1300N (2BW) representing the stance
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Fig. 18 Regions of interest used in stress analysis (left) and the pelvis mesh showing the location
and volume of defects (right)

Fig. 19 The von Mises stresses during single leg stance for left and right hemipelvis comparing
models without a defect to defects present in 2001 and 2004. Note the dark blue regions in the
acetabulum and medial wall of the right pelvis in 2004 indicating cortical bone loss (color figure
online)

phase of gait and a lateral load of 5000N (7.5BW) representing a fall directly onto
the side. CMISS was used to solve the FE analysis.

Simulations were conducted to establish differences in load transfer when defects
were present compared to those where defects were filled by assigning a modulus
of 155MPa to the defect region. The von Mises stresses were compared for all data
points within defined regions of interest (ROI) on the cortical bone (Fig. 18).
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Fig. 20 The von Mises stresses following a fall directly onto the side for models based on 2004
data. Force is directed medially for the respective sides. Note high stress concentrations at the pubic
symphysis (double arrow) and at the anterior wall on the left side with the larger cancellous defect
(44.9cm3) compared to the rights side with a smaller defect (13.5cm3)

The presence of a retroacetabular defect significantly increased cortical vonMises
stress in the medial and lateral walls of both the left and the right hemipelvis during
normal gait. On the left, higher stress regions were observed in the lateral cortex
extending form the postero-superior acetabulum towards the sciatic notch and in
the anterior column extending towards the medial wall (Fig. 19). Stress increased
as defect volume increased. This was most prominent in the medial wall (ROI 6,7
and 8).

While a similar load pattern occurred on the right (Fig. 19), mean increases and
peak von Mises stresses were slightly lower. The defect in the cortical wall did not
produce large increases in von Mises stress in the local region (ROI 6). Again stress
was seen to increase as defect volume increased although this was greatest in the
lateral cortical bone (ROI 1, 2 and 4).

During a fall directly onto the side, von Mises stresses were also increased in the
presence of a defect for both the left and the right side. On the left side, the greatest
increase in stress occurred in the medial wall and the anterior and posterior columns
as well as the pubic rami (Fig. 20). All regions except ROI 2 showed significant
increases in stress from 2001 to 2004 as defect volume increased.

While the proportionate changes in cortical von Mises stress in the presence of
defects were high, the absolute increases were not. During single leg stance, the
largest observed mean increase of 89.5% in ROI 6 of the left hemipelvis represents
an increase from 4 to 7.5MPa. Likewise the highest peak stresses predicted in ROI
3 in both models were still less than 20MPa. The true yield and failure values for
pelvic bone are unknown and the reported values in the literature ranges from 50 to
130MPa. Even taking into account the variability, the von Mises stresses predicted
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in our model for single leg stance are likely to be well below yield for cortical
structures. During a fall, peak stresses do approach levels that can be considered
a risk for fracture but periprosthetic fracture around acetabular implants are fairly
uncommon. These results support observation of smaller volume osteolytic defects
where the cup is well fixed and suggest that strategies to stop lysis progression may
be justified in reducing need for revision surgery.

5 Understanding the Mechanical Aetiology
of Musculoskeletal Injury and Disease using
EMG-Informed Muscle Modelling
and Medical Imaging

5.1 Introduction

It iswell established that the growth, development, regeneration and ageing ofmuscu-
loskeletal tissue is regulated by mechanical processes [17, 18]. The local mechanical
environment at a cellular or tissue level also plays a critical role in the onset, develop-
ment and severity of musculoskeletal injury and disease [19, 84, 143]. Osteoarthritis
at the hip and knee for example, has been shown to correlate to walking gait mechan-
ics [52, 97, 111]. Indeed, several attempts have been made (authors included) to alter
the mechanics of gait in the hope that changing the local mechanical environment
of the joint will slow the progression of cartilage degeneration [120]. However, if
we are to develop appropriate intervention strategies to treat these disorders we must
first characterise the local mechanical environment of skeletal tissues and understand
the role of mechanical environment in maintaining tissue health. Herein lies one of
the greatest challenges in biomechanics how do we characterise the local mechanical
environment and load history of a tissue?

A common goal of our research is to understand the mechanical aetiology of
musculoskeletal injury and disease by combining traditional experimental methods
with computational models that account for the underlying physics and physiology
of the musculoskeletal system. Ultimately, we want to develop musculo-skeletal
models that can predict clinical outcome and personalise treatment strategies. To do
this we must estimate in vivo muscle forces during various activities of daily living
as these loads are main determinants of the mechanical environment experienced by
musculoskeletal tissues.

The following chapter provides an overview of our neuromusculoskeletal mod-
elling framework to estimatemuscle and joint forces using electromyography (EMG)
as input. We present some applications of our modelling work and introduce some
novel imaging methods to investigate tissue function.
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5.2 Estimating Muscle Forces Using EMG

Muscle forces are critical for producing motion at our joints and they are also the
primary determinant of joint contact forces [52] and are consequently important
for distributing stress through the cartilage and underlying subchondral bone. It is
currently not feasible to measure muscle forces experimentally so we must rely on
computational methods to resolve the age-old problem of muscle indeterminacy.
That is, there are more muscles that cross a joint than degrees of freedom of that
joint. One approach to solve this problem has been to arrive at a neural solution that
distributes muscle forces subject to some pre-determined optimisation criteria [114],
such as minimising metabolic cost or total muscle activation [97]. Of course, we
do not know a priori what the central nervous system is actually trying to optimise
(if anything at all!), and we cannot begin to assume that this criteria is consistent
across or even within individuals or maintained with impairment or injury. Indeed,
for the same exactly the joint moments and angles, where optimisation will lead to
the same neural solution, it has been well shown that the activation of motor units
within muscles [128–131] and synergies between muscles [14, 28, 55] vary due to
the control task, learning and disease [46, 58, 61, 62]. This variation in the activations
patterns can occur within the same person [14, 28, 128–130] and between people
[77]. Therefore, another method is required to determine muscle activity.

An alternate approach to solve the muscle indeterminacy problem is to distribute
muscle forces based upon measured muscle activity such that the combined muscle
forces produce a net joint moment that is consistent with inverse dynamics [76].
In the past we have referred to this as EMG-driven modelling, but now we now
generalise it as EMG-informed modelling. Although EMG-informed modelling is
not a new concept [54], the ability of these models to predict joint moments across
a range of dynamic tasks is reliant on modelling the complex non-linear behaviour
inherent in the activation and contraction dynamics of skeletal muscle [45], which
has been a major challenge. However, being able to calibrate and tune the behaviour
of EMG-informedmodels tomatch, orwell predict, experimentallymeasured inverse
dynamics loads [15, 76], and now EMG linear envelopes [110], are relatively new
achievements.

Our EMG-informed musculoskeletal model consists of four components [15, 16,
76]: (1) an anatomical model of the musculoskeletal system to estimate muscle
tendon lengths and moment arms; (2) an EMG-to-activation model that uses raw
EMG as input to estimate the neural activation and activation dynamics of a muscle;
(3) a Hill-type muscle model to represent the muscle contraction dynamics; and (4)
a calibration procedure to adjust model parameters to match a specific subject.

5.3 Anatomical Model of the Musculoskeletal System

Developing an accurate representation of the muscles, their origins and insertions,
and the underlying skeletal system is critical to understanding in vivo muscle and
joint function (see Sect. 2). Our current modelling pipeline relies on an open source
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musculoskeletal modelling package called OpenSim [29]. OpenSim represents the
three-dimensional bone surface geometry as a polygonal surface with muscle-tendon
units represented as line-segment actuators with defined origin and insertion points.
Wrapping surfaces or via points can be used to approximate the wrapping of muscles
around bone and other soft tissues. Joints describe the three dimensional position and
orientation of one segment relative to another and an inverse kinematics analysis can
be performed to track the motion of a subject using experimental motion capture
data (typically from an optical-based motion capture system).

OpenSim is built around a multibody dynamics engine called SimBody [116],
providing capability to perform inverse and forward dynamic simulation of complex
biomechanical systems. The EMG-informed model relies on OpenSim to provide
muscle tendon lengths and three dimensional moment arms for a motion of interest.
We also useOpenSim to calculate jointmoments that are dynamically consistent with
the reconstructed motion and experimentally measured ground reaction forces using
inverse dynamics with a reduced residual analysis [29, 30, 110]. Joint moments pre-
dicted by the EMG-informed model are then compared to joint moments computed
from inverse dynamics during a calibration process, which adjusts model parameters
to best-fit the experimental data.

Scaling an OpenSim model to match the anthropometry of a subject remains a
major challenge and is the first and potentially, most important step in developing
a realistic simulation of human movement and muscle function. The most com-
mon approach to generate a subject-specific OpenSim model is to scale a generic
model to match anatomical markers from a static motion capture trial. This length
scaling is susceptible to error due to difficulty in identifying bony landmarks and
poor placement of static markers. Functional scaling of joints and segment lengths
using dynamic motion trials can be performed to alleviate some of these errors [76].
To overcome these problems, we are investigating new methods of scaling a generic
model using a statistical shapemodel that represents a population of bone geometries
to constrain the geometric fit (see Sect. 3). Another approach, although time consum-
ing, is to build a geometric model directly from medical imaging (see Sect. 2). To
facilitate rapid generation of accurate musculoskeletal models we have developed
an open source project called the Musculoskeletal Atlas Project (MAP; https://map-
client.readthedocs.org). This project will build a repository of musculoskeletal mod-
els and apply statistical modellingmethods to characterise themorphology of various
structures across a population.

One limitation of using the simplified line segment OpenSim models is that they
do not adequately represent the complex muscle geometry and architecture, which
are extremely important with regard to estimating muscle function (see Sect. 2).
Another limitation imposed by the use of simple line segments to represent muscles
wrapping around bones and soft tissue is that wrapping surfaces and via points can
create discontinuities in the predictedmuscle tendon kinematics [39]. Discontinuities
can be overcome by fitting multi-dimensional B-splines to fit muscle moment arms
andmuscle tendon lengths across a range of generalised coordinates without a loss of
accuracy [108]. This method has the added advantage of being numerically efficient
for real-time computation. Our future plans involve the use of imaging methods

https://map-client.readthedocs.org
https://map-client.readthedocs.org
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coupled with finite element models of muscles with embedded fibre architecture
(see Sect. 2) to characterise realistic muscle tendon lengths and moment arms.

5.4 EMG-to-Activation Model

Surface EMG recordings are inherently noisy and a bi-product of the underlying
activation of a muscle. The transformation from EMG to muscle activation is not
trivial and should account for the underlying activation dynamics.

The first step in this process involves filtering the raw EMG signals using a zero-
lag 4th order Butterworth high-pass filter using a cut-off frequency of 30Hz. This
filter will remove any DC offsets from the raw signal and eliminate artifacts due
to electrode movement. Next, the signal is full wave rectified and normalised to
a maximum voluntary activations across a range of tasks. Normalisation of EMG
signals can be problematic as it is difficult to voluntarily recruit all motor units to
achieve a true maximum value. Interpolated twitch response methods can also be
used to assist in normalising the EMG signal, particularly in patients who might
have neural inhibition of their motor units due to pain or dysfunction.

The rectified, normalised EMG signal is then smoothed using a zero-lag 4th or-der
Butterworth low-pass filter using a cut-off frequency of 6Hz. This process is used
to approximate the summed motor units within the muscle. We call this excitation,
e(t), and this case this is termed EMG-derived excitation to distinguish these from
excitations derived from optimisation. When a muscle is activated by a single action
potential, the muscle generates a twitch response. This response can be represented
by a critically damped second-order differential system [83], which ismodelled using
a discrete recursive filter:

u j (t) = α j • e j (t − d) − β1 j • u j (t − 1) − β2 j • u j (t − 2)

where u j (t) is the neural activation of muscle j at time t and α j , β1 j , β2 j are the
coefficients that define the second-order dynamics. Electromechanical delay, d, is
also represented in this filter, which accounts for the delay between the neural signal
and the start of the resulting twitch force. We keep this value between 10 msec and
100 msec [24].
To realise a positive stable solution of Eq.1, a set of constraints are used:

β1 = C1 + C2

β2 = C1 · C2

where |C1| < 1 and |C2| < 1. In addition to these constraints, the unit gain of this
filter is maintained by ensuring α − β1 − β2 = 1.0.

As a recursive filter, the neural activation is dependent on its current level of
excitation as well as its recent neural activation history. Previous work on cats [44,
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51] reveals why many researchers have experienced difficulties predicting muscle
force from rectified and low-pass filtered EMG. This was due to an inability to (a)
attain the best time delay between EMGonset and force onset, and (b) account for the
observation that the EMG signal was shorter in duration than the resulting force. Both
of these issues are resolved by the discrete second-order system presented above.

The final step in the EMG-to-activation model is to account for the linear or
non-linear relationship between muscle activation and force, which has been shown
experimentally [142] and known to vary between individuals and across different
muscles. We model this using an exponential function (similar to [100]):

a j (t) = eA j u j (t) − 1

eA j − 1

where a j (t) is the activation of muscle j at time t , u j (t) is excitation (from the
step above) and A j is a non-linear shape factor for muscle j . This simple equation
scales the muscle excitation and accounts for the potential non-linear EMG-to-force
relationship using a single parameter for each muscle, A j . We also use an alternative
formulation [80] that represents the EMG-joint moment relationship of Woods and
Bigland-Ritchie [109], which is also controlled by a single parameter A j .

5.5 Hill-Type Muscle Model

Following the estimation of muscle activations, the next step in the process is to
estimate muscle force accounting for muscle contraction dynamics. For this we rely
on a phenomenological Hill-type muscle model, which describes the force-length
and force-velocity relationship of muscle [53]. Although Hill-type models do not
represent the underlying physiology ofmuscle contraction, they adequately represent
wholemuscle behaviour and are computationally efficient compared tomore complex
cross-bridgemodels, as the contraction dynamics can be governed by one differential
equation per muscle.

Our muscle model is based on a normalised Hill-type model with a non-linear
tendon function as defined by Zajac [146]. It accounts for changes in pennation angle
and uses generic force-length and force-velocity curves for each muscle to estimate
muscle fibre force. These curves are normalised to maximum isometric muscle force
(Fmax ), optimal fibre length (L0

m), maximummuscle contraction velocity (vmax ), and
tendon slack length (Lts).

The shape of the force-length relationship is based on the linearly scaled model
used by Zajac [146], however, we have included an increase in optimal fibre length
with a decrease in activation [64], as follows:

L0
m(t) = L0

m(γ (1 − a(t)) + 1)
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where γ is the percentage change in optimal fibre length, a(t) is activation at time t ,
L0
m is the optimal fibre length at maximum activation, and L0

m(t) is the optimal fibre
length at time t .

Passive elastic muscle force in the contractile element is obtained from an expo-
nential relationship, which allows for passive forces to be obtained regardless of fibre
length, thus accounting for non-zero passive forces [76]. A tendon force-strain curve
scaled by Fmax and Lts is used to interpolatemuscle tendon force [146].Muscle fibre
lengths are calculated by forward integration of the fibre velocities obtained from the
force-velocity and force-length relationships using a Runge–Kutta–Fehlberg algo-
rithm. The initial muscle fibre lengths and velocities are calculated by apportioning
the total muscle tendon velocity to the muscle fibre and tendon based on their relative
stiffness. Although numerical integration of ordinary differential equations is rea-
sonable in terms of efficiency, it still represents a bottleneck in the total computation
time. Our long-term vision is to use these models in a clinical setting and perform
real-time computation of muscle forces. To achieve this, we can assume an infinitely
stiff tendon, thus negating the need for numerical integration, increasing computation
speed by 250x with no loss in accuracy compared to an elastic tendon model [108].
The rapid uptake of inexpensive wearable sensors linked to smart phones promises to
revolutionise clinical motion analysis, bringing musculoskeletal models much closer
to clinic use and provide measurements outside of the laboratory.

5.6 Calibration

The ability of a model to predict clinical outcome measures is dependent on cali-
brating a model to match subject-specific geometry, loads and boundary conditions.
Calibration of the EMG-informed model involves adjusting physiological model
parameters to fit experimental data. During this process we try to match the joint
moments from multiple degrees of freedom produced by the EMG-informed model
with those estimated from inverse dynamics, which for simplicity we just call the
experimental joint moments. The selection of model parameters and their physio-
logical range is important, as we want to avoid a numerical curve fitting exercise. A
non-linear optimisation is used to find parameters that best-match inverse dynamics
joint moments across a wide range of tasks (n = 4 or 5) and parameters are kept
within tight limits. A key point to make here is that following calibration, the para-
meters in the model are no longer adjusted, and the model is able to predict new
trials that were not part of the calibration set [76]. More recent model incarnations
ensure the predictions match the experimental joint moments at multiple joints (e.g.
hip, knee, and ankle) and multiple degrees of freedom [108].

The models are most sensitive to the muscle-tendon units parameters of moment
arms, tendon slack lengths, and to a lesser extent, the optimal fibre lengths [49].
Moment arms have a direct influence on the moment produced by each muscle, so
accurate estimates of the muscles origin, insertion, and wrapping is critical, but often
neglected due to the difficulty in scaling muscle-tendon geometry to experimental
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data. We are developing tools within the Musculoskeletal Atlas Project to address
some of these challenges and make it easy to generate accurate models of muscle
moment arms (see Sect. 3).

Tendon slack lengths and optimal fibre lengths are difficult to measure experi-
mentally. Therefore, we use a two step numerical method to adjust these parameters
for each muscle to ensure that the muscle fibre is acting on the ascending limb of
the force-length curve [139]. First, we adjust the tendon slack and optimal fibre
lengths for the persons anthropometry using the scaled OpenSim anatomical model
[139], and second we further calibrate these parameters to best-fit the experimental
joint moments. This muscle-parameter scaling and calibration is often overlooked
by the modelling community, but has a profound influence on the force estimates of
a simulation.

Pennation angles have less of an effect on the predicted forces and moments, but
have the potential to be estimated from ultrasound imaging. Maximum isometric
muscle force can also be scaled to fit physiological cross sectional areas of muscles
from an accurate geometric model (as in Sect. 2) or measurements from medical
imaging data.

Activation parameters can also be adjusted in this calibration and we include the
non-linear EMG-to-force shape factor, A, as well as the parameters C1 and C2 that
alter the recursive muscle excitation filter coefficients. These activation parameters
might be expected to change due to different EMG electrode placement and are thus
subject to day-to-day variation. Muscle parameters are not expected to change from
day-to-day, so further calibrations performed on an individual across a time period
of weeks should only adjust muscle activation parameters. Indeed, we have shown
model predictions of equal performance when testing subjects across multiple weeks
using the same parameters from the initial calibration (knee joint moment prediction:
R2 = 0.91 [76].

At this point the calibrated EMG-informed model is ready to run in open-loop
to predict muscle forces, joint moments, joint contact forces etc., driven purely by
experimental joint angles and EMG-derived excitations. To date this has been the
principle way we have employed the EMG-informed models [15, 41, 76, 108,
140, 141]. However, recent developments can account for problems associated with
measuring EMGs.

5.7 Accounting for Missing EMGs and Errors in EMGs

EMG signals are affected by cross talk and variations in the EMG electrode place-
ments, and there is loss of neural signal content via EMG signal processing. In
addition, it is not possible to record EMGs from all muscles. So our recent efforts
have been directed to accommodating missing EMGs and EMGmeasurement errors
[109, 110, 137]. This is achieved by closing the loop on the calibratedEMG-informed
model running in open-loop to estimate the excitations of missing EMGs and adjusts
the EMG-derived excitations to obtain the best-fit to the experimental data; that is
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minimising the least squares errors in predicting both the experimental jointmoments
and the EMG linear envelopes. Since these methods can select any set of excitation
patterns we also minimize total excitations squared, but other criteria could be used,
e.g. minimize energy expenditure or joint contact forces. We have begun to call these
approaches Hybrid EMG-informed models [109, 110, 137].

Estimating the missing and adjusting the EMG-derived excitations is performed
by either static optimisation or synergy based methods. Static optimisation is used to
estimate all excitations on a time-point-by-time-point basis, while best-fitting both
the experimental joint moments and EMG linear envelopes [110]. Even though this
methods excitations verywell track themeasuredEMGs, the same cannot be assumed
for the excitations patterns of muscles without EMGs, which are unknown. Amethod
is required to further constrain the excitations solution to follow the underlying neural
patterns that people use to move.

Synergy basedmethods aim to derive the simple underlying synergistic primitives
that people use to construct all their muscles activation patterns for movement. In
these approaches non-negative matrix factorization is employed to extract a small
set of excitation primitives (typically 5 to 6 primitives) and muscle weightings from
the recorded EMG linear envelopes. The selected excitation primitives and mus-
cle weightings account for over 90% of variance in EMG data [2, 88, 109, 137].
Muscle excitations to drive the EMG-informed model are then reconstructed by the
matrix product of the muscle weightings with the excitation primitives. Optimisation
adjusts the muscle weightings to ensure the EMG-informed model well predicts the
experimental joint moments and EMG linear envelopes on a trial-by-trial basis [137].

5.8 Validation

As with any computational model, it is imperative to validate a model against exper-
imental data. Because it is not feasible to measure muscle forces in vivo, we have
relied on indirect validation by comparing model predictions of joint moments with
those estimated from inverse dynamics. However, because joint contact forces are
dominated by muscle forces, in vivo contact force measurements from patients with
an instrumented knee prosthesis provide another valuable source of experimental
data for validation [41, 140] (see Grand Knee Challenge - https://simtk.org/home/
kneeloads [37]) (Fig. 21). We have used this method to validate the open-loop [41,
140] and synergy based [137] EMG-informed models.

5.9 Application

Muscle activation patterns change in response to injury or neurological disorders, so
EMG-informed models are well suited to understand muscle function in these cases.
As stated previously, muscle forces are the primary determinant of joint contact

https://simtk.org/home/kneeloads
https://simtk.org/home/kneeloads
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Fig. 21 Medial and lateral tibiofemoral joint contact force predictions using an EMG-informed
model running in open-loop compared to measured contact forces from an instrumented knee
implant [41, 140]

force; so accounting for individual muscle activation patterns provides insight to
joint loading and stress distribution in the articular cartilage. This has important
implications for understanding the onset and development of osteoarthritis, which
is believed to have a mechanical pathway. People suffering from knee osteoarthritis
have altered muscle activation patterns that include high levels of co-contraction of
the hamstrings, quadriceps and gastrocnemii and higher levels activation of lateral
versusmedial kneemuscles [46, 58, 61, 62].We have also observed high levels of co-
contraction in patientswho have undergone arthroscopic partialmeniscectomy [125].
Using an EMG-informed model of the knee, we have shown how co-contraction
increases knee joint contact loads, particularly in the lateral compartment of the
tibiofemoral joint, when other models have predicted condylar lift off [140, 141]
(Fig. 21). These findings have implications for understanding the load exposure of
articular cartilage and how mechanics influence cartilage homeostasis.

Muscle forces obtained from an EMG-informed model can also provide input
for finite element models to calculate stress distributions in musculoskeletal tissues.
We are using this approach to investigate hip joint bone density distributions [34]
and knee joint biomechanics in larger population-based studies to understand hip
and knee osteoarthritis and patellofemoral pain [5], the latter being a common knee
disorder.Mechanical stress in the patellofemoral joint is hypothesised to be a cause of
dull, achy retro-patellar pain [94].However, testing this hypothesis is difficult asmany
factors influence patellofemoral joint cartilage stress, including; the geometry of the
articulating surfaces, the kinematics of the joint, and the distribution of quadriceps
muscle forces. We have estimated muscle forces during walking and running in a
large cohort of patellofemoral pain subjects and pain-free controls [6] and shown
that patients with pain have higher normalised muscle forces compared to pain-free
controls. These are hypothesised to increase cartilage stresses and might also be
causing pain.
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5.10 PET-CT Imaging

Our long-term goal is to use computational models to predict clinical outcomes from
interventions and correlate tissue-level stresses with pain and function. Estimating
tissue function is difficult, however, some medical imaging modalities provide a
snapshot of tissue function with regard to metabolism. In mineralised bone, areas
with high metabolic activity receive the richest sensory and sympathetic innervation,
and therefore play an important role in the generation of skeletal pain [79, 115].
Quantifying metabolic activity with functional imaging techniques might offer us a
biological metric of bone-related pain that we can use to compare with mechanical
stresses. Positron Emission Tomography (PET) is a functional imaging modality that
can high-light areas of increased bonemetabolic activity and remodelling, in response
to local mechanical stresses or injury. Traditionally, 18F-NaF PET has been used in
the field of oncology; however, recent studies have suggested that 18F-NaF PET is
promising for the evaluation of orthopaedic conditions, such as in the assessment of
bone fracture healing [60] and the identification of sources of back pain [74]. These
relationships exist as the 18F-NaF tracer localises in areas of bone mineralisation
or newly exposed mineralised surface, indicating regions of both osteoblast and
osteoclast activity [127].WeacquiredMRand 18F-NaFPET-CT images of 22 patients
with chronic patellofemoral pain (>1 year) to assess the regions of bone metabolic
activity and determine whether changes in MR signal intensity correlated to 18F
uptake [32]. Taking CT scans at the same time as the PET scans enables accurate co-
locationof skeletal structures, hence the termPET-CT.Of the 22patients, 14 exhibited
at least one region of increased tracer uptake on PET that did not correspond to bone
marrow edema or cartilage damage on MRI. We also found a correlation between
increasing tracer uptake and increasing pain intensity (r2 = 0.55) [32] (Fig. 22).

Fig. 22 Axial MRI of patellofemoral pain patient a, showing no abnormalities within bone or
cartilage of the patellofemoral joint. Corresponding PET-CT image of the same subject b illustrating
a hotspot of high metabolic activity in the trochlear groove of the femur
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The most common location of increased metabolic activity was the subchondral
region on the lateral facet of the patella. In general, abnormalities in the bone and
cartilage detected by MRI (e.g. subchondral cysts, bone marrow edema, cartilage
damage) correlated with increased tracer uptake in the 18F-NaF PET-CT images
[32]. However, there were a number of regions of increased tracer uptake, indicating
increased bone metabolic activity that did not have any structural damage detected
by MRI. These findings suggest that 18F-NaF PET-CT and MRI provide different
information about the joint and perhaps 18F-NaF PET-CT can be used to detect early
changes in metabolic activity prior to the development of structural damage in the
bones and cartilage. We hypothesise that regions of increased metabolic activity in
the bone of PF pain patients correlate to regions of increased mechanical stresses
in the tissue [32], which are also related to the development of pain. To test this
hypothesis, we will use muscle forces from our EMG-informed model as input to a
finite element model of the joint to estimate mechanical stresses throughout the bone
and cartilage of the PF joint.

5.11 Conclusions

In summary, EMG-informed musculoskeletal modelling provides a robust methods
to estimate muscle and joint forces, taking into account individual muscle activa-
tion patterns that might be important for understanding musculoskeletal injury and
disease. When coupled with finite element models and imaging modalities to non-
invasively estimate tissue stress and tissue function, these methods provide us with
tools to understand the mechanical aetiology of musculoskeletal injury and disease.
These advancements have created avenues for biomedical researchers and those inter-
ested in mechanobiology to gain valuable insight and knowledge regarding the form
and function of the musculoskeletal system.
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Review of “Universal” Rules Governing Bone
Composition, Organization, and Elasticity
Across Organizational Hierarchies

Viktoria Vass, Claire Morin, Stefan Scheiner and Christian Hellmich

Abstract “Universal” organizational patterns in bone are reviewed and presented,
in terms of mathematically expressed rules concerning the composition and elasticity
of a large variety of tissues. Firstly, experimental data sets gained from dehydration-
demineralization tests, dehydration-deorganification tests, and dehydration-ashing
tests are thoroughly analyzed. On this basis, bilinear relations can be identified,
between the mass density of the extracellular bone matrix on the one hand, and the
apparent mass densities of its basic constituents (water, hydroxyapatite, and organic
matter), on the other hand. Secondly, the question as to how hydroxyapatite is dis-
tributed in bone tissue is addressed. To that end, mass and volume measurements
gained from wet, dehydrated, and demineralized tissue samples, as well as optical
densities provided by transmission electron microscopy, are studied, confirming a
rule on how the mineral is partitioned between fibrillar and extrafibrillar spaces in
the ultrastructure of bone. Thirdly, a swelling rule for hydrating collagen is validated
through processing of experimental data from X-ray diffraction, vacuum drying, and
mass measurements, quantifying the change of the bone tissue composition upon
hydration. And fourthly, application of the mass conservation law to extracellular
bone matrix considered as closed thermodynamic system, allows for studying the
change of bone tissue composition during mineralization. Finally, these composi-
tional rules, which are shown to be “universally” valid throughout the vertebrate
kingdom, enter a micromechanical homogenization scheme for upscaling the exper-
imentally accessible elastic properties of the elementary mechanical building blocks
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of bone (hydroxyapatite minerals, type I collagen, and water with non-collageneous
organics) to the macroscopic scale of cortical and trabecular bone.

Keywords Bone mechanics · Elasticity · Strength · Micromechanics · Multiscale
modeling

Nomenclature

A fourth-order strain concentration tensor
c, C fourth-order elasticity tensor at the “microscopic” and “macroscopic”

scale, respectively
d lateral/equatorial diffraction spacing
D characteristic length of the heterogeneities inside the RVE
div divergence (mathematical operator)
D fourth-order compliance tensor
Di jkl component i jkl of tensor D
D axial diffraction spacing / axial macroperiod
dxi line element along the principal direction i
E Young’s modulus
E macroscopic strain tensor
f volume fraction
g gravitational acceleration
GRAD gradient operator at the structure scale
I fourth-order identity tensor
J Jacobian, quantifying volume change during hydration process
k elastic bulk modulus
� characteristic length of the RVE
L characteristic length of the structure built up by RVEs, or of its loading
M mass concerning a millimeter-sized bone sample
min minimum value (mathematical operator)
Nr number of phases
n outwardly pointing vector normal to a surface element of an RVE
P

s
r fourth-order Hill tensor of inclusion with shape r (or phase r ) embedded

in matrix with stiffness C (or C0 if s = 0), or with symmetry property s
otherwise

R water-to-organic mass ratio
RV E Representative Volume Element
T traction vector
v velocity
V volume quantity concerning a millimeter-sized bone sample
W weight quantity concerning a millimeter-sized bone sample
W work
W F weight fraction
x location vector
β proportionality constant between extrafibrillar space and fibrillar space

increase during hydration
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∂V boundary of volume V
εεε microscopic strain field
εεεr average (micro-)strain in phase r
λi principal stretch in direction i
μ elastic shear modulus
φ relative mineral portion in extrafibrillar space
ρ mass density
σσσ microscopic stress field
σσσ r average (micro-)stress in phase r
ΣΣΣ macroscopic stress tensor
ξξξ displacement field

Operators

〈(.)〉 average of quantity (.) over the volume of the RVE
: double contraction
. simple contraction (dot product)

Subscripts

air measured in air
ash ...of ash
ax ...in axial direction
can ...of canalicular porosity
col ...of collagen
dev deviatoric part
dry in dry state
excol ...of extracollageneous space
exfib ...of extrafibrillar space
fib ...of fibril
fl ...of ionic fluid
HA ...of hydroxyapatite
H2O ...of water
i ...of constituent i
lac ...of lacunar porosity
liquid ...of liquid used for the Archimedes’ tests
m ...of the matrix phase
max maximum value (typically related to full saturation)
org ...of organic matter
r ...of phase r
RV E ...of the Representative Volume Element
sub measured when submerged in water
tr ...in transverse direction
vas ...of vascular porosity
vol volumetric part
w ...in wet (hydrated) state
wetcol ...of wet collagen
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0 at the time of osteoid deposition
1, 2 ...in transverse direction
3 ...in axial direction
∞ ...in fully mineralized state
μpor ...of microporosity

Superscripts

col ...per volume of molecular collagen
cort ...per volume of cortical space
dry ...per volume of dry bone tissue
dh ...of partially dehydrated tissue
excel ...per volume of extracellular space
excol ...per volume of extracollageneous space
exfib ...per volume of extrafibrillar space
exp experimental value
ext ...of external forces acting on the RVE
exvas ...per volume of extravascular space
fib ...per volume of fibrillar space
fibsat at fibrillar saturation limit
hom homogenized
int ...of internal forces acting within the RVE
imsat at intermolecular pore saturation limit
pred model-predicted value
μ ...of a millimeter-sized bone sample
0 related to the matrix phase in the auxiliary Eshelby problem

1 Introduction

Many tasks in the diverse field of biomedical engineering involve ensuring the
mechanical integrity of structures made up by biological tissues. The mechanical
integrity of structures depends on the mechanical loading to which they are sub-
jected, on the specific shapes of the structures (i.e. of the organs), and last, but not
least on the mechanical properties of the materials (i.e. of the biological tissues) mak-
ing up the structures. The aforementioned tissue properties, changing in time and
space across the organs, depend on tissue composition and on the micro- and nanos-
tructures within a piece of tissue. The present contribution reviews rigorously derived
mathematical relations describing corresponding structure-property relations.

This topic is closely linked to the question on whether there are any non-changing,
“universally” valid rules governing the composition and microstructure of biological
tissues. Inspired by Rupert Riedl (1925–2005), the eminent Austro-American zool-
ogist of the second half of the twentieth century, who stressed that “the living world
happens to be crowded by universal patterns of organizations, which, most obviously,
find no direct explanation through environmental conditions or adaptive radiation”
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[127], we here report on the successful finding of mathematical rules reflecting the
aforementioned patterns. Therefore, we apply an engineering science approach to
the structural biology of bone tissue, also assessing how such rules or patterns affect
the mechanical properties of bone tissue. For this purpose, we take into account the
well-known fact that bone tissue features a distinctive hierarchical organization [46,
78, 150], as seen in Fig. 1 and described in greater detail in Sect. 2. The involved
organizational patterns (specific arrangements of water, hydroxyapatite-type min-
eral, and organic matter) can be found throughout different anatomical locations,
different organs, and different species. However, the dosages of distinctive features
within a specific material microstructure may well differ. These dosages follow the
aforementioned “universal” composition rules, which arise from a vast amount of
experimental data available in literature.

In particular, dehydration-demineralization tests, dehydration-deorganification
tests, and dehydration-ashing tests were analyzed in order to quantify the relations
between the mass density of extracellular bone matrix and the apparent mass den-
sities of water, hydroxyapatite, and organic matter, see Sect. 3. Furthermore, mass
and volume measurements on wet, dehydrated, and demineralized bone tissue sam-
ples, as well as optical densities obtained from transmission electron microscopy
(TEM) of similar tissues were employed for assessing the distribution of hydrox-
yapatite within extracellular bone matrix, see Sect. 4. Thereafter, a swelling rule for
hydrating collageneous tissues derived from processing and comparing data col-
lected from X-ray diffraction, vacuum drying, and mass measurements, is presented
in Sect. 5. Based on a mass conversation law formulated for closed systems repre-
senting both the bone ultrastructure, as well as the fibrillar and extrafibrillar spaces,
the bone tissue evolution during mineralization can be predicted, see Sect. 6. Finally,
we present how the hierarchical organization of bone tissue can be “translated” into
a corresponding multiscale homogenization scheme, which allows for prediction of
the macroscopic tissue stiffness. The corresponding microelastic model also incor-
porates the aforementioned four composition rules, so that they eventually govern
“universal” structure-property relations in bone, as described in Sect. 7.

2 Morphological Patterns of Bone

Bone materials are characterized by an astonishing variability and diversity. Still, the
fundamental hierarchical organization, or “once-chosen” basic “construction plans”
of bone materials have remained largely unchanged during biological evolution; this
has been coined, by Gould and Lewontin [52], as an “architecturally constrained”
situation. The aforementioned construction plans are reflected by typical morpholog-
ical features (or patterns) which can be discerned across most bone organs and tissues
occurring in the vertebrate kingdom. The corresponding hierarchical organization of
bone can be described by means of the following five levels [78]:
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Fig. 1 Hierarchical organization of bone: a photograph of a cross-section through and across a
whole long bone (copyright Ralph Hutchings/Visuals Unlimited, Inc.), showing the macrostructure;
microstructure featuring either b osteonal cortical bone, acquired by SEM [58], or c trabecular
struts making up trabecular bone, visualized based on micro-computed tomography data [103];
d osteocytic lacunae (brightfield light microscopy image taken by Tim Arnett); e ultrastructure,
[122]; f hydroxyapatite crystals, obtained by means of SEM [150]; g wet collagen, electron density
map of [112] (permission for reproduction requested from publisher:bThe Royal Society; cASME;
d Annual Reviews; e Springer; g PNAS)
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• The macrostructure, with a characteristic length of several millimeters to cen-
timeters, features cortical (or compact) bone and trabecular (or spongy) bone, see
Fig. 1a.

• Zooming out pieces of cortical bone, see Fig. 1b, or trabecular bone, see Fig. 1c,
reveals that actually both materials are porous in nature: The corresponding vas-
cular porosity hosts various biological cells as well as blood vessels; in cortical
bone this porosity is organized in a tree-type branching structure of canals (called
Haversian canals if parallel to the main bone axis, and Volkmann canals at the
branching junctions [24, 29]); and in trabecular bone, these canals are penetrating
each other, yielding eventually a microstructure made up by single plates or struts
[54]. The vascular pore channels are connected, via much smaller channels called
canaliculi, to cave-like single pores called lacunae [138], populated by individual
osteocytes, and seen as small black dots in Fig. 1d.

• The entire domain outside the vascular, lacunar, and canalicular porosities is called
extracellular space or matrix. It appears as a nanocomposite with a characteristic
size of several micrometers, see Fig. 1e. Within this extracellular space, collagen-
rich domains, see the light areas in Fig. 1e, and collagen-free domains, see the dark
areas in Fig. 1e, can be distinguished, the characteristic length of both of which is
several hundred nanometers. Commonly, these domains are referred to as fibrils
and extrafibrillar space [122].

• Finally, the so-called elementary components of mineralized tissues can be distin-
guished, with a characteristic lengths in the range of nanometers:

– plate-shaped mineral crystals consisting of impure hydroxyapatite (HA,
Ca10[PO4]6[OH]2) with typical 1–5 nm thickness, and 25–50 nm length [150],
see Fig. 1f;

– slender, helically round collagen molecules with a diameter of about 1.2 nm and
a length of about 300 nm [21, 112, 120], which are self-assembled in staggered
organizational schemes (fibrils) with characteristic diameters of 50–500 nm [35,
95, 105, 122, 125, 142, 150, 151], see Fig. 1g – several covalently bonded fibrils
are sometimes referred to as fibers;

– different non-collagenous organic molecules, predominantly lipids, proteglycans,
and proteins [73, 146]; and

– water.

Both the amount of these components, as well as their distribtution across the hier-
archical levels described above, are the focus of the subsequent sections.

3 Mineral and Collagen Dosages in Extracellular Bone
Matrix

Data from bone drying, demineralization, and deorganification tests, collected over
a time span of more than 80 years [13, 25, 51, 57, 87, 90–92, 96], evidence a myriad
of different chemical compositions of different bone materials. However, careful
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analysis of the data, as to extract the chemical concentrations of hydroxyapatite,
water, and organic matter1 (see Table 1) in the extracellular bone matrix, reveals
an astonishing fact [147]: it appears that there exists a unique bilinear relationship
between organic concentration and mineral concentration, across different species,
different organs, and different age groups, from early childhood to old age.

Corresponding experimental endeavors typically started with the determination
of the “macroscopic” mass density, i.e. that associated to millimeter-sized bone
samples, by means of Archimedes’ principle. Therefore, the mass of the (wet) bone
sample is first measured in air, delivering the quantity Mμ

air. Thereafter, the weight of
the bone sample when submerged in a liquid, is quantified as W μ

sub. Both quantities
then give access to the volume of the millimeter-sized sample, through

V μ = 1

ρliquid

(
Mμ

air − W μ
sub

g

)
, (1)

with ρliquid as the mass density of the employed liquid, and g as the gravitational
acceleration, g = 9.81 m/s2. Finally, the macroscopic mass density of the investigated
samples follows from

ρμ = Mμ
air

V μ
. (2)

After having determined the samples’ mass density, the experimenters typically
turned towards determination of the samples’ chemical composition; by one of three
different experimental modalities, as described next.

Dehydration-Demineralization Tests

In a series of seminal experimental campaigns [87, 90, 91, 96], see Tables 1, 2 and 3,
numerous millimeter-sized bone samples were first dried in a vacuum desiccator
at room temperature, until a constant mass was observed, namely the mass of the
dehydrated bone sample, Mμ

dry. The difference between the mass of wet sample in
air and the mass of dehydrated sample obviously equals the mass of water which
was originally contained in the sample, Mμ

H2O = Mμ
air − Mμ

dry. This water had filled
all the bone pore spaces, from the vascular pore space seen in Fig. 1b, c, via the
lacunar and canalicular pore spaces seen in Fig. 1d, down to the inter-crystalline
and intermolecular pore spaces, as seen in Fig. 1e, f, g. Next, the samples were
rehydrated and then demineralized in a 0.5 mol/L ethylenediaminetetraacetic acid
(EDTA) solution at pH 7.5, until no calcium was detected anymore by an atomic
absorption spectrometer. After drying such a demineralized sample in vacuum, one is
left with the organic mass which had been contained in the originally mineralized and
wet bone sample, Mμ

org. Finally, knowledge of the masses of organic matter and water
gives access to the hydroxyapatite mass, Mμ

HA = Mμ
air − Mμ

org − Mμ
H2O. Thereafter,

the constituent masses can be readily converted into weight fractions, through

190% of which is collagen [146].
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Table 1 Bone composition from dehydration-demineralization experiments of Lees et al. [91]a

and Lees et al. [96]b

Tissue ρμ (g/cm3) WFμ
HA (-) WFμ

org (-) WFμ
H2O (-)

Bovine tibiaa 2.06 0.658 0.219 0.123

Bovine tibiaa 2.05 0.656 0.219 0.126

Bovine tibiaa 2.02 0.621 0.239 0.140

Bovine tibiaa 2.02 0.627 0.232 0.140

Bovine tibiaa 2.00 0.643 0.227 0.129

Bovine tibiaa 2.05 0.643 0.230 0.127

Bovine tibiaa 2.10 0.671 0.211 0.118

Bovine tibiaa 2.08 0.664 0.216 0.120

Bovine tibiaa 2.12 0.661 0.215 0.123

Bovine tibiaa 2.08 0.663 0.221 0.116

Bovine tibiaa 2.10 0.647 0.224 0.129

Bovine tibiaa 1.98 0.654 0.217 0.128

Bovine tibiaa 2.05 0.644 0.227 0.129

Bovine tibiaa 2.11 0.649 0.229 0.122

Bovine tibiaa 2.03 0.638 0.213 0.123

Bovine tibiaa 2.06 0.699 0.184 0.117

Bovine tibiaa 2.02 0.658 0.219 0.123

Bovine tibiaa 1.99 0.656 0.219 0.126

Bovine tibiaa 1.95 0.640 0.228 0.131

Bovine tibiaa 2.01 0.659 0.218 0.123

Bovine tibiaa 2.04 0.638 0.242 0.121

Bovine tibiaa 2.05 0.674 0.210 0.116

Whale malleusb 2.49 0.860 0.100 0.040

Whale malleusb 2.45 0.800 0.130 0.070

Whale incusb 2.50 0.860 0.090 0.050

Whale stapesb 2.42 0.810 0.130 0.060

Whale stapesb 2.36 0.800 0.140 0.060

Whale perioticb 2.40 0.810 0.130 0.070

Whale perioticb 2.48 0.830 0.110 0.060

Whale perioticb 2.52 0.850 0.100 0.050

Whale perioticb 2.52 0.850 0.100 0.050

Whale perioticb 2.58 0.870 0.090 0.040

Whale t. bullab 2.48 0.850 0.100 0.050
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Table 2 Mineralized tendon composition from dehydration-demineralization experiments of Lees
and Page [90]

Tissue ρμ (g/cm3) WFμ
HA (-) WFμ

org (-) WFμ
H2O (-)

Mineralized
turkey leg tendon

1.33 0.286 0.250 0.465

Mineralized
turkey leg tendon

1.50 0.445 0.239 0.316

Mineralized
turkey leg tendon

1.50 0.410 0.217 0.374

Mineralized
turkey leg tendon

1.51 0.437 0.217 0.346

Mineralized
turkey leg tendon

1.52 0.454 0.239 0.308

Mineralized
turkey leg tendon

1.52 0.437 0.219 0.343

Mineralized
turkey leg tendon

1.52 0.396 0.244 0.360

Mineralized
turkey leg tendon

1.53 0.443 0.222 0.335

Mineralized
turkey leg tendon

1.54 0.459 0.244 0.297

Mineralized
turkey leg tendon

1.58 0.473 0.228 0.299

Mineralized
turkey leg tendon

1.58 0.462 0.217 0.321

Mineralized
turkey leg tendon

1.59 0.476 0.228 0.297

Mineralized
turkey leg tendon

1.60 0.487 0.230 0.283

Mineralized
turkey leg tendon

1.61 0.459 0.230 0.310

Mineralized
turkey leg tendon

1.61 0.495 0.244 0.261

Mineralized
turkey leg tendon

1.62 0.500 0.228 0.272

Mineralized
turkey leg tendon

1.64 0.506 0.228 0.266

WFμ

i = Mμ

i

Mμ
air

, i = org, HA, H2O , (3)

see Tables 1, 2 and 3. The weight fractions obviously fulfill

WFμ
H2O + WFμ

HA + WFμ
org = 1 . (4)
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Table 3 Bone composition from dehydration-demineralization experiments of Lees [87]

Tissue WFμ
HA (-) WFμ

org (-) WFμ
H2O (-) ρμ (g/cm3)

Horse metacarpal 0.55 0.25 0.2 1.79

Horse metacarpal 0.57 0.26 0.17 1.84

Horse metacarpal 0.55 0.26 0.19 1.80

Horse metacarpal 0.54 0.28 0.18 1.79

Horse metacarpal 0.62 0.26 0.12 1.96

Horse metacarpal 0.62 0.27 0.11 1.97

Horse metacarpal 0.62 0.26 0.12 1.96

Horse metacarpal 0.61 0.26 0.13 1.94

Horse metacarpal 0.62 0.25 0.13 1.95

Horse metacarpal 0.54 0.23 0.23 1.75

Horse metacarpal 0.53 0.24 0.23 1.74

Horse metacarpal 0.54 0.27 0.19 1.79

Horse metacarpal 0.63 0.22 0.15 1.94

Horse metacarpal 0.62 0.25 0.13 1.95

Horse metacarpal 0.62 0.26 0.12 1.96

Horse metacarpal 0.64 0.23 0.13 1.98

Horse metacarpal 0.62 0.26 0.12 1.96

Horse metacarpal 0.66 0.23 0.12 1.99

Horse metacarpal 0.63 0.24 0.13 1.96

Dehydration-Deorganification Tests

Gong et al. [51] weighed several (macroscopic) bone samples in the wet state, as
well as after drying at 80◦C for 72 h - thereby getting access to their wet and dry
masses, Mμ

air and Mμ
dry. As before, their difference is equal to the mass of water in the

investigated bone sample, Mμ
H2O = Mμ

air − Mμ
dry. Next, the samples were freed from

fat and other organic material, using, in a soxhlet apparatus, a mixture of 80% ethyl
ether and 20% ethanol, as well as an 80% aqueous solution of ethylene diamine.
After drying such a deorganified sample at 80◦C (until constant weight is attained),
one is left with the hydroxyapatite mass contained in the investigated bone sample,
Mμ

HA. Finally, when knowing the mass of hydroxyapatite and water contained in the
originally wet bone sample, as well as its original mass, the mass of the organic matter
can be readily determined through Mμ

org = Mμ
air − Mμ

HA − Mμ
H2O, together with the

corresponding weight fractions according to Eq. (3), see Table 4.

Dehydration-Ashing Tests

In an interesting experimental campaign of Biltz and Pellegrino [13], cortical bone
samples were dried until a constant mass, i.e. the dry bone mass, Mμ

dry, was attained,
which, together with the original mass of the sample in air, Mμ

air, gives access to
the mass of water in the investigated bone sample, Mμ

H2O. Next, the dried bones
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Table 4 Bone composition from dehydration-deorganification experiments of Gong et al. [51]

Tissue ρμ (g/cm3) WFμ
HA (-) WFμ

org (-) WFμ
H2O (-)

Steer tibial shaft 2.00 0.630 0.244 0.126

Dog femoral shaft 2.00 0.630 0.259 0.111

Humar femur and
tibia

1.99 0.642 0.239 0.119

Monkey femur 2.04 0.643 0.239 0.117

Steer atlas bone 1.93 0.588 0.266 0.146

Dog lumbar
vertebrae

1.91 0.582 0.265 0.153

Human thoracic
and lumbar
vertebrae

1.92 0.601 0.258 0.140

Monkey lumbar
vertebrae

1.88 0.582 0.274 0.144

were gently incinerated until all organic matter was burned off. Subsequent weighing
evidenced the ash mass, Mμ

ash. As also some inorganic matter, namely 6.6% of the ash
mass, is burned at an ashing temperature of 600◦C [51], the ash mass provides access
to the mineral mass, according to Mμ

HA = 1.066 × Mμ
ash. The mass of organic matter

follows from Mμ
org = Mμ

air − Mμ
HA − Mμ

H2O. The corresponding weight fractions can
be determined through Eqs. (3) and (4), which, in turn, provide access to ρμ, through

ρμ =
(

WFμ
org

ρorg
+ WFμ

HA

ρHA
+ WFμ

H2O

ρH2O

)−1

, (5)

where ρorg = 1.42 g/cm3, ρHA = 3 g/cm3, and ρH2O = 1 g/cm3 are the constituents’
real mass densities [51, 60, 86]. For a compilation of data derived from [13], see
Table 5. For the sake of completeness, it should be noted that [13] actually reported
the volume fraction of water

f μ
H2O = Mμ

air − Mμ
dry

V μ
, (6)

and the weight fraction of ash per mass of dried bone

WFdry
ash = Mμ

ash

Mμ
air − Mμ

H2O

. (7)

Similar test campaigns were performed by Burns and Hammet [25, 57], see Table 6
for a compilation of test results.
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Table 5 Bone composition from dehydration-ashing experiments of Biltz and Pellegrino [13]

Femoral and
tibial samples of

ρμ (g/cm3) WFμ
HA (-) WFμ

org (-) WFμ
H2O (-)

Fish 1.80 0.507 0.273 0.220

Turtle 1.81 0.529 0.266 0.204

Frog 1.93 0.572 0.246 0.182

Polar bear 1.92 0.583 0.245 0.172

Man 1.94 0.657 0.263 0.080

Elephant 2.00 0.658 0.242 0.100

Monkey 2.09 0.653 0.237 0.110

Cat 2.05 0.652 0.233 0.115

Horse 2.02 0.648 0.228 0.124

Chicken 2.04 0.653 0.227 0.120

Dog 1.94 0.637 0.219 0.144

Goose 2.04 0.669 0.218 0.113

Cow 2.05 0.660 0.212 0.128

Guinea Pig 2.10 0.669 0.212 0.119

Rabbit 2.12 0.685 0.199 0.116

Rat 2.24 0.713 0.197 0.090

Determination of Tissue-Specific Volume Fractions

Determination of the extracellular volume fractions of mineral and collagen, f excel
HA

and f excel
col , rests on the aforementioned volume and weighing measurements on wet,

dehydrated, and demineralized bone specimens, and on techniques revealing the bone
microstructure, such as light microscopy, confocal microscopy, or micro-computed
tomography. These imaging techniques give access to the so-called microporosity
fμpor, the sum of the vascular, lacunar, and canalicular porosities,

fμpor = fvas + flac + fcan . (8)

Vascular porosity in cortical bone, also called Haversian porosity in that context,
ranges from 2% to typically 8% [19, 20, 30, 36, 140]. Under severe conditions such
as bone disease like osteoporosis, overtraining, or drug treatment, it may increase
up to 20% [140]. In trabecular bone, the vascular porosity ranges from 30 to 90%
[27]. On the other hand, the much smaller lacunar and canalicular porosities lie within
a much narrower range of values; in recent years, they were quantified by micro-
computed tomography. In this context, Schneider et al. [137, 138] reported 1.3 and
0.7% lacunar and canalicular porosity values, respectively. These values are close to
those reported by Palacio-Mancheno [113], Tommasini et al. [144], and Hesse et al.
[70]. Considering 3% vascular porosity as relevant for mammalian bone of medium-
to-large-sized animals (see e.g. evaluation of microscopic images of Lees et al. [91]
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Table 6 Bone composition from dehydration-ashing experiments of Burns [25]a and Hammett
[57]b

Tissue WFμ
HA (-) WFμ

org (-) WFμ
H2O (-) ρμ (g/cm3)

Rabbit limb
bonesa

0.267 0.202 0.392 1.38

Rabbit limb
bonesa

0.210 0.194 0.581 1.25

Rat leg bonesa 0.389 0.231 0.313 1.54

Rat leg bonesa 0.345 0.224 0.375 1.46

Rat leg bonesa 0.398 0.232 0.318 1.54

Rat leg bonesa 0.378 0.218 0.334 1.52

Rat leg bonesa 0.376 0.230 0.344 1.51

Humerus of ratb 0.171 0.180 0.650 1.20

Humerus of ratb 0.176 0.191 0.633 1.21

Humerus of ratb 0.235 0.199 0.567 1.27

Humerus of ratb 0.315 0.210 0.475 1.37

Humerus of ratb 0.337 0.208 0.456 1.40

Humerus of ratb 0.378 0.215 0.407 1.46

Humerus of ratb 0.434 0.222 0.344 1.55

Humerus of ratb 0.175 0.194 0.631 1.21

Humerus of ratb 0.180 0.193 0.627 1.21

Humerus of ratb 0.264 0.205 0.532 1.31

Humerus of ratb 0.315 0.209 0.476 1.37

Humerus of ratb 0.362 0.209 0.429 1.44

Humerus of ratb 0.420 0.219 0.361 1.53

Humerus of ratb 0.451 0.229 0.320 1.58

Femur of ratb 0.133 0.182 0.685 1.17

Femur of ratb 0.144 0.191 0.665 1.18

Femur of ratb 0.201 0.204 0.595 1.24

Femur of ratb 0.283 0.217 0.500 1.34

Femur of ratb 0.315 0.210 0.475 1.37

Femur of ratb 0.356 0.217 0.427 1.43

Femur of ratb 0.413 0.230 0.357 1.52

Femur of ratb 0.143 0.197 0.660 1.18

Femur of ratb 0.150 0.195 0.655 1.19

Femur of ratb 0.235 0.208 0.557 1.28

Femur of ratb 0.288 0.213 0.499 1.34

Femur of ratb 0.338 0.214 0.448 1.41

Femur of ratb 0.401 0.222 0.377 1.50

Femur of ratb 0.430 0.235 0.336 1.55
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as reported in Fritsch and Hellmich [46]), we account for 5% microporosity fμpor

when assessing the extracellular (ultrastructural) characteristics of the bones tested
by Biltz and Pellegrino [13], Burns [25], Gong et al. [51], Hammet [57], Lees [87],
Lees et al. [91]. Accordingly, the extracellular mass density reads as

ρexcel = ρμ − ρH2O × fμpor

1 − fμpor
, (9)

and the weight fraction of water-filled micropores (i.e. vascular, lacunar, and canalic-
ular pores) in (wet) bone specimens reads as

WFμ
μpor = ρH2O × fμpor

ρμ
. (10)

WFμ
μpor allows for scale transition from the macroscopic (microstructural) to the

extracellular (ultrastructural) scale,

WFexcel
HA = WFμ

HA

1 − WFμ
μpor

, (11)

WFexcel
org = WFμ

org

1 − WFμ
μpor

, (12)

WFexcel
H2O = 1 − WFexcel

HA − WFexcel
org . (13)

From Eqs. (5), (11)–(13), one can determine the apparent mass densities of organics,
water, and hydroxyapatite through

ρexcel
i = WFexcel

i ρexcel, i = org, HA, H2O . (14)

The microporosity is negligible in size as regards the mineralized turkey leg tendon
[34] and otic bones [159]. Thus, weight fractions and mass densities are not to be
differentiated between the microstructural and the ultrastructural scale, as concerns
the tissue samples of Lees and Page [90] and Lees et al. [96].

“Universal” Rules in Bone Fibrillogenesis and Mineralization

Applying the presented evaluation procedures to the collected experimental data, see
Tables 1, 2, 3, 4, 5 and 6, results in a remarkable finding concerning the apparent
mass densities of hydroxyapatite mineral, organic, and water; i.e. the masses of these
constituents found in a millimeter-sized sample divided by the volume of the extra-
cellular portion within this millimeter-sized sample; across a great variety of species,
organs, and ages. The aforementioned apparent mass densities (or concentrations)
strongly correlate with each other, see Fig. 2, as well as with the bone tissue mass
density, see Fig. 3. Interestingly, all these correlations can be represented by bilinear
functions, whereby the increasing branch depicted in Fig. 2a relates to tissues taken
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from growing organisms (being in the states of childhood and adolescence), while
the descending branch relates to tissues taken from adult organisms. The apparent
mass densities can be translated into volume fractions through

f excel
i = ρexcel

i

ρi
, i = org, HA, H2O . (15)

so that the constituents’ volume fractions can be expressed by the following regres-
sion functions depending on the extracellular mass density,

if ρexcel ≤ 1.978 g/cm3

⎧⎪⎨
⎪⎩

f excel
HA = 1

ρHA

(
1.3275ρexcel − 1.3938

)
,

f excel
org = 1

ρorg

(
0.3888ρexcel − 0.2393

)
,

f excel
H2O = 1 − f excel

HA − f excel
org ,

(16)

relating to growing organisms, and

if ρexcel ≥ 1.978 g/cm3

⎧⎪⎨
⎪⎩

f excel
HA = 1

ρHA

(
1.7298ρexcel − 2.1895

)
,

f excel
org = 1

ρorg

(−0.5180ρexcel + 1.5541
)
,

f excel
H2O = 1 − f excel

HA − f excel
org ,

(17)

relating to aging organisms. As 90% of the organic matter in bone is collagen [146],
the extracellular volume fraction of collagen follows as

f excel
col = 0.9 × f excel

org . (18)

Cell Biology Aspects

It is interesting to discuss the mineral-versus-organics concentration relation of
Fig. 2a from the viewpoint of cell biology: during growth, the mineral-to-organic
mass apposition ratio in extracellular bone tissue is a constant, dρexcel

HA /dρexcel
org = 3.4,

universally valid throughout different tissues of different growing species at different
ages. This constant reflects the working mode of osteoblasts (cuboidal or polygonal
bone cells with several tens of micrometers characteristic length [1, 17, 74, 111, 115,
129, 158]. Pre-osteoblasts [41, 97, 115] deposit new osteoid, in the form of seams of
some 8 to 10µm thickness, made of proteoglycan gel reinforced by fairly randomly
oriented collagen fibrils [26, 41, 155], see Fig. 4a. Thereafter, osteoblasts order the
collagen fibrils through stretching [41], and mediate, through budding of matrix
vesicles from cell processes [3], the precipitation of hydroxyapatite, see Fig. 4b. This
results in the so-called primary mineralization [115], with a characteristic time of
hours to days [152]. From a chemical viewpoint, specially synthesized matrix mole-
cules, such as bone sialoprotein, osteopontin, or osteocalcin [153], induce mineral
formation, and such non-collagenous organic molecules typically make up 10% of
the overall organic volume fraction [24, 86, 146], regardless of the magnitude of
the latter. Accordingly, one would expect the more mineral precipitation, the more
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Fig. 2 Relations between apparent mass densities in extracellular bone matrix in the line of Vuong
and Hellmich [147]: a hydroxyapatite versus organic matter, b water versus organic matter, and
c water versus hydroxyapatite; across different species, organs, and ages
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Fig. 3 Apparent mass densities of water, hydroxyapatite, and organic matter, versus overall mass
density of extracellular bone matrix, ρexcel, across different species, organs, and ages

non-collagenous organics to be present, the amount of the latter being proportional to
that of the overall organic matter. This is perfectly consistent with the aforementioned
tissue- and species-independent, “universal” mineral-per-organics apposition ratio of
3.4, suggesting primary mineralization as the dominant mineralization mechanism
in growing organisms.

In such organisms, the mineral is hindered from further precipitation in the highly
ionic fluids, through the action of the most abundant biological bone cells, namely
the osteocytes [1, 10, 11, 18, 111, 115, 143], residing in the lacunar porosity of
extravascular bone matrix. Originating from osteoblasts which were buried in the
course of ongoing osteoid formation and mineralization, osteocytes maintain a widely
spread network, through channels called canaliculi, among themselves and with the
osteoblasts located at the bone tissue surface. This network is thought to effectively
transfer mechanical stimuli related to tissue deformation, to the osteoblasts [17, 32],
so as to trigger their bone formation activity, as described before. In addition to
mechanosensing, osteocytes may inhibit mineralization around their lacunae [18],
and therefore set an upper limit to the asymptotic mineral concentration which may
be attained during the process called secondary mineralization. This process exhibits
a characteristic time of weeks to months [9], see Fig. 4c, and before reaching its
asymptote, secondary mineralization is not controlled by the local biological cells, but
by the diffusion and composition properties of the fluids saturating the extracellular
bone tissue [115]. However, at higher ages, the aforementioned inhibitive activity
of osteocytes steadily decreases, so that, in the end, even the lacunae themselves
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Fig. 4 Working mode of pre-osteoblasts and osteoblasts: primary and secondary mineralization
of an unmineralized osteoid; a pre-osteoblasts lay down an osteoid seam, reinforced by randomly
oriented collagen fibrils;bprimary mineralization: osteoblasts order the collagen fibrils through cell-
driven stretch, and mediate, through budding of matrix vesicles from cell processes, the precipitation
of hydroxyapatite; c secondary mineralization: crystals grow without control of local biological cells

may be filled with mineral, as evidenced in [11, 49, 75]. As a consequence, the
organic-to-mineral concentration ratio decreases and the mineral-to-organic mass
apposition ratio is not equal to 3.4 anymore. At the same time, osteoblastic activity
also decreases at more advanced ages [1], leading to a reduction of the (absolute)
organic concentration in extracellular bone matrix. This combined effect of both
osteoblastic and osteocytic activity reduction is expressed by a (negative) mineral-
growth-to-organic-removal ratio, see Fig. 2a, which reveals secondary mineralization
as the dominant mineralization mechanism in adult, aging organisms.

We also remark that the results presented here refer to physiologically normal
conditions, while drug treatments may lead to considerable deviations from these
rules for fibrillogenesis and mineralization, see [147] for further details.

4 Mineral Distribution in Extracellular Bone Matrix

At the ultrastructural observation scale (1–10µm) of fully mineralized tissues, trans-
mission electron micrographs (TEM) reveal that hydroxyapatite is situated both
within and outside of the collagen fibrils, and that the majority of hydroxyapatite lies
outside the fibrils [2, 101, 121, 122, 139, 159]. The question arises whether the distri-
bution of mineral between the fibrillar and extrafibrillar spaces follows a general rule.
And indeed, Hellmich and Ulm [63] found out that the average mineral concentration
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in the extrafibrillar space equals that in the extracollageneous space. The underlined
arguments are as follows: The ultrastructural volume element with a characteristic
size of some micrometers, consists of fibrillar and extrafibrillar space; see Fig. 5a,
with corresponding volumes V excel

fib and V excel
exfib . The fibrils are made up by collagen

molecules exhibiting a triple helix structure arranged more or less cylindrically, with
diameters ranging from 50 to 500 nm [35, 95, 105, 122, 125, 142, 150, 151]. The
fibrillar volume V excel

fib comprises all fibrils within the ultrastructural (or extracellular)
volume V excel. V fib

col , the volume of collagen within the fibrils, is a subspace of V excel
fib ,

as is (V excel
fib − V fib

col ), see Fig. 5c. The latter is the volume within the fibrils which is not
occupied by collagen molecules, subsequently referred to as extracollagenous fibril-
lar volume, V fib

excol. The space within the ultrastructure (or extracellular bone matrix)
that is not occupied by fibrils is called extrafibrillar space, V excel

exfib = V excel − V excel
fib .

The union of the spaces V excel
exfib and V fib

excol, V excel
exfib + V fib

excol = V excel − V excel
col = V excel

excol ,
is the total extracollagenous space within the extracellular bone, see Fig. 5b.

Based on these notions, the aforementioned rule would imply that the ratio of
the mass of the extrafibrillarly located mineral

(
Mexfib

HA

)
, over the volume of the

extrafibrillar space needs to be equal to the ratio of the entire mineral mass (MHA),
over the extracollageneous volume

ρexfib
HA = Mexfib

HA

V excel
exfib

≡ MHA

V excel
excol

= ρexcol
HA , (19)

with ρexfib
HA and ρexcol

HA being the apparent mineral densities relating to the extrafibrillar
and the extracollagenous volumes, respectively. Equation (19) can be rearranged as
follows
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φexfib
HA = Mexfib

HA

MHA
≡ V excel

exfib

V excel
excol

= f excel
exfib

1 − f excel
col

, (20)

where f excel
exfib = V excel

exfib /V excel is the extrafibrillar volume fraction, f excel
col = V excel

col /

V excel is the collagen volume fraction, both quantified within the volume of extra-
cellular bone, and φexfib

HA is the relative amount of extrafibrillar mineral.
Two independent sets of experimental observations covering a large range of tissue

mass densities were considered for checking the relevance of Eq. (20), as discussed
next.

Experimental Set I: Mass and Volume Measurements

First, f excel
exfib /(1 − f excel

col ) is determined from weighing experiments and diffraction
spacing measurements. In order to determine the apparent mass density of collagen,
we adopt a value of ρorg = 1.42 g/cm3 [76, 86], and consider the fact that collagen
constitutes approximately 90% by weight of the organic matter in mineralized tissues
[13, 86, 146, 150]. The mass of organic matter can be determined from weighing
experiments on demineralized and dehydrated specimens [13, 86, 90, 91], harvested
from different anatomical locations of different vertebrates at different ages, see
Sect. 2, in particular Tables 1, 2, 3 and 5. On the other hand, the determination of
the extrafibrillar volume fraction f excel

exfib = 1 − f excel
fib requires quantification of the

fibrillar space within the mineralized tissue. This can be achieved by application of
a model for the organization of collagen: we use Lees’ generalized packing model
[16, 86], as the simplest model to quantify the average crosslink length between
collagen molecules, see also [63].

Experimental Set II: Transmission Electron Microscopy

As a second, independent set of observations, we consider optical density measure-
ments from TEMs, in order to determine φexfib

HA . Figure 6 displays three TEMs of
cross sections of mineralized tissues, covering a wide range of extracellular mass
densities; from ρexcel = 1.5 g/cm3 for mineralized turkey leg tendon, see Fig. 6a, to
ρexcel = 2.6 g/cm3 for the rostrum of whale, see Fig. 6c. These micrographs reflect
the electron density of material phases. The higher the electron density, the darker
the respective area of the TEM images. Since hydroxyapatite exhibits by far the
largest electron density of all elementary components, the TEM images displayed
in Fig. 6 highlight that hydroxyapatite is mainly located outside the fibrils. First,
the relative optical density is determined using the protocol of Lees et al. [95]: the
TEM images are scanned and then captured by a frame grabber [22]. The optical
density is considered linearly proportional to the number of electrons transmitted
through the particular area [95], the number of electrons linearly proportional to the
local hydroxyapatite mass density in the fibrillar or extrafibrillar space. The average
densities are then related to the apparent mineral densities, allowing for the determi-
nation of the extrafibrillar volume fraction of tissues, f excel

exfib , shown in TEM images.
f excel
exfib turns out to be 60% for the mineralized turkey leg tendon micrograph of Fig. 6a

(ρexcel = 1.5 g/cm3), 53% for the human tibia (ρexcel = 2.0 g/cm3), see Fig. 6b, and
85% for the whale rostrum (ρexcel = 2.6 g/cm3), see Fig. 6c.
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(a) (b)

(c) 200 nm200 nm

500 nm

Fig. 6 Transmission electron micrographs of cross sections through: a mineralized turkey leg
tendon [122]; b human tibia [122] and c whale rostrum [159]

Comparison of Independently Derived Values of the Relative Amount of Extrafib-
rillar Mineral

Next, the sample-specific relative amount of extrafibrillar mineral, φexfib
HA , of very dif-

ferent bone tissues, derived from the independent methods related to the experiment
sets I and II, respectively, are compared, as shown in Fig. 7. It can be seen that the
values derived from both experimental data sets are in perfect agreement when com-
paring similar tissues. This surprisingly good agreement of values obtained from two
independent assessment methods provides the sought after evidence that the aver-
age mineral concentration in the extrafibrillar and the extracollageneous spaces are
indeed equal; see Hellmich and Ulm [63] for further details.

5 Hydration-Dependent Evolution of Unmineralized
Collagenous Tissues

Hydration of collagenous tissues, consisting of fibrillar and extrafibrillar constituents,
causes swelling, as well as mechanical softening (i.e. reduction of stiffness). The
underlying mechanism can be quantified in terms of the following mathematical rule
[109]: After drying the tissue in air, water remains only in the gap zones between
the triple-helical collagen molecules making up 12% of the total volume [88]. Upon
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rehydration, the extrafibrillar space is established at volumes directly proportional to
the hydration-induced swelling of the (micro) fibrils, until the maximum equatorial
distance between the long collagen molecules is reached. Thereafter, the volume
of the fibrils stays constant, and only the extrafibrillar volume continues to grow.
Mathematically, the proportionality between the extrafibrillar space growth and the
swelling of fibrils (in case the fibrils still swell, which occurs if they are not fully
hydrated) can be expressed as follows

V excel
exfib = β(V excel

fib − V col
dry ), V col

dry ≤ V excel
fib ≤ V excel

fib,max, (21)
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with β as proportionality constant, with V excel
exfib as the volume of extrafibrillar space

within the collageneous tissue, V excel
fib as fibrillar volume within the collageneous

tissue, which is smaller than or equal to the maximum attainable value V excel
fib,max, and

larger than a minimum value V col
dry corresponding to the dry volume of the collage-

neous tissue, V excel. The fibrillar and extrafibrillar volumes, V excel
fib and V excel

exfib , fill the
entire tissue volume V excel, V excel

fib + V excel
exfib = V excel, yielding, together with (21), a

tissue swelling rule in the following form

V excel

V col
dry

= β

(
V excel

fib

V col
dry

− 1

)
+ V excel

fib

V col
dry

, V col
dry ≤ V excel

fib ≤ V excel
fib,max . (22)

We regard the fibrils as continua with one to several hundreds of nanometers char-
acteristic size, these continua being built up by representative volume elements of
several to several tens of nanometers characteristic size, see Fig. 8. Microscopic
images [28] show that hydration affects volume changes in a fibril in a homogeneous
fashion. Therefore, following the deformation laws of continuum mechanics [131],
the current fibrillar volume V excel

fib is related to the initial volume V col
dry by the Jacobian

J , which is standardly expressed by the product of the principal stretches λ1, λ2, and
λ3 of the volume elements, thus

V excel
fib

V col
dry

= J = λ1 × λ2 × λ3 . (23)

The principal stretches are defined as the ratio of the current length to the initial
length of the line elements dx1, dx2, and dx3 attached to the fibrils and oriented
in the principle deformation directions e1, e2, and e3 (see Fig. 8). These principle
stretches are related to the ratios of diffraction spacings in the current and initial
elementary volumes, in the line of standard stretch measurements in lattice-like
microstructures [148, 149]. As regards λ1 and λ2, the aforementioned diffraction
spacings are related to the (on-average) lateral (transversal, equatorial) distances
between collagen molecules,

λ1 = λ2 = λtr = dw

ddry
, (24)

with dw as the lateral diffraction spacing related to some more or less hydrated state
of the fibril, and ddry = 1.09 nm as the lateral diffraction spacing in dry tissues [93].
As regards λ3, diffraction peaks relate to the axial macroperiod Dw of collagen,
comprising repeating units of one gap zone and one overlap zone each, as discovered
by Hodge and Petruska [72]; this axial macroperiod increases, albeit only slightly,
upon hydration (up to a value of 67 nm). Since this increase is clearly less than 5%
when compared to the axial macroperiod measured by dry tissues, Ddry = 64 nm,
measured in dry tissues, we consider Dw as a constant, and hence
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λ3 = λax = Dw

Ddry
= 1. (25)

Finally, the variation of the current fibrillar volume with respect to the initial one
reads as

V excel
fib

V col
dry

= λ1 · λ2 · λ3 =
(

dw

ddry

)2

. (26)

However, the diffraction spacings are limited, and cannot exceed a maximum value
of 1.38 nm in the equatorial direction [102]. Therefore, the amount of water which
can be accommodated in the fibrils is also limited. Upon further hydration, namely
beyond the so-called fibrillar saturation limit, only the extrafibrillar volume continues
to grow. The mathematically expressed swelling rule (21), together with volume
relations (22) to (26), was experimentally validated by means of the measurement
results of Meek et al. [102], Robinson [128], Rougvie and Bear [130]. Therefore,
the water-to-organic ratios R given in these papers, were converted into volumes
according to

V excel

V col
dry

= 0.88
Rρcol + ρH2O

ρH2O
, (27)

where ρcol = 1.42 g/cm3 [88] and ρH2O = 1 g/cm3 are the mass densities of molecular
collagen and water, respectively; obviously, this equation accounts for the existence
of 12% gap zones in the collagenous dry matrix [72, 88], relating to an intermolecular
pore saturation limit amounting to R imsat = 0.096. Based on relations (22) and (27),
combined with the observations of Meek et al. [102], that the fibrillar swelling stops
at a water-to-organic mass ratio of Rfibsat = 0.82, one can translate the swelling
rule (22) into a mathematical relation between water-to-organic mass ratios and
corresponding diffraction spacings,

Rpred = 1

ρcol

(
ρH2O

0.88

[
(β + 1)

(
dw

ddry

)2

− β

]
− ρH2O

)
. (28)

It is directly tested against respective experimental values provided by Katz and Li
[76], Meek et al. [102], Rougvie and Bear [130], see Fig. 9, with a relative error as low
as 0.98±12.56 % (mean value plus standard deviation), see [109] for further details.
Given the excellent confirmation of the swelling rule, it allows for quantifying the
evolution of subvolumes and volume fractions in hydrating tissues: during hydration,
the fibrillar volume fraction decreases by more than 50%, see Fig. 10b. At the same
time, the tissue is swelling to its triple size, as seen in Fig. 10a. Also during hydration,
the volume fraction of molecular collagen within a fibril decreases from 88 to 54.7%,
while that of water increases from 0 to 45.3%, see Fig. 11b. At the same time, the
fibrils grow by about 60% in volume, see Fig. 11a.
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6 Bone Tissue Evolution During Mineralization

Inspired by an interesting idea of Lees [87], Morin and Hellmich [107] showed that
the volume and structure changes in mineralizing bone tissues can be mathematically
predicted when considering the extracellular bone tissue and its subvolumes (both
the fibrils and the extrafibrillar space) as closed thermodynamic systems: i.e. if no
fluid mass leaves or enters these volumes during the mineralization process, then
the precipitation of hydroxyapatite crystals entails that the mass of lost ionic fluid



Review of “Universal” Rules Governing Bone Composition … 201

(a) (b)
V

ol
um

es

V
ol
um

e
fr

ac
ti

on
s

Water-to-organic ratioWater-to-organic ratio

V fib
col

V fib
h2O

V fib
air

f fib
col

f fib
H2O

f fib
air

00
00

0.2

0.4

0.5

0.50.5

0.6

0.8

1.0

1.0

1.01.0

1.5

1.51.5

2.0

2.02.0

imsat
im

sa
t

fibsat
fibsat

Fig. 11 Fibrillar swelling (a) and evolution of fibrillar composition (b) during hydration: a water-
to-organic mass ratioR over the volumes of molecular collagen, water, and air making up the fibrils;
b water-to-organic mass ratio R over the volume fractions of collagen, water, and air at the tissue
scale

equals the mass of formed solid hydroxyapatite crystal in the fibrillar and extrafib-
rillar subvolumes, as well as in the entire tissue volume, while the collagen mass
remains unaltered. The precipitation of dissolved ions into solid mineral crystals is
accompanied by an increase in mass density, which, upon overall conservation under
closed conditions, leads to a volume decrease (or shrinkage) of the tissues during the
biomineralization process. This shrinkage affects both the fibrillar and the extrafib-
rillar tissue compartments. Thereby, the fibrillar shrinkage can be experimentally
accessed through equatorial neutron diffraction spacings dw,∞, measured on fully
mineralized tissues [104, 109]

(
dw,∞
dw,0

)2

= V excel
fib,∞

V excel
fib,0

, (29)

with dw,0 as the neutron diffraction spacing at the time of osteoid deposition (i.e. the
beginning of the mineralization process), and V excel

fib,0 and V excel
fib,∞ as the fibrillar volume

in unmineralized and fully mineralized tissues, respectively.
The mass density-diffraction relation (ρexcel∞ -dw,∞-relation) is derived in three

consecutive steps: First, the mineralization-induced tissue shrinkage is evaluated at
the tissue level, based on the “universal” composition rules described in Sect. 3,
yielding [107]

V excel∞
V excel

0

= 1

1 + (ρHA/ρfl − 1) × f excel
HA,∞(ρexcel∞ )

, (30)

with V excel
0 and V excel∞ as the extracellular tissue volumes at the beginning and the end

of the mineralization process, ρHA and ρfl as the mass densities of hydroxyapatite
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and ionic fluid, f excel
HA,∞ as the mineral volume fraction in the fully mineralized tissue,

which depends on the tissue mass density, ρexcel∞ .
Secondly, this relation is downscaled to the extrafibrillar space, by considering

the equality of mineral concentrations in the extracollagenous and the extrafibrillar
spaces [63], see Sect. 4, and the hydration swelling rule for unmineralized tissues
[109], as described in Sect. 5. The corresponding volume change reads as [107]

V excel
exfib,∞

V excel
exfib,0

= 1 + (1 − ρHA/ρfl)

1 − f excel
col,0

V excel∞
V excel

0

× f excel
HA,∞(ρexcel

∞ ) , (31)

where V excel∞ /V excel
0 obeys Eq. (30), f excel

HA,∞(ρexcel∞ ) follows from the universal com-
position rules (see Sect. 3), and f excel

col,0 is the collagen volume fraction in unminer-
alized tissue, which can be quantified from the hydration-dependent swelling rules
described in Sect. 5, see [109] for details.

Thirdly, the fibrillar shrinkage is analogously derived,

V excel
fib,∞

V excel
fib,0

= f excel
fib,∞

f excel
fib,0

V excel∞
V excel

0

, (32)

and this ratio is related to the change in diffraction spacing, as given in Eq. (29), with
dw,0 = dmax = 1.52 nm as the diffraction spacing of fully saturated unmineralized
collageneous tissues [23, 39, 76, 93]. Finally, these relations are translated into the
sought mass density-diffraction spacing relations, according to continuum geometry
and considering negligible length changes in the meridional direction of the tissue
[109]. In case of fully-hydrated tissues, this relation reads as

dw,∞ = dmax

√√√√√1 − f excel
exfib,0 ×

[
1 − (ρHA/ρfl − 1) × f excel

HA,∞ × f excel
col,∞

ρHA f excel
HA,∞/ρfl+ f excel

fl,∞

]
(1 − f excel

exfib,0) × [
1 + (ρHA/ρfl − 1) × f excel

HA,∞
] ,

(33)
with

f excel
exfib,0 = 1 − 1

0.88

(
dmax

ddry

)2 f excel
col,∞

ρHA f excel
HA,∞/ρfl + f excel

fl,∞ + f excel
col,∞

, (34)

where dmax = 1.52 nm and ddry = 1.09 nm, and with dependencies f excel
HA,∞, f excel

col,∞,
and f excel

fl,∞ on tissue mass density as given in Sect. 3 (see Eqs. (16) and (17)).
In case of partially dehydrated tissues, some fluid mass (and corresponding vol-

ume) will be lost during dehydration,

Δ f μ,dh
fl,∞ = f μ

fl,∞ − f μ,dh
fl,∞ = f μ

fl,∞ − R∞,dh f μ
col,∞ρcol/ρfl , (35)

with R∞,dh as the experimentally measured water-to-organic mass ratio of partially
dehydrated tissues at the macroscopic scale, as e.g. given by Lees and Mook [89].
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The volume fraction of the remaining fluid after dehydration per extracellular bone
matrix reads as

f excel,dh
fl,∞ = f μ

fl,∞ − min(Δ f μ,dh
fl,∞ , fμpor)

1 − fμpor
. (36)

The lost fluid volume fraction in the extracellular scale amounts to

Δ f excel,dh
fl,∞ = f excel

fl,∞ − f excel,dh
fl,∞ . (37)

The mass density-diffraction spacing relation for partially dehydrated tissues reads
as

ddh
w,∞ = dw,∞

√√√√1 − Δ f excel,dh
fl,∞ − f excel

exfib,0Δ f excel,dh
fl,∞ /(1 − f excel

col,0 )

f excel
fib,∞

, (38)

with

f excel
fib,∞ = 1 −

⎧⎨
⎩

f excel
exfib,0

1
1+(ρHA/ρfl−1)× f excel

HA,∞

+ f excel
exfib,0

1 − f excel
col,0

× (1 − ρHA/ρfl) × f excel
HA,∞

⎫⎬
⎭ ,

(39)
and

f excel
col,0 = f excel

col,∞
ρHA f excel

HA,∞/ρfl + f excel
fl,∞ + f excel

col,∞
. (40)

Identification of Δ f excel,dh
fl,∞ = f excel

fl,∞ delivers model predictions for the diffraction
spacings in fully dried tissues. These mass density-diffraction spacing relations are
fed with experimental data for tissue mass density and the corresponding predictions
for diffraction spacing are validated through comparison with experimental results
[87, 89, 93]. Very low prediction errors of 1.8 ± 3.1% underline the relevance of the
model-predicted evolutions of the tissue compartment volumes, and of the model-
predicted volume fractions during the mineralization process in different bone tissues
(see Fig. 12); and hence, the idea of hydroxyapatite precipitating under closed ther-
modynamic conditions from an ionic solution in the fibrillar and extrafibrillar spaces
of bone tissue. Accordingly, the structural (volumetric) evolution of mineralizing
bone tissue can be quantified as follows: during mineralization, the volume of the
overall collagenous tissue is shrinking because the mass density of hydroxyapatite
is around three times larger than that of liquid ionic solution. In general, the more
mineral is present in the tissue, the higher the shrinkage of the volumes of the dif-
ferent compartments (see Fig. 13). More specifically, this volume loss is minimal for
low-mineralized tissues at the beginning of the mineralization process (see the left
lower corner of Fig. 13), whereas highly mineralized bone tissue has lost up to 60%
of its initial (osteoid) volume (see the right upper corner of Fig. 13).

The compositional evolution can be also quantified in terms of volume fractions:
the mineralization process leads to a slight increase of the fibrillar volume frac-
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Fig. 12 Predicted versus experimental diffraction spacing for wet, dry, and partially dehydrated,
mineralized tissues
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Fig. 14 Normalized tissue volume as function of the mineralization degree, for different final tissue
mass densities

tions, since the fibrils, thanks to the presence of chemically inert collagen, are less
affected by the fluid-to-crystal transformation-induced volume loss, as compared to
the extrafibrillar space. Within the fibrils, the fluid volume fraction, starting from
around 50% in the unmineralized osteoid, is reduced by one third in the case of
low-mineralized tissues (see Fig. 14a), while it is almost completely consumed in
the case of very highly mineralized tissues (see Fig. 14d). Thereby, lost fluid volume
fractions are replaced by collagen and mineral volume fractions, at about the same
shares (see Fig. 14a–d). In the extrafibrillar space, mineral volume fractions increase
overlinearly with the mineralization degree, the more so the more highly the tissue
is mineralized.
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7 Nano- and Microstructural Patterns Governing
Anisotropic Tissue Elasticity

Throughout the last two decades, hierarchical material models for bone [4, 33, 53, 55,
56, 60, 61, 64–66, 98, 108, 110, 116, 118, 119, 124, 132, 154], developed within the
frameworks of homogenization theory and continuum micromechanics [7, 37, 157]
and validated through a multitude of biochemical, biophysical, and biomechanical
experiments [13, 16, 25, 51, 57, 79, 86, 87, 90–92, 94, 96, 100, 126, 145], have
opened the way to translate the chemical composition of extracellular bone material
(i.e. the volume fractions of organics, water, and hydroxyapatite) into the tissue’s
anisotropic elasticity. This section is devoted to briefly introducing the fundamentals
of continuum micromechanics, and to presenting how this theoretical framework
has elucidated the “construction plans” providing the most fascinating mechanical
properties of bone.

Micromechanical Representation of Bone Tissue by Means of Representative
Volume Elements (RVEs)

In continuum micromechanics [37, 71, 156, 157], a material is understood as a
macro-homogeneous, but micro-heterogeneous body filling a representative volume
element (RVE) with characteristic length �, which must be both considerably larger
than the dimensions of heterogeneities within the RVE, D , and significantly smaller
than the characteristic lengths of geometry or loading of a structure built up by
the material defined on the RVE, L . The characteristic length of structural loading
typically coincides with wave lengths of signals traveling through the structure, or
relates to macroscopic stress gradients according to L ≈ ||ΣΣΣ ||/||GRADΣΣΣ || [7],
with the “macroscopic” stress tensor ΣΣΣ . In mathematical terms, the aforementioned
separation of scales requirement reads as

D 
 � 
 L . (41)

Hereby, the first inequality sign typically relates to a factor of 2 to 3 [38]; while the
second one typically relates to a factor of 5 to 50 [81].

In general, the microstructure within one RVE is so complex that it cannot be
described in complete detail. Therefore, quasi-homogeneous subdomains, called
material phases, with known physical quantities are reasonably chosen. Quantita-
tive phase properties are volume fractions fr of phases r = 1, . . . , Nr , (average)
elastic properties, as well as the morphological description, as, e.g. the isotropy or
the symmetries of anisotropy of the spatial distribution of the phases, the existence
of one connected “matrix phase” in which one or several “inclusion phases” with dif-
ferent shapes are embedded (as in reinforced composite material), or the disordered
arrangement of all phases (as in a polycrystal).

The central goal of continuum micromechanics is to estimate the mechanical
properties (such as elasticity or strength) of the material defined on the RVE from
the aforementioned phase properties. This procedure is referred to as homogenization
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or one homogenization step. If a single phase exhibits a heterogeneous microstructure
itself, its mechanical behavior can be estimated by introduction of an RVE within
this phase [46], with dimensions �2 ≤ D , comprising again smaller phases with
characteristic length D2 
 �2, and so on, leading to a multistep homogenization
scheme, as in case of bone (see Fig. 15). In this context, the following “universal”
microstructural patterns are considered across the hierarchical organization of bone
materials:

• an RVE of wet collagen, with a characteristic length of several nanometers (see
Fig. 15a), represents the staggered organization of cylindrical collagen molecules
(see Fig. 1h), which are attached to each other by ∼1.5 nm long crosslinks [8, 93,
112]. These crosslinks imply the existence of a contiguous matrix built up by mole-
cular collagen, hosting fluid-filled intermolecular spaces, which are represented
by cylindrical inclusions;

• an RVE of extrafibrillar space (hydroxyapatite foam), with a characteristic length
of several hundred nanometers (see Fig. 15c), hosts crystal needles (represented
through infinitely many uniformly oriented cylindrical hydroxyapatite inclusions)
oriented in all space directions; in mutual interaction with spherical, water-filled
pores in-between;

• an RVE of extracellular bone matrix or ultrastructure, with a characteristic length
of several micrometers (see Fig. 15d), hosts cylindrical, mineralized fibrils being
embedded into a contiguous matrix built up by hydroxyapatite foam material;

• an RVE of extravascular bone material, with a characteristic length of several
hundred micrometers (see Fig. 15e), hosts spherical, osteocyte-filled cavities called
lacunae being embedded into a contiguous matrix built up by the extracellular bone
material; and

• an RVE of cortical bone material, with a characteristic length of several millimeters
(see Fig. 15f), hosts cylindrical vascular pores being embedded into a matrix of
extravascular bone material.

Elasticity Homogenization

As concerns the homogenization (or upscaling) of the elastic properties of bone, start-
ing from the level of its basic building blocks, up to the level of the bone microstruc-
ture, see Fig. 15, we start with focusing on a single RVE built up by phases enumerated
by r . The second-order strain tensor, εεεr , is related to the (average “microscopic”)
second-order stress tensor in phase r , σσσ r , by the phase elasticity tensor cr

σσσ r = cr : εεεr . (42)

The RVE is subjected to homogeneous (macroscopic) strains E at its boundary [59],
prescribed in terms of displacements

∀x ∈ ∂VRV E : ξξξ(x) = E · x , (43)

whereby x is the position vector for locations within or at the boundary of the RVE. As
a consequence, the resulting kinematically compatible microstrains εεε(x) throughout
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Fig. 15 Micromechanical representation of bone material by means of a six-step homogenization
scheme, according to Fritsch et al. [48]



Review of “Universal” Rules Governing Bone Composition … 209

the RVE fulfill the average condition,

E = 1

VRV E

∫
VRV E

εεεdV = 〈εεε〉 =
∑

r

frεεεr , (44)

providing a link between the (average) microscopic and macroscopic strains. Further-
more, the aforementioned deformations provoke traction forcesT(x) on the boundary
of the RVE, and microstresses σσσ(x) throughout the RVE, fulfilling the equilibrium
conditions

∀x ∈ VRV E divσσσ(x) = 0 ,

∀x ∈ ∂VRV E T (x) = σσσ (x) · n (x) ,
(45)

with n (x) as the normal to the boundary at position x. The external work done by
these traction forces reads as

W ext =
∫

∂VRV E

T (x) · ξξξ (x) d S =
∫

∂VRV E

(E · x) · [σσσ (x) · n (x)] d S

= E :
∫

VRV E

σσσ (x) dV ,

(46)

whereby we made use of boundary condition (43) and of the divergence theorem.
Hence, the force quantity doing work on the macroscopic strainsE is the volume inte-
gral over the microscopic stress, which is independent of microscopic position and
of dimension “stress times volume”. This induces the existence of the macroscopic
stress ΣΣΣ in the form

ΣΣΣ VRV E =
∫

VRV E

σσσ (x) dV ⇔ ΣΣΣ = 1

VRV E

∫
VRV E

σσσ (x) dV = 〈σσσ 〉 =
∑

r

frσσσ r ,

(47)

i.e. the well-known stress average rule. Insertion of (47) into the principle of virtual
power [50, 99, 131], which in the case of linearized strains, can be expressed in
terms of an expression with the dimension “work”,

W ext = −W int =
∫

VRV E

σσσ (x) : εεε (x) dV , (48)

yields the so-called Hill’s lemma

ΣΣΣ : E = 1

VRV E

∫
VRV E

σσσ (x) : εεε (x) dV = 〈σσσ : εεε〉 . (49)

Linearity of elastic law (42) and of partial differential equation (45)1 imply a multi-
linear relation between the homogenized (macroscopic) strain E and the average
(microscopic) strain εεεr , expressed by the fourth-order concentration tensors Ar of
each of the phases r ,
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εεεr = Ar : E . (50)

Insertion of Eq. (50) into (42) and averaging over all phases according to Eq. (47)
lead to

ΣΣΣ =
∑

r

frcr : Ar : E . (51)

Equation (51) implies the existence of a macroscopic “homogenized” stiffness tensor
linking macroscopic stresses to macroscopic strains in the format

ΣΣΣ = C
hom : E , (52)

yielding C
hom as

C
hom =

∑
r

frcr : Ar . (53)

The concentration tensors Ar are estimated from matrix-inclusion problems, pio-
neered by Eshelby [43]. On a mathematical level, this is achieved by setting the
phase strains equal to those in ellipsoidal inclusions in infinitely extending matrices of
stiffnessC0 subjected to remote strains, and by combining respective semi-analytical
relationships [43, 84] with stress and strain average rules [59, 157], yielding

Ar = [
I + P

0
r : (

cr − C
0
)]−1 :

{∑
s

fs
[
I + P

0
s : (

cs − C
0
)]−1

}−1

. (54)

Insertion of Eq. (54) into (51) yields an expression for the macroscopic homogenized
stiffness tensor as function of their volume fractions, shapes and interactions

C
hom =

∑
r

frcr : [
I + P

0
r : (cr − C

0)
]−1 :

{∑
s

fs
[
I + P

0
s : (cs − C

0)
]−1

}−1

,

(55)
where fr and cr are the volume fraction and the elastic stiffness of phase r , I is the
fourth-order unity tensor, P0

r the fourth-order Hill tensor accounting for the charac-
teristic shape of phase r , which, in case of ellipsoidal inclusions in anisotropic media
[84, 85], reads as

P0
r,i jkl = 1

16πα1/2

∫
Ω

1

t3

{
ĝilw j wk + ĝikw j wl + ĝ jlwi wk + ĝ jkwi wl

}
d S(www) .

(56)
In Eq. (56), the shape of the ellipsoid is considered by α = det αi j , being related
to the equation of the ellipsoid, αi j xi x j = 1, d S(www) is a surface element of the
unit sphere (with surface Ω); w1, w2 and w3 are the components of the unit length
vector www pointing from the origin of the sphere to the surface element d S(www), and
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t2 = α−1
i j wi w j . Finally, ĝik are the components of the inverse of the second-order

tensor C0
i jklw j wl , with C0

i jkl denoting the stiffness of anisotropic matrix.
As regards the matrix stiffness, C0, its choice governs the interactions between

the phases inside the RVE: C0 = C
hom relates to a dispersed arrangement of phases

where all phases “feel” the overall homogenized material, and the corresponding
homogenization scheme is standardly called self-consistent [69, 83], well-suited for
polycrystalline materials (applied for RVEs depicted in Fig. 15b, c). On the other
hand, the matrix may be identified as a phase m itself, C0 = cm , which relates to
matrix-inclusion-type composite, and the corresponding homogenization scheme is
standardly referred to as Mori–Tanaka scheme [12, 106] (applied for RVEs depicted
in Fig. 15a, d, e, f).

Strictly speaking, the RVE of extrafibrillar space (see Fig. 15c) requires a slight
(but important) modification of the aforementioned developments: it consists of one
pore space and infinitely many cylindrical solid phases which are oriented in all space
directions. This requires modification of Eqs. (44), (47), (53), and (55) in terms of
integrals over the unit sphere [47]. Accordingly, the homogenized stiffness of the
extrafibrillar RVE of Fig. 15c reads as

C
hom
exfib =

{
f exfib
HA cHA :

∫ 2π

ϕ=0

∫ π

θ=0

[
I + P

exfib
cyl (θ, ϕ) : (cHA − C

hom
exfib)

]−1 sin θdθdϕ

4π
+

(
1 − f exfib

HA

)
cH2O :

[
I + P

exfib
sph : (cH2O − C

hom
exfib)

]−1
}

:
{

f exfib
HA

∫ 2π

ϕ=0

∫ π

θ=0

[
I + P

exfib
cyl (θ, ϕ) : (cHA − C

hom
exfib)

]−1 sin θdθdϕ

4π
+

(
1 − f exfib

HA

) [
I + P

exfib
sph : (cH2O − C

hom
exfib)

]−1
}−1

,

(57)
with P

exfib
cyl and P

exfib
sph standing for the Hill tensor of a cylindrical or a spherical inclu-

sion embedded in a matrix with a stiffness of Chom
exfib, respectively.

Elasticity of Elementary Components

The micromechanical representation of Fig. 15 is validated at different observa-
tion scales, namely at the extracellular, the extravascular, and the cortical/trabecular
scales. All corresponding computations are based on the same elasticity properties
assigned to bone’s elementary constituents: hydroxyapatite, (molecular) collagen,
and water (with some non-collagenous organics). The elastic properties of hydrox-
yapatite are obtained from tests with an ultrasonic interferometer coupled with a
solid media pressure apparatus [77], which reveal the isotropic elastic properties of
hydroxyapatite powder,

cHA = 3kHAIvol + 2μHAIdev , (58)
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with Ivol and Idev as the volumetric and deviatoric part of the fourth-order identity
tensor I, and with kHA = 82.6 GPa and μHA = 44.9 GPa, as the bulk and shear moduli
of hydroxyapatite. In view of the largely disordered arrangement of poorly crystalline
minerals [42, 45, 62, 63, 65, 95, 117], this isotropic characterization is sufficient for
successful bone elasticity upscaling [33, 47, 61, 66, 154], as is also confirmed by
the validation diagrams of Figs. 16, 17, 18, 19, 20 and 21. Sasaki and Odajima [133]
determined the Young’s modulus of molecular collagen by a hybrid mechanical–X-
ray technique, considering Lees’ 1987 packing model [86] for the cross-sectional
arrangement of collagen molecules. This resulted in an elastic Young’s modulus of
2.9 GPa. As they did not account for the additional 12% microporosity which is still
present in “fully dehydrated” collagen [88], the aforementioned values relate to the
RVE of Fig. 15a with 12% intermolecular space. Adopting a Poisson’s ratio of 0.34
for such an RVE [35], the corresponding homogenization relation allows for back-
analysis of an isotropic estimate of the stiffness tensor of molecular collagen, which
reads in Kelvin–Mandel notation (see e.g. Eq. (44) of [68] or Eq. (2a) of [31]) as

ccol =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

4.86 2.39 2.39 0 0 0
2.39 4.86 2.39 0 0 0
2.39 2.39 4.86 0 0 0

0 0 0 1.23 0 0
0 0 0 0 1.23 0
0 0 0 0 0 1.23

⎫⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎭

GPa , (59)

with a Young’s modulus of 3.28 GPa and a Poisson’s ratio of 0.33. We assign the
standard bulk modulus of water, kH2O = 2.3 GPa, to phases comprising water with
mechanically insignificant amounts of non-collagenous organic matter.

Model Validation at the Extracellular Scale

At the extracellular level, we compare the micromechanical elasticity predictions
to ultrasonic tests with 10 MHz frequency, performed on cortical bone samples of
bovine, human, elephant, deer, cod, and dugong tissues [91, 92]. Given the mea-
sured wave velocities ranging from 2.38 to 4.18 km/s, the wave exhibited wave
lengths between 238 and 418µm, being by a factor of 23.8 to 41.8 larger than the
RVE of Fig. 15d, hence they characterize the latter according to Eq. (41). As tissue-
specific input values for the micromechanical model, the volume fractions entering
the RVE descriptions of wet collagen (Fig. 15a), of the fibrillar and extrafibrillar
spaces (Fig. 15b, c), and of the extracellular matrix (Fig. 15d) are needed.

As regards the cortical bone samples from bovine tibia [91], the macroscopic mass
densities and weight fractions are given, see Table 1. Based on a typical microporosity
of fμpor = 5%, see our discussion around Eq. (9), the aforementioned quantities are
transformed into ultrastructural (extracellular) weight fractions and apparent mass
densities according to Eqs. (10)–(13), and into extracellular (ultrastructural) volume
fractions according to Eqs. (16) and (17). Then, the mineral distribution rules of
Sect. 4, and the swelling and shrinkage rules of Sect. 5 and 6 allow for quantification
of the extrafibrillar and fibrillar volume fractions per volume of extracellular matrix as
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Table 7 Experimental characterization of various cortical bone samples by Less et al. [91]a, Less
et al. [92]b, and Less et al. [96]c; Macroscopic and extracellular bone mass densities, ρμ and ρexcel,
longitudinal ultrasonic velocities in radial material directions, v1, experimental and model-predicted
normal stiffness values in radial direction, Cexp

1111 and Cpred
1111, respectively

Tissue ρμ (g/cm3) ρexcel (g/cm3) v1 (km/s) Cexp
1111 (GPa) Cpred

1111 (GPa)

Bovine tibiaa 2.02 2.07 3.18 21.0 24.1

Bovine tibiaa 1.99 2.04 3.18 20.7 22.1

Bovine tibiaa 1.95 2.00 3.18 20.2 19.7

Bovine tibiaa 2.01 2.06 3.16 20.6 22.3

Bovine tibiaa 2.04 2.09 3.27 22.4 21.7

Bovine tibiaa 2.05 2.11 3.26 22.4 24.4

Bovine tibiab 2.07 2.13 3.32 23.4 25.7

Dugong ribb 2.02 2.07 3.00 18.7 22.5

Elephant radiusb 1.94 1.99 3.05 18.5 18.1

Human femurb 1.93 1.98 3.13 19.4 17.6

Deer antlerb 1.78 1.82 2.38 10.3 12.5

Deer antlerb 1.74 1.78 2.40 10.2 11.5

Whale malleusc 2.49 2.49 4.85 58.6 57.2

Whale malleusc 2.53 2.53 4.89 60.5 61.8

Whale malleusc 2.51 2.51 4.55 52.0 59.4

Whale malleusc 2.45 2.45 4.61 52.1 52.8

Whale incusc 2.50 2.50 4.79 57.4 58.3

Whale incusc 2.46 2.46 4.70 54.3 53.9

Whale perioticc 2.40 2.40 4.15 41.3 47.7

Whale perioticc 2.48 2.48 4.60 52.5 56.0

Whale perioticc 2.50 2.50 4.53 51.3 58.3

Whale perioticc 2.52 2.52 4.65 54.5 60.6

Whale perioticc 2.58 2.58 4.84 60.4 67.9

Whale typamic
bullac

2.54 2.54 4.60 53.7 63.0

Whale typamic
bullac

2.50 2.50 4.53 51.3 58.3

Whale typamic
bullac

2.53 2.53 4.53 51.9 61.8

Whale typamic
bullac

2.54 2.54 4.54 52.4 63.0

Whale typamic
bullac

2.49 2.49 4.48 50.0 57.2
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f excel
exfib = f excel

exfib,0
1

1+(ρHA/ρfl−1)× f excel
HA

+ f excel
exfib,0

1 − f excel
col,0

× (1 − ρHA/ρfl) × f excel
HA ,

f excel
fib = 1 − f excel

exfib ,

(60)

whereby f excel
exfib,0 and f excel

col,0 are determined from Eqs. (34) and (40), with f excel
col,∞ =

f excel
col according to Eq. (18), with f excel

HA,∞ = f excel
HA according to Eqs. (16)2 and (17)2.

They are the basis for the determination of the phase volume fractions within the lower
scale RVEs: In this context, the fact that the average hydroxyapatite concentration
in the extracollagenous space is the same inside and outside the fibrils [63], see also
Sect. 4, allows for quantification of the mineral and collagen volume fractions within
the fibrillar and extrafibrillar compartments. Accordingly, in the extrafibrillar space,
the volume fractions of mineral, f exfib

HA , and of the intercrystalline fluid, f exfib
ic , read

as [108]

f exfib
HA = f excel

HA φexfib
HA

f excel
exfib

with φexfib
HA = 1 − f excel

fib

1 − f excel
col

,

f exfib
ic = 1 − f exfib

HA .

(61)

Within the fibrillar space, the volume fractions of mineral, f fib
HA, and of wet collagen,

f fib
wetcol read as [108]

f fib
HA = f excel

HA

(
1 − φexfib

HA

)
f excel
fib

,

f fib
wetcol = 1 − f fib

HA .

(62)

Finally, the volume fractions of molecular collagen and the intermolecular space at
the wet collagen level, f wetcol

col and f wetcol
im , can be calculated from the extracellular

volume fractions of collagen as [108]

f wetcol
col = f excel

col

f excel
fib f fib

wetcol

,

f wetcol
im = 1 − f wetcol

col .

(63)

The corresponding micromechanical elasticity predictions of the bovine tibial bone
samples of Lees et al. [91] agree well with the actual experimental data. This is
underlined by relative errors of 5.47 ± 7.01% for the radial normal stiffness, and of
−2.84 ± 6.70% for the axial normal stiffness components, see also Figs. 16 and 17.

As regards the wet cortical bone samples from deer antler, human femur, ele-
phant radius, and dugong rib of Lees et al. [92], and the various whale bones of Lees
et al. [96], the macroscopic mass densities are given, see Table 7. Based on a typical
microstructural porosity of fμpor = 5%, these macroscopic mass densities are trans-
formed into ultrastructural (extracellular) mass densities, by means of Eq. (9). The
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Table 8 Experimental characterization of various cortical bone samples by Less et al. [91]a and
Less et al. [92]b; Macroscopic and extracellular bone mass densities, ρμ and ρexcel, longitudinal
ultrasonic velocities in axial material directions, v3, experimental and model-predicted normal
stiffness values in axial direction, Cexp

3333 and Cpred
3333, respectively

Tissue ρμ (g/cm3) ρexcel (g/cm3) v3 (km/s) Cexp
3333 (GPa) Cpred

3333 (GPa)

Bovine tibiaa 2.06 2.12 3.92 32.5 32.3

Bovine tibiaa 2.05 2.11 3.92 32.4 31.6

Bovine tibiaa 2.02 2.07 3.81 30.1 27.3

Bovine tibiaa 2.02 2.07 3.86 30.9 27.6

Bovine tibiaa 2.00 2.05 3.90 31.2 28.3

Bovine tibiaa 2.05 2.11 3.88 31.7 30.7

Bovine tibiaa 2.10 2.16 3.88 32.5 35.4

Bovine tibiaa 2.08 2.14 3.92 32.8 33.8

Bovine tibiab 2.06 2.12 4.18 37.0 34.3

Elephant
radiusb

1.93 1.98 3.89 29.9 23.5

Human
femurb

1.96 2.01 3.76 28.4 25.8

Deer antlerb 1.74 1.78 3.08 16.9 13.1

Deer antlerb 1.73 1.77 3.15 17.5 12.8

Fig. 16 Comparison between model predictions and experiments of radial normal stiffness values
at the extracellular scale (10 MHz experiments: Lees et al. [91, 92, 96], see also Table 7)
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Fig. 17 Comparison between model predictions and experiments of axial normal stiffness values
at the extracellular scale (10 MHz experiments: Lees et al. [91, 92], see also Table 8)

latter mass densities then enter the bilinear relation of Fig. 2a, so as to deliver the
extracellular volume fractions of mineral, organic and water according to Eqs. (16)
and (17). These volume fractions are then used to quantify the composition of the
lower scale RVEs of Fig. 1d, e. The corresponding micromechanical elasticity pre-
dictions of the bone samples of Lees et al. [92] and of Lees et al. [96] agree well
with the actual experimental data. This is underlined by relative errors of 7.18 ±
12.13% for the radial normal stiffness, and of −15.61 ± 6.17% for the axial normal
stiffness components for the different bone tissues reported by Lees et al. [92], and
by a relative error of 9.71 ± 7.21% for the radial normal stiffness of whale bones
reported by Lees et al. [96], see Figs. 16 and 17.

Model Validation at the Extravascular Scale

At the extravascular level, we compare the micromechanical elasticity predictions
to ultrasonic tests carried out by McCarthy et al. [100] on equine bones; at a fre-
quency of 2.25 MHz. The measured velocities range from 3.13 to 4.4 km/s, resulting
in a wave length ranging from 1.4 to 2.0 mm. The characteristic length of exper-
imentally characterized RVE of Fig. 15e is by a factor of 14 to 20 smaller, hence
they characterize the latter according to Eq. (41). As tissue-specific input values for
the micromechanical model, the volume fractions entering the RVE descriptions of
wet collagen (Fig. 15a), of the fibrillar and extrafibrillar spaces (Fig. 15b, c), of the
extracellular matrix (Fig. 15d), and of the extravascular matrix (Fig. 15e) are needed.
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Table 9 Experimental characterization of equine cortical bone samples by McCarthy et al. [100];
Macroscopic and extravascular bone mass densities, ρμ and ρexvas, longitudinal ultrasonic velocities
in radial and axial material directions, v1 and v3, experimental and model-predicted normal stiffness
values in radial and axial direction, Cexp

1111, Cexp
3333, Cpred

1111, Cpred
3333, respectively

ρμ

(g/cm3)
ρexvas

(g/cm3)
v1 (km/s) v3 (km/s) Cexp

1111
(GPa)

Cexp
3333

(GPa)
Cpred

1111
(GPa)

Cpred
3333

(GPa)

2.03 2.14 3.60 4.30 27.8 39.7 27.4 37.5

2.02 2.11 3.55 4.20 26.6 37.2 25.1 34.3

2.01 2.13 3.45 4.10 25.4 35.9 26.8 36.6

2.01 2.09 3.65 4.40 27.8 40.4 23.7 32.4

2.00 2.10 3.55 4.20 26.5 37.0 24.5 33.5

2.00 2.08 3.40 4.20 24.0 36.6 23.1 31.5

2.00 2.06 3.58 4.30 26.5 38.2 22.4 30.5

1.98 2.11 3.42 4.10 24.7 35.5 25.4 34.8

1.98 2.11 3.35 4.15 23.7 36.4 25.4 34.8

1.98 2.09 3.50 4.15 25.6 36.0 23.9 32.6

1.98 2.09 3.60 4.30 27.1 38.6 23.9 32.6

1.97 2.08 3.50 4.03 25.5 33.7 23.2 31.7

1.97 2.10 3.35 4.20 23.6 37.1 24.7 33.8

1.96 2.08 3.50 4.03 25.5 33.8 23.3 31.8

1.96 2.07 3.60 4.20 26.8 36.5 22.6 30.8

1.95 2.10 3.52 3.95 26.1 32.8 24.9 34.0

1.95 2.04 3.40 4.03 23.6 33.2 21.3 28.9

1.95 2.08 3.35 4.10 23.3 35.0 23.3 31.8

1.95 2.16 3.42 4.10 25.2 36.3 28.4 38.8

1.95 2.07 3.45 4.15 24.6 35.6 22.6 30.8

1.95 2.10 3.55 4.15 26.5 36.2 24.9 34.0

1.93 2.06 3.35 4.03 23.1 33.4 22.0 30.0

1.93 2.02 3.30 4.10 22.0 34.0 20.1 27.2

1.93 2.07 3.48 4.25 25.1 37.4 22.7 31.0

1.92 2.05 3.35 4.00 23.0 32.7 21.4 29.1

1.92 2.02 3.40 4.03 23.4 32.8 20.1 27.2

1.92 2.05 3.35 4.20 23.0 36.1 21.4 29.1

1.92 2.03 3.40 4.20 23.5 35.9 20.7 28.1

1.91 2.03 3.35 4.13 22.8 34.7 20.7 28.2

1.91 2.17 3.48 4.17 26.2 37.7 29.0 39.5

1.91 2.11 3.45 4.35 25.1 39.9 25.2 34.4

1.90 2.20 3.13 3.95 21.6 34.3 31.3 42.7

1.90 2.02 3.40 4.00 23.4 32.4 20.1 27.3

1.82 1.90 3.30 4.00 20.7 30.4 14.9 18.9

1.76 2.09 3.20 3.85 21.4 30.9 23.7 32.4
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McCarthy et al. [100] reported the macroscopic mass densities, ρμ, and the vas-
cular porosities fvas, which give access, based on the typical lacunar and canalicular
porosities of 1.3% and 0.7%, respectively, to the extravascular and extracellular
mass densities, ρexvas and ρexcel. The latter enters the bilinear relations given by
Eqs. (16) and (17), delivering the extracellular volume fractions of hydroxyapatite,
collagen and water. The volume fractions of the lower scale RVEs of Fig. 15 fol-
low from Eqs. (60)–(63). The corresponding micromechanical elasticity prediction
of the equine metacarpal bone samples of McCarthy et al. [100] agree well with the
actual experimental data. This is underlined by relative errors of −4.23 ± 11.33%
for the radial normal stiffness, and of −9.78 ± 10.52% for the axial normal stiffness
components, see Fig. 18.

In order to check the predictive capabilities of the micromechanical model con-
cerning the off-diagonal and shear stiffness components of the elasticity tensor, we
consider the stiffness tensor given by Ashman et al. [6] on the basis of 2.25 MHz
ultrasonic tests on human femoral samples, reading in Kelvin–Mandel notation (see
e.g. Eq. (44) of Helnwein [68] or Eq. (20) of Cowin [31]) as

C
exp =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

18.0 9.98 10.1 0 0 0
9.98 20.2 10.7 0 0 0
10.1 10.7 27.6 0 0 0

0 0 0 12.46 0 0
0 0 0 0 11.22 0
0 0 0 0 0 9.04

⎫⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎭

GPa. (64)

It should be noted that Ashman et al. [6] use macroscopic mass density values for
the evaluation of the ultrasonic velocity measurements, while 2.25 MHz, as stated
previously, actually refer to the extravascular RVE of Fig. 1d. Accordingly, the values
given in (64) need to be corrected by a factor of

ρexvas

ρμ
= ρμ − ρH2O fvas

(1 − fvas)ρμ
= 1.04 (65)

taking ρμ = 1.90 g/cm3 from the tests of Ashman et al. [6]. Considering a typical
vascular porosity of 8% in human femoral bone [19, 20, 30, 36, 140], yields

C
exp
exvas =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

18.74 10.39 10.52 0 0 0
10.39 21.03 11.14 0 0 0
10.52 11.14 28.74 0 0 0

0 0 0 12.97 0 0
0 0 0 0 11.68 0
0 0 0 0 0 9.41

⎫⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎭

GPa. (66)

Applying the mass-density based volume fraction evaluation procedure to the same
human femur sample provided by Ashman et al. [6] delivers the volume fractions
entering the RVEs at all scales of Fig. 15. Based on a microporosity of fμpor =
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Fig. 18 Comparison between model predictions and experiments of radial and axial normal stiffness
values at the extravascular scale (2.25 MHz experiments: McCarthy et al. [100], see also Table 9)

10% in consistency with the vascular porosity value given further above and the
lacunar and canalicular porosities given below Eq. (8), the macroscopic mass density
ρμ = 1.90 g/cm3 is translated into an extracellular mass density entering Eq. (16).
The volume fractions of the lower scale RVEs then follow from Eqs. (61)–(63). The
corresponding micromechanical model prediction reads as

C
pred
exvas =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

17.71 6.88 6.76 0 0 0
6.88 17.71 6.76 0 0 0
6.76 6.76 23.92 0 0 0

0 0 0 11.09 0 0
0 0 0 0 11.09 0
0 0 0 0 0 9.68

⎫⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎭

GPa. (67)

The satisfactory agreement between model prediction and experimental data is under-
lined by an absolute error of −9.13 ± 7.8% for the diagonal stiffness components.
The off-diagonal stiffness components are less well predicted; however, these com-
ponents are particularly prone to experimental errors, see e.g. [44, 80, 82, 114].

Model Validation at the Macroscopic Scale

At the trabecular level, we compare the micromechanical elasticity predictions to
ultrasonic tests [126, 145] on bovine femoral and human tibial tissues; at a frequency
of 50 kHz, as well as to mechanical tests of Keaveny et al. [79] on bovine tibial tissue
samples. Given a typical wave propagation velocity of 3 km/s in the tested bone
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Fig. 19 Experimental data used for model validation: Macroscopic elastic stiffness constants of
trabecular bone as a function of macroscopic mass density ρμ; T90...[145], K94... [79], R95... [126]

specimens, the characteristic wave length was of the order of 6 cm, being by a factor
of 60 larger than the RVE of Fig. 15f, hence they characterize the latter according to
Eq. (41). As tissue-specific input values for the micromechanical model, the volume
fractions entering the RVE descriptions of wet collagen (Fig. 15a), of the fibrillar
and extrafibrillar spaces (Fig. 15b, c), of the extracellular matrix (Fig. 15d), of the
extravascular matrix (Fig. 15e), and of the bone microstructure (Fig. 15f) are needed.

For marrow-cleared trabecular bone, as tested by Keaveny et al. [79], Rho et al.
[126], Turner et al. [145], the corresponding volume fractions can be derived from
the measured macroscopic mass density, ρμ, see Fig. 19. For the extravascular mass
density of bone, we take ρexvas = 1.74 g/cm3 for bovine, and ρexvas = 1.76 g/cm3 for
human bone specimens [5]. Assuming that the lacunar-canalicular volume fraction
per extravascular bone, f exvas

lac+can = 0.021, is the same in cortical and trabecular bone,
the extracellular mass density follows from

ρexcel = ρexvas − ρH2O × f exvas
lac+can

1 − f exvas
lac+can

. (68)
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Fig. 20 Comparison between model predicted and experimental macroscopic elastic stiffness con-
stants of trabecular bone in transversal direction (50 kHz ultrasonic and mechanical experiments);
T90...[145], K94... [79], R95... [126]

The sought volume fractions can be computed from Eqs. (16), (17) and (60)–(63). The
relative errors of the corresponding micromechanical elasticity predictions amount
to 23.62 ± 16.75% in radial, and 23.39 ± 30.83% in axial direction for the bovine
samples of Turner et al. [145]; 24.67 ± 20.72% in radial, and 31.45 ± 25.45% in
axial direction for the human samples of Turner et al. [145]; 12.72 ± 21.40% in radial
direction for the bovine samples of Keaveny et al. [79]; and 0.09 ± 28.44% in radial,
and 28.26 ± 17.03% in axial direction for the human samples of Rho et al. [126],
see Figs. 20 and 21.

8 Concluding Remarks

Multiscale homogenization schemes similar to the one of Fig. 15 can also be
employed for successful upscaling of mechanical properties of bone beyond the realm
of elasticity. This was reported for poroelasticity [60, 64, 67, 108], for strength [48],
and for viscoelasticity [40]. While we refer to the aforementioned references con-
cerning experimental data bases used for micromechanics model validation, we note



222 V. Vass et al.

0 1 2 3 4 5 6
0

1

2

3

4

5

6

Longitudinal Young’s modulus - experiments [GPa]

L
on
gi

tu
di

na
lY

ou
ng

’s
m

od
ul
us

-
m

od
el

pr
ed

ic
tio

ns
[G

Pa
]

T90 - bovine
T90 - human
K94 - bovine
R95 - human

Fig. 21 Comparison between model predicted and experimental macroscopic elastic stiffness con-
stants of trabecular bone in longitudinal direction (50 kHz ultrasonic and mechanical experiments);
T90...[145], K94... [79], R95... [126]

in passing that a satisfactory performance of the strength and viscoelastic upscaling
schemes stems from the consideration of sliding processes between the nanoscaled
mineral crystals. This is in line with ongoing discussions in the bone materials sci-
ence at large, be it in the context of Mohr-Coulomb-type, nano-granular behavior
elucidated by nanoindentation and atomic force microscopy [141]; or in the context
of interface nanomechanics cast in the framework of molecular dynamics simulations
[123]. The aforementioned poromechanics approaches are particularly valuable for
quantifying the mechanical state in the vascular and lacunar pore spaces when the
biological cells reside, i.e. the oscillating hydrostatic pressure to which they respond
in a chemical fashion, see [136] and references therein. They also provide a natural
link between micromechanics on the one hand, and system biology and cell popula-
tion models on the other hand [134, 135]. This results in a rather “rigorously” derived
“mechano-biology of bone”. Finally, multiscale micromechanics models can be read-
ily combined with physics results, then allowing for the in-depth use and evaluation
of clinical X-ray data from Computed Tomography yielding micromechanics-based
Finite Element models at the organ scale. The latter elucidates the fascinating load
carrying behavior of these organs, and also pave the way to patient-specific bone
fracture risk assessment [14, 15].
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Computational Biomechanics of Bone
Adaptation by Remodeling

Taiji Adachi and Yoshitaka Kameo

Abstract In bone remodeling, a variety of mechanical and biochemical signaling
occurs among osteoclasts and osteoblasts, which are responsible for bone resorption
and formation, and osteocytes, which are believed to have a mechanosensing func-
tion. Biomechanics research incorporating mathematical modeling and computer
simulations is being conducted in order to understand the functional adaptation of
bone structure by remodeling that can be observed at a macroscopic level resulted
from the complex interaction among these signals at molecular and cellular levels.

Keywords Bone remodeling · Bone adaptation · Osteocytes · Mechanosensing ·
Micro finite element analysis · Computer simulations

1 Introduction

The details of intracellular signaling mechanisms and cell-cell interactions involved
in the control of bonemetabolism are gradually being clarified [1–4].Moreover, a fur-
ther development in biomechanics research [5–7] in order to understand the mechan-
ical adaptation phenomenon, known as Wolff’s Law, is anticipated with advances in
bone cell mechanobiology researches [8, 9]. However, while our understanding of
the detailed mechanism at cellular andmolecular levels increases, difficulties are still
being faced in understanding the control dynamics of the bone remodeling system
that occurs at the macroscopic level and emerges over the hierarchy of interaction
between these elements due to the complexity involved.

Mathematical modeling and computational simulation research have recently gar-
nered attention asmeans of comprehensively understanding the dynamics of complex
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systems [6, 10, 11]. The phenomenon by which the remodeling activity of osteo-
clasts and osteoblasts is regulated via the process of mechanical and biochemical
signaling is not only temporally regulated but also spatially regulated, depending on
the distance between and the location of cells. Moreover, in order to understand the
functional adaptation phenomenon of bone as a result of remodeling, it is necessary
to first understand the correlation between mechanical function and changes in bone
morphology that arise from both the forces acting on bone and the deformation of
the bone matrix. In other words, it is important to not only track the evolution of
complex signaling but also to understand the relationship between bone structure
and function and the deeply involved dynamic field.

2 From the Macroscopic Structure to the Microscopic
Cellular Responses of Bone

2.1 Hierarchical Structure of Bone

Adaptive bone remodeling can be understood in terms of the relationship between
forces and bone structure on a macroscopic level. However, remodeling occurs as a
result of the coupling activity of osteoclasts and osteoblasts on a microscopic level.
The relationship with osteocyte mechanosensing on a molecular level is also impor-
tant. As shown in Fig. 1, cancellous bone is composed of a cancellous, trabecular
network structure. A trabecular cross-section of this bone reveals a newly-formed
lamellar bone matrix on the trabecular surface as a result of bone resorption and
formation activity by osteoclasts and osteoblasts. Furthermore, osteocytes discretely
present within the trabecular matrix form a dense network that extends to numerous
cell processes.

2.2 Bone Remodeling Regulation by Mechanical Stimuli

Bone remodeling is thought to be regulated by the accumulation ofmicroscopic dam-
age, localized stress and strain, and mechanical stimuli such as the interstitial fluid
flow within bone canaliculi into which cell processes extend [12, 13]. Furthermore,
an experiment in which isolated osteocytes were loaded with localized mechanical
stimuli demonstrated that the cell processes are particularly sensitive to mechanical
stimuli [14]. The magnitude of macroscopic elastic strain that occurs in bone is usu-
ally no more than 0.1–0.2%, and even if such small deformation is directly applied
to osteocytes and osteoblasts, cellular responses such as an influx of calcium ions or
nitric oxide production are not observed. This suggests the presence of an amplifica-
tion mechanism for mechanical stimuli on a microscopic cellular and/or molecular
level.



Computational Biomechanics of Bone Adaptation by Remodeling 233

Fig. 1 Hierarchical structure of bone from the trabecular structure of cancellous bone, the osteocyte
networks within bone matrix, to the osteocyte processes within the canaliculi (This figure was
partially adapted from Ref. [26] with permission from Elsevier.)

2.3 The Mechanobiology of Osteocytes

Theprocesses of osteocytes [9, 15, 16] that have garnered attention asmechanosensor
cells of bone contain many actin filament bundles, the morphological characteristics
of which are very interesting. It is conceivable that some kind of mechanosensing
function exists on the scale of these cell processes. For example, the interstitial fluid
flowwithin bone canaliculi places shear stress on the cell processes,while local linked
structures between thewalls of the bone canaliculi and the surface of the cell processes
may act as a mechanism for transmitting mechanical signals (forces) by amplifying
small deformation or stress of the membranes and internal cytoskeletal structure of
cell processes [17]. Furthermore, responses to fluid shear stress by micro-patterned
osteocyte networks have been observed [18], and models depicting the role of the
primary cilia in the mechanosensing mechanism of osteocytes have been proposed
[19, 20]. Thus, future detailed clarification of the mechanosensing mechanism of
osteocytes is strongly required.
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3 The Mathematical Modeling and Computational
Biomechanics Approach

As shown in Fig. 1, it is not easy to explain the pattern formation of the trabecular
structure in cancellous bone on the most macroscopic level based on the detailed
mechanisms at a microscopic level. This is due to the size of the gap between the
temporal and spatial hierarchy from molecular and cellular level to the tissue and
organ level, even when the mechanosensing mechanism at the osteocyte level is elu-
cidated in detail at the molecular level. Mathematical modeling with computational
biomechanics is therefore a promising approach.

3.1 Classic Mathematical Models of Mechanical Adaptation
by Bone Remodeling

Many phenomenological mathematical models of bone remodeling representing
bone resorption and formation have been proposed to date, in which bone remod-
eling occurs by referring to the macroscopic mechanical state of bone, as typified
by the mechanostat theory [21–24]. In contrast, we proposed a mathematical model
in which local mechanical nonuniformity at the cell level appears to drive trabec-
ular remodeling [25, 26]. The top left image in Fig. 1 shows the cancellous bone
structure of the human proximal femur predicted by a large-scale computer simula-
tion using this model [26]. It shows that the three-dimensional trabecular structure,
which appears very similar to the actual structural pattern, can be predicted with an
extremely simple local rule.

3.2 Mechanosensing and Communication of Osteocytes

The bottom-up approach, in which knowledge obtained at the cellular and molecular
levels is pieced together, is an important approach in regard to the above-mentioned
phenomenological approach. The authors proposed a mathematical model of bone
remodeling (Fig. 2a) inwhich the cell processes of osteocytes and the bone canalicular
network are assumed to play an important role in mechanosensing and communi-
cation (Adachi et al. 2010; Kameo et al. 2011a). The trabeculae were first modeled
as poroelastic media containing a bone lacuno-canalicular network, after which a
mathematical model of bone remodeling was constructed from mechanosensing of
fluid shear stress by osteocytes up to bone resorption and formation by osteoclasts
and osteoblasts. As a result, shear stress placed on the surface of the cell processes
due to the interstitial fluid flow associated with the dynamic deformation of the bone
matrix was regarded as mechanical stimuli applied to osteocytes. We were thus able
to demonstrate that trabecular morphology functionally adapts and changes to make
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the stress distribution on the trabecular surface uniform, i.e. to align the trabeculae
in the direction of loading.

3.3 Flow Analysis Within Bone Canaliculi Using
an Image-Based Model

Kamioka et al. visualized a detailed three-dimensional image (Fig. 2c) of the canali-
culi and cell processes within the bone matrix using an ultra-high voltage electron
microscope and electron tomography (Fig. 2b) [27]. They also analyzed the micro-
scopic flow in the gaps surrounding the cell processes using the obtained digital
image model (Fig. 2d). They found that interstitial fluid within the gaps exhibited a
complex flow that depended greatly on location as a result of the irregular surfaces
of the canalicular walls. This suggested that local force and deformation affect the
cell processes. Furthermore, if it is revealed that the microscopic morphology and
environment of the bone lacunae and canaliculi change as a result of various factors
[28], this could lead to an understanding of changes in the microscopic mechanical
environment surrounding osteocytes and changes in mechanosensing characteristics.

4 Modeling Mechanosensing Osteocytes in Bone
Adaptation

We previously proposed a mathematical model to represent bone cellular activities
in response to mechanical loading based on the assumption that osteoclastic bone
resorption and osteoblastic bone formation are regulated by mechanosensing osteo-
cytes [5, 6, 29]. In this model, the process of trabecular bone remodeling consists of
three parts: (i) cellularmechanosensing, (ii) intercellular signal transmission, and (iii)
trabecular surface movement owing to remodeling, as shown in Fig. 3. A summary
of each process is explained below by introducing some physiologically rational
assumptions.1

4.1 Cellular Mechanosensing

In the cellular mechanosensing process, osteocytes were assumed to be sensitive to
fluid-induced shear stress acting on their cellular processes. For evaluating the shear
stress, we adopted the microstructure model ofWeinbaum et al. [12], which accounts
for the interstitial fluid flow through a fiber matrix in an annular canaliculus. Using
the fluid pressure gradient at the trabecular level, ∇ p, the fluid-induced shear stress,
τp, acting on the osteocyte processes aligned in direction n is given as:

1Sections4 and5 in this chapter were modified from Ref. [29] with permission from Springer.
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Fig. 2 Mathematical model of trabecular remodeling considering osteocyte mechanosensing and
communication. a Force applied to bone causes bone matrix deformation. This results in a pressure
gradient in the interstitial fluid within the bone canaliculi network, causing interstitial fluid flow.
As a result of this flow, shear stress (force) acts on the surfaces of osteocyte processes, which are
sensitive tomechanical stimuli.When osteocytes sense this shear force, signals are transmitted to the
trabecular surfaces via intercellular communication, which regulates trabecular remodeling activity
by osteoclasts and osteoblasts and results in changes in the trabecular structure of cancellous bone.
bUsing ultra-high voltage electronmicroscopy computed tomography scans, cwe created an image-
based model of the cell processes and canalicular walls, and d analyzed the microscopic flow of
interstitial fluid. (b–d were adapted from the Ref. [27] with permission from The Royal Society of
Chemistry.)

τp (x, n) = qτp

γ

(
A1 I1(

γ

q
) − B1K1(

γ

q
)

)
∇ p(x) · n (1)

where q is the ratio of the radius of the canaliculus rc to that of the process rp, i.e.,
q = rc/rp, I1 and K1 are the modified Bessel functions of the first order, and the
other constants are defined in Weinbaum et al. [12].
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Fig. 3 Theoretical framework for trabecular bone remodeling considering the mechanical hier-
archy from the microscopic level (∼1µm) to the mesoscopic level (∼100µm). The remodeling
process consists of the following three parts: (i) cellular mechanosensing, (ii) intercellular signal
transmission, and (iii) trabecular surface movement. The change in trabecular structure is caused
by osteoclastic bone resorption and osteoblastic bone formation. Their remodeling activities are
regulated by osteocytes in response to the interstitial fluid flow in canaliculi. (This figure was
reproduced from Ref. [29] with permission of Springer.)

Assuming the biochemical signal that osteocytes produce in response to the fluid-
induced shear stress τp is proportional to the shear force on their processes, the signal
SOC(x) produced by the osteocytes per unit bone volume can be defined, using the
volume fraction of the canaliculi oriented in direction n, ρc(n), introduced in Kameo
et al. [30], as follows:

SOC(x) =
∫ 2π

0
dϕ

∫ π/2

0
α
2τp
r2c

ρc(n)|τp(x, n)|sinθdθ (2)

where θ is the angle between the vector n and the x3−axis in the arbitrary Carte-
sian coordinate system, ϕ is the angle between the x1−axis and the projection of n
onto the x1x2−plane measured counterclockwise, α is the mechanosensitivity of the
osteocytes, and |τp(x, n)| is the time-averaged shear stress over the course of one
day. For simplicity, we set α = 1 for all of the osteocytes and assumed the isotropy of
canalicular orientation, i.e., ρc(n) = φ/2π , where φ is the porosity of the trabeculae.



238 T. Adachi and Y. Kameo

4.2 Intercellular Signal Transmission

The signals produced aremodeled to be transmitted to the effector cells on the trabec-
ular surface, such as osteoclasts and osteoblasts, through the intercellular network
system of bone cells. With the use of a weight functionw(l) that represents the decay
in the signal intensity relative to the distance l, the total stimulus Ss f on the trabecular
surface position xs f is obtained in the following integral form:

Ss f (xs f ) =
∫

Ω

w(l)SOC(x)dΩ, w(l) = 1 − l/ lL (l ≤ lL) (3)

where l = |xs f − x|, and distance lL denotes the maximum distance for intercellular
communication and determines the communication area Ω . The total stimulus Ss f
is a positive scalar function and is regarded as the driving force of trabecular bone
remodeling.

4.3 Trabecular Surface Movement

In order to express the trabecular surface movement owing to remodeling, we intro-
duced a piecewise sinusoidal function that describes the relationship between the
rate of trabecular surface remodeling Ṁ and the total stimulus on the trabecular sur-
face Ss f , as shown in Fig. 4. This empirical function indicates that bone resorption
is initiated by stimuli below the remodeling equilibrium and that bone formation
is initiated by stimuli exceeding the equilibrium. In this function, SUs f is the upper

Fig. 4 Relationship between the rate of trabecular surface remodeling Ṁ and the total stimulus
Ss f that the trabecular surface cell receives from the neighboring osteocytes. This relationship is
assumed to be represented by a piecewise sinusoidal function. (This figure was reproduced from
Ref. [29] with permission of Springer.)
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threshold for bone formation, SL
s f is the lower threshold for bone resorption, SO

s f is
a stimulus at the remodeling equilibrium, and SZ

s f is the width of the lazy zone. The
maximum rates of resorption and formation are assumed to have the same absolute
value Ṁmax in order to simplify the numerical algorithm, whereas, in reality, the
formation rate of osteoblasts is much smaller than the resorption rate of osteoclasts.
The level set method [31], which is a numerical technique for tracking the interfaces
and shapes of materials, was employed to express trabecular surface movement in
this simulation.

5 Adaptation of a Single Trabecula to a Bending Load

The individual trabecula has a characteristic morphology that is strut-like or plate-
like in form depending on its position within cancellous bone. While it is certain
that the morphology is associated with the mechanical environment, the determi-
nant remains unclear. Therefore, we hypothesized that the trabecular morphology is
influenced by a type of load such as a uniaxial or bending load, and demonstrated
the reorientation of the strut-like trabecula under cyclic uniaxial loading [5, 6]. In
the present study, we investigated the effects of a bending load on the changes in tra-
becular morphology [29]. By applying our mathematical model of bone remodeling
to the three-dimensional voxel finite element model of a trabecula, we performed a
bone remodeling simulation for a single trabecula subjected to a cyclic bending load.

5.1 Voxel Finite Element Model of a Single Trabecula

A three-dimensional computational model of a single trabecula for simulating the
morphological changes via bone remodeling was constructed as shown in Fig. 5.
The region for analysiswas a1 × a2 × a3 = 0.8mm × 1.6mm × 1.2mm,whichwas
divided into 20 × 40 × 30 cubic voxel finite elements. A strut-like trabecula having
a diameter of 240µmwas placed at the center of the region along the direction of the
x3-axis. The trabecula was modeled as a poroelastic material with homogeneous and
isotropic material properties (Table1) [33, 34]. In order to impose external loadings,
two parallel plates, each having a thickness of 40µm, were added to the upper and
lower surfaces of the region for analysis. The shape of the plates did not change
throughout the remodeling process, and the plates were assigned the same material
properties as the trabeculae. Asmechanical boundary conditions, a shear-free bound-
ary condition was applied to the lower plate, and free leakage of interstitial fluid on
the trabecular surfaces was assumed. A cyclic bending load, which was linearly dis-
tributed along the x2 direction σ = (2σ3x2/a2)sin(2π f t) ( f = 1 Hz), was imposed
on the upper plate in the x3 direction for 1.0 s per day. In order to investigate the
effects of the magnitude of the applied bending load on the trabecular morphology,
the value of σ3 was determined as σ3 = −0.10 and − 0.15MPa based on a previ-
ous remodeling simulation of cancellous bone [35]. The physiological parameters
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Fig. 5 Voxel finite elementmodel of a single trabecula having a diameter of 240m.A cyclic bending
load, which was linearly distributed along the x2 direction, was applied to the upper plane along
the x3 direction for 1.0 s per day. (This figure was reproduced from Ref. [29] with permission of
Springer.)

Table 1 Material properties of the trabecula as a poroelastic material. Permeability was estimated
by the method described in Beno et al. [33], and other constants were taken from the Smit et al. [34]

Symbol (unit) Description Value

k (m2) Intrinsic permeability 1.1 × 10−21

µ (Pa·s) Fluid viscosity 1.0 × 10−3

G (GPa) Shear modulus 5.94

ν Drained Poisson’s ratio 0.325

Ks (GPa) Solid bulk modulus 17.66

K f (GPa) Fluid bulk modulus 2.3

φ Porosity 0.05

introduced in the remodeling model are as listed in Table2 [8, 36–38]. With the
exception of the parameters associated with the mechanical stimulus, i.e., SUs f , S

L
s f ,

SO
s f , and SZ

s f , which were determined arbitrarily, all of the parameter settings were
based on experimental findings. Among the above four parameters, SZ

s f representing
a remodeling rate sensitivity to the stimulus near the remodeling equilibrium had
a greater influence on the changes in bone volume [6]. Therefore, we performed
trabecular remodeling simulations under two different settings of parameter SZ

s f , as
listed in Table2.
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Table 2 Parameter settings for the trabecular remodeling simulation [8, 36, 37]. a: [36], b: [38],
c: [8], d: [37]

Symbol (unit) Description Value

rp (nm) Radius of osteocyte process 52a

rc (nm) Radius of canaliculus 129.5a

lL (µm) Maximum distance for 200b,c

intercellular communication

Ṁmax (µm/day) Maximum remodeling rate 40d

SUs f (µN) Upper threshold for bone formation 1.5

SLs f (µN) Lower threshold for bone resorption 0.5

SOs f (µN) Stimulus at remodeling equilibrium 1.0

SZ
s f (µN) Width of lazy zone 0.6 or 0.4

Fig. 6 Changes in the trabecular morphology and average fluid-induced shear stresses in one day
|τp| under a cyclic bending load when the width of the lazy zone SZ

s f is 0.6µN. a σ3 = −0.10MPa
and b σ3 = −0.15MPa. (This figure was reproduced from Ref. [29] with permission of Springer.)

5.2 Results: Changes in Single Trabecular Morphology

Applying the proposed mathematical model of bone remodeling to the voxel finite
element model of the trabecula, we investigated the morphological changes in a
single trabecula subjected to an external cyclic bending load through remodeling
simulations. Figures6 and 7 show the distribution of the one-day average of the
fluid-induced shear stress acting on the osteocyte processes |τp| at different stages
of remodeling when the width of the lazy zone SZ

s f is equal to 0.6 and 0.4µN,
respectively. In both figures, part (a) corresponds to the results for the magnitude
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Fig. 7 Changes in the trabecular morphology and average fluid-induced shear stresses in one day
|τp| under a cyclic bending load when the width of the lazy zone SZ

s f is 0.4µN. a σ3 = −0.10MPa
and b σ3 = −0.15MPa. (This figure was reproduced from Ref. [29] with permission of Springer.)

of bending load σ3 = −0.10MPa, and part (b) corresponds to the results for σ3 =
−0.15MPa.

Under the loading condition of σ3 = 0.10MPa, as shown in Fig. 6a, bone for-
mation was promoted on all trabecular surfaces in the initial state owing to high
fluid-induced shear stress. The bone formation along the x2 direction was dominant
because the applied bending load was linearly distributed along the x2 direction. As
a result, a plate-like trabecula, the dimension along the x2 direction of which is larger
than that along the x1 direction, was formed after 10 days. Afterward, the morphol-
ogy of the trabecula was almost unchanged, while a small cavity was formed close
to the upper end.

The fluid-induced shear stress on the trabecular surfaces increases with the
increase in magnitude of the applied bending load. When σ3 = −0.15MPa, the
remarkable bone formation for 10 days produced a plate-like trabecula with a
larger width and thickness, as shown in Fig. 6b. After 20 days, unlike the case
of σ3 = −0.10MPa, when σ3 = −0.15MPa significant bone resorption occurred
around the central region of the trabecula near the neutral axis of bending because
the fluid-induced shear stress decreased owing to the rapid bone formation along the
x2 direction. As a result of subsequent bone resorption in the region, a branching
structure was formed at the upper end of the plate-like trabecula.

Comparisonof the changes in the trabecularmorphologybetween the twodifferent
parameter settings of SZ

s f , as shown in Figs. 6 and 7, reveals that both remodeling
processes are quite similar for the first 10 days. However, in the case of SZ

s f = 0.4µN,
a comparatively large bone volume was lost owing to bone resorption around the
central region of the plate-like trabecula. As shown in Fig. 7b, the plate-like trabecula
split into two strut-like trabeculae under a large bending load.
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5.3 Discussion

We demonstrated the morphological changes in a single trabecula under a cyclic
bending load based on the remodelingmodel that incorporates cellularmechanosens-
ing and intercellular signal transmission. As a result of remodeling simulations, a
plate-like trabecula was formed after 10 days and the width and thickness increased
with the increase in the magnitude of the bending load. The subsequent bone resorp-
tion around the central region of the trabecula contributed to the formation of a
branching structure or split one plate-like trabecula into two strut-like trabeculae.

The trabeculae of cancellous bone in vivo are generally subjected to cyclic loading
due to locomotion and maintenance of posture [12], which results in complex states
of stress. The loading condition can be expressed as a superposition of multiple axial
and bending loads in the simulation. Since the magnitude and the ratio of each load
component are largely position-dependent in cancellous bone, we investigated the
effects of uniaxial and bending loads separately in order to understand the basic
and primary characteristics of trabecular bone remodeling. In a previous simulation
study, we identified the formation of a strut-like trabecula aligned along the loading
direction under pure uniaxial loading [5, 6]. In contrast, the results obtained in
the present remodeling simulation reveal that the application of the bending loads
influences not only the formation of the plate-like trabecula but also the change
in trabecular topology. These results suggest the possibility that the characteristic
trabecular morphology, such as a strut-like or plate-like form, is determined based
on the local mechanical environment.

Whether the plate-like form is maintained for long periods depends on the mag-
nitude of the bending load and the cellular activities at the trabecular surface. Com-
paring Fig. 6a, b reveals that a large bending load causes remarkable bone loss in
the neighborhood of the neutral axis of bending owing to insufficient mechanical
stimuli to osteocytes. This structural change appears in a trabecular remodeling sim-
ulation based on the phenomenological rule that remodeling progresses toward a
locally uniform state of equivalent stress [35]. On the other hand, the decrease in the
width of the remodeling lazy zone SZ

s f accelerated the expansion of the resorption
cavity around the central region of the trabecula, as shown in Fig. 7a, b. The lazy
zone is also introduced in the mechanostat model by Frost [21, 24] as the ‘adaptive
window’ and represents the ability of the surface cells to detect changes in local
stimuli. This means that reducing the span of SZ

s f increases the cellular sensitivity to
the mechanical stimuli. Considering the biological characteristics of the lazy zone,
the simulation results can be interpreted as indicating that a plate-like trabecula is
likely to be formed when the cellular response is comparatively stable with respect
to the change in local mechanical stimuli.

The proposed remodeling model contains 11 parameters to describe the three
processes of trabecular bone remodeling without considering the material proper-
ties of the trabecula listed in Table2: five parameters for (i) cellular mechanosens-
ing (rp, rc, A1, B1, and γ ), one parameter for (ii) intercellular signal transmission
(lL ), and five parameters for (iii) trabecular surface movement owing to remodeling
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(Ṁmax , SUs f , S
L
s f , S

O
s f , and SZ

s f ). Among these parameters, the five parameters for cel-
lular mechanosensing do not essentially influence the trabecular bone architecture
because we assumed that they are constant by ignoring the position dependence of
the geometry and dimensions of canaliculi. In the modeling of intercellular signal
transmission, as the maximum distance for intercellular communication lL increases,
the mechanical state of trabeculae within a more global area is reflected in the total
stimulus on the trabecular surface Ss f and the bone volume fraction will increase due
to the enlarged total stimulus. The maximum remodeling rate Ṁmax is the parameter
governing only the rate of bone resorption and formation and has little influence on
the trabecular bone architecture in the state of remodeling equilibrium. The roles
of the remaining four parameters associated with the mechanical stimulus, SUs f , S

L
s f ,

SO
s f , and SZ

s f , has been discussed in Kameo et al. [6], which reported that the mor-
phological changes in the trabeculae are more sensitive to the parameter set of SO

s f ,
and SZ

s f than to that of SUs f and SL
s f .

In order to validate our results quantitatively, it is crucial to appropriately set
the physiological parameters based on a comparison with experimental findings.
Unfortunately, such a comparison has not yet been successfully performed because
of the difficulty in observing a single trabecula in vivo under a controlled mechanical
condition. However, if we can reconstruct the three-dimensional trabecular bone
architecture at the entire bone scale in silico with the aid of high-resolution scanners
[39, 40], the image-based finite element analysis would help us to investigate the
state of stress in the region of interest and to clarify the relationship between the
trabecular microstructure and the local mechanical environment. Although it cannot
be quantitatively validated, our mathematical model of trabecular bone remodeling
has potential for investigating how thewell-organized three-dimensional architecture
of cancellous bone is produced by complex metabolic activities of numerous bone
cells. By incorporating the biochemical features of bone cells, such as the signaling
cascade, in our remodeling model, the refined model will contribute not only to
the elucidation of the mechanism of bone remodeling but also to future clinical
applications.

6 Adaptation of Cancellous Bone Tissue

Cancellous bone is porous bone that is composed of strut-like or plate-like trabeculae
forming a well-organized three-dimensional architecture.2 The remodeling simula-
tion proposed in Sect. 5 can represent the functional adaptation of a single trabecula
under physiological cyclic loading. In this section, we focus on structural changes
in cancellous bone comprising multiple trabeculae in order to validate our model
in silico at a more macroscopic level. We combined our remodeling model with
the voxel finite element method in order to demonstrate the changes in cancellous
bone morphology in response to uniaxial or bending loads and compared the results

2Section6 was modified from Ref. [32] with permission of Springer.
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with experimental findings and the results of the previous simulation based on the
phenomenological law of bone transformation.

6.1 Voxel Finite Element Model of Cancellous Bone

For simulating the morphological changes in bone tissue caused by local bone
remodeling at the trabecular level, a three-dimensional computational model of
cancellous bone was constructed as shown in Fig. 8. The region for analysis was
a1 × a2 × a3 = 3.2mm × 3.2mm × 3.2mm and was divided into 80 × 80 × 80
cubic voxel finite elements having an edge size of 40µm. This sample size was
determined based on previous remodeling simulations of cancellous bone [41, 42].
In order to create an isotropic and uniform porous structure as the starting point for
the model of cancellous bone, several pieces of torus-like trabeculae having an outer
diameter of 360µmand an inner diameter of 280µmwere placed randomly through-
out the entire region in order to yield a bone volume fraction BV/TV of 0.4, which is
within the physiological range. The effectiveness of this method was proven through
two-dimensional [43, 44] and three-dimensional remodeling simulations [26]. The
trabecula was modeled as a poroelastic material [45–47] with homogeneous and
isotropic material properties, as listed in Table2 [33, 34]. Two 200µm-thick plates
by which to apply external loads were added to the upper and lower surfaces of the
analyzed region. These plates were assigned the same material properties as the tra-
beculae, and their shapes were not changed by remodeling. A shear-free boundary
condition was applied to the lower plane, and free leakage of interstitial fluid over
all trabecular surfaces was assumed. In order to investigate the effects of different

Fig. 8 Three-dimensional model of cancellous bone for simulation of trabecular remodeling. In
the initial configuration, all of the trabeculae are randomly oriented. This model was subjected to
two types of monotonically increasing loading through the upper plate: i uniaxial loading and ii
bending loading (This figure was reproduced from Ref. [32] with permission of Springer.)
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Table 3 Parameter settings for the trabecular remodeling simulation [8, 36–38]. a: [36], b: [38],
c: [8], d: [37]

Symbol (unit) Description Value

rp (nm) Radius of osteocyte process 52a

rc (nm) Radius of canaliculus 129.5a

lL (µm) Maximum distance for
intercellular communication

200b,c

Ṁmax (µm/day) Maximum remodeling rate 40d

SUs f (µN) Upper threshold for bone
formation

13

SLs f (µN) Lower threshold for bone
resorption

1.0

SOs f (µN) Stimulus at remodeling
equilibrium

7.0

SZ
s f (µN) Width of lazy zone 10

loading patterns on trabecular adaptation, two types of monotonically increasing
loads σ = σ3(x1, x2)t were imposed on the upper plane in the x3 direction for 0.25 s
per day, as shown in Fig. 8. One was (i) a uniaxial load σ3 = −8MPa/s and the other
was (ii) a bending load that was linearly distributed along the x2 direction from −12
to 12MPa/s, i.e., σ3 = −24x2/a2 [MPa/s]. The settings of the physiological para-
meters used in the remodeling model presented in Sect. 4 are summarized in Table3
[8, 36–38]. With the exception of our parameters associated with mechanical stim-
ulus, SUs f , S

L
s f , S

O
s f , and SZ

s f , which were determined arbitrarily, all of the parameter
settings were based on experimental findings.

6.2 Results: Changes in Cancellous Bone Morphology

We used the mathematical model of trabecular bone remodeling to simulate the
remodeling of a cube of cancellous bone over a 30-day period in order to inves-
tigate the mechanical adaptation to uniaxial or bending loads. Figure9 shows the
morphological changes in cancellous bone. Figure9a presents the results for uni-
axial loading, and Fig. 9b presents the results for bending loading. In both figures,
the color indicates the one-day average of the fluid-induced shear stress acting on
the osteocyte processes, which is a driving force of bone remodeling. Independent
of the type of external loading, the morphology of the cancellous bone gradually
changed over time and the remodeled trabeculae had approximately circular cross-
sections, as shown in Fig. 9a, b.

The application of a uniaxial load (Fig. 9a) resulted in bone resorption on all can-
cellous bone surfaces for the first three days due to the low fluid-induced shear stress,
leading to a decrease in the bone volume fraction. After this stage, bone formation
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Fig. 9 Changes of the cancellous bone morphology and average fluid-induced shear stresses in one
day |τp| a under uniaxial loading and b under bending loading (This figure was reproduced from
Ref. [32] with permission of Springer.)

began on the vertically oriented trabeculae exposed to greater fluid-induced shear
stress, despite the preferential loss of the horizontal trabeculae. Successive remodel-
ing gradually decreased the degree of trabecular connectivity, and the trabeculae in
the cancellous bone reoriented parallel to the direction of loading by the end of the
30-day simulation.

The application of a bending load to cancellous bone produced significant bone
erosion around the central region for analysis, which was close to the neutral axis
of bending, during the first three days, as shown in Fig. 9b. During the period from
three days to six days, large numbers of trabeculae were lost from this region due to
insufficient mechanical stimuli to osteocytes, while bone deposition occurred in the
sides of the cancellous bone cube. After 30 days, the cancellous bone architecture
reached a state of remodeling equilibrium in which the trabeculae around the central
region were essentially absorbed and the remaining trabeculae aligned parallel to
the direction of loading. This sequence of bone remodeling resulted in a locally
inhomogeneous trabecular pattern within the cancellous bone cube.

6.3 Results: Distributions of Equivalent Stress

The spatial distributions of the mechanical quantities of the trabeculae are important
determinants of the cancellous bone morphology in the state of remodeling equilib-
rium. The previously proposed mathematical model for bone remodeling assumed
several mechanical quantities to be mechanical stimuli regulating the remodeling
process [48]. In order to investigate the relationship between the cancellous bone
architecture and the mechanical environment at the trabecular level, we focused on
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Fig. 10 Distributions of the volume fraction corresponding to the deviation of equivalent stress
σeq a under uniaxial loading and b under bending loading (This figure was reproduced from Ref.
[32] with permission of Springer.)

the distribution of von Mises equivalent stress σeq under the maximum load in one
day as a typical mechanical quantity.We introduced the deviation of equivalent stress
defined as

σeq = σeq − Mean(σeq), (4)

where Mean(σeq ) denotes the mean value of σeq in the cancellous bone included in
the region for analysis.

The distributions of the volume fractions corresponding to the deviation of equiva-
lent stress σeq are shown in Fig. 10. Figure10a shows the distributions under uniaxial
loading, and Fig. 10b shows the distribution under bending loading. The mean value
and the standard deviation (s.d.) of the equivalent stress at different stages of remod-
eling are listed in Table4. The initial distributions were asymmetric with respect to
the mean value under both types of loading, although there was a slight difference in
their kurtosis values. Their distributions shifted to nearly symmetrical bell-shaped
curves as bone remodeling progressed. As shown in Table4, the standard deviation
of the equivalent stress decreased by 32% during the 30-day simulation regardless
of the type of loading, whereas the mean value increased in both cases.

6.4 Discussion

The process bywhich the cancellous bone architecture adapts to themechanical envi-
ronment has a hierarchy from themicroscopic cellular level to themacroscopic tissue
level. The apparent changes in the density and orientation of cancellous bone result
from bone remodeling on the surfaces of the individual trabeculae, and the changes in
trabecular morphology are caused by themetabolic activities of numerous bone cells.



Computational Biomechanics of Bone Adaptation by Remodeling 249

Table 4 Mean value and standard deviation (s.d.) of vonMises equivalent stress during remodeling.
(mean± s.d.) (Copyright Kameo and Adachi [32])

von Mises equivalent stress σeq [MPa]

Uniaxial load Bending load

Initial state 7.24 ± 4.93 5.89 ± 5.46

3 days 20.4 ± 16.9 24.0 ± 20.7

6 days 13.1 ± 7.15 14.5 ± 9.62

30 days 9.80 ± 3.36 9.94 ± 3.72

In the present study, we represented this hierarchical regulatory process in a math-
ematical model and demonstrated the structural changes in cancellous bone during
uniaxial or bending loading in silico. Previous simulationmodels of the adaptation of
the trabecular microstructure have assumed that remodeling is driven by mechanical
stimuli, such as stress and strain, at the trabecular level (e.g., [23]). In contrast to these
models, the proposed model considers the interstitial fluid flow, which acts directly
on the osteocyte processes within the bone matrix, to be the most important stim-
ulus. This simulation method should enable elucidation of the processes by which
normal or pathological trabecular architecture develops in response to mechanical
conditions at the cellular level.

The simulation results obtained herein indicated that subjecting cancellous bone
with randomly arranged trabeculae to external loading resulted in alignment of the
trabeculae parallel to the direction of loading and a well-organized architecture spe-
cific to the type of external loading, as shown in Fig. 9. Such reorientation of the
trabeculae is a reasonable phenomenon from the viewpoint of functional adapta-
tion and agrees qualitatively with in-vivo experimental observations of cancellous
bone architecture under controlled mechanical conditions [49–51]. Comparing the
cancellous bone morphology in the remodeling equilibrium state between the two
loading conditions, as shown in Fig. 9a, b, shows that the trabecular pattern is more
inhomogeneous under bending loading due to loss of bone around the central region
for analysis, which corresponds to the neutral axis of bending. Although in-vivo
experimental studies have not yet succeeded in confirming this phenomenon, a tra-
becular remodeling simulation based on the phenomenological rule that remodeling
progresses toward a locally uniform state of equivalent stress suggested a similar
pattern [35]. Under all types of loading, the trabeculae in the remodeling equilibrium
state had approximately circular cross-sections because cylindrical trabecular mor-
phology uniformizes the interstitial fluid velocity. The characteristic cross-sectional
shape agrees with the anatomical observations of cancellous bone and was first rep-
resented by our original remodelingmodel. These results indicate that our mathemat-
ical model for trabecular bone remodeling can successfully predict the macroscopic
changes in cancellous bone architecture based on the microscopic cellular activities.

The distributions of the mechanical quantities at the trabecular level are gener-
ally non-uniform due to the complexity of cancellous bone architecture. However,
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as shown in Table4, the standard deviation of the equivalent stress decreased during
the 30-day simulation under both uniaxial and bending loadings. This suggests that
our remodeling model with osteocytes as the mechanosensors can represent the phe-
nomenological law of bone transformation toward a locally uniform state of stress or
strain at the trabecular level. The physical meaning of our mathematical model is that
bone remodeling is driven by the gradient of interstitial fluid pressure (see Eqs. (1)
and (2)) rather than by the hydrostatic pressure itself. This means that the balance of
bone resorption and formation is assumed to be regulated by local differences in the
mechanical conditions experienced by the trabeculae. In this sense, our model differs
distinctly from the previous models in which remodeling was designed to obtain the
global reference value of a particular mechanical quantity [23, 52] but is analogous
to the model for remodeling caused by the local nonuniformity of equivalent stress
[25]. Since the latter model, despite its basis on the phenomenological rule, can suc-
cessfully describe a three-dimensional trabecular pattern similar to that in the actual
human proximal femur [26], it seems reasonable to suppose that bone remodeling is
influenced by the local distribution of certain mechanical quantities in the trabeculae
rather than by the magnitude of stress or strain.

In our mathematical model, complex three-dimensional architectures of the
lacuno-lanalicular porosity and the osteocyte network are ignored for simplicity
even though they have a strong anisotropy. The effects of the microstructure on the
osteocytic mechanotransduction via interstitial fluid flow can be represented in our
simulation by using an anisotropic permeability tensor in the poroelastic analysis
and considering the orientation dependence of the volume fraction of the canaliculi
ρc(n) [30]. In addition, our mathematical model is limited by the assumption of
an empirical relationship between the rate of trabecular surface remodeling Ṁ and
the total stimulus on the trabecular surface Ss f , which can be regarded as an index
of local fluid pressure gradient. Despite these limitations, our mathematical model
has the advantage of being able to investigate the effects of cellular mechanosens-
ing and intercellular communication on the structural changes in cancellous bone.
This trabecular remodeling simulation will definitely contribute to elucidating the
mechanism of bone functional adaptation as a result of cellular activities. Future
incorporation of the signaling cascade of bone cells into the mathematical model
will make our simulation model a powerful tool for such clinical applications as the
prediction of the effects of drugs targeting specific bone cells and the expected course
of bone disease.

7 Mathematical Modeling of Spatiotemporal Dynamics
at Microscopic Level

After mechanosensing by osteocytes, the remodeling activity of osteoclasts and
osteoblasts is regulated by interactions between mechanical signals and intercel-
lular biochemical signaling. These phenomena are not only regulated temporally
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Fig. 11 Modeling and simulation of the temporal and spatial development of bone remodeling.
Bone remodeling is understood as a a temporal evolution as a result of osteoclast and osteoblast
coupling.bHowever, it is important to understand bone remodeling in terms of the systemdynamics,
which include spatiotemporal development, such as intercellular interactions via signaling and the
diffusion of signaling molecules

(Fig. 11a) but may also be regulated spatially (Fig. 11b), for example through inter-
cellular communication that depends on the distance between and location of cells
and the diffusion of signaling molecules. Thus, simultaneously considering the spa-
tiotemporal evolution of mechanical and physical fields, such as the deformation
of bone matrix, the fluid flow within bone canaliculi, and the diffusion of signal-
ing molecules, while incorporating morphological changes by bone remodeling, in
addition to the conventional systems-biology approach that primarily describes their
time evolution, is important.

7.1 Remodeling of Trabeculae and Osteons

The trabeculae in cancellous bone and osteons in cortical bone are recognized as bone
remodeling units [53]. Here, we propose a model to directly describe the activity of
cell groups referred to as remodeling packets at the microscopic structural level.
The resorption pit on the trabecular surface in cancellous bone and the cutting cone
of the Haversian canals present in the osteons in cortical bone are considered as
individual units. The coupling of osteoclasts and osteoblasts in these remodeling units
was mathematically modeled, and their activities were merged into a mathematical
model for bone remodeling by taking into account both signaling mechanisms and
mechanosensing mechanisms.
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7.2 An Example of Osteoclast Differentiation Signals

Here, we develop a mathematical model of signals related to bone resorption with
the receptor activator of nuclear factor κB ligand (RANKL) as an example. As
shown in Fig. 11a, b, RANKL expressed by osteoblasts and osteocytes is a ligand
of RANK, which is expressed on the cell surface of osteoclast progenitors, and
promotes differentiation into osteoclasts. Meanwhile, osteoprotegerin (OPG), which
is secreted by osteoblasts and osteocytes, suppresses differentiation into osteoclasts
by forming an OPG-RANKL complex. An example of this system is that dependent
on spatial distance and time, such as the display of RANKL on the cell surface and/or
its diffusion into the surroundings. Furthermore, by including the diffusion of OPG
with its inhibitory function, the system dynamics are likely to be more complex.

7.3 Mathematical Modeling of Signaling Molecules in Bone
Remodeling

We develop a model for bone remodeling in which mechanical stimuli to osteo-
cytes activate cellular remodeling activities. First, assuming that osteocytes within
the bone matrix can sense mechanical stimuli, the amount of mechanical stimuli
Socy(x) sensed by osteocytes is estimated based on the stress σeq(x) within the bone
matrix at location x (Adachi et al. 2009b, 2010). Next, we consider that the stimuli
Socy(x) sensed by osteocytes is transmitted to the trabecular and Haversian canal
surfaces while decaying depending on the distance, then mechanical stimuli on their
surfaces are evaluated as surface stimuli Ss f (x, t). Assuming that the expression of
OPG and RANKL, signal molecules associated with differentiation into osteoclasts,
φOPG(x, t) and φRANK L(x, t), depends on Ss f (x), we evaluate the concentrations
of OPG and RANKL using an evolution equation:

φ̇i (x, t) = βi Ss f (x, t)ni

K ni
i + Ss f (x, t)ni

− konφi (x, t)φ j (x, t) − kdegφi (x, t) + Di∇2φi (x, t),

(5)

inwhich the subscripts (i, j) = (RANKL,OPG) or (OPG,RANKL). Thefirst termon
the right hand side of Eq. (5) represents the production of each signal molecule, and
the amount of production is described by a function of the surface stimuli Ss f (x).
Here, the constant Ki represents the activation coefficient, whereas β represents
the maximum level of expression. The second term represents the decrease due to
inactivation by the binding of RANKL and OPG (with a constant kon), whereas the
third term represents the decrease due to the degradation of each molecule (with a
constant kdeg). The fourth term represents the diffusion of each molecule within the
bone marrow with a diffusion coefficient Di .

When the concentration of RANKL, φRANK L , becomes higher than the threshold
Cdi f shown in Fig. 11a, we consider this to indicate that new bone resorptionwill start
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on the trabecular surface andHaversian canal surface.Moreover, bone resorption and
formation are considered to be controlled by the mechanical stimulation thresholds,
Socl and Sobl , shown in Fig. 11a. Based on this assumption, we determine the rate
(speed) of remodeling on the trabecular surface and Haversian canal surface, and
express the morphological changes in bone by bone resorption and formation.

8 Computer Simulations of Trabecular and Osteonal
Remodeling

8.1 Trabecular Remodeling Simulation

We construct a model of an initial single trabecula (Fig. 12a) with a simple shape.
The entire volume region for analysis is a 400µm × 1,000µm × 1,000µm rectan-
gular solid, which is discretized using 10µm-voxel finite elements. The cylindrical
trabecula with a radius of 80µm is tilted 30◦ on the z-axis and is positioned in the
center. A rigid plate is then positioned on the upper and lower surfaces and a uniform
compression stress of σ0 = −0.2MPa is applied in the direction of the z-axis to the
surface of the upper rigid plate as a boundary condition. Displacement perpendicular
to the lower rigid plate was constrained.

Figure12b, c show the changes in trabecular morphology and the amount of
surface stimuli Ss f by remodeling. In their initial state, osteoclasts are randomly
located on the trabecular surface. The results of the remodeling simulation confirmed
that themorphology of the obliquely oriented trabecula changes to the direction along
the compressive loading direction. This is because bone formation and resorption
occur repeatedly in regions in which the surface stimulation Ss f are large (red) and
small (blue), respectively, as shown in Fig. 12b, c.

8.2 Osteonal Remodeling Simulation

Figure12c shows amodel of the cutting cone in the Haversian canal of an osteon. The
entire volume of analysis is a rectangular solid (600µm× 600µm× 2,000µm) that
is regularly discretized using 10µm-voxel finite elements. A cylindrical Haversian
canal having a radius of 80µm and a length of 300µmwas positioned parallel to the
z-axis under the top surface, and a hemispherical cutting cone was positioned. The
displacement in the z-direction at the bottom surface was constrained, whereas the
lateral surfaces were not. A uniform compression stress, σ0 = −0.2MPa, was then
applied to the top surface.

Figure12d shows the changes in morphology of the Haversian canal within the
osteon by remodeling. As the initial surface cells, osteoclasts were originally located
on the cutting cone, whereas lining cells were located elsewhere. As shown in
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Fig. 12 Morphological changes by remodeling of a single trabecula and a single osteon under uni-
axial compressive loading. a Initial trabecular morphology and boundary conditions. bDistribution
of surface cells associated with changes in trabecular morphology and c temporal changes in the
surface mechanical stimuli. d Initial morphology of an osteon and a Haversian canal. e Extension
of the Haversian canal and changes in surface cell distribution as a result of osteonal remodeling

Fig. 12d, bone was resorbed by osteoclasts at the tip of the cutting cone, after which
osteoblasts formed bone. The osteon was observed to extend in the direction of
principal stress.
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9 Conclusion

In silico experiments of bone remodeling have made it possible to observe mor-
phological changes in bone microstructure as a result of remodeling as well as the
spatiotemporal dynamics of osteoclasts andosteoblasts,whichwere difficult to exper-
imentally observe in vivo.We expect that mathematical modeling and computer sim-
ulations of bone remodeling will function as a framework for allowing the discovery
of numerous new findings in bone metabolism. Moreover, mathematical modeling
and computer simulations of bone remodeling will play an important role in clari-
fying the behavior of this complex system. We also anticipate that these approaches
will be used to elucidate the mechanisms of bone diseases, in which bone morphol-
ogy and mechanics are closely related, and to predict changes in bone morphology
associated with bone metabolic changes caused by therapeutic agents.
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Biology of Bone and the Interaction of Bone
with Other Organ Systems

David M. Findlay

Abstract Bone has essential functions to support and protect the soft tissues of the
body and to enable locomotion. The formation and maintenance of bone is orches-
trated by the three major cell types resident within it- osteoblasts, osteocytes and
osteoclasts. These cells confer on bone its ability to respond to increased or decreased
biomechanical requirements, bone matrix repair and to regulate a variety of extra-
skeletal functions. For locomotion, bone is dependent on the actions of muscles,
and bone also depends on the strains produced by muscles for its proper function-
ing. Unloading of bone results in rapid loss of bone mass, as seen in space flight
or bed rest. Recent findings suggest that, in addition to biomechanical interaction,
bone and muscle may also communicate biochemically. Bone also interacts closely
with the vasculature and the nervous system, and is highly perfused and innervated.
The latter suggests roles for the central nervous system in bone function, and this
has increasingly been found to be the case. Vascular pathology also has implica-
tions for bone health, which is demonstrated in avascular bone necrosis and fracture
non-union. Articulating joints in the skeleton depend on cartilage providing a fric-
tionless surface and spreading load across the underlying bone. Thus osteoarthritis is
a disease of the whole joint, with important effects in both bone and cartilage tissue
compartments. This chapter will introduce the biology of bone tissue and discuss its
interaction with muscle, cartilage, the nervous system and the vasculature, since all
of these organ systems underpin an understanding of the biomechanics of bone.
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1 Introduction

Bone is a fascinating organ system, with amazing capacity to bear weight, support
locomotion, adapt to increased strength demands, and self-repair. Recently, bone
has also been shown to both communicate with other organs and to participate in
the control of diverse functions such as energy metabolism and haematopoiesis. An
understanding of the biomechanics of bone requires at least a basic appreciation of
the biology of bone- its composition, the cells that build andmaintain the bonematrix,
the factors that regulate those cells- as well as the ways that bone interacts with other
organ systems. The final decision making in bone is a synthesis of biomechanical
signals, interacting with biochemical and neural signals, in order to maintain bone
mass and bone matrix quality sufficient to tolerate the loads imposed on it.

2 Biology of Bone

2.1 Bone Tissue

Bone comprises mineralised matrix and cells, with extensive blood vessels and
accompanying nerves (see Fig. 1). Bone exists in two morphologies, compact or
cortical bone, which is the dense bone typically found in the midshaft of long bones
or forming a shell on the external surface of bones, and cancellous or trabecular or
spongy bone, which consists of interconnecting rods and plates. Cancellous bone
provides strength with reduced weight penalty and, because it has greater capacity
to flex under load than cortical bone, is found at the ends of long bones.

Fig. 1 Cartoon of bone
taken from http://www.
alearned.com/weight/ Figure
shows cortical bone,
organised into osteons
around blood vessels and
accompanying nerves

http://www.alearned.com/weight/
http://www.alearned.com/weight/
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2.2 Bone Matrix

Bone matrix consists of mineral, calcium phosphate in the form of hydroxyapatite
[Ca5(PO4)3(OH)], which is laid down on an organic scaffold that is approximately
85% type I collagen. Typically, bone is 75% mineral, 22% organic material and the
reminder water, although bone can be mineralised to different extents, with newly
formed bones less mineralised than older bone. A number of non-collagenous pro-
teins also have important roles in bone [15, 103], such as regulating mineralisation,
in the case of bone sialoprotein (BSP).

2.3 Bone Cells

Bone is built and shaped and remodelled by the cells that reside within it. Rather
than being quiescent blocks of mineral, bone is dynamic and responsive to a wide
range of stimuli, these responses all being mediated by cells of the osteoblast lineage
[8, 96], including osteocytes [7, 13] and lining cells, and osteoclasts [118]. Each of
these cell types is described in some detail below and in the cited references.

Osteoclasts: Osteoclasts are large multinucleated cells, derived from the mono-
cyte/macrophage cell lineage [118] and are specially adapted to remove both the
mineral and organic phases of bone. They do so in response to a number of stimuli,
but primarily to shape the bone during growth, to repair bone that is either non-
vital or has sustained matrix damage, and to release calcium from the bone store to
meet systemic demands and to enable blood calcium to remain within tight healthy
limits. Osteoclast formation requires the proliferation, differentiation and fusion of
precursor mononuclear cells. An important cytokine molecule that regulates both the
formation of osteoclasts from precursor cells and the resorptive activity of mature
osteoclasts is Receptor Activator of NFκB Ligand (RANKL), a member of the TNF
family of molecules [83]. RANKL is produced by a number of cells types but in bone
primarily by cells of the osteoblast lineage in response to resorptive stimuli, such as
bone matrix damage or parathyroid hormone (PTH), or cytokines such as interleukin
11 (IL-11). RANKL binds to its receptor on osteoclast precursors and collaborates
with macrophage colony-stimulating factor (M-CSF), causing these cells to differ-
entiate into functional osteoclasts. This process can be inhibited by osteoprotegerin
(OPG) [117], a soluble RANKL-binding member of the TNF receptor family, which
competes for RANKL binding. RANKL signalling is therefore a function of the rela-
tive local concentrations of RANKL and OPG, which are therefore key determinants
of whether bone resorption takes place at a given site in the skeleton. Expression
of these molecules is in turn controlled by anabolic or catabolic factors, to inhibit
or promote resorption, respectively [118]. The relative excess of RANKL has been
shown to be a factor in both systemic and focal bone loss pathologies [51].

Osteoclasts degrade the bone matrix by secreting protons, which dissolve the
hydroxyapatite crystal mineral, and enzymes that act at low pH to cleave the proteins
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that comprise the organic matrix of bone. Resorption is controlled physiologically by
the hormone calcitonin [35] andOPG,which inhibit osteoclast resorption by different
mechanisms. In trabecular bone, osteoclasts resorb the surface (endosteum) of bone.
In cortical bone, they tunnel through the bone, in intimate association with a blood
vessel, creating a cutting cone. In both cases, resorption of bone is followed by
infilling of the resorbed space with new bone by osteoblasts. This coupled process
works less well in older individuals, giving rise to a net loss of bone (osteoporosis)
because of incomplete infill of resorption spaces. The most common treatments for
osteoporosis are agents that inhibit resorption, so they only prevent further loss of
bone. These agents include bisphosphonates [36], which prevent osteoclast action,
and anti-RANKL therapy, which prevents osteoclast formation [88].

Osteoblasts: Osteoblasts are the cells responsible for bone formation in develop-
ment, as well as in bone remodelling and repair. They arise from the differentiation
of primitive stem cells to multipotential progenitor cells that, under particular envi-
ronmental conditions, can develop into chondrocytes, adipocytes, muscle cells or
osteoblasts [96]. Osteoblasts produce the collagen-rich matrix called osteoid, which
mineralises to form bone. These differentiation and functional processes are regu-
lated by a large number of factors, many of which have been identified, and include
members of theWnt family of proteins [11], TGFβ andmembers of the bonemorpho-
genetic proteins (BMPs) [121], and PTH. BMPs were identified due to the ability
of bone extracts to produce ectopic bone in muscle [126] and were subsequently
shown to be useful as promoters of fracture repair [21]. A genetic mutation that
gives rise to constitutively activated BMP receptors was shown to the underlying
cause of Fibrodysplasia Ossificans Progressiva (FOP), a heritable disorder of severe
heterotopic ossification [29]. This discovery may lead to small molecule inhibitor
therapeutic approaches to this life-threatening condition [129]. After their bone form-
ing activity, osteoblasts may apoptose (die by programmed cell death), become bone
lining cells, or differentiate into osteocytes.

Osteocytes: Osteocytes reside within the bone matrix, since they derive from
bone-forming osteoblasts. Osteocytes are responsible for laying downmineral within
newly formed osteoid, to make bone. Osteocytes are the most abundant cell type
in mammalian bones, making up 95% of all bone cells and human cortical bone
contains >20,000 osteocytes/mm3. Osteocytes have a unique morphology, with a
small cell body linked to surrounding osteocytes, and osteoblasts on the bone surface,
by numerous cell processes (40–60/cell) extending through microscopic tunnels,
canaliculi, in the bonematrix.Osteocytes are long lived cells,with an average life span
estimated at 25 years. Once thought to be quiescent and functionally unimportant,
osteocytes appear to have many roles, both within bone and systemically [13].

Firstly, osteocytes are well placed to sense bone strains, and play a key role in
mechanosensing and the response of bone to loading. There are various theories as
to the exact mechanism, by which osteocytes transduce loads applied to bone to
chemical signals [14], and there is a large literature on the mediators that enable an
anabolic response to repeated loading of bone [14]. An important such mediator is
the molecule sclerostin, whose expression by osteocytes decreases as a function of
applied strain in bone [104]. Sclerostin is an inhibitor of the Wnt pathway [11] and
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appears to provide tonic suppression of bone formation, such that genetic loss [60] or
neutralisation of sclerostin results in an impressive increase in bone formation. Anti-
sclerostin antibody administration to animals and humans has been shown to increase
bone formation and decrease bone resorption, and such an approach is in advanced
trials as an anabolic treatment in osteoporosis [85]. Secondly, osteocytes detect and
respond to microscopic damage within the bone matrix, caused by repeated flexing
of the relatively inflexible bone material. This damage, and other causes of osteocyte
cell death, induces the release of signals from dying cells to stimulate nearby viable
osteocytes to increase their expression of RANKL and other molecules to recruit
osteoclasts to the site of damaged bone [61]. Agents that prevent osteocyte cell death
under these circumstances can prevent osteoclast resorption in response to matrix
damage and other toxic stimuli [62]. Upon resorption of the damaged bone, new
bone is formed to maintain the integrity of the bone tissue. In addition, it appears
that osteocytes constantly renew the mineral surrounding them, in order to keep the
bone matrix healthy. Inhibition of this process by knocking out one of the molecules
important in this process, matrix metalloproteinase-13 (MMP-13), leads to brittle
and fragile bone in mice [3]. A recent publication shows evidence that osteocytes
can directly repair diffuse damage in cortical bone, without osteocyte death or the
activation of remodelling [113]. Although the mechanisms for this have not been
elucidated, it is possible that these relate to this ability of osteocytes to renew the
bone matrix.

Thirdly, osteocyte ability to remove adjacent mineral seems to be important in
maintaining calcium homeostasis in some circumstances, such as the high calcium
demand of lactation [100]. The process, known as osteocytic osteolysis, is dependent
on functional osteocyte PTH receptors, at least in lactation. Fourthly, osteocytes
appear to participate in phosphate homeostasis by producing FGF23, which acts
on the kidney to prevent phosphate reabsorption and also to inhibit the production
of 1,25vitaminD, which in turn reduces uptake of calcium and phosphate from the
intestine. Thus, excess FGF23 results in phosphate wasting and too little FGF23
can lead to high phosphate levels and inappropriate mineral formation in soft tissues
[42]. There is evidence that osteocytes may have additional roles, such as influencing
haematopoiesis andmay act in distant organs to regulate fat storage and energy usage.
These latter actions remain to be confirmed.

3 Interaction of Bone with Muscle

3.1 Integration of Muscle and Bone

Muscles and bones are functionally linked to enable movement of the skeleton and
locomotion. Muscle contraction exerts force on bone via tendon attachments at the
insertion sites on bone (entheses). Ligaments constrain the movement of bones rel-
ative to each other, for example at the wrist and knee. Because of the functional
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interdependence of muscle and bone, it is perhaps not surprising that there are strong
relationships betweenmuscle size and strength andbone size and strength.Lebrasseur
et al. related measures of muscle mass to trabecular and cortical bone architecture,
at various skeletal sites and in men and women of a wide age range [72]. In women,
associations were found between muscle mass and cortical thickness (CtTh) at the
femoral neck, lumbar spine, radius, and tibia as well as with trabecular volumetric
bone mineral density (vBMD) at the femoral neck and spine. In men, muscle mass
was associated with CtTh at all skeletal sites and with trabecular architecture at the
femoral neck and the radius. The authors concluded that ‘These data add to the grow-
ing body of evidence supporting the highly-integrated nature of skeletal muscle and
bone’.

Mutantmouse strainswith reducedmuscle or lackingmuscle altogether have been
examined to determine the effect of muscle on the development of the skeleton [91].
While it is clear from these experiments thatmuscle plays an important role in skeletal
size and shape, considerable variability was seen between effects on different bones.
Thus, it appears that in embryonic formation of the skeleton, complex interactions
exist between muscle-generated biomechanical forces, and perhaps biochemical sig-
nals from muscles (see below). Muscles also seem to drive bone development in
postnatal development. Thus, in both boys and girls, the peak in muscle mass, or
lean body mass (LBM) accrual preceded the peak in bone mineral content (BMC,
i.e., a measure of bone mass) accretion [101]. It is also possible that muscle and bone
respond to the same genetic cues. There are a number of clinical implications of a role
for muscle in bone development and function, including the effects on the skeleton
of muscular dystrophies, and possible links between sarcopenia and osteoporosis.

3.2 Muscle Imparts Strain in Bone

As will be covered in more detail by other authors, muscle contraction produces
strains in bone. This was demonstrated in rather heroic experiments, in which strain
gauges were attached to the human tibial shaft so that bone deformation could be
recorded during activities such as walking [70]. Peak strains of 300–500 micro-
strains were recorded, depending onwalking speed and addedweight.More recently,
Martelli et al. [81, 82] have calculated strains experienced in different regions of the
femur during a range of physical activities. They showed, for example, that bone
regions subjected to tensile strains are associated with atypical femoral fractures,
and that walking is the daily activity that induces the highest tensile strain in the
lateral femoral shaft, and they used their data to describe exercises predicted to
specifically strengthen the femoral neck, a frequent site of osteoporotic fractures.

Strain gauges attached to a sheep tibia, while the animal was standing, showed,
over a 12h period, tens of thousands of small strain events (<10microstrain), several
hundred strains in the order of 200 microstrain and very few large strain events
(>2000 microstrain). When the strains of various magnitude were plotted against
the number of occurrences, remarkably similar strain recordings were observed from
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the tibia of a diverse range of animals over a 12-h period [93]. These data raised the
question of whether bone could detect and respond to these strains, provoking a
large number of experiments to test this hypothesis. Rubin et al. [107] found that
both the quantity and quality of trabecular bone in sheep femurs were enhanced by
mechanical stimulation delivered by an underfoot vibrating platform. This group
went on to show concurrent increases in muscle and bone mass when women stood
for a period each day on a vibrating platform [58]. However, whethermuscle-induced
strain is the mechanism underlying these changes is not clear, since these authors
also describe altered blood perfusion induced by vibration.

Other authors have shown long lasting changes in circulating muscle metabolic
products after a short bout of high force eccentric exercise [122]. Interestingly, cir-
culating levels of anabolic hormones and bone turnover markers were also increased
by these exercises. Taken together, these experiments suggested multiple possible
drivers of bone changes in response to muscle activity, including applied bone strain,
secreted muscle products and elevated anabolic hormones.

3.3 Bone Loading and Bone Homeostasis

A large number of experiments have supported the concept that bone not only
responds to loading but that the integrity of bone is dependent on loading of the appro-
priate magnitude and frequency. Using the turkey ulna model to examine the rela-
tionship between strain magnitude and the frequency of strain application, Ozcivici
et al. [93] proposed that bone mass can be maintained by a small number of large
applied strains (for example, 2000 microstrain) or by more frequent application of,
for example 1000 microstrain, or hundreds of thousands of cycles of strains of the
order of 10 microstrain. These and other data indicate that falling below this total
strain delivery stimulates bone loss, while exceeding this interrelationship is anabolic
and can stimulate bone gain [93]. These findings are consistent with the paradigm
proposed by [38], his so-called ‘mechanostat’ theory [39], in which the skeleton
adapts to changes in physical activity and that these adaptations are due to loading
forces produced by skeletal muscles. In this paradigm, regular loading of the skele-
ton producing no net gains or losses in strain delivery, maintains bone mass. Net
unloading of the skeleton, produced for example by disuse, leads to remodelling,
with a net loss of bone mass and strength to the new requirements of the system. In
contrast, mild overloading of the bone and increased total strain delivery is anabolic
and produces increased bone mass and strength. Overload of the skeleton produces
first microdamage in the bone matrix, and then fracture of the bone at strains of
around 25000 microstrain in young adult bone.

Unloading of the skeleton in space flight has proven to rapidly reduce bone mass
and predicted strength. Quantitative CT (QCT) measurement of proximal femur of
astronauts after space flight missions lasting 46 months showed total femoral bone
loss of around 10%, made up of cortical bone losses of around 8% and trabecular
bone losses exceeding 16% [69]. Conversion of similar QCT data into bone strength,
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using finite element analysis, predicted significant reduction in proximal femoral
strength due to long-duration spaceflight [63]. In fact, some astronauts had pre-
dicted bone strength down into the range of elderly osteoporotic fracture patients. In
these human subjects, it is difficult to ascertain the contributing factors to this bone
loss, since these could include absence of muscle forces to overcome gravity, fluid
redistribution in the body, lack of heel strike, reduced intake of protein and other
nutrients and difficulty performing aerobic exercises. However, in the hindlimb sus-
pension model of unloading in mice, electrically simulated resistance training in the
unloaded limbs was sufficient to both maintain muscle strength and abolish the bone
loss that characterise this model [120]. Simulated resistance training in the unloaded
limbs also maintained bone formation at the tibia diaphysis [77]. The mouse data
therefore suggest that loading of bone by muscle contraction is important in main-
taining bone mass, as predicted by the mechanostat theory. In humans, spasticity of
muscles results in low bone mass, and bone is rapidly and profoundly lost in the
lower limbs after spinal cord injury. Similar to the mouse experiments, electrically
stimulated contraction of the upper leg muscles, in this case to enable cycling, could
partially reverse femoral bone loss in people with chronic spinal cord injury [40].
Interestingly, there was no change in the tibial bones, suggesting that in the absence
of contraction of the lower limb muscles, simple axial loading of these bones was
insufficient to achieve an anabolic stimulus.

3.4 Mechanotransduction in Bone

There has been great interest in determining how bone loading is transduced into sig-
nals that maintain or build bone mass. A theory advanced by Cowin and coworkers is
that applied bone strains cause flexion of the bone matrix, which in turn induces fluid
flow in the porosity of bone (the osteocyte canaliculi) and that this fluid flow ampli-
fies the loading signal at the bone cellular level [23]. The theory further proposes that
fluid transiting the canaliculi deforms the osteocyte cell walls because of molecular
tethers between the osteocyte cell extensions and the canalicular walls [128], as well
as other pericellular molecules such as perlican [125] forming a semi-permeable
barrier within the extracellular space.

A number of cell signalling molecules are induced by bone loading or by cell
models of osteocyte loading, including Wnt family members [66]. As mentioned
above, one molecule that has risen to prominence in this context is the Wnt antag-
onist, sclerostin, whose expression in bone is reduced as a function of bone strain
[104]. Conversely, unloading of bone increases sclerostin expression [74]. In the
hindlimb suspension experiments mentioned above, sclerostin expression increased
in the tibial cortical bone of the unloaded limbs, and this effect was prevented by sim-
ulated resistance training [77]. Sclerostin acts to suppress bone formation in response
to anabolic stimuli, such as loading, by antagonising the canonical Wnt signalling
pathway [11]. Wnts signal by binding to their cognate frizzled receptors and co-
receptors LRP5 and LRP6, and sclerostin blocks Wnt binding to LRPs (see Fig. 2).
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Fig. 2 Schematic of canonical Wnt signalling. Left panel Wnt engages with Frizzled receptor (Fz)
and LRP coreceptor to release catenin for transport to the nucleus and activation of transcription
of genes related to bone formation. Right panel Wnt binding to LRP coreceptor is blocked by
sclerostin, preventing Wnt signalling, so that catenin is targeted for degradation

Thus, LRP5 is essential to mechanotransduction in bone and deletion of the Lrp5
gene in osteocytes dramatically reduces the anabolic response of bone to mechani-
cal loading [133]. Wnt signalling releases intracellular catenin to translocate to the
nucleus, where it acts as a transcription factor in bone formation. Deletion of a sin-
gle catenin allele specifically in osteocytes abolishes the bone anabolic response to
loading [56]. Thus, disruption of theWnt signalling pathway at several levels consis-
tently interferes with mechanotransduction in bone. Many other molecules are also
important in this process, including estrogen. Estrogen deficiency has been reported
to increase canalicular volume, which has been suggested to alter solute transport
and interstitial fluid velocities around osteocytes during mechanical loading. This in
turn may impair the osteocyte perception of mechanical stimuli [114]. Consistent
with these findings, deficiency of the estrogen receptor abolished the load-induced
anabolic response of bone [109].

3.5 Myokines and Bone

As reviewed by Hamrick, muscle secretes a variety of cytokines and growth factors
[48], collectively referred to as myokines, with potential roles in health and dis-
ease. Myokines include Myostatin, IGF1, FGF2, and IL5, 6 and 15. Myokine secre-
tion by muscle is stimulated by muscle contraction and these factors may influence
multiple organ systems, including bone. Thus, in addition to biomechanical influ-
ences of muscle on bone, muscle may act as an endocrine organ for bone anabolism
[17]. This concept is supported by experiments such as those showing that muscle
cell (myoblast and myotube) secreted factors can prevent glucocorticoid-induced
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osteocyte apoptosis in vitro [55]. Conversely, it has also been shown that bone cells
may secrete factors that affect muscle; MLO-Y4 osteocyte-like cell conditioned
medium significantly enhanced myogenic differentiation of C2C12 myoblasts in
vitro [89]. It has been proposed that, in addition to loss of muscle contraction caus-
ing bone loss due to loss of biomechanical stimulation of bone, there may also be a
biochemical component. Myostatin is a member of the TGF family and a negative
regulator of skeletal muscle growth. Interestingly, and as reviewed by [48], myosta-
tin deficiency increases bone density, the osteogenic differentiation of bone-marrow
derived stem cells, and bone repair. The intimate physical association of muscle and
bone, together with a shared vasculature in many cases [89], further lends credence
to the possibility of functionally important biochemical crosstalk between muscle
and bone.

3.6 Muscle and Fracture Repair

There is an extensive literature on the role for muscle in fracture repair [45, 75,
123]. It is well known in clinical orthopaedics that bone with little muscle cover-
age, in particular the tibia, has less good outcomes for fracture than bone with good
muscle coverage. Muscles appear to have intrinsic capacity to promote bone repair.
Experiments in mouse models comparing the healing of open tibial fractures cov-
ered with either muscle or fasciocutaneous tissue, have shown superior healing and
biomechanical characteristics obtained with good muscle coverage [49]. In elegant
experiments using cell lineage labelling, Liu et al. showed that myogenic progenitors
can contribute to open, but not closed, fracture repair [75].

4 Interaction of Bone with the Vasculature

Bone is a highly vascular structure (see Fig. 3) and the vascular supply of bone
has been well reviewed by Rhinelander [102] and more recently by Brandi and
Collin-Osdoby [16]. The vasculature is intimately and pivotally involved in the
growth, maintenance and repair of bone. Bones have multiple arterial inlets and
venous outlets, comprising, in the case of long bones, four arterial inputs, the nutri-
ent artery, periosteal arteries, metaphyseal arteries and epiphyseal arteries. Nutrient,
metaphyseal, and epiphyseal vessels enter bone through foramina in the cortex and
then ramify and anastomose to supply marrow, cancellous bone and cortex in a cen-
trifugal direction. On the outside surface of bone, the vasculature of the periosteum
consists of relatively small arterioles that pierce the cortex from outside, supplying
blood to the bone in a centripetal direction. The periosteal arteries probably play
only a minor role in the nutrition of the healthy mature cortex, and then, primar-
ily, the outer cortex and in regions where there are strong fascial attachments. The
blood supply to bones serves both the marrow and the calcified bone tissue and, as
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Fig. 3 Blood vessels of the
proximal humerus, showing
feeding vessel branching to
fine vessels ascending to the
epiphysis and subchondral
bone and descending to the
metaphysis

reviewed by Compston [20], these two tissue types are functionally interdependent
with respect to blood supply, haematopoiesis, bone modelling and bone remodelling.

4.1 Bone Tissue Vasculature

Bone tissue is highly vascularised, with arterial and venous vessels at the centre
of each osteon in compact bone. In cancellous bone, scanning electron microscopy
reveals numerous vessels lying on and penetrating through trabeculae [90]. It has
been estimated that for cell survival, osteocytes must be within 200 µm of a blood
vessel. Therefore, as elegantly shown by Schneider et al. [110], blood capillaries
penetrate compact bone at high density. Blood vessels appear to be in functional
continuity with osteocyte canaliculi [19], at least for small molecules, because dye
injected into the circulation rapidly appears in the osteocyte porosity [37]. Transport
of nutrients into the osteocyte porosity clearly depends on more than pulsatile blood
flow, however, since it was shown in a turkey model that disuse increased osteocyte
hypoxia, which was overcome by a brief loading regimen.

4.2 Relationship Between Blood Vessels and Bone
Remodelling

Bone remodelling is dependent on blood vessels, which bring osteoclast precursors to
begin resorption, as well as osteoblast precursors, energy and waste disposal (Fig. 4).
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Fig. 4 Blood vessels are intimately related to bone remodelling, bringing firstly osteoclast pre-
cursors from the circulation to remodelling sites and then osteoblast precursors, which are closely
allied to the vessel wall

In trabecular bone, resorption begins on the bone surface, and there is evidence that
this remodelling occurs within a ‘Bone Remodelling Compartment (BRC)’, with
a canopy of bone-lining cells and an associated capillary [64]. There is evidence
that these small vessels are dynamic, as demonstrated by experiments investigating
the anabolic action of PTH [98]. PTH is anabolic when delivered intermittently,
where it increases both bone resorption and formation, with a net gain of bone.
Such treatment concomitantly increases local concentrations of vascular endothelial
growth factor (VEGF) and its receptor, neurophilin-1. When VEGF was blocked
by neutralising antibodies, PTH lost its osteoanabolic action [98]. Intriguingly, the
action of intermittent PTH seemed to relocate small bone marrow blood vessels
closer to bone forming sites on the endosteal surface, suggesting that these vessels
could be removed and replaced by the action of PTH. In addition, intermittent PTH
was shown to increase blood perfusion in bone [106].

Recently, a new capillary subtype was described in the mouse skeletal system,
characterised by Type H endothelial cells, which couples angiogenesis and osteo-
genesis [68]. These vessels have distinct morphological, molecular and functional
properties and are found in specific locations, where they mediate growth of the bone
vasculature, generate distinct metabolic andmolecular microenvironments, maintain
perivascular osteoprogenitors and, as stated, couple angiogenesis to osteogenesis.
The abundance of these vessels was strongly reduced in bone from aged animals,
and pharmacological reversal of this decline allowed the restoration of bone mass in
older animals.

The remodelling unit of cortical bone is referred to as the Basic Remodeling Unit
(RBU). The RBU comprises a blood vessel that serves as the conduit, through which
osteoclast precursors are delivered to the remodelling site. The front edge of the
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BMU forms a cutting cone, which tunnels through the bone matrix. Moller et al.
published high resolution scanning electron micrographs of a vascular loop from a
cutting cone in cortical bone [90].

4.3 Bone Vasculature in Fracture and Bone Regeneration

Fracture of bone results in disruption of blood vessels and bone healing is critically
dependent upon an adequate vascular supply. Although the cartilaginous callus is
avascular, replacement of callus with new bone requires angiogenesis, and inhibition
of this process prevents fracture healing (reviewed by Bahney et al. [9]). Ingrowth
of new vessels into the fracture callus was elegantly described by Mark et al. [80].
Rhinelander showed the dramatic effects on the vasculature following long bone
fracture in dogs [102]. Initially, the somewhat sluggish bloodflow in the (undamaged)
marrow vessels was greatly enhanced after fracture, after which there was vigorous
sprouting of new vessels during the healing phase of the fracture. Some of these
events are replicated during bone regeneration. In experiments also performed by
Rhinelander, microangiographs of dog tibia one week after insertion of autologous
bonegraft into a bonedefect showedvigorous penetrationof the graft bybloodvessels
[102]. Likewise, in impaction grafting experiments in the sheep proximal femur, the
replacement of graft bone by host bone was preceded by vascular invasion into the
graft. This vascularisation was greatly enhanced, and occurred earlier, when BMP-7
was added to the engrafted bone [87], consistent with the known action of BMPs to
stimulate angiogenesis through a VEGF-mediated mechanism [24].

4.4 Bone Vasculature and Surgical Intervention

Because of the importance of bone vasculature and perfusion, the vasculature clearly
needs to be respected during surgery involving the skeleton, either to bone per se
or to vessels flowing to the bone. Examples of unavoidable damage to the bone and
its vasculature are sawing and cutting of bone, drilling and placing pins and screws
into bone, reaming of the marrow space and placing nails or prostheses where the
marrow vessels normally reside, and placing of hot bone cement onto bone to bone
joint prostheses. In these cases, attempts need to be made to contain the damage in
order to minimise bone trauma and maximise healing [31]. In order to spare vessels
adjacent to, and perfusing, the bone, Solomon and co-workers devised novel surgery
for tibial plateau fractures [116]. Critically, with the approach used in these novel
surgeries, the proximal tibial soft tissue envelope and its blood supplywere preserved.
The authors described an outcome, in which all the fractures healed uneventfully and
without infection, compared with the high rates of infection and poor rates of healing
described in the literature for tibial plateau fractures.
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4.5 Bone Vasculature and Osteoporosis

While a clear link between vascular pathology and osteoporosis has not been estab-
lished, there is good evidence that both the number and quality of nutrient vessels in
the bone marrow decreases with age. London and colleagues showed the dramatic
reduction in patent vessels in the human femoral diaphysis with age [76], and this is
consistent with MRI data showing that osteoporosis and osteopenia are associated
with reduced perfusion of the proximal femur compared with subjects with normal
BMD [46]. Further, these authors found that as bone perfusion decreased there was a
corresponding increase in marrow fat. They went on to show reduced bone perfusion
in osteoporosis in the ovariectomy rat model [47]. Another group have shown in one
mouse strain that the loss of bone volume with age associates with reduced blood
vessel density in the marrow, increased blood pressure and bone vascular resistance,
decreased perfusion and increased adipocyte density [105]. Suggesting a causal link
between perfusion and bone mass, these associations were not observed in another
mouse strain that lost much less bone during aging.

The risk of osteoporotic fracture has been shown to increase with cardio-vascular
disease- heart failure, stroke and peripheral atherosclerosis [112]. Yearly percentage
gains in aortic calcification associate with yearly decrements in bone mineral density
and increase the risk of hip and vertebral fracture [111]. Recently, Prisby made the
remarkable discovery of severe calcification of the bone vascular network in older
rats and humans [99], whereby the bone marrow blood vessels actually turn into
bone. Vessel ossification was associated with increased marrow adipocyte number.
The author postulated that ossified vessels in patients would result in diminished
bone blood flow, bone marrow ischemia, diminished interstitial pressure and fluid
flow, and that these changes may create hypoxic and acidic conditions in the bone
and alter osteoblast and osteoclast activity, culminating in reduced bone mass.

A large amount of research has been focussed on understanding the mechanisms
leading to vascular calcification (reviewed by Johnson and collagues [57]. For exam-
ple, it has been shown that isoprostanes, derivatives of oxidised fatty acids, have
opposite effects on vascular smooth muscle cells and osteoblasts, increasing miner-
alisation by vascular smooth muscle cells and decreasing mineralisation byMC3T3-
E1 osteoblast-like cells [95]. These data show how increased circulating oxidisation
products and inflammatory mediators, as seen in aging and diabetes, could poten-
tially lead to the changes described above. Vascular calcification is a hallmark of
chronic kidney disease, the incidence of which is steadily rising, with likely impor-
tant implications for bone health.

4.6 Bone Vasculature and Osteoarthritis

This aspect is dealt with in more detail below. However, suffice to say that reduced
perfusion and elevated intraosseous blood pressure have been consistently observed
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in both animal models of osteoarthritis [1, 73], and in patients [65]. It is not clear
whether these changes are the cause or effect of this condition.

5 Interaction of Bone with Cartilage

This sectiondealswith the interactionof bonewith articular cartilage, since this osteo-
chondral structure is essential for ambulation. Cartilage acts as a bearing surface and
its unique lubrication gives joints an extremely low coefficient of friction of around
10−3 [86]. Since cartilage degradation is the characteristic feature of osteoarthritis
(OA), much of the research to understand OA has been focussed on the cartilage.
However, it is now recognised that the whole joint is involved in the progression of
OA and that the interaction between cartilage and subchondral bone is central to this
process.

5.1 Cartilage: Bone Interface

The interface between articular cartilage and bone of articulating long bones is a
unique zone that has received attention due to its particular relevance to the initiation
and progression of OA (reviewed by Findlay [33, 34]. The zone comprises articular
cartilage, below which is calcified cartilage sitting on and intercalated into the sub-
chondral bone plate. Below the subchondral plate is the trabecular bone at the end
of the respective long bones. In OA, there are well described progressive destruc-
tive changes in the articular cartilage [54], which parallel characteristic changes in
the underlying bone. These include sclerosis and increased volume of subchondral
bone, cyst formation, osteophyte formation at the joint margins, and reduced bone
mineralisation.

5.2 Subchondral Bone Vasculature

The subchondral bone is richly vascularised by fine vessels originating in the epiph-
ysis and this vasculature is important for both the bone and the overlying cartilage.
It has been estimated that perfusion from the subchondral bone accounts for at least
50% of glucose, oxygen and water requirements of cartilage [53], the remainder
coming from the synovial fluid via the synovial circulation. Elegant work by Pan and
co-workers [94], showed, at least in the mouse and for small molecules, biochemical
continuity between articular cartilage and subchondral bone. These and other authors
[44] further showed that diffusion of small and macromolecules through cartilage
was significantly enhanced by physiological loading of the cartilage.

In OA, there are multiple perturbations of the subchondral vasculature and per-
fusion. There is vascular invasion into the calcified cartilage and not infrequently
the cartilage itself [79]. Increased vascularization was noted in the monosodium
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iodoacetate (MIA)-induced rat model of early OA [127]. Using dynamic-enhanced
MRI, decreased subchondral bone perfusion was seen in the Duncan Hartley guinea
pig model of OA, which temporally preceded and spatially localized (medial com-
partment) at the same sites as the eventual bone and cartilage lesions. The data
suggested that this impaired venous blood flow had outflow obstruction as an under-
lying mechanism [73]. Earlier studies in patients with hip pain of short duration
(<1 year) but who did not yet show severe degenerative changes, intraosseous pres-
sure was raised, while PO2 was reduced [65]. Finally, in the area defined byMRI as a
bone marrow lesion (BML), perfusion was found to be reduced compared to normal
subchondral bone [1]. This is consistent with the earlier proposal by Arnoldi that
decreased bone blood perfusion, and the consequent decreased interstitial fluid flow
in the subchondral bone [5], lead to ischaemia and bone death. BMLs are reported
to represent areas of bone necrosis, above which the cartilage is more likely to be
degraded [32, 33]. Thus, a potential outcome of venous stasis in subchondral bone
is that poor perfusion may also result in a decrease in nourishment to the overlying
cartilage.

5.3 Chondrocyte-Osteoblast Interaction

Given the possibility of bidirectional molecular transfer between the cartilage and
bone, biochemical crosstalk between bone cells and chondrocytes in the cartilage
may also occur. In ex vivo experiments using bovine osteochondral tissue, chon-
drocyte survival in the articular cartilage was favored by the co-presence in culture
of healthy subchondral bone, either contiguous with, or separated but co-incubated
with, the cartilage, compared with cartilage cultures alone (Fig. 5) [4]. These exper-
iments suggested the secretion of chondrocyte survival factors by the bone cells.

Fig. 5 Amin and colleagues showed that incubation of bovine articular cartilage with subchondral
bone, either contiguous or co-incubated, protected chondrocytes from apoptosis, compared with
cartilage incubated alone [4]
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On the other hand, osteoblasts from sclerotic OA subchondral bone were found
to upregulate catabolic metalloproteinase expression by chondrocytes, an effect
mimicked by known cartilage catabolic factors, IL-1, IL-6 and oncostatin M [108].
This was associated with decreased expression of the cartilage structural protein,
aggrecan. It has also been shown that conditioned medium collected from com-
pressed osteoblasts in culture upregulates catabolic enzyme production in mouse
articular chondrocytes [97], with the active agent identified as 14-3-3ε. The authors
demonstrated that conditionedmedium fromOA subchondral bone contains elevated
levels of 14-3-3ε. Conversely, increased production of IL-1β and TNFα by chon-
drocytes from OA patients, which decrease collagen matrix production and increase
production of degradative enzymes, may also affect themetabolism of the underlying
bone.

5.4 Bone Remodelling in OA

As reviewed byBurr andGallant,OA is associatedwithmajor changes in remodelling
of the subchondral bone [18]. These authors argue that, at least in animal models
of OA, remodelling is spatially related and also changes as a function of disease
progression. Thus, animal models typically show increased remodelling early in OA,
during which there is loss of subchondral bone and this is followed by bone sclerosis
as the disease progresses [50]. Gene microarray analysis of subchondral bone in
the rat meniscectomy model of OA showed increased expression of many catabolic
factors early in the disease [131]. It has been shown that antiresorptive agents, which
reduce bone remodelling, have good efficacy to reduce cartilage degradation in a
number of animal models. It is thought that inhibiting resorption and metabolism
in subchondral bone indirectly affects chondrocytes because in most cases these
agents are not known to have direct effects on cartilage. Altered expression of genes
associated with bone remodelling has been found in bone relatively distant from
the joint. For example, the relationship between RANKL and OPG was different
in cancellous bone from the intertrochanteric region in human OA, compared with
bone from unaffected controls [28] and there was differential gene expression of
osteocalcin inOA and control bone from the same site [67]. These results suggest that
theremay be skeleton-wide differences in bone turnover inOA, perhaps predisposing
to the disease or as a result of the disease.

5.5 The Potential Role of TGFβ in OA

A potential role for TGFβ in OA has been identified. There were early reports of
an increased level of the growth factors IGF-I, IGF-II and TGFβ in OA subchon-
dral bone [25]. Later, increased production of TGFβ was seen in isolated human
subchondral osteoblasts from OA patients [84]. Subsequent observations of reduced
mineralisation in primary cultures of human osteoblasts derived from OA bone and



276 D.M. Findlay

an increased ratio of α1 : α2 chains of type I collagen in OA bone, are potentially
explained by increased TGFβ expression. Experimentally, silencing of the TGFβ

gene in osteoblasts from OA subchondral bone reduced α1 : α2 ratio and normalised
mineralisation by these cells [22]. A recent publication by Zhen and co-workers
shows that changes in bone and cartilage in the mouse ACTL model of OA are
accompanied by increased TGFβ signaling in the subchondral bone [134]. When
TGFβ signalling was over-activated specifically in osteoblasts, the mice sponta-
neously developed OA. Conversely, deletion of TGFβ signalling specifically in pre-
osteoblasts reduced OA in the mouse ACLT model [134]. These data highlight an
important role for TGFβ in OA, although what is responsible for the increased TGFβ

in the subchondral bone remains to be determined.

5.6 The Significance of Bone Marrow Lesions

Bone marrow lesions (BML) in OA are regions in the subchondral bone that can
be imaged using MRI. Depending on the MRI sequence used, they may be brighter
than the surrounding bone. BML are frequently seen in painful knees and from early
to late OA but are rarely seen in normal joints. BML are of interest because they
seem to offer diagnostic and predictive value: longitudinal studies have shown that
BML are a potent risk factor for structural detrioration in knee OA [26, 30]. BML
underly regions of cartilage degradation and loss and enlargement of BML has been
strongly associated with increased cartilage loss [78]. Conversely, a reduction in
the extent of bone marrow abnormalities on MRI is associated with a decrease in
cartilage degradation [52]. Mechanical loading is considered a likely causal factor
for BMLs [12], although metabolic and vascular factors may also contribute [32].
Histologically, BML contain sclerotic bone, which may be necrotic and/or fibrotic
[130]. Since BML are associated with pain and cartilage degradation, they may
provide sensitive biomarkers for disease modification in OA. Laslett and co-workers
found in a preliminary study, treating subjects with moderate OA (significant knee
pain on most days) [71], that the antiresorptive agent zoledronic acid decreased the
size of BMLs and also pain over 12 months.

6 Interaction of Bone with the Central Nervous System

6.1 Nerves in Bone

There is extensive innervation of bone, with nerves accompanying blood vessels
throughout the bone matrix (Fig. 1) and the periosteum richly innervated. However,
the role of nerves and the interactions between the central nervous system (CNS) and
bone has not been well understood and is only relatively recently begun to be eluci-
dated. Clearly, disruption of nerves in bone, as in fracture, results in significant pain.
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Fig. 6 Summary of Central Nervous System-bone interactions. Shown are Leptin and NPY, which
act via the hypothalamic-Sympathetic Nervous System (SNS) axis to reduce bone accrual. The
parasympathetic NS appears to favour bone accrual. A number of pituitary hormones, thought to
act secondarily on bone, may in fact have direct positive or negative effects on bone mass

Indeed bone pain, seen in numerous conditions, such as arthritis, bone cancer, bone
surgery, fracture, Pagets Disease of Bone, Osteogenesis Imperfecta, osteonecrosis
and osteomyelitis, is the most obvious manifestation of the interaction of the CNS
with bone, although its causes are usually not well understood. The CNS appears to
have roles both in the development of the skeleton and it exerts important control
over remodelling in the mature skeleton. The essential requirement of intact links
between CNS and bone is apparent in the massive rapid loss of cortical and trabec-
ular bone after spinal cord injury [27]. The CNS communicates with bone through
nerve endings terminating in bone and by the release of hormonal factors, primarily
from the pituitary gland. The latter are the result of sophisticated feedback loops that
affect the hypothalamic-pituitary axis.

6.2 Hypothalamic Control of Bone

In response to a range of environmental, hormonal, nutritional and other cues, the
hypothalamus selectively directs the release into the circulation of at least nine hor-
mones from the pituitary gland (Fig. 6). These factors, such as thyroid stimulating
hormone (TSH), growth hormone (GH), follicle-stimulating hormone (FSH) and
luteinising hormone (LH) are thought of as acting on particular organs and tissues,
as their name suggests, but in fact act widely throughout the body, including the
musculoskeletal system. Several examples of the actions of pituitary hormones are
given here. Growth hormone release is stimulated by Growth Hormone Releasing
Hormone from the hypothalamus, which in turn is regulated by complex nutritional
and other cues. GH is a stimulator of bone and muscle growth, so that GH deficiency
leads to dwarfism andGH excess leads to gigantism. GH acts directly on the skeleton,
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as well as via the Insulin Like Growth Factors I and II (IGFI and II), whose produc-
tion GH stimulates in the liver, and in the end organs themselves. Thus, GH directly
and through IGF-I stimulates osteoblast proliferation and activity, promoting bone
formation. It also stimulates osteoclast differentiation and activity, promoting bone
resorption. The result is an increase in the overall rate of bone remodeling, with a net
effect of bone accumulation. The actions of GH have been reviewed by Olney [92].

Follicle stimulating Hormone (FSH) stimulates secondary sexual characteristics
in both males and females but has been found to be a negative regulator of bone. In
mice, FSH receptor deficiency leads to hypogandism but the mice do not lose bone,
whereas ovariectomised controls lost substantial bone and had higher serum bone
resorption markers [119]. Serum bone turnover markers were raised in the ovariec-
tomised controls but not in the FSHReceptor knockout animals. Consistent with this,
the FSH Receptor null mice produced fewer osteoclasts in vitro, which resorbed less
bone. In mice in which one allele of the FSHβ gene was deleted, these animals had
reduced serumFSHβ but were eugonadal: they nevertheless had increased bonemass
[119]. Thus, as with FSHR deletion, FSHβ elimination prevented bone loss and even
increased bone mass, despite the severe hypogonadism. These findings suggested a
direct effect of FSH on bone to down regulate bone mass. The in vitro correlate of
the in vivo results was that FSH was shown to increase both osteoclast formation
and bone resorption [119]. Evidence for a role for FSH in humans is that women in
the 4th quartile of serum FSH levels had statistically higher circulating resorption
markers than women in the 1st quartile [43].

The pituitary secretes thyroid stimulating hormone (TSH), which stimulates the
thyroid gland to secrete thyroid hormones T3 and T4, which have an essential role
in body metabolism. TSH has been shown to have independent positive effects on
bone. Thyroid hormones are required for skeletal development and establishment
of peak bone mass. Hypothyroidism in children results in growth retardation with
delayed skeletal development, whereas thyrotoxicosis accelerates bone maturation.
In adults, T3 regulates bone turnover and bonemineral density, and normal euthyroid
status is essential to maintain optimal bone strength. Population studies indicate that
hypothyroidism and hyperthyroidism are both associated with an increased risk of
fracture.

In seeking evidence for a direct action of TSH on bone, Abe et al. investigated
the effects on the skeleton of deletion of the TSH receptor (TSHR) [2]. They found
that reduction or deletion of the TSHR produced profound osteoporosis. Probing
the mechanisms for this, the authors showed that deletion of the TSHR increased
osteoclast and osteoblast formation. On the other hand, recombinant TSH, added to
cells in culture, inhibited osteoclast formation and survival by attenuating RANKL
signalling. TSH also inhibited osteoblast differentiation. These studies suggest that
TSHmaintains bonemass and strength by controlling the balance between osteoclast
formation and resorption andosteoblast differentiation andbone formation.However,
the above in vivo studies are complicated by the effects of reduced TSH on thyroid
hormone levels. In more recent studies, the TSHR gene deficient mice were again
studied, but this time with T4 normalisation [132]. These studies supported those
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cited above, in that TSHR gene deletion resulted in reduced bone mass, and reduced
bone biomechanical properties, despite adequate serum T4 levels.

6.3 Functions of Nerves in Bone

There is evidence that bone function is controlled by both the sympathetic and
parasympathetic nervous systems. Several examples of the complex biology involved
in this control will be given, although there is a growing literature, to which the reader
is referred. No further mention will be made here of the fat-derived molecule, leptin,
but there is good genetic evidence indicating central action of leptin to inhibit the
accrual of bone mass (reviewed by Karsenty and Ferron [59]). Likewise, members
of the neuropeptide Y family have been shown to have potent centrally-mediated
and local effects on bone formation, and the reader is referred to an excellent recent
review on this topic [115].

As summarised by Vignaux et al., the skeleton is richly innervated by sympathetic
neurons [124], which are found in close vicinity to osteoblasts, and stimulation of
the sympathetic nervous system postnatally causes bone loss, due to reduced bone
formation and increased bone resorption. On the other hand, inhibition of the sym-
pathetic nervous system leads to a high bone mass phenotype caused by an increase
in bone formation and a decrease in bone resorption. Recent evidence shows that the
sympathetic nervous system is also involved in bone development [41].Mice globally
lacking the semaphorin 3A gene (Sema3a/mice) have low bonemass, apparently due
to reduced bone formation. Semaphorin 3A (Sema3A) is a diffusable axon-guidance
molecule that is abundantly expressed in bone and can affect osteoblast differentia-
tion. Mice lacking Sema3A expression specifically in osteoblasts showed no effect
on bone mass, whereas mice in which the gene was specifically knocked out in neu-
rons showed reduced bone mass. Further investigation revealed that neuron-derived
Sema3A is indispensable for sensory nerve innervation into bone, and that this inner-
vation is in some way important for bone development.

A second example of interaction between the sympathetic nervous system and
bone relates to G-CSF-mediated mobilisation of bone marrow stem cells. This
process has marked effects on osteocytes [6], suggesting a potential role for this
cell type in mobilisation. Moreover, ablation of osteocytes greatly reduced stem cell
mobilisation. Evidence that the sympathetic nervous system was also involved was
that nerves could be identified histologically adjacent to osteocytes, that osteocytes
were found to express the β2-adrenergic receptor (a sympathetic neurotransmitter),
and that surgical denervation of the bone prevents mobilisation [6]. Thus, G-CSF
leads to activation of the sympathetic nervous system, which suppresses osteocytes
via the β2-adrenergic system. It is proposed that this secondarily suppresses the
osteoblastic stem cell niche, releasing stem cells into the circulation [6].

Roles for the parasympathetic nervous system in bone metabolism are less well
explored but recent research suggests that the parasympathetic-bone axis favours
bone mass accrual. Bajayo et al. found parasympathetic innervation in bone [10],
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together with receptors for acetylcholine (parasympathetic neurotransmitter) on
osteoblasts and osteoclasts. They then showed that mice deficient in functional
nicotinic acetylcholine receptors (those found on bone cells) have increased bone
resorption and low bone mass, together with a large increase in osteoclast number
and bone resorption. The authors previously reported that central IL-1 signaling,
as opposed to peripheral IL-1 signalling, increases bone mass by suppressing bone
resorption. Bajayo and co-wokers showed that silencing of IL-1 receptor signalling
in the central nervous system by brain-specific over-expression of the human IL-1
receptor antagonist led to very low skeletal ACh levels [10]. These mice also exhibit
increased bone resorption and low bonemass. These findings describe a novel central
IL-1-parasympathetic-bone axis that favours bone mass accrual.

Summary: The biology of bone is clearly complex and interdependent on the
biology of many other organ systems. This review gives a glimpse of that complexity.
In many cases, consideration of the biomechanical aspects of bone will not require
a detailed understanding of the bone biology. However, awareness that bone is a
vital and biologically responsive organ system, whose behaviour is linked to the
adjacent structures of muscle and cartilage, and that it integrates signals arriving
from the circulation, the nervous system and from skeletal loading, is essential to the
informed interpretation of findings from biomechanical experiments.
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