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Abstract. To provide access to the contents of the document collections
that are being digitized, transcription is required. Unfortunately man-
ual transcription is generally too expensive and, in most cases, current
automatic techniques fail to provide the required level of accuracy. An
alternative that can speed up and lower the cost of this process is the
use of computer assisted, interactive techniques. These techniques work
at line-level thus the transcription task assumes that the page images
have been correctly decomposed into the relevant text line images. In
this paper we present an end-to-end system that takes as input a page
image and provides a fully correct transcript with the help of user inter-
action. The system automatically performs the text block and text line
detection to be fed into the interactive computer assisted transcription.
Experiments carried out show that the expected amount of user effort
needed to produce perfect transcripts, can be reduced by using the pro-
posed end-to-end system.
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1 Introduction

An increasing number of organizations are carrying out the digitization of large
amounts of historical handwritten documents. However, for these raw digital
images to be really useful, they need to be transcribed in order to provide new
ways of indexing and querying the image collections. However, fully manual
transcription requires highly qualified experts, making it a time-consuming and
expensive process. Clearly, when the amount of text images to be processed is
large, this is not a feasible solution. On the other hand, fully automatic transcrip-
tion based on state-of-the-art Handwriting Text Recognition (HTR) methods is
cheaper but often fails to provide the required level of transcription accuracy.
An alternative that can speed up and lower the cost of the process, while
guaranteeing fully correct transcriptions, is the use of recently developed com-
puter assisted, interactive HTR approaches such as CATTI (Computer Assisted
Transcription of Text Images) [9]. For a given text line image to be transcribed an
iterative interactive process is performed between a CATTI system and the user,
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the system yields successively improved transcription hypotheses in response to
the simple user corrective feedback.

For the successful use of CATTT in practice an accurate detection of the text
lines of each page image is required. In the case of historical handwritten text
images, line detection and extraction is in itself a difficult task. In these cases,
advanced line detection techniques such as that proposed in [2] can be used.

The traditional HTR (and/or CATTI) workflow thoroughly decomposes the
page image transcription task into two separated tasks: (a) image preprocessing
and text block and line detection and extraction and (b) transcription of each
extracted line image. This decomposition is very convenient for experimental
purposes as each task can be tackled independently, but it is inappropriate for
practical text image transcription tasks. In fact, real scenarios demand a system
that accepts a full page image as input and provide full transcripts of all the
text elements as output.

In this paper we present an end-to-end system that takes as input a page
image and provides a fully correct transcript with the help of user interaction.
This system have been assessed through experiments on a relatively small his-
torical Spanish document, with encouraging results.

2 System Overview

As previously said, the system we are presenting takes as input a handwrit-
ten page image to be transcribed and returns its best transcription hypothesis.
Then, the transcription errors can be interactively corrected in an assisted sce-
nario. The system is composed of the following modules: (i) document image
preprocessing [10]; (ii) layout analysis; (iii) line image recognition [10] (iv) and
finally, a computer assisted transcription module [9].

2.1 Preprocessing

Each page image is preprocessed in order to reduce the noise, recover hand-
written strokes damaged due to page degradation and correcting basic geometry
distortions (see Fig. 1(b)). First, each image is converted to grey scale and the
text is enhanced [11]. Then, a bi-dimensional median filter [5] is applied to the
grey scale image to remove background and reduce the noise. At this step the
global text image skew angle is also determined and corrected [3,8].

2.2 Layout Analysis

The layout analysis is performed in a two step top-down process.

Text Block Detection. To detect the different text blocks of each page an
automatic localization of text areas is performed by means of horizontal and
vertical line detection methods based on the use of enhanced profiles. The block
information obtained is used in order to further preprocess the pages and elim-
inate all issues outside the text blocks (Fig.1(c)). Finally, the text lines are
detected on the cleaned images.
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Text Line Detection and Segmentation. The text line analysis and detec-
tion (TLAD) approach is based on HMMs and finite state or N-gram vertical
layout models [1,2]. It follows the same successful statistical framework which
is firmly established for automatic speech and handwritten text recognition. In
this context, each page must be represented as a feature vector sequence which
conveys information about the vertical page layout; namely, information about
where text-lines may appear along the vertical page dimension and of which kind
these lines (or other non-textual objects) are. These features consist of horizontal
projection profiles computed in several vertical slabs of the page [1,2].

We formulate the TLAD as the problem of finding the most likely line label
sequence hypothesis, fl, for a given handwritten page image, represented as a
sequence of feature vectors o. In addition to adequately labelling each horizontal
region, we are also interested in actually determining their corresponding vertical
position inside the page. Let b be the sequence of boundary marks, that define
the different lines found in the page (see Fig. 1(d)). Following the same discussion
presented in [1], from the decoding process we can obtain both the best label
sequence, fl, and the best segmentation, b:

(b,h) ~ argbr:axp(h)P(of; | h1) ... P(oy" | hn) (1)
where P(o | h) is a vertical line shape model and P(h) is a vertical layout
model (VLM). P(o | h) is approximated by HMMs, while P(h) is modelled by
a finite-state model representing a-priory restrictions of how the different types
of horizontal regions (called “line labels”) are concatenated to form a text page.
In our approach only three horizontal region are considered; namely BlankSpace
(BS), Normal (base)Line (NL) and InterLine (IL). Accordingly, a very simple
finite-state VLM is used which allows for any concatenation of pairs NL-IL,
surrounded by BS regions.

Finally, for each detected baseline, an extraction polygon can be easily cal-
culated (see Fig.1(e)) by taking some pixels above and below the base-line as
per the documents script.

2.3 Handwritten Text Recognition

Recognition can be formulated as the problem of finding the most likely word
sequence, W = (wq Wy ... w;), for a given handwritten sentence image repre-
sented by a feature vector sequence x = (1 @3 ... x,) [7]:

w = arg max P(w | x) &~ arg max P(x | w)P(w) (2)
w w

where w ranges over all possible sequences of words. P(w | x) is typically
approximated by concatenated character HMMs [4]. On the other hand, P(w)
represents probabilistic syntactic knowledge and is approximated by an n-gram
language model [4].

The search of Eq. (2) is carried out by using the Viterbi optimization algo-
rithm [4]. In addition to the optimal solution, w, a huge set of best solutions
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Fig. 1. Figure shows the process that a sample page section undergoes through out
the document layout process.

can be obtained as a by-product in the form of a word graph (WG). WGs will
be used in the interactive HTR.

2.4 Computer Assisted Transcription of Text Images

The last step of our system consists in assisting the human in the obtention of
the perfect transcription as per the CATTT scenario [9].

In the CATTT approach, the process starts when the HTR system proposes a
full transcription § of a feature vector sequence x, extracted from a handwritten
text line image. Then, the human transcriptor validates the longest prefix of
the transcription which is error-free and introduces some amendments to correct
the erroneous text that follows the validated prefix, producing a new prefix (p).
Next, the HTR system takes into account the new prefix to suggest a suitable
continuation (i.e., a new §), thereby starting a new cycle. This process is repeated
until a correct, full transcription t of x is accepted by the user.

In the CATTI framework, in addition to the given feature sequence, x, a
prefix p of the transcription is also available and the HTR module is asked to
complete this prefix by searching for a most likely suffix § as:

§ = arg max P(s | x,p) = arg max P(x | p,s) - Pr(s | p) (3)

P(s | x,p) is modelled by HMM morphological words models [4] and Pr(s | p) is
modelled by an n-gram language model conditioned by p [9]. Using word-graph
to implement these techniques, very efficient linear cost search is achieved.
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3 The RSEAPV Database

The “Real Sociedad Econémica de Amigos del Pais de Valencia” (RSEAPV) is a
partnership that was established in 1776. It was a reference center for discussion
and treatment of the most important and cutting-edge issues of that moment.

The RSEAPYV posseses an archive composed of more than 8,000 documents
that has been digitalized and made available to the public.! In this paper we
have chosen a document of this collection to test our end-to-end system on it.
The selected document was written by a single writer in Spanish in 1905 and it
is composed of 170 pages.

To carry out layout, HTR and CATTI experiments we used a small set of the
first 42 pages of the document. This set was annotated with two different types of
annotations. First, a layout analysis of each page was manually done to indicate
text blocks and lines, resulting in a dataset of 651 lines. Second, the dataset was
transcribed line by line by an expert paleographer. The column “Total” of the
Table 1 summarizes the basic statistics of the dataset text transcriptions.

Table 1. Basic statistics of RSEAPV dataset.

Number of: Total | Train | Test | Cross-Val
Pages 42 22 20 5.25
Lines 651 303 [348 |81.4
Running words 4,573 | 2,150 | 2,439 | 572
Lexicon size 1,497 | 838 |936 |299.6
Out-of-vocabulary words | — - 813 | 143

Two different partitions were defined in this RSEAPV dataset to carry
out the experiments. The train-test partition was composed of two consecu-
tive blocks. The first one, composed of the first 22 pages, was used to train the
statistical models. The second one, composed by the remaining 20 pages, was
used to test the system. The columns “Train” and “Test” of Table 1 summarizes
the basic statistics of the two blocks.

Given the difficulty of this partition and in order to assess how increasing the
number of training data affects to the quality of the automatic transcription, a
second partition was defined. In this partition the 42 pages were divided into 8
blocks to carry out cross-validation experiments.

4 Experimental Framework

4.1 System Setup
Experiments were carried out to test the different steps of the end-to-end system.

! https://riunet.upv.es/handle/10251/18484.
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With respect to the text line segmentation, the same feature extraction and
HMM meta parameters determined in previous works [2] were adopted here.
The VLM used was fixed on the base of prior knowledge of the general structure
of the pages. In the text line segmentation experiments the Train-Test partition
was used. The train block was used to train the vertical line shape HMMs using
the Baum-Welch training algorithm [4].

For the HTR system, experiments with the two defined partitions were car-
ried out. The training line images were used to train corresponding character
HMMs for the HTR system, using also the standard embedded Baum-Welch
training algorithm. Standard values, that have been proven to work well in pre-
vious experiments, were chosen [9].

In addition, two experimental condition were considered in each experiment:
Open and Closed Vocabulary (OV and CV). In the OV setting, only the words
seen in the training transcriptions were included in the recognition lexicon. In
CV, all the words which appear in the test set but were not seen in the training
transcriptions were added to the lexicon. In both cases a 2-gram with Kneser-
Ney back-off smoothing [6] was estimated only from the training transcriptions.
Finally, for each recognized test line image a WG was obtained [9].

4.2 Assessment Measures

Line Segmentation Evaluation Measures. In order to assess the quality of
the line segmentation approach, two kinds of measures were adopted: line error
rate (LER) and Alignment Accuracy Rate (AAR). LER is calculated as the
number of incorrectly detected lines divided by the total number of actual lines.
On the other hand, the AAR is a more quantitative measure which evaluates
the geometrical accuracy of the detected horizontal baseline coordinates with
respect to the corresponding (correct) reference marks. The AAR is computed
in two steps: first, for each page, we find the best alignment between the system-
proposed horizontal baseline positions and the corresponding references. In a
second step we compute the final AAR as the ratio (in %) between the average
error (computed in the first step) and the average text line height (also in pixels)
for the whole corpus.

Handwritten Text Recognition Measures. The quality of the transcrip-
tions given by the system with any kind of user interaction is assessed by the
well know Word Error Rate (WER) and Character Error Rate (CER). They
are defined as the minimum number of words/characters that need to be substi-
tuted, deleted or inserted to convert the text produced by the system into the
reference transcripts, divided by the total number of words/characters in these
transcripts.

Computer Assisted Transcription Measures. To asses CATTI effectiveness
we use the word stroke ratio (WSR). It is defined as the number of required word
level user interaction steps necessary to achieve the reference transcripts, divided
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by the total number of reference words. The WSR gives an estimate of the
(simulated) human effort needed to produce correct transcripts using CATTL

The definitions of WSR and WER make these measures directly comparable.
The relative difference between them provides a good estimate of the reduction
in human effort that can be achieved by using CATTI with respect to using
conventional HTR system followed by human post-editing (EFR).

5 Empirical Results

Line Segmentation Results: Table2 shows the results obtained in the text
line segmentation process. We obtained a LER of 2.6%, which means that, for
every 100 lines less than 3 caused issues to the line detection system. Further-
more we provide the AAR measure that indicates the geometrical accuracy of
the detected horizontal baseline coordinates with respect to the corresponding
ground-truth baselines, in average the detected lines are close to the actual base-
line reference.

Table 2. LER and AAR results of the text line segmentation process.

LER (%) | AAR (%)
Average | Standard deviation
2.6 11 30

An important aspect to remark in these experiments is the really few number
of pages required to obtain good results. Only 22 pages were necessary to obtain
a detection accuracy above the 2.6% mark without having to perform specific
parameter tuning for the corpus.

HTR Results: Table3 shows the results obtained in the HTR step. The first
row (Aut. TLD) shows the recognition result of the lines automatically seg-
mented in the previous step. The high WER obtained is mainly due to the few
samples (only 22 pages) used to train both the HMM and the LM. Note that
more than 33% of the words in the test set are OOV words, and these OOV
words are sure errors in the recognition step. Note that the CV experiment is a
very optimistic evaluation, but allows us to study the influence of the availabil-
ity of a lexicon for the given task: it gives a lower bound for the error rate that
could be obtained by the availability of a better lexicon. In the Automatic TLD
experiment the WER could be reduced by more than 15 points.

In order to test how much errors are due to the automatic line segmentation,
we have carried out the same experiment (train with only 22 pages and test with
the remaining 20) using the perfect lines marked in the GT (row GT TLD). Only
5 points are lost using the automatic detected lines. Considering that verifying
by a human expert and correcting the automatic detected line errors is a very
tedious and slow task, this 5% of WER is an affordable cost.
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Finally, we carried out some experiments increasing the number of pages used
for training the models. Given that only 42 pages are available with annotated
GT, we performed a cross-validation experiment with the 8 folds previously
described. We carried out eight rounds, with each partition used once as test (5
pages) and the remaining 35 pages belonging to the other 7 folds used as the
training data. The average results obtained can be seen in the last row (Cross-
Val) of Table3. We can see that increasing the number of training pages only
in 15, the obtained WER is reduced by more than 20%. Finally, using a better
lexicon, a WER around 36% can be obtained.

Table 3. WER and CER for the two scenarios considered (OV and CV) using both
partitions Train-Test (Tr-Ts rows) and Cross-Validation (Cross-Val row).

CvV ov

WER | CER | WER | CER
Tr-Ts Aut. TLD  55.6 |30.3 |70.7 |43.0
GT TLD 45.3 |25.2 [65.8 |39.1
Cross-Val | GT TLD 359 |16.4 |55.7 |29.6

CATTI Results: With respect to the experiments carried out to assess the
performance of the CATTTI system, they were performed using the WGs gener-
ated only with the OV cross-validation experiment. The estimated human effort
(WSR) obtained was 45.8%, and the estimated effort reduction (EFR) computed
as the relative difference between WER and WSR is 18.1%.

According to these results, to produce 100 words of a correct transcription, a
CATTT user should only have to type 46 words; the remaining 54 would be auto-
matically predicted by the system. On the other hand, if interactive transcription
is compared with post-edition approach: for every 100 word errors corrected in
post-edition approach the CATTI user would interactively correct only 72. The
remaining 18 words would be automatically corrected by CATTI.

6 Conclusions and Future Work

In this paper, we have presented an end-to-end system that takes as input an
handwritten text line image and returns the corresponding transcription. The
system is based on state-of-the-art preprocessing, layout analysis and handwrit-
ten text recognition techniques. We have studied the capability of this system
when applied to historical handwritten documents. The obtained results are
quite encouraging. In addition, the use of assisted technologies show that the
expected amount of user effort can be reduced.
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