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Foreword

The 19th International Conference on Human–Computer Interaction, HCI International
2017, was held in Vancouver, Canada, during July 9–14, 2017. The event incorporated
the 15 conferences/thematic areas listed on the following page.

A total of 4,340 individuals from academia, research institutes, industry, and gov-
ernmental agencies from 70 countries submitted contributions, and 1,228 papers have
been included in the proceedings. These papers address the latest research and
development efforts and highlight the human aspects of design and use of computing
systems. The papers thoroughly cover the entire field of human–computer interaction,
addressing major advances in knowledge and effective use of computers in a variety of
application areas. The volumes constituting the full set of the conference proceedings
are listed on the following pages.

I would like to thank the program board chairs and the members of the program
boards of all thematic areas and affiliated conferences for their contribution to the
highest scientific quality and the overall success of the HCI International 2017
conference.

This conference would not have been possible without the continuous and unwa-
vering support and advice of the founder, Conference General Chair Emeritus and
Conference Scientific Advisor Prof. Gavriel Salvendy. For his outstanding efforts,
I would like to express my appreciation to the communications chair and editor of HCI
International News, Dr. Abbas Moallem.

April 2017 Constantine Stephanidis



HCI International 2017 Thematic Areas
and Affiliated Conferences

Thematic areas:

• Human–Computer Interaction (HCI 2017)
• Human Interface and the Management of Information (HIMI 2017)

Affiliated conferences:

• 17th International Conference on Engineering Psychology and Cognitive Ergo-
nomics (EPCE 2017)

• 11th International Conference on Universal Access in Human–Computer Interac-
tion (UAHCI 2017)

• 9th International Conference on Virtual, Augmented and Mixed Reality (VAMR
2017)

• 9th International Conference on Cross-Cultural Design (CCD 2017)
• 9th International Conference on Social Computing and Social Media (SCSM 2017)
• 11th International Conference on Augmented Cognition (AC 2017)
• 8th International Conference on Digital Human Modeling and Applications in

Health, Safety, Ergonomics and Risk Management (DHM 2017)
• 6th International Conference on Design, User Experience and Usability (DUXU

2017)
• 5th International Conference on Distributed, Ambient and Pervasive Interactions

(DAPI 2017)
• 5th International Conference on Human Aspects of Information Security, Privacy

and Trust (HAS 2017)
• 4th International Conference on HCI in Business, Government and Organizations

(HCIBGO 2017)
• 4th International Conference on Learning and Collaboration Technologies (LCT

2017)
• Third International Conference on Human Aspects of IT for the Aged Population

(ITAP 2017)



Conference Proceedings Volumes Full List

1. LNCS 10271, Human–Computer Interaction: User Interface Design, Development
and Multimodality (Part I), edited by Masaaki Kurosu

2. LNCS 10272 Human–Computer Interaction: Interaction Contexts (Part II), edited
by Masaaki Kurosu

3. LNCS 10273, Human Interface and the Management of Information: Information,
Knowledge and Interaction Design (Part I), edited by Sakae Yamamoto

4. LNCS 10274, Human Interface and the Management of Information: Supporting
Learning, Decision-Making and Collaboration (Part II), edited by Sakae
Yamamoto

5. LNAI 10275, Engineering Psychology and Cognitive Ergonomics: Performance,
Emotion and Situation Awareness (Part I), edited by Don Harris

6. LNAI 10276, Engineering Psychology and Cognitive Ergonomics: Cognition and
Design (Part II), edited by Don Harris

7. LNCS 10277, Universal Access in Human–Computer Interaction: Design and
Development Approaches and Methods (Part I), edited by Margherita Antona and
Constantine Stephanidis

8. LNCS 10278, Universal Access in Human–Computer Interaction: Designing
Novel Interactions (Part II), edited by Margherita Antona and Constantine
Stephanidis

9. LNCS 10279, Universal Access in Human–Computer Interaction: Human and
Technological Environments (Part III), edited by Margherita Antona and
Constantine Stephanidis

10. LNCS 10280, Virtual, Augmented and Mixed Reality, edited by Stephanie Lackey
and Jessie Y.C. Chen

11. LNCS 10281, Cross-Cultural Design, edited by Pei-Luen Patrick Rau
12. LNCS 10282, Social Computing and Social Media: Human Behavior (Part I),

edited by Gabriele Meiselwitz
13. LNCS 10283, Social Computing and Social Media: Applications and Analytics

(Part II), edited by Gabriele Meiselwitz
14. LNAI 10284, Augmented Cognition: Neurocognition and Machine Learning

(Part I), edited by Dylan D. Schmorrow and Cali M. Fidopiastis
15. LNAI 10285, Augmented Cognition: Enhancing Cognition and Behavior in

Complex Human Environments (Part II), edited by Dylan D. Schmorrow and
Cali M. Fidopiastis

16. LNCS 10286, Digital Human Modeling and Applications in Health, Safety,
Ergonomics and Risk Management: Ergonomics and Design (Part I), edited by
Vincent G. Duffy

17. LNCS 10287, Digital Human Modeling and Applications in Health, Safety,
Ergonomics and Risk Management: Health and Safety (Part II), edited by
Vincent G. Duffy

18. LNCS 10288, Design, User Experience, and Usability: Theory, Methodology and
Management (Part I), edited by Aaron Marcus and Wentao Wang



19. LNCS 10289, Design, User Experience, and Usability: Designing Pleasurable
Experiences (Part II), edited by Aaron Marcus and Wentao Wang

20. LNCS 10290, Design, User Experience, and Usability: Understanding Users and
Contexts (Part III), edited by Aaron Marcus and Wentao Wang

21. LNCS 10291, Distributed, Ambient and Pervasive Interactions, edited by Norbert
Streitz and Panos Markopoulos

22. LNCS 10292, Human Aspects of Information Security, Privacy and Trust, edited
by Theo Tryfonas

23. LNCS 10293, HCI in Business, Government and Organizations: Interacting with
Information Systems (Part I), edited by Fiona Fui-Hoon Nah and Chuan-Hoo Tan

24. LNCS 10294, HCI in Business, Government and Organizations: Supporting
Business (Part II), edited by Fiona Fui-Hoon Nah and Chuan-Hoo Tan

25. LNCS 10295, Learning and Collaboration Technologies: Novel Learning
Ecosystems (Part I), edited by Panayiotis Zaphiris and Andri Ioannou

26. LNCS 10296, Learning and Collaboration Technologies: Technology in Education
(Part II), edited by Panayiotis Zaphiris and Andri Ioannou

27. LNCS 10297, Human Aspects of IT for the Aged Population: Aging, Design and
User Experience (Part I), edited by Jia Zhou and Gavriel Salvendy

28. LNCS 10298, Human Aspects of IT for the Aged Population: Applications, Ser-
vices and Contexts (Part II), edited by Jia Zhou and Gavriel Salvendy

29. CCIS 713, HCI International 2017 Posters Proceedings (Part I), edited by
Constantine Stephanidis

30. CCIS 714, HCI International 2017 Posters Proceedings (Part II), edited by
Constantine Stephanidis

X Conference Proceedings Volumes Full List



HCI International 2017 Conference

The full list with the Program Board Chairs and the members of the Program Boards of
all thematic areas and affiliated conferences is available online at:

http://www.hci.international/board-members-2017.php 



HCI International 2018

The 20th International Conference on Human–Computer Interaction, HCI International
2018, will be held jointly with the affiliated conferences in Las Vegas, NV, USA, at
Caesars Palace, July 15–20, 2018. It will cover a broad spectrum of themes related to
human–computer interaction, including theoretical issues, methods, tools, processes,
and case studies in HCI design, as well as novel interaction techniques, interfaces, and
applications. The proceedings will be published by Springer. More information is
available on the conference website: http://2018.hci.international/.

General Chair
Prof. Constantine Stephanidis
University of Crete and ICS-FORTH
Heraklion, Crete, Greece
E-mail: general_chair@hcii2018.org

http://2018.hci.international/ 

http://2018.hci.international/
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Developing and Evaluating a Thai Website
Accessibility Checker
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Abstract. This research addresses the lack of a method to help with the
evaluation of the accessibility of Thai websites and web applications by
developing and evaluating an online tool with developers, experts and disabled
users. The results suggest it is reliable and valid. Future work will extend the
evaluation criteria for mobile accessibility.

Keywords: Web accessibility � Check � Thailand

1 Introduction

The motivation for this research is the lack of a method to help users, managers and
developers with the evaluation of the accessibility of Thai websites and web applica-
tions. The National Statistics Office (NSO) estimated the number of disabled people in
Thailand as over 1 million in 19961 and a majority of these could benefit from
accessible websites: a report commissioned by Microsoft in 2003 estimated that 62% of
people in the US of working age could benefit from accessible technologies2. Research
in 2006 reported that ninety seven percent of websites in Argentina, Australia, Brazil,
Canada, Chile, China, France, Germany, India, Japan, Kenya, Mexico, Morocco,
Russia, Singapore, South Africa, Spain, United Arab Emirates, United Kingdom and
United States of America did not provide even minimum levels of accessibility3 and
while there are no published figures for Thai websites it is very unlikely that they are
more accessible as many of the countries tested have web accessibility legislation.
Another benefit for making websites accessible to disabled people is that they are then
also more likely to be usable on mobile devices.4

1 http://siteresources.worldbank.org/DISABILITY/Resources/Regions/East-Asia-Pacific/JICA_
Thailand.1.pdf.

2 https://www.microsoft.com/enable/research/phase1.aspx.
3 http://news.bbc.co.uk/1/hi/technology/6210068.stm.
4 http://www.thedrum.com/news/2014/03/04/91-sme-websites-are-not-accessible-mobile-according-
basekit-survey.
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2 Literature Review

Tim Berners-Lee, W3C Director and inventor of the World Wide Web stated “The
power of the Web is in its universality. Access by everyone regardless of disability is
an essential aspect.”5 The Web was therefore invented to be used by everyone, irre-
spective of their ability, technology used, or culture and has the potential to remove
barriers for people with disabilities, but only if websites are designed accessibly.
Access to information through the Web is a basic human right according to The UN
Convention on the Rights of Persons with Disabilities.6 Making the web accessible can
help elderly people and those in poorer countries as well as people with disabilities in
many aspects of their lives including education, employment, health care and social
lives. Accessible websites can provide social, technical, financial, and legal benefits for
companies, government and education [1].

Corporation benefits include:

• financial gains and cost savings due to increased potential market share, search
engine optimization (SEO), and usability7.

• reducing risk of legal action, high legal expenses, and negative image8.
• public relations demonstrating corporate social responsibility (CSR)
• an inclusive workplace that supports employees with disabilities
• increased productivity supporting and retaining older experienced employees

Government ministry or agency benefits include:

• laws and policies requiring public services available to all
• provision of information and services that are accessible to all citizens
• savings from improved server performance and decreased site maintenance
• enabling people with disabilities and older users to interact with them online

An educational institution benefits from:

• students, faculty, or staff with disabilities
• students with different learning styles, older computer equipment, or low bandwidth

Internet connections
• increasing percentage of older employees with age-related impairments
• legal or policy requirements

When web pages are not designed accessibly, many people cannot use the Web.
For example, people who cannot use a mouse need keyboard access and people who
are blind need alternative text for images and this affects many people as they get older.
There are estimated to be about two million people in Thailand, the majority in rural
areas with 65 per cent unemployed and over 50 per cent working in agriculture and
fishing and although there are anti-discrimination laws and guidance for disability

5 http://www.w3.org/standards/webdesign/accessibility.
6 http://www.un.org/disabilities/default.asp?navid=12&pid=150.
7 http://www.w3.org/WAI/bcase/tesco-case-study.
8 http://www.w3.org/WAI/bcase/socog-case-study.
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development practice there are no specific laws or regulations for website accessibil-
ity.9 There has been a great deal of international research on the accessibility of
websites resulting in the web accessibility guidelines10 which have been adopted in
some countries.11 However these guidelines were developed for English and simply
translating them would not address all the localisation issues of Thai Language and
context. Web2Access [2] was developed with the view that check-lists and tests for
usability and accessibility are not an ideal way to address the issue of how easy it may
be to use on-line learning materials or software in general, and that a more holistic
approach is needed.12 The Web 2.0 Services checks were developed based on the work
of W3C13, Web Accessibility Group University of Washington14 and WebAIM15.
A variety of tools were used for evaluation: AIS Web Accessibility Toolbar16 for
Internet Explorer and Web Accessibility Toolbar17 - for checking web site accessi-
bility: document structure, colours, HTML, CSS, links, images, Mozilla Firefox with
WebAIM WAVE toolbar18, Web Developer Toolbar19, Accessibar Project toolbar20,
Illinois Firefox Accessibility Extension21, WebbIE text-only browser22, Zoom features
in major browsers, Colour Contrast Analyser23, VisCheck24, Thunder25 or NVDA26

screen reader. Documentation included Testing Forms27, and Criteria for Tests28. The
Web 2.0 Service Tests included29:

1. Accessible Login, Signup and Other Forms: covering all aspects of registering with
a service or site, then returning to sign-in and finally to work with forms.

2. Image ALT Attribute: so that a screen reader user can hear about the image.

9 http://www.ilo.org/wcmsp5/groups/public/—ed_emp/—ifp_skills/documents/publication/wcms_
112307.pdf.

10 http://www.w3.org/WAI/intro/wcag.php.
11 http://www.powermapper.com/blog/government-accessibility-standards/.
12 http://opus.bath.ac.uk/12111/.
13 http://www.w3.org/WAI/intro/wcag.php.
14 http://www.washington.edu/accessibility/web.htm.
15 http://www.webaim.org.
16 http://www.visionaustralia.org/info.aspx?page=614.
17 http://www.paciellogroup.com/resources/wat-ie-about.html.
18 http://wave.webaim.org.
19 https://addons.mozilla.org/en-US/firefox/addon/60.
20 http://accessibar.mozdev.org/.
21 http://firefox.cita.uiuc.edu/.
22 http://www.webbie.org.uk/.
23 http://www.paciellogroup.com/resources/contrast-analyser.html.
24 http://www.vischeck.com/.
25 http://www.screenreader.net/.
26 http://www.nvda-project.org/.
27 http://www.web2access.org.uk/media/Test_Form.doc.
28 http://www.web2access.org.uk/media/Criteria_for_Tests.doc.
29 http://www.web2access.org.uk/test.
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3. Link Target Definitions: which need to be understandable when used without a
surrounding sentence or button.

4. Frame Titles and Layout: if the frames do not have a title the screen reader user
may not know where they are in the page or which piece of content to read next.

5. Removal of Stylesheet: as it is important to check how a site looks with and
without style sheets.

6. Audio/Video Features: for those who have sensory disabilities such as deafness or
a hearing additional text transcripts, captioning, and sign language can be very
helpful.

7. Video/animations - audio descriptions: for those who have visual impairments
offering alternatives for animations or videos where there are long scenes with no
descriptive dialogue is essential.

8. Appropriate use of Tables: the order of content within the table and the use of row
and column headers is important.

9. Tab Orderings Correct and Logical: when you cannot use the mouse the order in
which the main navigational elements and links appear in a webpage is very
important.

10. Page Functionality with Keyboard: after log-in.
11. Accessibility of Text Editors: many of the sites that allow users to contribute text,

images and other multimedia also provide an editor that allows users to change the
look and feel of their text as they would in a wordprocesser application.

12. Appropriate Feedback with Forms: once a user has submitted text or an answer to a
question or multiple choice items it is important that correct feedback is received to
prevent confusion.

13. Contrast and Colour Check: for everyone to have an enjoyable experience when
reading web sites content should have good levels of colour contrast and no
distracting elements.

14. Page Integrity when Zooming: allowing text and images to be enlarged through a
zoom feature or text-resize.

15. Text size, style, blinking elements and Readability: avoiding items that flash or
blink at a rate that can cause seizures and small text and serif fonts and complex
language that can make text harder to read for some people.

3 Research Methodology

There is no official translation of the Web Accessibility Guidelines into Thai and no
research into whether the guidelines require any localisation for the Thai language and
culture. An interactive Thai website WebThai2Access was therefore developed to help
manually test any Thai Web 2.0 site using a checklist based on Web Content Acces-
sibility Guidelines (WCAG 2.0). In addition it explains the tools which can be used for
the evaluation. It has been designed to be easier to use and score as the checklists for
Web2access are all developed from the WCAG 2.0 guidelines and have been sum-
marised and compressed into 15 criteria. The scoring has 4 levels corresponding to the
WCAG 2.0 conformance levels, where 0% would be fail condition, 33% would be
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equivalent to an A, 67% would be equivalent to an AA, and 100% would be equivalent
to AAA. The phases of the research were:

Phase 1: A literature review was conducted to identify where Thai accessibility
guidelines differ from English guidelines and tools to evaluate Thai Websites. The
results of this activity helped identify changes to web accessibility guidelines for
Thai tools that could be used to evaluate Thai websites.
Phase 2: The guidelines, tests, tools and documentation were localized into Thai for
the Thai Language and Culture to develop Thai guidelines, tests, tools and docu-
mentation. An expert review was conducted and validation pilot study of the tests
and guidelines and tools and documentation involving accessibility experts to
validate the Thai guidelines, tests and tools and documentation.
Phase 3: Based on the results of the expert validation and review a Thai version of
Web2Access was built and tested. A user evaluation pilot study of WebThai2Ac-
cess was carried out and based on the results the experimental design was finalized
and a user evaluation of WebThai2Access conducted with 30 developers and
groups of 30 Visually Impaired, Elderly and Hearing Impaired users.
Phase 4: The results were analysed for how well developers could evaluate Thai
websites to predict how disabled users will use the websites.

4 Results and Analysis

Based on research [3] criteria 15’s text size, style, blinking elements and readability,
was changed from sans-serif fonts to serif and 14–16px instead of 10–12px to suit Thai
websites. Three experts followed instructions to evaluate the website http://www.tab.or.
th by using a screen reader program such as NVDA, JAWS or Voiceover and also a
speech Thai synthesizer program (Tatip, VAJA) by inserting an Outcome (%) which
they believe to be appropriate in the ‘Evaluation’ box and in addition to this, answer all
the questions in the ‘Technique’ box. An Example for the 1st test is as follows:

1. Login, signup, and other forms accessible, such as contact us, feedback form and
help form.
Check the process for the signup form, if there is access to the website or not, check
how accessible the forms are, and if they can be accessed through the use of a
keyboard and screen reader (NVDA, JAWS, and Voiceover) and check if the
labelling has a meaningful name which can be understood by the users.
References: (W3C WCAG 2.0 2.1, W3C WCAG 2.0 2.4, CAPTCHAW3C WCAG
2.0 1.1 and W3C WCAG 2.0 3.3).
Target Audiences: Those with blind and severe visual impairment.
Technique

1:1 Check if it is possible to access any forms through the use of tab key and
screen readers (NVDA, JAWS, Voiceover).

1:2 Once you have access to a form, check if the label is given a meaningful name
by using WAVE look at “Features” and “Form Label”.
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1:3 Check if it is possible to access the input aspect of the form through a logical
order through the use of tab key and screen reader. If the inputted information
is incorrect, such as type wrong password, then check to see if the screen
reader reads the error message or not.

1:4 Check CAPTCHA (W3C WCAG 1.1.1) if there is an option to change the
captcha i.e. the option to change from text to sound or from image to sound or
text. Check if these are able to be changed through the use of keyboard or not
and also check if the screen reader is able to read the changes.

1:5 Check if there are time limits (W3C WCAG 2.2.1) in the form.
1:6 Check sending the form whilst pressing the button to send the form, to see if

the screen reader reads the send button.
1:7 Check if it possible to exit the form through the use of a keyboard and screen

reader.

One of 4 ratings are possible:

• 0%: Unable to access the form and CAPTCHA through the use of keyboard and
screen reader. Unable to access the form in time, and there is no label.

• 33%: Hard to access the CAPTCHA, the majority of the forms can be accessed by
the use of a keyboard and the screen reader program can read the some of the form.
There are a few labels used, the form has a time limit.

• 67%: The majority of the form can be access through the use of keyboard and
screen reader, however there are some errors i.e. does not read the label or feedback
and label identified by screen reader is not the same as displayed on the website.
There is no time limit and there is an option for an alternative CAPTCHA.

• 100%: Forms can be accessed easily through the use of keyboard and screen reader,
clear labels, no CAPTCHA, and there is no time limit.

The WebThai2Access website has tabs in the navigation linked to the following pages:

• products reviewed and approved by the system administrator
• list of disabilities with descriptions and associated tests
• list and short description of the 15 evaluation criteria. Selecting each criteria dis-

plays a page with further details
• Entered review information reviewer’s name, email, platform and website. If the

website that they want to evaluate is not already listed as having been reviewed they
will be required to add website name, URL and short description

Six developers were asked to use the WebThai2Access system at http://138.68.21.192/
and answer questions using a 5 point Likert scale and the average scores are as follows:

1. The content in the main page is easy to understand: 4.67
2. The links from the main page to the products page are all functioning: 5.00
3. All the links in the products page are functional: 5.00
4. The calculations for the products is correct: 4.33
5. The contents for the disability page is easy to understand: 4.33
6. All the links in the disabilities are functioning: 4.67
7. The user is able to enter their name and email in the evaluation form: 5.00
8. The user is able to select the platforms option: 5.00
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9. The user can select a website which has been evaluated: 4.3
10. The user can add the name and details of a website which has not already been

evaluated: 4.50
11. The system will warn the user if they do not enter the all the required details: 4.33

The average rating of 4.64 showed participants found WebThai2Access very
usable. The participants suggested having more text space by increasing the character
limit to more than 255, having multiple text boxes corresponding to the techniques and
changing the word ‘test’ to ‘testing’ in the disability tab since when translated into Thai
it is confusing for the user. The WebThai2Access prototype was modified based on the
evaluation results and feedback and the 30 developers evaluated it, with an average
score of 99%. Twelve criteria were rated 100% whereas criteria 8, 12, 15 were rated
98%, 95% and 99% respectively. The 30 Thai web developers also evaluated 3
websites (www.pantip.com, www.YouTube.com, http://tabgroup.tab.or.th) and the
results were compared with how well 30 visually impaired, 30 hearing impaired and 30
elderly Thai People were able to carry out tasks related to their disabilities using the
same 3 websites. This comparison was used to determine how well evaluations using
WebThai2Access predicts the accessibility of websites for disabled users. The 30
visually impaired users’ ages ranged from 13–23 with an average age of 19. Nineteen
were blind since birth and 7 became blind later on and 4 had severe visual impairment.
Twenty-nine used Jaws and 1 used NVDA screen reader. Ten had 5 years screen reader
experience and 20 had 1–2 years’ experience and all used the Windows operating
system versions 7, 8 or 10. Eighteen used the Google Chrome browser, 9 used Internet
Explorer and 3 used Firefox. All 30 hearing impaired users had been deaf since birth
and were aged between 12 and 50 with an average age of 20. Twenty-five used a
computer and 5 used mobile devices. The 30 elderly users’ ages ranged from 60–89,
with an average age of 64.5. Twenty-four had 1–2 years experience using websites, 2
had 3years experience while 4 had more than 3years experience. Fourteen used a tablet,
7 used a smartphone and 9 used a computer. The 30 developers all had experience of
HTML and developing websites and were trained to use a screen reader for the
experiment and WebThai2acess. Analysis of the results suggested that using the test
criteria was reliable for evaluating websites as for the 15 criteria the average 95% upper
and lower confidence limits of the developer scores were plus or minus 10% for both
www.pantip.com and www.YouTube.com websites and plus or minus 3% for http://
tabgroup.tab.or.th and they did not overlap the rating levels of 33% or 67%. Analysis
of the results for the disabled users suggested that using the test criteria was reliable for
evaluating websites as for the 15 criteria the average 95% upper and lower confidence
limits were plus or minus 0% for the visually impaired, plus or minus 2% for the
elderly and plus or minus 5% for the hearing impaired and they did not overlap the
rating levels of 33% or 67%. Comparing the average scores of the developers and
experts the average difference was 18% (ignoring the direction of the difference) and
2% when the sign of the difference was considered. The mode ratings were the same for
the developers and experts for 11 criteria on YouTube, 9 criteria on Pantip and 13 on
tabgroup and for all websites for criteria 3, 5, 7, 8, 13, 14. Comparing the scores of the
3 groups of 30 elderly, blind and hearing impaired users with those of the developers
showed that the average difference for the blind users was 26% and for the elderly was
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17% and for the hearing impaired was 8% (ignoring the direction of the difference) and
−1%, −17%, −7% when the sign of the difference was considered. The greatest dif-
ference between developers and blind users were 54%, 52%, −58% respectively for
criteria 1, 2, (www.pantip.com) and 4 (http://tabgroup.tab.or.th). Looking at the mode
values there was agreement between the developers and the blind users apart from
criteria 1, 2, 4 where the mode ratings for blind users were 33%, 0%, 100% and for the
developers were 100%, 67%, 33% respectively. The expert ratings were the same as the
mode ratings by the blind users for all criteria suggesting that the experts were better
that the developers at predicting how the blind users would perform. This might be
because the developers were not experienced at using a screen reader. The greatest
difference between developers and elderly users were −23% and −32% respectively for
criteria 12, and 13 (www.pantip.com) and the only difference in the mode ratings were
for criteria 13 where the elderly mode was 100% and the developer mode was 67%.
The expert rating for criteria 13 was also 67% suggesting that the experts were not
better than the developers at predicting how the elderly users would perform on criteria
13. The average differences between developers and the hearing impaired people were
−12%, −12%, 2% for criteria 1, 12, 15 respectively and the mode ratings were the
same, suggesting the developers predicted the hearing impaired people’s performance
quite well.

5 Conclusion and Future Work

The results showed that WebThai2Access was very accessible and could be used
reliably by developers and their evaluations predicted the accessibility of websites for
disabled users reasonably well. Future work will investigate how to improve these
predictions and also develop criteria and techniques for evaluating accessibility on
mobile devices.
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Abstract. Inappropriate usability features in virtual stores can be verified by
the high dropout rate of the shopping cart, the increase in maintenance costs and
the low conversion rate on the site [1, 2]. Some factors and characteristics, such
as inadequate site navigation, the difficulty of finding the shopping cart, the lack
of detailed information about the product, a long and confusing checkout pro-
cess, and few or only image of the product indicates usability problems in
e-commerce website [3, 4]. The quality of this type of site can be considerably
improved when usability is integrated into the development process of
e-commerce site. This work aims to propose a tool to assist and support the
development process of e-commerce site focused on usability. This research is
characterized, as regards its nature, as a qualitative-quantitative research and, in
terms of its objectives, as an “exploratory” research, since it provides greater
knowledge of the problem in order to make it more explicit. The creation of the
tool will help development teams to create efficient, effective and satisfactory
e-commerce sites from the specification of usability requirements, usability
metrics and usability evaluation methods.

Keywords: Usability � e-Commerce � Requirement � Metric � Evaluation
method

1 Introduction

Electronic commerce is the buying and selling of products or services through elec-
tronic media, such as Internet and other computer networks [5]. An online store is an
advanced website that gives the ability to buy products over the Internet. Online shops
are one of the forms of electronic commerce and work mostly in the business-to-
consumer (B2C) business model; so products offered by companies are directed to
individual customers. This form is becoming each year more and more popular due to
convenience and the lower cost of sales and also allows one to quickly compare prices
from various suppliers [6].

An online store is currently one of the most popular forms of doing business on the
Internet. Its effectiveness is dependent upon many external factors such as brand
recognition, the volume offered and level of the offered prices. However, the popularity
and willingness to use the selected store by Internet users is also affected to a large
extent on internal factors of ease of use of the this store. These factors include con-
sideration of various aspects of the discipline known as usability [6]. Usability can be
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defined as “the degree to which a product or system can be used by specified users to
achieve specified goals with effectiveness, efficiency and satisfaction in a specified
context of use” [7].

In this paper we present a tool to assist and to support the development process of
e-commerce website focused on usability. The creation of the tool will help develop-
ment teams to create efficient, effective and satisfactory e-commerce websites from the
identification of usability requirements, usability metrics and usability evaluation
methods. The identification of requirements is the basis for the software development
process and it is recommended that teams devote time and effort to the correct lifting of
the same. The metrics are fundamental to obtain indicators regarding the use of the site,
being possible to analyze and identify possible usability problems. Usability evaluation
methods can be used throughout the development process, from idea, design, simu-
lation, test prototype or final software, and it is critical to assess whether the site is
effective, efficient and user-friendly.

Presently, no tools exist that would enable e-commerce teams to develop theirs
e-commerce websites without engaging usability engineers [8]. It was identified more
than 100 articles that shows tools to help teams in applying usability heuristics, rec-
ommendations and metrics, but none shows requirements, metrics and evaluation
methods combined.

2 Background and Related Work

What constitutes a good website has been traditionally explained by relating it to user
and usability. In other words, a successful and preferable web site generally refers to
one with high usability, which is user-friendly and user-centered in interface and
functional aspects. Nielsen [3] stated that usability is associated with learnability,
efficiency, memorability, errors and satisfaction.

The literature currently offers several definitions of Usability:

1. The capability of the software product to be understood learned, used and attractive
to the user, when used under specified conditions [9].

2. The extent to which a product can be used by specified users to achieve specified
goals with effectiveness, efficiency and satisfaction in a specified context of
use [10].

We briefly introduce three topics, which are the basis of our research; first we
explain what is usability requirement and show some that can be used in e-commerce
websites. Next, we reference usability metrics and show some examples. Finally, we
explain what usability evaluation method is and show examples that can be used in
e-commerce websites.

2.1 Usability Requirements

Several studies suggested guidelines and requirements to help design a better web site.
Their focuses mainly lie in usability, although a few guidelines include aesthetic
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aspects [7]. The quality of e-commerce websites can be improved by abiding such web
design guidelines, increasing the high level of usability.

Numerous authors have proposed ergonomic principles, recommendations and
heuristics, which constitute a set of ergonomic qualities that interfaces should have
[11–13]. The literature currently offers several examples of usability requirements [3, 4,
8]: interface elements (e.g. menus) should be easy to understand; the system should be
easy to learn; actions which cannot be undone should ask for confirmation; error
messages should explain how to recover from the error; the interface actions and
elements should be consistent; the screen layout and colour should be appealing; the
homepage of e-commerce websites should display numerous product offerings rather
than just displaying one or two products; the ‘Add to Cart’ button should be obvious,
bright, and prominent in comparison to other features on product page such as wish-
lists, view product, email to friend, or check out buttons.

The purpose is to establish usability requirements which can be tested later in the
development process.

2.2 Usability Metrics

It is necessary to measure those requirements using metrics. “A metric relates a defined
measurement approach and a measurement scale. A metric is expressed in units, and
can be defined for more than one attribute” [12]. A metric is a way of measuring or
evaluating a particular phenomenon or thing. In the usability field, there is a set of
specific metrics, like task success, user satisfaction, and errors, among others. Usability
metrics can help reveal patterns that are hard or even impossible to see [13].

Some authors have proposed usability metrics, which constitute a set of indicators
to use in evaluations [8, 12, 14–16]. Gabriel [8] developed a set metrics measures
usability of Business-to-Consumer (B2C) e-commerce sites. The metrics consist of
multiple usability indexes. Each of these indexes assesses usability of a particular
aspect of the site. The developed usability indexes measure usability of: Navigational
support (UI navig); Product search mechanism (UI srch); Product listings (UI pl);
Product comparison mechanism (UI cmp); Product information presentation and pro-
duct selection aspects of a site (UI pips); and others.

These metrics should be used during the development process and collected using a
questionnaire or other usability evaluation method.

2.3 Usability Evaluation Methods

It is necessary to evaluate how much websites made by considering the web design
guidelines actually satisfy users. For this, many researchers have traditionally
emphasized usability: usability of a website is measured taking into account users’
perspectives, and thus it can be continuously improved for the benefit of target users
through an iterative cycle of development. Over time, methods and techniques to
measure usability – usability evaluation methods – have been developed. The goal of
the usability evaluation methods is to make a website more usable and preferable by
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finding what needs to be changed or developed in the website as much as is possible in
terms of time and cost.

The usability evaluation methods are classified by two criteria: analytic methods or
empirical methods; and expert evaluation, model evaluation, user evaluation, or eval-
uation location [7]. The literature currently offers several examples of usability eval-
uation methods [3, 4, 7, 14, 16, 17]: Heuristic evaluation, Focus group, Usability
testing, Questionnaire, Scenarios, Card Sorting, Surveys, Interview, and others.
Usability evaluation methods focuses on how well users can learn and use a website to
achieve their goals [15]. It also refers to how satisfied users are with that process. To
gather this information, those and other methods can be used to gather feedback from
users about an existing website or plans related to a new website.

3 Methodology

This research is characterized, as regards its nature, as a qualitative-quantitative
research and, in terms of its objectives, as an “exploratory” research, since it provides
greater knowledge of the problem in order to make it more explicit. Initial interviews
were conducted to identify the barriers and difficulties that team members have during
the e-commerce websites development process in relation to the usability application.
The interviews were composed of three questions and were attended by six team
members, one project manager, two interface designers, two programmers and one
tester. The professionals interviewed were, on average, 33 years, 2 to 10 years of
experience in general website development and different levels of experience in the
development of e-commerce websites. After that, usability requirements, usability
metrics and usability evaluation methods were identified to be used during the
development process of e-commerce websites.

Next steps of this work will be connecting all the requirements, metrics and
evaluation methods to each other. From the association between usability requirements
and metrics, it will be possible to obtain indicators to ensure that the requirements are
being accomplished. The connection between the usability requirements and the
metrics aims to facilitate the identification of the indicators; however, only with this
relation is not possible to build more effective, efficient and pleasant e-commerce
websites for different types of users. To ensure that the requirements are indeed
accomplished, it will be necessary to collect usability metrics, from empirical or
non-empirical evaluations, and analyze them to identify possible usability issues that
users may face in interaction. By doing so, it will be possible to build the tool being
necessary to make tests and to validate the previous results.

4 Results and Analysis

4.1 Questionnaire

Initial interviews were conducted to identify the barriers and difficulties that team
members have during the e-commerce websites development process in relation to the
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usability application. The interviews were composed of three questions. The profes-
sionals interviewed were men and women who have, on average, 33 years, two to ten
years of experience in general website development and different levels of experience
in the development of e-commerce websites. Six professionals were interviewed (four
men and two women) and they belonged to development teams: one as project man-
ager, two as interface designers, two as programmers and one as tester. Among the
professionals, five were graduated in Information Technology field and one was in
college.

Based on the premise that there are usability recommendations and tools that
evaluate usability, available on websites, books, articles and other researches, it is
intended to identify why these teams do not use the material available about usability,
or if it is used, what are the most common difficulties during the process. The first
question was: “What is(are) the reason(s)/barrier(s) that makes you (or your team)
do not use or use in the wrong way or only partially the usability recommenda-
tions? Why?”. From this initial questioning, the greatest barriers for the use of
usability are:

• Time: some interviewees said that sometimes it is not possible to design using
usability principles because the website must be developed quickly in the required
time, and there is no time left to include the usability.

• Requirements: some interviewees said that the requirements do not cover usability,
so, who plans, design or implements does not use it in the website what is not in the
requirements passed to them.

• Knowledge: some interviewees reported that have some knowledge about usability
but recognize that they need to read and to learn more about usability in
e-commerce websites and update themselves on usability recommendations. Some
interviewees said that the reason of lack of knowledge is the lack of time to study.
Two interviewees said that use finished template and just modify some interfaces
elements; however, they did not consider many usability elements for do it.

The second question were due to identify what is(are) the more difficulty phase(s) of
development process to apply the usability and why. The question was: “What is(are)
the phase(s) of development process of e-commerce websites that you have more
difficulty to apply the usability principles? Why?”. To help the interviewees answer
the question without hesitation, the generic phases, proposed by Sommerville [18],
presents on software development (Specification, Design, Implementation, Validation
and Evolution) were presented.

It was verified that the teams members have difficulties during the development of
e-commerce websites and the phases that most require the application of usability
principles are: Specification and Design. During the Specification, the principles are
used to help the team to define the requirements, content, behavior and the virtual
store’s functions. During the Design, principles are used to define layout, architecture,
graphic design, content sketching, navigation flow and others common structures of
store. All interviewees commented that if in these first two phases (Specification and
Design) the usability principles were incorporated into the development of the
e-commerce website, the following phases would be simpler to apply usability.
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One person commented “Early phases [Specification and Design] is more
important to think more about usability. In those phases is that the team will define how
the interface should be. The usability requirements should be very thorough, as this
will impact everything that happens next [in the next phases]”. Another interviewee
commented, “If in those phases [during the Specification and Design phases] every-
thing is correct about usability, I’ll code as they designed. If designed with usability,
I’ll code with usability. That’s simple!”. Another interviewee commented, “I test the
website according to the specifications and requirements defined. If the usability is not
defined there, I will not test it on the website”.

The third question was based on the purpose of this word. Interviewees were asked
about the utility of the proposed tool. The question was: “If there were a tool focused
on usability that could assist and support team members during the process of
developing e-commerce sites, would it be useful? Would you use it? Why?”. All
interviewees reported that if there were a tool focused on usability it would be useful
and used to diminish potential risks involved in the Specification and Design phases.
However, some interviewees noted that this tool should be easy to use. “The tool would
fall from the sky for us, but it has to be easy and practical, otherwise it will give more
work,” said one interviewee.

4.2 Identification of Usability Requirements, Usability Metrics
and Usability Evaluation Methods

A systematic review was conducted to identify usability requirements, metrics and
evaluation methods. According to Biolchini et al. [19], a systematic review is a method
that allows identifying and evaluating all the research carried out around a certain topic.
The protocol, proposed by Biolchini et al. [19], served as the basis for this work and
researches were carried out in three different databases: EBSCO, Scopus and ProQuest.
All five stages of the protocol were followed: (1) Propose research questions; (2) Make
the selection of the sources and define the research strategies; (3) Define the criteria for
inclusion and exclusion of researches; (4) Collect the results and review all selected
articles; and (5) Answer the research questions.

Table 1 shows the number of researches identified in each database.

After reading the papers, it was identified 160 usability requirements, 78 usability
metrics and 10 usability evaluation methods.

Table 1. Number of researches identified in each database.

Description of terms searched ProQuest EBSCO Scopus Total

Usability requirements for e-commerce websites 26 13 1 40
Usability metrics for e-commerce websites 59 27 4 90
Usability evaluation methods for e-commerce websites 25 4 0 29
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4.3 The First View Tool

The tool is under construction. Its purpose is to relate all the requirements, metrics and
evaluation methods identified with the phases of the development process. Figure 1
shows one requirement and the relations among metrics and evaluation methods.

It will be necessary some steps to finish the tool:

1. To connect all the requirements, metrics and evaluation methods to each other;
2. To relate all the requirements, metrics and evaluation methods to the development

process’s phases. The tool will propose a list of the requirements, metrics and
evaluation methods that can be used in each phase of the process, giving profes-
sionals a more focused view of each phase individually;

3. To make tests with real users to validate the previous results.
4. To implement the tool using some programming language.

5 Conclusion and Discussion

The present work aimed to propose a tool to assist and support the process of
e-commerce website development with a focus on usability. The purpose of the pro-
posed tool is to integrate usability into the process of developing e-commerce sites,
supporting and assisting development teams during all phases of this process.

In the first place, this work considers that the user’s tool is a member of devel-
opment teams, being able to exercise countless positions, such as developer, tester,
software architect, systems analyst, among others. The research is based on the creation
of the tool, which relates requirements, metrics and usability assessment methods, to be
used by the defined audience.

Fig. 1. Relation between usability requirements, metrics and usability evaluation methods.
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Abstract. For a comprehensive understanding of user diversity, a reliable and
valid assessment of stable user characteristics is essential. In the field of
human-technology interaction, a plethora of personality-related constructs
linked to the experience of and interaction with technical systems has been
discussed. A key question for researchers in the field is thus: Which are the key
personality concepts and scales for characterizing inter-individual differences in
user technology interaction? Based on a literature review and citation analysis, a
structured overview of frequently used technology-related personality constructs
and corresponding self-report scales is provided. Changes in the popularity and
content of scales and concepts that occured over time as well as overlap between
constructs and scales are discussed to facilitate scale selection.

Keywords: Human-technology interaction � Human-computer interaction �
Personality assessment

1 Introduction

We are living in a world that is increasingly pervaded by technology. The first personal
computers from the late 1970s and early 1980s were limited in their fields of appli-
cation (e.g., word processing, programming, gaming). Today, computers are used for
an enormous breadth of tasks in professional and private activities, from designing,
learning, knowledge sharing, to leisure activities, social networking or videoconfer-
encing. With the increasing number of these functions, users have more degrees of
freedom regarding use of devices. Computers, especially mobile devices like tablets,
have also tapped into user groups who would rarely use personal computers (e.g.,
seniors, small children), resulting in a higher user diversity. At the same time, the speed
of technological innovation is steadily increasing. Thus, users need to learn to cope
with new technology at a faster pace, and understanding how to optimally utilize
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current technology becomes more and more relevant. Consequently, people do not only
differ in their technology usage but also in their success with utilizing new technology.
Hence, it becomes increasingly important to take the individual fit between persons and
technical systems in the focus of engineering psychology research.

Within human factors and engineering psychology, theory and research are typi-
cally focused on what users have in common in terms of experience and behavior [52].
That is, there has been a lack of addressing stable inter-individual psychological dif-
ferences of human operators. However, in recent years, the call for a more compre-
hensive integration of personality differences and theories into human factors research
has grown (e.g., [41, 52, 53]). Personality traits that reflect inter-individual differences
in human-technology interaction are increasingly specified in recent models, for
instance within research on technology acceptance and technology interaction (e.g., [1,
7, 51]), or regarding motivational aspects of human-technology interaction (e.g., [53]).
A more comprehensive examination of such personality differences is essential for a
deepened understanding of user diversity regarding experience and preferences in
human-technology interaction [52]. Moreover, certain personality facets constitute
resources for a successful interaction with technology. Knowledge about how to cul-
tivate and use these resources can increase users’ fit to technology.

Even though personality is hardly addressed in textbooks on engineering psy-
chology (e.g., [55]), investigating inter-individual differences in the field of human-
technology interaction is not new [4, 18]. A plethora of personality-related constructs
linked to the subjective experience of – and interaction with – technical systems have
been discussed. Unfortunately, many of these concepts are interconnected and over-
lapping, which is reflected by similarities in assessment scales.

A key question for researchers in the field is thus: Which are the key personality
dimensions for characterizing inter-individual differences in successful user technology
interaction?

2 Background

A single prevailing definition of personality has not been established so far [45] and
definitions vary with different theoretical perspectives (e.g., psychodynamic view,
cognitive view; [11]). When talking about personality, we refer to the inter-individually
differing set of relatively stable attributes that affect one’s behavior, cognitions and
emotions [3]. Among these attributes are classic personality traits (e.g., the Big Five
personality dimensions, see below), cognitive patterns (e.g., attitudes, beliefs), moti-
vational patterns (e.g., interests), and affective patterns (e.g., domain-specific anxiety).

The goal of investigating personality differences in human-technology interaction
can be achieved on different levels. First, personality can be broadly assessed by using
one of the established Big Five questionnaires (e.g., [16]). Personality is then measured
on the five fundamental dimensions openness to experience, conscientiousness,
extraversion, agreeableness and neuroticism [33]. While some connections between
Big 5 dimensions and technology use [7], acceptance [51], and human-computer
interaction (HCI; [28]) have been found, the effect sizes are usually small to
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medium-sized. These factors are likely too broad to accurately predict specific differ-
ence in human-technology interaction.

Second, personality variables that are closely related to Big Five sub-facets (e.g.,
need for cognition [9], which is connected to openness to experience) as well as other
psychological characteristics that are seen as influencing behavior trans-situationally
(e.g., self-efficacy; [5]) have been examined regarding human-technology interaction.
For instance, locus of control [44] has been identified as a significant predictor for the
intention to use internet banking [1], and the stress experienced during first-time
interaction with limited range of electric vehicles [20].

Third, a large variety of technology-related personality constructs have been pro-
posed to characterize differences in human-technology interaction. These constructs are
understood as relatively stable personality traits that are situation-specific, that is,
characterize an individual’s experience and behavior while interacting with technology.
Unfortunately, these constructs and the corresponding scales are often overlapping and
interconnected, making it difficult for researchers and practitioners to choose the right
construct and scale. For instance, regarding human-technology and human-computer
interaction the following constructs are discussed: computer attitudes, computer anx-
iety, computer self-efficacy, control beliefs regarding technology usage, playfulness,
personal innovativeness, affinity to technology, technology commitment, technology
readiness, computer-related motivations, and geekism (see Table 2). Out of this rich-
ness of constructs reflecting individual differences in human-technology interaction, an
important task of engineering psychology research is to structure the prevailing con-
cepts and to provide an overview regarding assessment scales.

As a first step in this research agenda, we aim to answer the following research
questions: (Q1) Which technology-related personality constructs and corresponding
scales are frequently applied in human factors/ergonomics research?, and (Q2) Which
technology-related personality constructs and scales have been proposed and applied in
recent years?

3 Method

To identify key scales that characterize inter-individual differences in
human-technology interaction, the following procedure was used. In the first step (S1-
identification), relevant scales were identified using literature search. In the second step
(S2-selection), the number of relevant scales was narrowed down according to citation
frequencies in major human factors/ergonomics and HCI journals in selected time
periods (see below).

In the identification step (S1) a literature search in Google Scholar for
technology-related personality scales using the search string (“human-technology
interaction” OR “human computer-interaction”) AND “personal-
ity” AND (“questionnaire” OR “scale”) AND “reliability”1 was

1 Parentheses inserted for better legibility. Google Scholar does not utilize parentheses for generating
search results.
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conducted. Google Scholar was chosen as a database due to its large breadth of covered
academic sources. Further, we examined five review articles discussing relevant scales
[21, 29, 30, 40, 48]. Moreover, iterative forward and backward search processes
revealed additional scales. Within this first step 59 relevant scales were identified.2

In the selection step (S2), we looked for the identified scales in nine key journals
and two key conference proceedings from the field of human factors/ergonomics and
HCI (see Table 1). We selected (1) scales that were cited more than ten times in the
mentioned journals/proceedings, (2) scales that were developed within the last ten years
and were cited at least five times, and (3) selected scales published within the last five
years (i.e., without citation criterion). With selection criterion (1) we detected estab-
lished, frequently used scales over a longer time period. Because of fundamental
technology changes since the emergence of first technology-related personality scales,
we were also particularly interested in current developments, both somewhat estab-
lished (2) and novel (3).

4 Results and Discussion

4.1 (Q1) Established Personality Constructs and Corresponding Scales

Selected scales, journals and citation figures are depicted in Table 2.
With respect to (Q1) the most frequently applied constructs were computer attitude

(nine scales), computer anxiety (eight scales) and computer self-efficacy (three scales).

Table 1. Selected academic journals and conference proceedings. 2015 Impact factors
according to journal citation reports (http://admin-apps.webofknowledge.com/JCR/JCR).

Title IF 5-year IF

Selected academic journals
Human-Computer Interaction 3.70 4.03
Computers in Human Behavior 2.88 3.72
Applied Ergonomics 1.71 2.11
International Journal of Human-Computer Studies 1.48 2.10
Ergonomics 1.45 1.72
Human Factors 1.37 1.77
International Journal of Human-Computer Interaction 1.26 1.46
Behaviour & Information Technology 1.21 1.49
Interacting with Computers 0.89 1.64
Selected conference proceedings
CHI (Conference on Human Factors in Computing Systems)
HCI International

2 Note that this number does not claim to be exhaustive as a distinctive search term for this research
question does not exist and many different scholars and research groups developed different scales.
Thus, obtaining a comprehensive picture of all developed scales in the field is a hardly achievable
task.
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Further, one scale for each of the following constructs, computer playfulness, personal
innovativeness, and technology readiness was found.

Computer attitudes are usually regarded as a multidimensional construct reflecting
users’ positive or and negative feelings towards computers [21, 29]. However, scales
differ in their definition of attitudes making them difficult to compare [21]. Out of the
computer attitude measures, the CAS-L [31] was the most frequently cited scale (90
citations overall). This scale consists of 30 items on three subscales, namely computer

Table 2. Selected scales and citation counts overall (Co) and within the last five years (C5)

Authors Scale names and abbreviations Co C5

Scales with ten or more citations in key journals and conference proceedings

Loyd and Gressard [31] Computer Attitude Scale (CAS-L) 90 4

Nickell and Pinto [36] Computer Attitude Scale (CAS-N) 56 6
Kay [26] Computer Attitude Measure (CAM) 39 0
Popovich et al. [39] Attitudes-Toward-Computer Usage Scale (ATCUS) 31 1

Dambrot et al. [17] Computer Attitude Scale (CATT) 30 2
Zoltan-Ford and Chapanis
[57]

Attitudes about Computers (AAC) 26 0

Reece and Gable [42] Attitudes Toward Computers (ATC-R) 11 0

Francis [19] Attitudes Toward Computers (ATC-F) 10 0
Shaft et al. [49] Attitudes Toward Computers Instrument (ATCI) 10 3

Heinssen et al. [22] Computer Anxiety Rating Scale (CARS-H) 87 17
Rosen et al. [43] Computer Anxiety Rating Scale (CARS-R) 65 2
Barbeite and Weiss [6] New Computer Anxiety and Self-efficacy Scales 29 17

Simonson et al. [50] Computer Anxiety Index (CAIN) 20 2
Marcoulides [32] Computer Anxiety Scale (CAS-M) 16 4

Cohen and Waugh [14] Computer Anxiety Scale (CAS-C) 14 1
Campbell and Dobson [10] Computer Anxiety Scale – Short Form (CAS-SF) 10 1
Charlton and Birkett [12] Computer Apathy and Anxiety Scale (CAAS) 10 5

Compeau and Higgins [15] Computer Self-Efficacy Measure (CSEM) 180 93
Murphy et al. [34] Computer Self-Efficacy Scale (CSE) 45 9
Webster and Martocchio [54] Computer Playfulness Scale (CPS) 70 23

Argawal and Prasad [2] Personal Innovativeness in Information Technologies (PIIT) 57 38
Parasuraman [37] Technology Readiness Index (TRI) 17 13

Scales developed in the last ten years and cited at least five times

Beier [8] Control Beliefs while Dealing with Technology (KUT) 8
Karrer et al. [25] Affinity for Technology Questionnaire (TA-EG) 8

Schulenberg and Melton [47] Computer Aversion, Attitudes, and Familiarity Index (CAAFI) 7
Joyce and Kirakowski [24] General Internet Attitude Scale (GIAS) 6

Selected scales from the last five years without citation criteria

Neyer et al. [35] Technology Commitment (TB) 1
Kim and Glassman [27] Internet Self-Efficacy Scale (ISS) 3

Yildirim and Correira [56] Nomophobia Questionnaire (NMP-Q) 3
Senkbeil and Ihme [48] Short Scale for Computer-Related Motivations in Adults

(FECAF)
0

Schmettow and Drees [46] Gex (Geekism, explicit) 0
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liking, computer confidence, and computer anxiety. Interestingly, none of the computer
attitude scales was cited more than ten times within the last five years, leaving the
impression that computer attitudes (or at least the corresponding scales) play an
increasingly smaller role in HCI research.

Computer anxiety can be viewed as a situation-specific form of anxiety charac-
terized by feelings of fear and apprehension when interacting with or thinking of
computers [13]. The most frequently used scale to assess computer anxiety is the
CARS-H [22], which was cited 87 times overall and 17 times within the last five years.
The CARS-H assesses computer anxiety with 20 items, of which 11 reflect
anxiety-related cognitive, behavioral and affective responses to computers and 9 items
reflect positive attitudes towards computers. This scale correlates highly with the
CAS-L, which reveals conceptual overlaps [22]. The New Computer Anxiety and
Self-Efficacy Scales [6], which were published 17 years later, were cited 17 times
within the last five years. All other established computer anxiety scales were cited five
times or less in the last five years.

Computer self-efficacy is defined as the “judgment of one’s capability to use a
computer” ([15], p. 192) and is based on the more general psychological concept of
self-efficacy [5]. Computer self-efficacy is negatively correlated with computer anxiety
and positively with ease of use [23], thus, it represents a personal resource for coping
with computer demands. By far the most cited scale for assessing computer
self-efficacy is the CSEM [15], which was cited 180 times overall and 93 times within
the last five years, indicating a constant relevance.

Another construct that can be viewed as a personal resource regarding coping with
technology is computer playfulness, which reflects the cognitive spontaneity, curiosity
and tendency to explore with respect to computer interactions [54]. The 22-item CPS
[54] was cited 70 times overall, of which 23 citations occurred within the last five
years.

Closely connected to computer playfulness is personal innovativeness in infor-
mation technologies. This construct is defined as the “willingness of an individual to try
out any new information technology” ([2], p. 206) and can be measured with the 4-item
PIIT scale. The scale was cited 57 times since its publication, of which 38 citations
appeared within the last five years.

Also, dealing with users’ tendency to react to technological innovations is the
construct technology readiness, “people’s propensity to embrace and use new tech-
nologies for accomplishing goals in home life and at work” ([37], p. 308). The 36-item
TRI uses four sub-scales (optimism, innovativeness, discomfort, insecurity) to describe
this tendency and is more thoroughly than the short PIIT scale. The TRI and the
shortened and revised TRI 2.0 [38] were cited 17 times overall and 13 times within the
last five years.

4.2 (Q2) Recently Discussed Personality Constructs and Corresponding
Scales

Selected recent developments (also depicted in Table 2) represent novel scales we view
as particularly promising to predict successful human-technology interaction.
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Control beliefs while dealing with technology is based on the more general con-
struct of control beliefs [44], which describes an individual’s belief about the rela-
tionship between their behavior and the behavioral outcome. The corresponding scale,
the 24-item KUT [8], assesses control beliefs on three dimensions: internality (be-
havioral outcomes depend on factors within the person), technical externality (be-
havioral outcomes depend on factors within the technical device) and fatalistic
externality (behavioral outcomes depend on coincidence). A unidimensional 8-item
short form is also available [8].

According to [25], affinity to technology consists of four sub-facets, namely
enthusiasm for technology, competence in dealing with technology, positive and
negative attitudes towards technology. These facets are measured by the 19-item
TA-EG. A similar multidimensional approach is followed with the TB [35], which
measures technology commitment on three subscales: technology acceptance, tech-
nology competence (i.e., self-efficacy), and technology control beliefs. Another
multi-dimensional measure, albeit restricted to computer use, is the CAAFI [47]. This
30-item questionnaire assesses computer familiarity, attitudes towards computers and
computer aversion (i.e., discomfort and fear).

Two recent scales deal with internet usage: an internet attitude scale [24] and an
internet self-efficacy scale [27]. The 21-item GIAS measures internet attitudes on four
dimensions: internet affect, internet exhilaration, social benefit of the internet, and
internet detriment [24]. With the 25-item ISS, internet self-efficacy is measured in five
dimensions according to five groups of internet activities: self-efficacy regarding
information search, communication, information organization, information differenti-
ation, and information generation [27].

The NMP-Q assesses nomophobia, defined as the fear of having no mobile phone
contact [56]. The 20-item questionnaire measures nomophobia on four dimensions
reflecting different perceived consequences of being out of mobile phone contact: not
being able to communicate, losing connectedness, not being able to access information,
and giving up convenience.

Computer-related motivations are seen as relatively stable and situation-
independent dispositions that determine the purposes of an individual’s computer use
[48]. The 14-item FECAF measures computer-related motivations on six subscales
subsumed under two factors: utilitarian motivation (usage of computers as a learning
tool, for information search and for higher efficiency of everyday tasks), and hedonistic
motivation (usage of computers for entertainment, escapism, and social
communication).

Finally, the construct of geekism reflects the “need to explore, to understand and to
tinker with computing devices” ([46], p. 235). While users low in geekism use tech-
nology solely as a tool, users high in geekism are intrinsically motivated to use and
think about technological devices and explore them. A recently developed self-report
measure to assess geekism is the 15-item Gex [46].
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5 Conclusion

Our overview of constructs and scales emphasizes the aforementioned problem that
constructs – as well as the corresponding scales – are conceptually overlapping. For
instance, the CAS-L [31] is supposed to measure computer attitude but comprises
subscales assessing computer anxiety and computer confidence (i.e., self-efficacy). On
the other hand, the CARS-H [22], a scale for assessing for computer anxiety, contains
items regarding positive attitudes towards the computer. Hence, the differentiation
between scales and constructs is unclear.

The finding that the established computer attitude scales are rarely cited anymore
gives rise to the assumption that measuring HCI on the attitude level might no longer
be relevant (see also [21]). In fact, computers have become ubiquitous while the classic
attitude scales [17, 19, 26, 31, 36, 39, 42, 57] were developed at times when the digital
society was in its infancy. Moreover, a shift from computer anxiety and technophobia
to nomophobia, the fear to be without a digital device, is occurring. In contrast to the
80s and 90s, when the aforementioned scales were developed, computers can hardly be
avoided today. Thus, the need for new scales emerges.

A limitation of our research that has to be kept in mind when interpreting the results
is the heuristic solution of inferring actual scale usage from citation counts. First, a
cited scale does not automatically mean that the scale was actually employed by the
citing source. Thus, based on our data, the absolute usage frequencies might be
overestimated. Second, due to the selection of journals and conference proceedings, the
absolute usage frequencies might also be underestimated. However, the relative citation
frequencies should remain mostly constant.

The next step in the research agenda to structure personality constructs and scales
regarding human-technology interaction is to clarify interrelationships between con-
cepts. Thereby, personality facets unique to certain scales – as well as blind spots –

should be revealed. This knowledge will further facilitate scale selection and stimulate
future scale construction.
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Abstract. There are limited studies in abstract representation of children with
severe Autism Spectrum Disorders (ASD). User abstraction is a useful technique
in interaction design to anticipate user. Children with ASD are usually defined
by diagnosis of ASD. However, it is important to recognize these children
beyond these diagnoses. We believe creating personas for children with ASD
makes them more familiar, intimate and easier to empathize their characteristics
and abilities. Our research focuses on personas as a tool for user abstraction to
help developing playful smart technologies including multimedia content and
connected tangible object which aim at improving learning skills of children
with ASD. The purpose of this paper is to explore the building blocks of
Personas for children with ASD and, eventually, to form a foundation document
for Personas based on literature review and field studies. Theoretical findings
cover Personas literature. On the other hand, empirical findings feed foundation
document by considering particularly our target user in target context. Our
Personas foundation document integrates theoretical and empirical findings will
help us to design Personas and contextual scenarios systematically and rigor-
ously in the future.

Keywords: Personas � Persona creation � Children with ASD � Autism

1 Introduction

There are limited studies in abstract representation of children with severe Autism
Spectrum Disorders (ASD). User abstraction is a useful technique in interaction design
to anticipate user. Children with ASD are usually defined by diagnosis of ASD; deficits
in communication and social behavior, stereotyped behavior, and restricted interests
and activities [12]. We believe creating personas for children with ASD makes them
more familiar, intimate and easier to empathize their characteristics and abilities instead
of recognizing them with a set of diagnosis. Persona creation also forms a common
platform for communicating these children with designers, developers and therapists.

Interactive technologies are promising to improve skills of children with ASD
[3, 7]. Therefore, usability and accessibility is required to build successful interactions.
Our research focuses on personas as a tool for user abstraction to help developing
playful smart technologies including multimedia content and connected tangible object
which aim at improving learning skills of children with ASD.
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The purpose of this paper is to explore the building blocks of Personas for children
with ASD and, eventually, to form a foundation document. We present a foundation
document based on literature review and our field studies. Theoretical findings cover
Personas literature. On the other hand, empirical findings have helped us to feed the
foundation document by considering particularly our target user in target context. We
have observed children with ASD while playing with playful interactive technologies
that we have developed. We have collected qualitative data to identify what type of
characteristics and behaviors should be considered when composing Personas. Our
Personas foundation document integrates theoretical and empirical findings which will
help us to design Personas and contextual scenarios systematically and rigorously in
the future.

The following section will be a brief introduction in Personas. The third section will
explore the content of a foundation paper for creating Personas of children with ASD.
We will reflect our theoretical findings in the first part and we will discuss our empirical
findings in the second part. In the following section, we will define the content of the
categories for our foundation document. Last section will discuss the concluding
remarks.

2 Personas

Personas are introduced to interaction design literature by Alan Cooper in 1999 in his
famous book “The Inmates are Running the Asylum: Why High Tech Products Drive
us Crazy and How to Restore the Sanity” [5]. Personas are powerful and useful tools to
represent abstract users. They are fictional characters based on characteristics, needs,
and behavior patterns of actual users [10]. They are usually based on user studies to
communicate actual attributes of actual users [4, 9, 11]. Furthermore, user studies help
to create unbiased personas, especially child-based personas where designers tend to
attribute their own memories, experiences and characteristics to abstract a child [6].

There are limited Persona studies in accessible design, for children with ASD to be
more precise. When designing for people with limited capabilities in terms of realizing
physical and mental activities, creating Personas becomes more useful not only to
facilitate developing empathy and anticipation but also to facilitate sharing a common
platform amongst designers, developers, caregivers and families [7, 10].

3 Developing the Foundation Paper

3.1 Theoretical Findings

Personas have been studied and created since Cooper [5] has introduced the term in
interaction design. These studies mostly targeted users without disabilities, or limited
physical and/or mental functions. Furthermore, there are limited studies in persona
creation for children with ASD. Therefore, we have investigated Personas for acces-
sible design purposes. Our theoretical findings explored elderly-based personas,
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child-based personas and personas for children with ASD in order to acquire knowl-
edge to create a relevant and complete categories for foundation document.

Including images and demographic information of the fictional character is mostly a
shared category no matter whom the user group is. Photos, once Persona is written, are
useful to communicate and anticipate the described fictional character [9]. Demo-
graphic information usually includes name, age and gender of a Persona.

For a typical user, Pruitt and Grudin [9] have defined an umbrella term Overview to
provide information on user’s family, business and such information. Antle [1] has also
defined a generic name for this content;Descriptive attributeswhere family structure and
school of the child is written. In accessibility, rather than an umbrella term, this content is
better to be called as information on Educational credentials [7] andMedical history [7,
10]. We believe these categories would provide a better understanding of children with
ASD since both health and education are important chronic facts about them.

User’s Daily routines and Activity types are important to understand a typical day
and preferences of a child with ASD [6, 7, 9, 10]. It is also useful to consider contextual
routines namely Playtimes and Playing venues as decribed by Moser et al. [8]. Even
though computer literacy has only been identified by Leal et al. [7] and Pruitt and
Grudin [9], we believe it is important to describe user’s Computer skills, knowledge,
and abilities when completing a Persona.

Antle [1, 2] uses a generic term Experiential goals where contextual task-oriented
technology goals are identified based on a project. Here, we would like to focus on
projects similar to ours. da Costa et al. [6] has conducted a user study to design a
political educational game for children and Moser et al. [8] has explored children’s
gaming behaviors and requirements; all for the sake of creating child-based Personas.
Therefore, they have precisely identified their contextual goals and behavior patterns;
Gamer style and Game preferences including game genres and game features [6, 8].

So far, generic and technology-wise categories for Personas were elaborated.
Ultimately, we need to elaborate exclusive abilities and behavior of children with ASD
in order to adapt the content of Personas for our target user. Developmental abilities,
suggested by Antle [1] are the theoretical understanding of children’s abilities for
Persona creation. According to Leal et al. [7], these abilities embody the characteristics
of Receptive-expression language, Social interaction level and Communication and
adaptive behavior (Fig. 1).

Some Personas use Quotes from user studies to highlight a sayings of a user. Since
children with ASD have problems in expressing themselves verbally, we suggest the
use of short videos to represent them in a more expressive way. These videos should
give hints on user’s mental model to make the empathy easier. We believe using short
videos will be useful to achieve what Persona creation aims which is to communicate
the fictional user to all stakeholders and abstract the user as representative as possible.

3.2 Empirical Findings

Personas should rely on the information collected on actual users in order to represent
an accurate abstraction [4, 9, 11]. They should also include relevant content with the
context. Here, we try to find categories for our foundation document through
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qualitative data we have collected. We have conducted two field studies for two dif-
ferent projects. Both of the projects provide interactive and multimodal playing
opportunities for children with Intellectual Development Disorder (IDD) to improve
learning and social skills at a therapeutic center as aimed in our Personas context.

We have recorded these play sessions for video analysis to observe children’s
behavior and reaction to interactive technologies. Our analysis was based on the
variables formed by observable signals which are developed by the therapists of this
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therapeutic center. After our analysis, we have come up with clusters of behavior and
interaction types. In this section, these clusters will be evaluated to arrive at
context-wise categories for the foundation document.

As mentioned earlier, both of the projects embody interactive and multimodal
technology. Our first study Teo possesses a smart configurable robot and a connected
multimedia content. Our findings of the first field study show the importance of Robot
interaction, Screen interaction, Self-expression, Performance, Attention loss, Creativ-
ity, Stereotypes and Social play during the play sessions with an interactive and mobile
robot [3].

The second study is equipped with a smart tangible object and a connected mul-
timedia content. We have observed signals under the clusters of Tangible object
interaction, Screen interaction, Self-expression, Task accomplishment, Scaffolding,
Play interruption, Creativity and Imagination, Stereotypes and Social play.

Smart object interaction, let it be robot or tangible object, and screen interaction are
the contextual technology goals of our study, in other words are the categories under
experiential goals. We have observed the capability of self-expression as an exter-
nalization of needs and manifestation of positive and negative emotion. Self-expression
is part of developmental abilities and related to receptive-expression language. Task
accomplishment skills, presence of attention loss, use of Creativity, and Social play
skills are all part of developmental abilities. Furthermore, social play is connected to
communication and adaptive behavior.

4 Defining the Content of Foundation Paper

Overview
Demographic information includes name, age, gender and family structure of the

fictional character.
Educational credential is the descriptive information on user’s educational back-

ground and ongoing program.
Medical history involves information on user’s health conditions chronically.
Daily routine provides information on how the user schedules and manages his/her

everyday life [10]. The aim is to present the tasks and obligations as part of a typical
day of the user to all stakeholders. Furthermore, information on playtime, user’s typical
schedule (routine) for playing, should be introduced here as well [8].

Activity types are the implementation of activities of choice. These tasks and actions
are to understand what the user does besides his/her routines. Playing venues should fit
here to tell the playgrounds the child prefers to play.

Computer skills, knowledge, and abilities show the computer literacy to under-
stand user’s capability in using computer.

Experiential Goals
Smart object interaction shows the relation child builds with the object in terms of

communication and manipulation [3]. The aim is to define the child’s interest in the
object taking his/her actions (e.g. approaching, exploring, touching, etc.) and design
attributes (e.g. attracting color, shape, size, etc.) of the object into consideration.
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Screen interaction shows the relation child builds with the multimedia content.
Screen interaction is important to understand child’s preferences in receiving an
information, demand or feedback via user interface (e.g. text, image, video, audio).

Gamer style is to understand the user’s attitude and behavior when playing a game
and the character he gets into as a gamer [6].

Game preference includes the user’s preferences in genre of games and game
features [6, 8].

Developmental Abilities
Receptive-expression language involves the input (receiving) and the output (ex-

pressing) language skills or preferences of the user. Receptive language (input) of a
child is to understand the preferred tools for comprehension (e.g. visual or oral
material, the structure of these material, etc.) [7]. Expression language (outoupt) of a
child shows the preferred tools for self-expression (e.g. verbally or non-verbally
including writing, drawing, eye or physical contact, the structure of this language, etc.)
[3, 7].

Social interaction level shows the events that influence child’s social interaction
skills [7].

Communication and, adaptive behavior includes child’s attitude towards other
people and behavior in the classroom [7]. Social play skills are important aspect of this
content too. Therefore, decentralization (turntaking) and cooperative learning skills
should be elaborated here.

Task accomplishment elucidates child’s achievement of any given tasks in order to
understand if the child needs scaffolding or any additional instruction [3].

Attention loss is to understand what triggers distraction for that particular Persona.
Creativity: involves child’s imagination skills and originality in making up plays.

Illustrative Elements
Photo use is necessary to communicate Persona pictorially. Pruitt and Grudin [9]

suggests the use of photos of local people rather than stock images.
Quotes from the user enriches a Persona with his/her own words.
Short video enhances a Persona by showing how the user performs his/her actions.

5 Concluding Remarks

This framework outlines the important and relevant content particularly addressed to
children with ASD in the context of interactive technology. The benefit of this work is
to create a common platform for Personas not only used by all stakeholders but also
built by them too. With the help of Personas in this application domain, remote and
customized interactive therapy sessions can be implemented which would reduce costs
and increase effectiveness of sessions which disregards user diversity today.

Based on our foundation document which integrates theoretical and empirical
findings, we will design Personas and contextual scenarios systematically and rigor-
ously in the future. Short term follow-up study will be the design of Personas for
children with ASD. Long term study will be to design playful interactive technologies
tailor-made for user diversity.
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Abstract. Knowledge is one of the most important resources today and, thus,
companies in general and SMEs in particular need effective and efficient
knowledge management solutions. In this paper, activities in the project
MACKMA, which aims at implementing a knowledge management system
tailored to the needs of SMEs, are introduced. Central findings include methods
for establishing the product-service-portfolio of a company, a metamodel for
knowledge artifacts and an accompanying incentive system for increasing
knowledge management system usage.

Keywords: Knowledge management � Knowledge artifacts � Incentive
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1 Introduction

Today’s economic environment is characterized by increasing competition resulting
from heterogeneous customer demands. Companies need to provide individual offers
that are tailored to the specific requirements of customers. In particular in the domain of
services, customer knowledge is a vital quality factor [1]. In addition, modern products
and services produce a plethora of data (e.g. due to using sensors) which requires
companies to manage, analyze and interpret these data. Working with data is a
knowledge-intensive task and, thus, a greater need for knowledge management has to
be stated. This results in several challenges, especially for small and medium enter-
prises (SME). On the one hand, SME usually lack financial resources to implement
complex knowledge management solutions. On the other hand, knowledge in SME is
often bound to a specific person and needs to be explicated. Though the challenges of
SMEs concerning knowledge management are well-known, to date there is no solution
satisfying the specific requirements of SMEs [2, 3].
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For effective and efficient use of existing knowledge, companies need to provide
their employees with suitable methods and tools for both, knowledge acquisition and
knowledge application. In doing so, two dimensions must be taken into account. First,
the formalization degree of knowledge has a great impact on the possibility to apply
knowledge automatically. Second, the representation of knowledge depends on a
specific context which is defined by the information demand and the background
knowledge of a user. Figure 1 depicts an example of two different knowledge repre-
sentations. On the left-hand side of the figure, the characteristics of an agricultural area
are presented in a graphical way. On the right-hand side, the same information is
presented using a table. While the table allows for quick sorting and filtering, the
graphical representation gives a detailed view of the structure of the area.

As the example in Fig. 1 shows, it is not sufficient to view knowledge as a
monolithic block. Rather, it is necessary to divide knowledge into flexible knowledge
fragments that can be presented (i.e. combined and mixed) according to user demands.

The project MACKMA1 aims to overcome the mentioned challenges by developing
a flexible knowledge management system (KMS) tailored to the specific needs of SME.
The remainder of this paper is structured according to the activities that were performed
during the project. First, the structural framework for the system was set by establishing
a company portfolio consisting of offered products and services (Sect. 2). Second, a
metamodel for knowledge artifacts was established (Sect. 3). Based on this metamodel
it is possible to implement a KMS. To overcome existing challenges concerning the
usage of a KMS (e.g. time and resource constraints in daily work), incentive schemes
for using the system were analyzed (Sect. 4). In addition, SME representatives are
currently asked to describe their understanding of knowledge. The results of these
surveys influence knowledge content and representation and are, therefore, an impor-
tant aspect of future research (Sect. 5).

2 Product and Service Portfolio

SMEs, in particular, are characterized by organically grown product and service
portfolios. Therefore, a KMS must be adapted to individual requirements in these
companies with respect to a lack of formalization and rather vague definition of

Fig. 1. Different representations of knowledge

1 http://mackma-project.eu.
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responsibilities [4]. To identify the individual situation of a company, it is, on the one
hand, necessary to formalize the company structure. On the other hand, the specific
portfolio of a company needs to be structured. Using the items of the portfolio, it is
possible to assign knowledge artifacts.

For establishing the company structure, a twofold approach is used. First, existing
documentation is taken into account, e.g. employee contracts and descriptions of
activities. Based on these documents, the formal structure of the company can be
identified. However, as stated above, SMEs often have organically grown structures
and, thus, analyzing formal documentation is not sufficient. To represent the organi-
zational structure thoroughly, it is necessary to survey employees focusing on their
daily work and interactions with other employees. This allows for revealing the
embodied company structure.

To represent the entire product and service offering of a company, it is necessary to
define its portfolio. The portfolio is used as a starting point for identifying and col-
lecting knowledge artifacts. The general process for establishing a portfolio is pre-
sented in Fig. 2.

As a first step, it is necessary to identify possible sources for supporting portfolio
creation. These sources are existing collections of products and offers, e.g. the company
website, contract templates, or ERP systems. In addition, questioning responsible
employees are fruitful resources. In the second step, an unsorted and unstructured list of
offered products and services is established. As a third step, the list is structured according
to business areas of the company and according to offering types, e.g. hardware, software,
and services. In the final step, single items are aggregated into item groups.

3 Metamodel of Knowledge Artifacts

The specification of the product and service portfolio of a company forms the foun-
dation for defining knowledge artifacts. Knowledge artifacts link the portfolio view
with the activities of employees. For being able to describe the knowledge artifacts in a
structured way, a metamodel was established and is partially presented in Fig. 3.
Defining the knowledge metamodel and, thus, specifying the structure of knowledge
artifacts, is an important prerequisite for integrating different knowledge sources [5].

Fig. 2. Process for establishing a company portfolio
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The metamodel covers three application areas. First, it is possible to define hier-
archical knowledge artifacts. Second, responsibilities are assigned to knowledge arti-
facts to define roles. Third, to capture activities, a processual dimension is included. In
this paper, we focus on the hierarchic structure. The interested reader is referred to [6]
for further information.

To enable hierarchic structuring of knowledge artifacts, the two entities atomic
artifact and composite artifact are defined. An atomic artifact is a single piece of
information and represents knowledge using a textual description, an image, audio
data, or video data. Using these different types of artifacts, it is possible to define
knowledge artifacts for a specific usage context. For example, video artifacts are
suitable for users of desktop applications. Contrary, smartphone users cannot access
video artifacts due to bandwidth limitations. Therefore, they are provided with text
artifacts. In addition to these types, there exists an entity external artifact to foster
integration of existing systems (e.g. corporate wikis or issue trackers) into the KMS.
External artifacts are of special importance because a large amount of knowledge is
distributed over different applications and needs to be integrated redundant free.

Composite artifacts consist of existing knowledge artifacts and enable knowledge
reuse. For example, a video and a text artifact might be combined into a composite
artifact to increase understandability of the represented information. According to the
metamodel specification in Fig. 3, it is also possible to reuse composite artifacts.

To enable a more detailed description of knowledge artifacts, metadata are used.
Relevant metadata for knowledge artifacts were identified using a threefold approach
consisting of performing a literature review, surveying practitioners, and analyzing
existing metadata standards. For consolidation purposes, the list of metadata was
aggregated, i.e. redundant metadata were eliminated and synonyms were identified. As
a result, 70 different metadata could be identified. To increase comprehensibility,

Fig. 3. Metamodel of knowledge artifacts
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metadata were structured into the groups lifecycle, structure, security/quality, content,
and recipient. An excerpt of the identified metadata is presented in Table 12.

4 Fostering SME Knowledge Management

A big challenge in providing a KMS for SMEs results from time and resource con-
straints. Contrary to large enterprises, SMEs often do not have the financial resources
that are necessary to invest in an ample KMS. In addition, SMEs need flexible
strategies and systems that support the implementation of KMS. In particular,
knowledge management activities in SMEs must not require additional expenditure of
time and long training periods [7].

Motivating employees for using a KMS in their daily work is a critical success
factor. Incentive systems are an approach to increase the motivation. As Fig. 4 depicts,
an incentive system is the combination of single incentives and has impact on the
motivation of employees. For establishing an incentive system, it is first necessary to
define incentive goals. The incentives that form the incentive system are means to
achieve these goals. To identify the influence of incentives, it is important to assess the
performance changes using indicators.

Within the MACKMA project, KMS usage is supported by an integrated incentive
system based on the connections shown in Fig. 4. Therefore, different approaches
concerning incentives were analyzed resulting in the morphological box presented in
Table 2. Using the elements of the table, it is possible to define an individual incentive
system as a combination of incentive goal, recipient, instrument, reward system, and
indicator. For example, increasing the usage quantity is bound to an individual
employee’s motivation which can be addressed by using bonus payments with a
sudden reward. Success of this system is measured by quantitative indicators.

Table 1. Metadata of knowledge artifacts

Metadata class Metadata
Lifecycle Creation date, modification date, creator, contributor, inter-

actions, subscribers
Structure Categorization, links, tags, identifier, references
Security, Quality Access privileges, approval process, flaws
Content Assessment, language, comments, audience, description, 

format, title, type
Recipient Affected people, compulsory access

2 The thorough list of metadata is accessible via https://www.informatik.uni-leipzig.de/ifi/fileadmin/
ServiceEngineering/files/hcii/WAMetadaten.pdf.
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Incentive systems for KMS generally can be geared towards increasing the quality
of the content, increasing the quantity of the content, or increasing the usage frequency.
In addition, achieving the incentive goal might be bound to an individual employee or
to a group, i.e. a team of employees.

The incentive system is established by defining the instruments which should be
used and by the way the incentives are given to the users. For usage in an IT-based
system like the KMS, several instruments are feasible. For example, a quiz is an
educational game that increases usage by using gamification approaches [8]. In addi-
tion, well-known instruments like bonus payments or non-cash benefits can be used.

5 Conclusion and Outlook

In this paper, insights about the MACKMA project were outlined. The presented steps
are necessary preconditions for developing and implementing a KMS tailored to the
specific needs of SMEs. Using the product and service portfolio of a company, it is
possible to structure existing knowledge using the metamodel. The structure lays the
foundation for the KMS content.

Fig. 4. Components and links of an incentive system

Table 2. Morphological box for incentive systems
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To get further insights about specific SME challenges regarding knowledge man-
agement, a qualitative survey of SME representatives concerning their understanding of
the terms knowledge, knowledge artifact, knowledge management, and knowledge
management system is currently conducted. Though no final results of this survey exist,
it can be stated that there exists a wide interpretation spectrum for the different terms.
Regarding the term knowledge management system, a majority of respondents puts a
strong emphasis on methods and tools for supporting knowledge distribution.
According to the results, it is also necessary to provide domain-specific knowledge.

The design and implementation of the KMS is influenced by the results of the
survey. On the one hand, including an incentive system can help in supporting KMS
usage. On the other hand, knowledge distribution requires a unified knowledge
description which can be achieved using the metamodel and metadata. Using the
metamodel, it is possible to define knowledge artifacts which can be combined
according to specific requirements of a company.

Future work will include two aspects. First, a KMS platform will be implemented
based on the theoretical findings. The KMS integrates the metamodel and supports the
process for defining the product and service portfolio of a company, e.g. by using
existing ERP data. The introduction of the KMS will be accompanied by a knowledge
management method tailored on the specific needs of SMEs. Second, the customization
of knowledge artifacts will be targeted. This is possible by defining influencing factors
like the environment which affect possible types and arrangement of knowledge arti-
facts. For example, the experience of an employee has great impact on the amount of
knowledge that is necessary for performing an activity.

References

1. Ojasalo, K.: Customer influence on service productivity. SAM Adv. Manag.
J. (07497075) 68(3), 14–19 (2003)

2. Kramer, F., Wirth, M., Jamous, N., Klingner, S., Becker, M., Friedrich, J., Schneider, M.:
Computer-supported knowledge management in SME − a combined qualitative analysis. In:
HICSS (2017)

3. Vanini, U., Hauschildt, J.: Wissensmanagement in KMU - Erfahrungen und Implikationen
aus dem Praxistest eines Wissensmanagement-Audits in schleswig-holsteinischen Unterneh-
men. Wissensmanagement 14(5), 24–26 (2012)

4. Staiger, M.: Wissensmanagement in kleinen und mittelständischen Unternehmen: System-
atische Gestaltung einer wissensorientierten Organisationsstruktur und -kultur. Rainer Hampp
Verlag, Mering (2008)

5. Stojanovic, L., Stojanovic, N., Handschuh, S.: Evolution of the metadata in the
ontology-based knowledge management systems. In: German Workshop on Experience
Management (2002)

6. MACKMA Project: MACKMA Architektur, March 2017. https://www.informatik.uni-
leipzig.de/ifi/fileadmin/ServiceEngineering/files/hcii/MACKMAArchitektur.pdf

7. Kramer, F., Klingner, S., Becker, M., Friedrich, J., Schneider, M.: The state of SME knowledge
management − a multiple case study analysis. In: AMCIS 2016 Proceedings (2016)

8. Mekler, E.D., Brühlmann, F., Tuch, A.N., Opwis, K.: Towards understanding the effects of
individual gamification elements on intrinsic motivation and performance. Comput. Hum.
Behav. 71, 525–534 (2017). http://doi.org/10.1016/j.chb.2015.08.048. ISSN: 0747-5632

Mass Customized Knowledge Management 43

https://www.informatik.uni-leipzig.de/ifi/fileadmin/ServiceEngineering/files/hcii/MACKMAArchitektur.pdf
https://www.informatik.uni-leipzig.de/ifi/fileadmin/ServiceEngineering/files/hcii/MACKMAArchitektur.pdf
http://doi.org/10.1016/j.chb.2015.08.048


Design for Inclusion. From Teaching
Experiences to Social Changes

Giuseppe Di Bucchianico(&)

University of Chieti-Pescara, 65127 Pescara, Italy
pepetto@unich.it

Abstract. Aging, disability, multi-ethnicity and multiculturalism, deurbaniza-
tion, migration: these are some of the most important socio-demographic phe-
nomena that characterize today’s society, and which presumably will increase in
intensity in the coming decades, especially in Europe. Design for inclusion,
through its different approaches, appears immediately as a formidable tool to
give a design response to these phenomena, which represent the challenges with
which all the social and cultural economic actors will have to confront in the
next future. Starting from a short description of the different approaches of
design for inclusion, which have developed in recent years for designing
environments, products, services and systems that encourage all individuals in
the comfortable and self-enjoyment of every aspect of everyday life, this text
focuses on the necessity to form consciences and sensitivities related to human
diversity and to the value that it brings with it. This starting from the main actors
of the design process, ie by designers, but not limited to them, but by involving
the largest possible number of active participants in the so-called “value chain”.
Through the description of some initiatives and teaching experiences, developed
in universities, the chapter aims to highlight what the training time can be
significant and challenging to increase the sensitivity of the young designers on
the issues of human diversity and social inclusion.

Keywords: Design for inclusion � Socio-demographic phenomena � Design
teaching experiences

1 The Scenaristic Dimension of Current Social Changes

The scenario of the contemporary world requires new visions and new attitudes, also
cultural, to address the current socio-demographic phenomena. Design for inclusion,
through its various approaches, offers effective tools with which to address these
challenges positively.

1.1 The Social Scenario of Contemporary Life

Contemporary society is changing in character and expectations, with increasing
rapidity dynamics. Aging, Disability, multi-ethnicity and multiculturalism, deurban-
ization, migration flows: these are in fact some of the most important socio-
demographic phenomena that characterize today’s society, and which presumably will
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increase in intensity in the coming decades, especially in Europe, where the economic
crisis of the past years has contributed to exasperate their negative effects, highlighting
tensions and conflicts between peoples, cultures and territories.

With regard to aging, just in Europe, the percentage of the population over 65 has
increased by almost 4% in only twenty years1, with the prediction that in 2060 about
30% of Europe’s population will be over 65. Even the growth of “oldest old” (over 80)
is particularly significant, quadrupling from 1990 to 2060, reaching 12% of the total
population. It is, however, people are often still widely active and so they may have a
participatory role and support to social development, from the domestic dimension to
that of local communities.

If, with the increase of elderly people in the global demographic picture, also
disabilities and sensory, cognitive and physical limitations increase in percentage
terms, these add up to those people who have forms of permanent disability: due to
medical advances and improved hygienic conditions, in fact, the life expectancy of
people with chronic diseases has increased, and this together with a heightened social
and cultural awareness to issues of disability, who has put in light requirements and
expectations of people with disabilities for a better quality of life and social relation-
ships. This occurred as early as the US movement “barrier free” of the fifties2, which
launched in the Western world a change in public policy process.

In parallel to the qualitative change in the overall demographic picture, in recent
decades we are witnessing around the world also to an overall increase of the phe-
nomena related to the mobility of individuals: it is related both to migration of pop-
ulations who, for various reasons (economic, political, etc.) move between continents,
nations, territories, and to the individual scale, leading to the advancement of trans-
portation systems. And if in some ways migration, if properly managed, can probably
be for some areas the only possibility of replacement of their working population (and
therefore to address the economic difficulties due to the aging of the local population or
to the emigration of young generations to richer areas3), these phenomena also have an
immediate effect on increasing of human diversity (social, ethnic, cultural), immedi-
ately putting new issues and challenges to deal with.

1.2 Inclusion and Design for Inclusion

The multigenerational, multi-ethnic and multicultural dimension of contemporary
society makes it necessary to reflect on possible ways in which generations, different

1 From 13.7% in 1990 to 17.4% in 2010. Source: European Commission, Third Demography Report,
April 2011.

2 Created to respond especially to the demands in those years of the many people affected by polio, by
the war invalids and later by Vietnam veterans, the movement called for more opportunities in
education and work rather than an institutionalized health care.

3 According to a study condicted from AGE Platform Europe, the old-age dependency ratio - the
number of elderly people as a share of those of working age - varies significantly between regions. It
is highest at 70% in Chemnitz - a region of the former East Germany experiencing significant
emigration - and lowest at 15% in inner London, a highly attractive area for young people and
workers.

Design for Inclusion. From Teaching Experiences to Social Changes 45



ethnic groups and cultures can meet for a positive share and aware of intercultural
conditions, making the relationship between different cultures a tool of coexistence, of
wealth and fruitfulness4.

The way in which different social groups can relate in a positive manner between
them are basically two: integration and inclusion, with significant conceptual differ-
ences between them.

Social inclusion can be defined as the situation where, in reference to a series of
multidimensional aspects (culture, traditions, psychological and physical conditions,
etc.), Individuals manage to live according to their original values and traditions and
cultures, while improving their own conditions and in mutual respect of other traditions
and cultures which they are called to compare with: in this sense the differences
between individuals and between the different identities of the groups are socially
acceptable, and indeed represent the real wealth of community to which individuals
belong.

The term social integration means, however, something deeper, that is the inclusion
of different identities (cultural, behavioral, etc.). In one unified and uniform framework,
within which is not however present any discrimination. Integration is therefore
understood as the process by which a social system acquires structural and functional
unit, compared to which all are called to conform, acquiring rules and conventions.

In this sense, if social inclusion appears as the first step of an evolutionary process,
actually it enhances diversities in the best way and therefore it is more promising in
terms of innovation, also from a design point of view.

It follows that design for social inclusion can have clear positive economic and
social effects, both in terms of opportunities and visibility for individuals, and espe-
cially of collective well-being for the entire economic, social and cultural local systems.
Design for inclusion, in fact, is a powerful tool to give a design response to major
contemporary socio-demographic phenomena previously mentioned, which represent
challenges with which all economic, social and cultural actors will have to compare in
the coming decades.

The design for inclusion approaches, however, are numerous, even if related to a
common principle and goal, which can be summarized as: “human diversity is a value
and every person has the right to receive dignified treatment”. Among the main
approaches are Universal Design, Inclusive Design and Design for All.

Universal Design (UD). First one to be developed, it not only focuses on people with
disabilities, but defines the user extensively, suggesting to make all products and spaces
accessible and usable by the greatest extent possible of people. Born in the USA, the
didascalic reduction of design validation to seven principles, simple and schematic to
be applied and therefore rapidly spreading around the world, it tends not to take into
account the individual’s complexity and the diversity and variability of mankind.

Inclusive Design (ID). It develops especially in countries of British influence, and
poses no dogmatic design principles, but defines a real careful approach to human

4 Consider in this regard, the UNESCO Universal Declaration on Cultural Diversity (Paris, November
2, 2001).
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diversity, based on the idea that no criterion, principle or guideline can be absolute but
must always deal with the multiplicity of users, contexts and goals. Inclusive Design, in
fact, considering the wide range of skills, languages, cultures, genders, ages and all
other possible forms of differences among individuals, bases its approach on three
“dimensions”: to recognize the diversity and uniqueness of individuals, to consider the
inclusiveness of the tools and design methodologies, to evaluate the breadth of the
impact in terms of benefits.

Design for All (DfA). It aims to improve the quality of life of individuals through the
enhancement of their specificity and diversity: a holistic approach to processes and
methods of the environments, equipments and services project, accessible “in an
autonomous manner” from people with different needs and abilities. It does so mainly
through the design development process, which itself is inclusive, participatory and at
the same time effective educational, dissemination and social awareness tool, also
referred to the same principles of DfA, which was succinctly defined as the “design for
human diversity, social inclusion and equality” (EIDD, Stockholm declaration, 2004).

2 The Didactic Dimension of Design for Inclusion

Through new educational experiences included in university courses, aimed at
enhancing human diversity and multidisciplinary approach also in addressing simple
and seemingly mature project issues, it is possible to start a process of social inclusion,
starting from those who will be directly responsible of it in the decades to follow.

2.1 Culture, Behavior and Shared Social Conscience

The first step for inclusion, as complex as necessary, is what needs to be done on the
cultural and thus the behavioral level, considering the same “culture” primarily as a
cognitive structuring system of experience, individual and collective.

For this purpose it is important, indeed essential, to act on the sensitivity of indi-
viduals and their awareness that human diversity is a value and not a problem of
contemporary society.

Among them, the designers play a very central role in any planning process. But
they are not the only ones to hold this responsibility: it is equally important to involve
the largest possible number of active participants to the so-called “value chain” in this
action of “conscious awareness” referred to the positive usual meaning of human
diversity. This in the idea that to achieve truly “inclusive” projects are not sufficient
skill and experience of the designer and the project can not be reduced to simple
comparison between client, designer and experienced employees. The best design
solution can and must instead come from a widespread social consciousness of par-
ticipation, including through initiatives to promote “design process” and the dissemi-
nation of its results, involving in different ways other social, economic and particularly
political “decision makers”.
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2.2 Some Didactic Experiences

The training time is particularly significant and stimulating to increase the sensitivity of
young designers on the themes of human diversity and social inclusion.

In particular, in the Department of Architecture of the University of Chieti-Pescara
in recent years some educational experiences aimed at stimulating awareness of young
designers on the issues of human diversity and design for inclusion were carried out (in
particular concerning the Design for All approach). In particular, among the many
possible application areas in relation to which to conduct educational workshops,
recently were investigated the productive sectors of equipment and tools of preparation
and consumption of food (“Tutti a Tavola!”), and the domestic activities of gardening
(“Green for All”).

“Tutti a Tavola!”. Recently had a particularly successful a teaching project entitled
“Tutti a tavola!” (“The dinner is ready … for All!”). A group of about 70 students of
the fourth year of Architecture have addressed the issue of preparation and consuption
of food and drink products, through the design of equipment and tools that had to
respect the production constraint of being made of ceramic. The most interesting aspect
of the experience relates to the diffusion and dissemination of the initiative, which has
been able to directly involve different local stakeholders, including government
agencies, companies and craftsmen. In fact, a selection of twenty projects have been
developed to obtain ceramic prototypes (See Fig. 1). A series of public events orga-
nized during the various stages of implementation of the prototypes also allowed to
convey awareness on issues of DfA. Finally, the prototypes formed the basis of a
collection for a traveling exhibition which has also been presented in the course of
some events related to Expo Milano 2015 [1].

“Green for All”. A second educational experience, entitled “Green for All”, dealt with
the issue (in the rapid spread) of home gardening, considered both as a response to the
growing awareness of environmental issues, both as a therapy tool (orthicultural
therapy) and rehabilitation of specific psychopathology neurological through the care
and management of green (growing of flowers, vegetables and other plants). By
extending these benefits also to the categories of users not strictly related to disability,
and verifying the possible applications in relation to even unconventional contexts, the

Fig. 1. Some moments of the prototype production during public events
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design workshop urged the students to cope with the design for all issue related to
gardening, primarily domestic. With the production constraint of terracotta, the projects
were intended to encourage the cultivation of ornamental plants or household spices
even in unusual contexts of use (in the kitchen, in the bathroom, in the living room, but
also by bike, on the desk or on the bedside table, in the bedroom or in a clinic for long
stays). The comparison of the students even with specialists from different fields
(technical designer of gardens, etc.) has enabled them to verify the importance of
developing multidisciplinary teams (see Fig. 2).

3 Conclusions

The experiences synthetically reported in these pages highlight how the training time
can be particularly significant and stimulating to increase the sensitivity of young
designers on the themes of human diversity and social inclusion.

At the same time educational experiences described also demonstrate how the
approach of design for inclusion can be a useful tool to foster innovation, simply by
defining design concept referring to productive sectors already consolidated and
mature.
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Fig. 2. A design concepts from the didactic lab “Green for All”: “height adjustable pot”
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Abstract. The usability evaluation of published clinical guidelines (GL) on the
web is an important analytical tool. This evaluation helps to determine how
presentation affects GL use; it identifies the user’s needs and assesses whether
the user’s perceived success rate in finding an answer is reliable or not. Such
information is of great value since an inaccurate perceived success rate could
lead to potentially critical consequences. This paper explores literature focusing
on the usability evaluation of GL web-sites. We examine the evaluation goal,
criteria and methods that researchers considered in GL website evaluation. We
found that although many researchers have concentrated on the evaluation of
clinical decision support systems and their usability; a problem subsists. Eval-
uation of the usability of published GLs on the Web and the understanding of
the users’ interaction is in its infancy. Building GL websites is not substantially
different than building a highly functional website with high usability in general.
However, there are particular factors such as clinicians’ time constraints and
information overload that need to be considered in the design of a GL website
and its evaluation.

Keywords: Clinical guidelines � Guideline website � Evaluation � Usability

1 Introduction

Clinical guidelines (GLs) are widely used. According to the National Guidelines
Clearinghouse, more than 320 organizations have been involved in the development of
GLs by 2016, including CGLs authoring organizations, academic research groups, and
commercial publishers. There is no real length restriction for GLs and they are pro-
duced in a variety of digital and print formats. They can be as short as a single page or
as long as a booklet of more than 15 pages. Presenting the GL content in PDF format
reduces the chance of finding a relevant answer quickly [1]. To increase accessibility,
some GL authoring organizations publish their documents on the Web.

Studies on the accessibility of GLs have revealed that clinicians need to find
answers to their questions within 2 min [2]. It is therefore highly important that rele-
vant, accurate information is available as quickly and easily as possible and well within
this time limit. However, publishing GLs on the Web may not necessarily make them
easier to use, as a poor design can make a system difficult to learn and complicated to
use and leads to negative consequences [3]. Furthermore finding the right information
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in a GL and comparing GLs of interest can be challenging for users, especially as the
number of electronically available GLs increases. Therefore, a usability evaluation of
published GLs on the Web is necessary to investigate how presentation affects GL use.
In this paper we systematically reviewed the literature to summarize the existing
publications on usability evaluation of published GLs on the Web considering evalu-
ation criteria, metrics and evaluation methods.

2 Materials and Methods

To retrieve and extract data from relevant studies, we performed a systematic literature
review using PubMed and Google Scholar databases. The selection process is pre-
sented in Fig. 1. The last search was conducted in March 2017. In order to find more
relevant literature, we used a backward snowballing method. Note that our literature
search did not include clinical decision support system and their usability evaluation.
We employed a Thematic analysis method [4] to identify the evaluation themes pre-
sented in Table 1: (1) Usability, (2) Using iconic language, (3) Searching, and
(4) Patients guidelines.

3 Results

Fig. 1. Selection process of retrieved articles

Table 1. Identified articles, their evaluation criteria and methods

Ref. Evaluation goal/criteria Method

Theme 1: Usability

[5] Evaluation of GL presentation in XML, PDF,
and PDA

Evaluation of the satisfaction of GL general
users, GL developers and GL reviewers by
asking questions

[6] Evaluating website quality to identify factors
affecting health care workers’ adoption of GL
website: accuracy, completeness, readability,

Semi-structured interviews, the inter-views were
based on the PRECEDE (predisposing,

(continued)
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Table 1. (continued)

Ref. Evaluation goal/criteria Method

design, provided references, disclosures,
usability, findability, relevance

reinforcing, and enabling causes in educational
diagnosis and evaluation) model

[7] User experiences of GLs on mobile through the
concept of webflow: navigation, learning,
focused attention, challenges, orientation

Data from users (who installed the mobile app)
was collected through the online questionnaire

[8] How do GL features influence their use? Literature search

[9] Evaluation of acceptability and usefulness Initial online survey and a more de-tailed
follow-up feedback survey emailed to web users

[10] To assess the effect of differing GL
representation formats on the quality of nursing
care plans and on the experiences of nurses

Scenario-based and task completion. The GLs
were presented in two for-mats: PDF and web
based interactive. Participants were asked to
‘think-aloud’ during task completion and their
experiences were recorded, transcribed, and
analysed through a cognitive task analysis

[11] To fine tune the presentation of GL information Remote collection of both quantitative logging
data (browsing) and qualitative use (on user
preferences, information) and usability issues
from users of GL system

[12] Case studies on website look and feel Interviews

[13] Evaluate how the structure of GLs accompanied
with search function impacted finding the right
answer, GL usage and efficiency: response
accuracy, users’ satisfaction and performance

Presenting GLs to the participants (divided in
two groups) in two different ways. Survey
(questionnaire), scenario based task completion,
questionnaire to collect feedback on the GL
structure, ease of finding the answer, advantages
of the webpage, and their experience with search
functionality

[14,
15]

Testing multi-layered presentation format of GLs
on their developed prototype: findability,
usefulness, usability, understandability,
credibility, and desirability

User testing, semi structured interviews (on the
overall structure, layout, and components of the
format), applying a think-aloud method for
exploring important aspects of user experience

[16] Users’ interaction and performance: efficiency,
effectiveness, learnability, response accuracy,
number of mouse clicks and usage rate for search
functions, task completion time, users’ objective
and perception of task success rate, and learning
effect for inexperienced users

Five GL websites were evaluated and compared
using an eye-tracker, a preliminary survey, a
scenario-based task completion, and a
semi-structured interview

[17] Usability evaluation of five GL websites and
users’ feedback. Metric: perceived usability

A pretest survey, scenario-based task
completion, system usability scale
(SUS) questionnaire, observation, and
semi-structured interview

[18] To evaluate the efficacy, acceptability and
feasibility of using QR codes to facilitate ‘Just in
Time’ learning of GLs by measuring usage
statistics such as page views, unique page views
and average time spent on page

Website analytics and semi-structured interviews

[19] Comparing different methods of GL
dissemination: “health professionals’ perceived”
usability and practice behaviour change of
information and communication technologies

Systematic literature survey

(continued)
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Table 1. (continued)

Ref. Evaluation goal/criteria Method

[14,
20]

To investigate physicians’ preferences, perceived
usefulness and understanding of a new
multi-layered GL presentation format compared
to a standard format

View random clinical scenario and GL
recommendation in a multi-layered format or
standard format to physicians after which they
answered multiple-choice questions using
clickers

Theme 2: Using iconic language

[21] To assess VCM, if the language is easy to learn,
understand and use. Respondents’ document
length and question type were documented and
evaluated

Participants were asked to register VCM training
time, to indicate the meaning of VCM icons and
sentences, and to answer clinical questions
related to randomly generated drug
monograph-like documents, supplied in text or
VCM format. Compared the correctness of
responses and the response times obtained with
text and VCM and applied linear regression
analysis

[22] Usability study of an iconic user interface to ease
information retrieval of GLs, comparing a
Visualization of Concepts (VMC) with a
non-VCM inter-face: time taken, users’ ability,
and perceived usefulness

Scenario-based (two different scenarios for each
interface). The ability and time taken to select a
relevant re-source were recorded and compared.
A usability analysis was performed using SUS

[23] To evaluate VCM for the consultation of GLs:
response times, number of errors, response
accuracy, perceived usability

Comparison of response times, response
accuracy and the number of recorded errors
during task completion using VCM or a textual
interface. Users’ perceived usability was
evaluated with SUS

Theme 3: Searching

[24] Comparing concept-based and context-sensitive
GL search in free-text search retrieval
performance

Precision and recall of the designed search
engines

[25] Health information-seeking behaviour on the
Web: internet use and ascertaining challenges

Literature review on the topic area from 2006 to
2010

[26] Comparing user experiences and perceived
usability on two proto-types: search-based and
content-based recommendation ranking of GLs

A survey (pretest questionnaire), scenario-based
with given tasks, SUS and interview

[27] Information searching behaviour of medical
students, evaluated the effect of varying levels of
task difficulty on search behaviour according to
demographic variables. Querying details, search
results interaction details, querying versus
clicking behaviour and task completion time
were evaluated

Participants were attended in an inter-active
information retrieval experiment type
methodology that was used to study the
interactive searching behaviour with structured
observation

Theme 4: Patients guidelines

[28] To assess their Portal’s functionality,
effectiveness and identify any usability problems
from perspective of the patients: the quality of
the provided information, whether the
information they accessed had helped in any
decisions they had to make, and the preferred
search options

Two focus groups reviewed the usefulness of the
Portal, 6 women participated in the pilot
usability evaluation, and 13 women participated
in the onsite usability evaluation

[29] User test of a patient version of a SIGN GLs Using a think-aloud protocol method, all
sessions were recorded and transcribed
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4 Discussion and Conclusion

According to the results, no gold standard has been considered in the GL website
evaluations. We identified that measuring efficiency was the most used criteria in GL
evaluation including task completion time, time spent and number of made errors. The
second most popular evaluative criteria was perceived usefulness by applying SUS
method, followed by presentation format. The number of evaluations focusing on
usability and usefulness, however reviewing the articles revealed that it is not clear how
they evaluated them. It is necessary for researchers clearly report how they evaluate and
measure usefulness and usability. Although searching function is one of the important
factors in findability of information on a GL website, not much attention has been paid
to it. GL websites should not only be assessed by ease of use, presentation format,
layout, and supported digital features with intuitive and simplified navigation, but also
it is necessary that efficient search and the format of search results presentation are
evaluated. As clinicians’ time constraints and information overload are two factors in
GLs adoption, evaluation of the search function and its retrieval performance in effi-
ciently identifying relevant GLs is needed (i.e. a trained search function for clinical
terms, especially for synonyms, acronyms, and abbreviations).
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Abstract. The purpose of this study is to examine the relationships between
four dimensions of user perceived interactivity: user control, responsiveness,
connectedness, social interaction and consumers’ perceived imagination com-
posed of reproductive and creative in web interaction environment, finally
determining the level of overall satisfaction with ACG website engagements.
The process of research aimed at developing a rigorous empirical measurement
scale for attitudes toward social media that specifically applies to ACG websites,
as suggested by expert interviews. Items covering engagement, satisfaction, and
imagination were identified through literature review and expert interviews.
Following the suggestion of Churchill (1979), Sethi and King (1994), and rel-
evant literature on scale development, this research followed the process of
building the initial pool, interviewing the experts, purifying the items, and
assessing the reliability and validity through a pilot test and the formal survey.
The final model delete “user control” and retain other three dimensions, “re-
sponsiveness”, “connectedness”, “social interaction” for the construct of per-
ceived interactivity. And the measure scale consisted of 4 items for social
interaction, 4 items for responsiveness, 4 items for connectedness, 5 items for
engagement, 4 for satisfaction, and 6 for imagination dimensions, respectively.
A four-phase method was performed and confirmatory factor analysis was
verified.

Keywords: Web interactivity � Perceived interactivity � Imagination

1 Introductory

Social media have managed to bring participants together from all over the world who
get in touch online and communicate virtually with each other even if they have never
met. Participants provide information on their lives and their selves of their own free
will and consent (van Dijck 2013) illustrate the tremendous capabilities existing in
social media for connecting and bringing people together, sharing experiences, ideas,
information and their lives in general.

Enthusiastic users of ACG (Animation, Comic, Games) have three characteristics
arising from their unique behavioral principles described by Kitabayashi (2004):
(1) strong orientation toward forming a community, (2) extending their influence with
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the use of IT, (3) actively creating fan fictions. They are socially inept although but
enjoy socializing with others via the Internet (Niu et al. 2012).

One of the advantages of Internet is its potential for interactivity (Kim 2011). Many
studies concluded that human creativity may be influenced by the interaction between
personal and environmental variables (Shalley et al. 2004). Novel applications of
website interactivity are important to attract and retain online users.

Researchers distinguished the features of social media: some sites like Facebook is
for the general masses. Other sites, like LinkedIn, are more focused professional net-
works. Media sharing sites, such as MySpace, YouTube, and Flickr, concentrate on
shared videos and photos. Registered users can rate (like/dislike), upload videos,
comment on and share them. This phenomenon has given a greater degree of control to
social media users in creating and manipulating content not only creating a sense of
community (Kietzmann et al. 2011).

And after a slow start in the late 2000s, 2channel, CGSOCIETY, pixiv, ACG
artifact work sharing platform have become very popular to artists, because they are
easy to create and to maintain. A great deal needs to be learned about why and how
users participate and consume information on various online sites.

Exceptional artists and scientists believe that imagination has a profound impact on
their creations (Dewey 1910; Trotman 2006). Imagination is different from creativity,
but it can be perceived as the vehicle of active creativity (Gaut 2003). Crucial to
understanding the future of social media is studying the characteristics that make these
sites appealing to people.

This study try to address the factors of ACG website interactivity that influence
users’ imagination of creativity, and whether the websites engagements and satisfactory
would be the mediated factors or not.

2 Literature Review

2.1 Perceived Interactivity

Effective communication with customers is the key to successful business. One of the
most important factors for effective communication is known as interactivity. Although
the worldwide interconnection of individual networks operated by government,
industry, academy and private parties defines the Internet, user communicate online is
mediated through the web, using a graphical display without any face-to-face inter-
action with others. Interactivity is therefore the central to these emerging computer
mediated environments.

Cyr et al. (2009) argued that there is no well-established scope and definition for
“interactivity” (Johnson et al. 2006; Lee 2005), although the concept is regarded as
crucial to successful online marketing (Lee 2005).

This article adopted Srinivasan et al. (2002, p. 42) operationalize interactivity “as
the availability and effectiveness of customer support tools on a website, and the degree
to which two-way communication with customers is facilitated”. Perceived Interac-
tivity will be the individual variable of this research.
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Lee identified (1) user control, (2) responsiveness, (3) personalization, and
(4) connectedness as important components to interactivity in a mobile commerce
setting. Other than these three core constructs, Abdullah and Kamal (2016) pointed out
that sociability is a newly emerging component of interactivity. It represents the site’s
capability to allow users to connect with other people through chat rooms, blogs and
social networking tools (Macias 2003).

2.2 Engagement of Social Media

As the usage of information and communication technologies, and most notably social
media, has become increasingly widespread, this has also become a research setting in
which consumer engagement in particular has become increasingly discussed.

Social media represents a platform that is filled with expressions of social inter-
action based on activities explicated in this virtual space. Therefore, internet users who
participate in social media have been understood to be socially engaged.

Engagement may be viewed as an individual’s interaction with media. Hollebeek
(2011) viewed engagement as a multidimensional concept that comprises not only
behavioral but also cognitive, and emotional aspects. This study adopts Achterberg
et al. (2003) defined engagement as an adequate response to social stimuli resulting in
participation in social activities and interaction with others. The concept of consumer
engagement has been argued to be based on an interactive relationship between con-
sumers, a focal object and the resulting perceived value experience of this interaction
(Brodie et al. 2013; Khan 2017). The engagement measured by Khan (2017), builds
upon the motives, but also perceives their relationship with user participation in the
form of liking, disliking, commenting, uploading, and sharing, and consumption in the
form of content reading and viewing.

Engagement will be the mediated variable of the research model, and we will also
measure the direct influence by the perceived interactivity.

2.3 Satisfaction

Satisfaction is a post-consumption evaluation based on the comparison between
expected value in the pre-consumption stage and perceived post-consumption value
after the purchase or after the use of services or products (Oliver 1981; Ravald and
Grönroos 1996). Yoo et al. (2010) attempted to extend the relationship between per-
ceived value and satisfaction to an e-commerce context. They examine the relationships
between three dimensions of interactivity and consumers’ perceived value composed of
utilitarian and hedonic values on e-shopping, finally determining the level of overall
satisfaction on using interactivity features in e-tailing service.

Satisfaction will be the mediated variable between engagement and imagination of
the research model, and we will also find the direct influence by the perceived
interactivity.
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2.4 Imagination

Imagination enables people to go beyond actual experience and construct alternative
possibilities in which a fragmented situation becomes a meaningful whole (Passmore
1985). Imagination is conceptually most-closely related to creativity, generativity,
divergent thinking, narrative production, and theory of mind (Crespi et al. 2016). It is
one of the most important cognitive capacities, and thus can be perceived as the vehicle
of active creativity (Gaut 2003; Heath 2008).

Many scholars have indicated that the activities of human imagination can be
classified into two different categories: reproductive imagination and creative imagi-
nation (e.g., Betts 1916; Colello 2007).

Reproductive imagination is characterized by the capability to reproduce mental
images described by others or images from less accurate recollections of reality. This
type of imagination is comprised of four characteristics, namely crystallization,
dialectics, effectiveness and transformation (Liang et al. 2012). In contrast, creative
imagination emphasizes the attributes of initiation and originality. This type of imag-
ination is composed of six characteristics, namely exploration, concentration, intuition,
novelty, productivity and sensibility (Liang et al. 2012).

3 Methodology

Based on the prior literature, a model was proposed and structural equation modeling
was conducted using Amos to evaluate the fit of the research model. Structural equation
modeling is appropriate for this study, because the proposed relationships can be
analyzed simultaneously for their associations.

We used a systematic four-phase process involving a variety of methods to develop
and validate the measurement of engagement, satisfaction, imagination, with perceived
interactivity in the web environment. This four-phase process is developed based on
Churchill (1979) and Sethi and King (1994).

(1) In the first phase, conceptual development and initial item generation, tentative
measures were either borrowed or developed from the existing literature.

(2) In the second phase, conceptual refinement and item modification, a list of defined
constructs and measures was submitted to a panel of four senior ACG artists, who
were recognized as authorities on the subject of ACG graphic and cosplay. We
requested the panel members to assign each measure to the construct they
believed was appropriate and note whether they thought the construct could be
represented by any other measures.

(3) The third phase, survey data collection, 98 university students of sub-cultural
group reviewed a preliminary version of the instrument for precision and clear-
ness. Widely applied in numerous fields of knowledge, SEM is a multivariate,
statistical technique largely employed for studying relationships between latent
variables (or constructs) and observed variables that constitute a model.

(4) In the final phase, data analysis and measurement validation. A pretest was
conducted among 121 consumers. During all the stages, the questionnaire was
progressively refined, simplified and shortened.
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4 Measurement Development Process

(1) In the first phase, conceptual development and initial item generation, tentative
measures were either borrowed or developed from the existing literature.

(2) The framework and initial pool of 72 measures resulted from Phase 1 were refined
and modified through a sorting procedure and two pilot tests. The sorting pro-
cedure was used to qualitatively assess the face validity and the construct validity
of the initial items. Four senior ACG enthusiasts with an average of eight years of
art creative work experience participated in the sorting procedure. Overall, 54
measures were retained after the sorting procedure.

To further validate the relevance, coverage, and clarity of the measurement
items, we conducted two pilot tests. The first pilot test was conducted through
one-hour individual interviews with four senior ACG enthusiasts and two IS
researchers. In the interview, the participant first filled out a questionnaire
regarding the importance and relevance of each item to the creative art sharing
website. They were then asked to identify items that appeared to be inappropriate
or irrelevant to the creative art sharing website also made suggestions for
improving the relevance, coverage, understandability, and clarity of the items.
Five items were dropped based on the results of the pilot test. Two items were
combined into a single item because of their similarity.

(3) After refining the items, we created an online survey questionnaire using the
remaining 48 items. To reveal any potential problems or issues with web-based
online survey, a second pilot test was conducted with 98 students form the
sub-culture of Japan anima/comic groups who had an average above four plat-
forms experiences in art creative sharing work on the website.

(4) Confirmatory factor analysis with structural equation model was used to test the
measures that were resulted from the plot test.
A. The construct of Imagination: The data indicates that 6 observed variables

retained whose factor loading were above 0.7, C.R. = 0.947 were above 0.7
(suggested by Hair 1998), AVE = 0.750 were above 0.5 (suggested by For-
nell and Larcker 1981), and three items, IMA 2, 3, 8, were delete after
confirmatory factor analysis.

B. The construct of Satisfaction: The data indicates that GFI = 0.986 ≧ 0.9,
AGFI = 0.932 ≧ 0.9, rmsea = 0.066 < 0.08, 3 observed variables factor
loading were above 0.7 only one was lower, and whose C.R. = 0.881 were
above 0.7, AVE = 0.653 were above 0.5, all retained after confirmatory factor
analysis.

C. The construct of Engagement: There were 15 observed variables in the origin,
after CFA only retain EGA 2, 3, 4, 5, 12 whose factor loading were above 0.7,
C.R. = 0.907 were above 0.7, AVE = 0.666 were above 0.5, GFI = 0.995
≧ 0.9, AGFI = 0.985 ≧ 0.9, rmsea = 0.000 � 0.08.

D. The construct of User control: There were 4 observed variables in the origin,
but the model fit were not proper even we delete anyone after CFA. Con-
sidered the indexes were not proper or significant, this study gives up to retain
this construct.
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E. The construct of Connectedness: As we delete 2 variables after CFA, then
GFI = 0.989 ≧ 0.9, AGFI = 0.943 ≧ 0.9, normed chi-square = 1.068, C.
R. = 0.868 were above 0.7, AVE = 0.622 were above 0.5, even there were 6
observed variables in the origin.

F. The construct of Responsiveness: The data indicates that GFI = 0.981 ≧ 0.9,
AGFI = 0.905 ≧ 0.9, normed chi-square = 1.879, 4 observed variables factor
loading were above 0.7 only one was lower, and whose C.R. = 0.899 were
above 0.7, AVE = 0.695 were above 0.5, all retained after confirmatory factor
analysis.

G. The construct of Social Interaction: As we delete 2 variables after CFA, then
GFI = 0.988 ≧ 0.9, AGFI = 0.942 ≧ 0.9, C.R. = 0.853 were above 0.7,
AVE = 0.597 were above 0.5, even there were 6 observed variables in the
origin.

5 Results

The final model consisted of 6 items for Imagination, 4 for satisfaction, and 5 for
engagement, 3 dimensions for perceived interactivity, 4 for connectedness, 4 for
responsiveness, 4 for social interaction dimensions, respectively. All the observed
variables See Table 1.

Table 1. The final questionnaire

Constructs Items Observed variables

Imagination IMA1 I am curios to explore the new stuffs or things I might not
know, after use this website

IMA4 I can express an abstract concept instead with concrete image,
after use this website

IMA5 I can reproduce my original idea into new one, after use this
website

IMA6 I produce unique ideas or improve my original idea into new
one usually, after use this website

IMA7 I inspired lots of thinking or ideas, after use this website
IMA9 I inspired lots of thinking or ideas, after use this website

Satisfaction SAT1 I was satisfying of the online creative sharing experience
overall on this website

SAT2 I was satisfying for the effective service of the online creative
sharing experience overall on this website

SAT3 I was satisfying for the information searching of the online
creative sharing experience overall on this website

SAT4 I was pleasant of the online creative sharing experience overall
on this website

(continued)
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Abstract. This study attempts to articulate the taxonomy of contemporary
participatory user terms and interactions in participatory design (PD) and HCI
research and practice. This research has redeveloped definitions of users based
on four levels of users’ engagement and social interaction with the artifact
(system or design or product or service) – ranging from passive spectators
toward active co-creators. This proposed Participatory Co-creator Users Con-
tinuum model can be used to support a social context for designing mediated
environments with the aim of enhancing participation and social interaction
within urban public spaces, where the user is a co-creator involved in mean-
ingful social interaction with others and the world.

Keywords: Third-wave HCI � Urban HCI � Co-design � Participatory design �
Social interaction � Hybrid social space � Public space � Shared encounter �
Co-creation � Co-creator � Participatory social interaction � Smart city

1 Introduction

Participation and social interaction for designing a mediated environment within public
spaces have been engaged with a popular topic of the study in participatory design
(PD) and HCI [1–4]. Traditionally, designers and researchers have treated users as
passive spectators. The emergence of Co-design; co-creation in PD [5] and Urban HCI
[6] with regard to Third-wave HCI [7] has resulted in the user becoming an integral part
of the design process. There is also evidence that the use of new communications HCI
technology can increase and enhance social interaction such as social media platforms;
wikis, Facebook, Twitter, YouTube and Google Docs. Users play an important role of
active participation and social interaction in challenges and opportunities for creative
innovation. It denotes a paradigm shift from man-machine to socially engaged [8],
phenomenologically situated as the Third-paradigm HCI [9]. However, there has been
in PD and HCI research and practice numerous broad terms to describe users such as
stakeholder, citizen, audience, visitor, actor, user, consumer, customer, people, human,
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spectator, observer, participant and co-creator. Of course when the designer and
researcher use the term in different contexts in relation to their research objectives by
their definitions. However it is a problematic to identify what is the factor of trans-
forming the mode of interaction, for instance, from passive spectator to active partic-
ipant, potentially to co-creator, questions raised whether a system or human factor or
social-cultural norm affected or not. We thus propose a new taxonomy of Participatory
Co-creator Users Continuum model to better understanding of how people use and
interact with the artifact (system or design or product or service) within public spaces,
and the aim for facilitating active participation and social interaction through the
artifact is to support mediated environments where situated action and meaning-making
is valuable in smart city contexts.

2 Participatory Social Interaction by Rule

Social interaction is a set of rules by which people act and react to those around us. [10,
11] Goffman introduced three-layer model of such interaction (occasion, situation and
encounter) by observation of human behavior in public spaces [10], the “occasion” is
the boarder social construct that defines how we know or should know how to act: for
instance, where people gathered, a social-cultural norm operating at a funeral which
determined that people behave quietly, whereas, at a concert, participants are allowed
to scream. People behave at different “occasions” through learned behavior from
previous experience or observation. The environment or society shapes people how to
act differently based on social-cultural norms.

The “situation” is the manifestation of the “occasion” and is an environment of
potential communication between people. For example, a situation determines how one
would talk, react, position oneself in relation to others. A concert is a situation where
participants would speak more loudly than normal in order to communicate with a
friend nearby. This would be an accepted form of communication because the occasion
of the concert created a situation where loud music determined the nature of how
people encountered each other.

An “encounter” is the very essential part of social interaction. When two or more
people gather and a shared object exits, Goffman argues that such an “encounter”
constitutes the norms that shape the interaction [10].

Ludvigsen expanded the user into four different social engagement levels (dis-
tributed attention, shared focus, dialogue and collective action) [11] based on the
concepts of “occasions”, “situations” and “encounters” for public spaces. [10] By
considering the impact of HCI technology has on social interactive process such as a
dialogue between users and collective experience rather than focus on individuals’
experience. Ludvigsen suggests that “dialogue” does not occur in digitally generated
environments, basing his argument on online games such as Counter Striker or World
of Warcraft. [11] Thus, while his projects utilize HCI technology, they are based in
physical spaces such as a library iFloor (2005) [11], where encounters are determined
by the rules of the situation, the conventions that are adopted by participants. Dialogue
that occurs in an encounter is traditionally understood as a form of actual face to face
engagement: in the library, for example, the HCI interface and the media objects aim to
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encourage dialogue between users determined by the situation of a library, where one
looks for books. However, the nature of a social encounter and the dialogue that occurs
need not be limited to face to face encounters.

Contemporary Urban HCI technologies are transforming a public space into a
social space in unprecedented ways. In fact, the prevalence of HCI is transforming our
traditional understanding of the social/economic/cultural/political boundaries of a given
space. [12, 13] Ubiquitous computing [14], pervasive computing [15], ambient intel-
ligence [16] and the recent concept of “pervasive connected devices” or “smart devi-
ces” often referred to as the internet of Things (IoT) [17]: these have all contributed to
arguments for an “anywhere” space [18], a hybrid social space that is transforming the
political, social and cultural.

When designers use contemporary HCI projects to transform urban environments
into smart cities, they are actively trying to include citizens in the decision-making that
is vital to solve social-cultural problems in contemporary society. [19] Urban HCI can
be used to promote engagement of users in the public space. However, designing for
participation within public space is not an easy task: it needs to address how HCI
technologies (and their use as forms of social interaction) are transforming these public
spaces and modes of social interaction. In other words, how do designers account for
contemporary configurations of social spaces and for new modes of social interaction
within them?

3 Proposed Participatory Co-creator Users Continuum
Model

We first attempted to redefine certain existing terms such as spectator, user, participant
and co-creator, within a potential context of urban public spaces into a hybrid social
space facilitated by Urban HCI technology. We then focused on redeveloping the terms
(spectator, user, participant and co-creator), utilizing a four-part continuum model of
participatory engagement. Following Goffman’s three-layer model (occasion, situation
and encounter) when the user use or interact with the artifact in urban public spaces.
The purpose of redefining these terms is to analyse in detail, the different happenings or
“situations” that arise when users interact or “encounters” with others. It also redefines
how these different “encounters” or experiences interact with each other. Therefore we
propose a new taxonomy of Participatory Co-creator Users Continuum model to
describe what types of interaction and engagement can be summarized as the following
(Table 1).

The Participatory Co-creator Users Continuum model combines the four key terms
above as clear descriptions of human behaviour and interaction in relation to the artifact
within urban public spaces. In contemporary urban life users use smart devices, typing
on small keyboards on screens to search for information or to message others in every
moment of their lives – this phenomenon is called contemporary “participatory cul-
ture.” [13] Here user’s risk remaining passive spectators, lost in the world of their
devices and unengaged to the world around them. [20] Our definition of “spectator” is
based on this observation of human behavior not only include the passive spectator but
also the potential spectator inspired by the concept of flâneurs to redevelop the term
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spectators as digital flâneurs, the contemporary version of the flâneur who walks the
city streets while seeking new experiences. [21, 22] That results from design faults
which rend the user as proverbial slaves to their machines, subject to external forces
such as consumerism and politics. [23] This digital flâneur has the potential with the
use of their own digital technology for active users/participants engagement becoming
socially engaged co-creators able to influence other spectators/users/participants within
hybrid social spaces (Fig. 1).

This Participatory Co-creator Users Continuum model recognizes that it is not just
the designer-to-user relationship that is paramount to Urban HCI networked design
objects; artifacts, rather it is the user-to-user relationship that is more prominent and
that the designer acts more as a facilitator of this relationship with the Third-wave HCI.
Based on Ludvigsen’s model of social interaction levels [11], the Participatory

Table 1. Participatory co-creator users continuum model

Re-developed
term

Description Similar term Mode level

Spectator(s) • People watch or observer the
situation such as faced the artifact
(system or design or product or
service) or individual or group of
people

Stakeholder,
public, observer,
audience, visitor

Passive or
potential
spectator

User(s) • People use the artifact for what
designed for such as one’s needs
and requirements such as fixing,
feeling pleasure and enjoyment
and communicating

• People find out problem-solving
when they getting used to use the
artifact

Consumer,
customer, player

User

Participant(s) • People use the artifact actively to
find out what functions are useful
for themselves and what can do
with the artifact to understand
better solutions

• People attempt to distribute new
knowledge of the better solutions
through sharing their experiences
and ideas by communicating with
others such as wikis, blogs, social
media or actual face-to-face
communication

Participant, actor,
prosumer

Active
participation
or interaction

Co-creator(s) • People use the artifact together
with others to reach a shared goal
and co-creation by collaborate,
cooperate and collective
interaction

Co-designer,
co-worker,
co-participant

Socially
engaged
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Co-creator Users Continuum model recognizes that “users” progress through a con-
tinuum of engagement starting out first as “spectators”, moving second to “users”, then
third as “participants” and finally fourth becoming “co-creators”. In this model users
will then ultimately engage other spectators and thus a closed loop of participatory
engagement is formed. This continuum of engagement can be facilitated as a new
social design framework that can harness design objects as a means toward partici-
patory social interaction.

4 Conclusions and Further Research

In this approach, the transformation from being passive spectators to being active
co-creators is initiated by the decision-making made to participate. This transformation
can be made either by the human factor, for instance, actual face to face conversation or
other interactions observed by spectator, or the influence of the artifact. We concerned
with both the participant influenced by the human factor or the interactive system of the
artifact used by users as the transformation factor starts with either of these elements.

This cycle of transformation eventually creates a feedback loop to spectators in
public spaces that can influence other potential spectators to become users, then
become participants. When spectators becomes participants, they acknowledge a
shared goal and analyze themselves in order to determine what the co-creation value
should be and what are the participants’ needs rather than relying on manufactures to

Fig. 1. Participatory co-creator users continuum model as a new social design framework.
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act as agents. The last level of co-creators occurs when participants engage together
towards a shared goal overlapped not only with each other’s goals but also with the
goal of the collective or gathering-at-large. The important thing is the decision-making
process that can be manipulated by PD and Urban HCI designers.

The limitation of this approach is that how designers and researchers to identify
what factors of social interaction are valuable and useful for the user within the
complexity of social contexts of urban public spaces, and what decision-making pro-
cess should be designed to facilitate the user for the real world. Further research can be
extended in the implication of how creative projects can be designed for enhancing
participatory social interaction using the conceptual framework of this proposed Par-
ticipatory Co-creator Users Continuum model.
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Abstract. In this paper, we will show the importance of understanding game
design concepts when creating a game level. In this case, we are using the
creation of a game level that has being made as a final project of an under-
graduate student, to show the results of this paper. We used three methodologies
to help them in this process, coming from these sources: the paper “It’s Only a
Game”, the book “The Art of Game Design: A Book of Lenses”, and the paper
called “MDA: A Formal Approach to Game Design and Game Research”.

Keywords: Game design � Game level � MDA

1 Introduction

The system implemented at the design course for undergraduate students of our uni-
versity starts with students having multiple classes with a great variety in ideas and
approaches with the intention of acquiring knowledge as broad as possible in regard to
overall design. After two semesters of introduction, all students move into a more
general group of mandatory classes alongside the important part of the course which is
the work on projects, where the students start to focus more on practical activities than
on learning theories.

The projects are designed to give an introduction of basic concepts and theory
behind them and quickly moving into making the student learn and work with the tools
used in the market like Autodesk 3Ds Max, Autodesk Motion Builder, Mudbox, Unreal
Engine 4 and others and then moving on to actual designing and creating their own
projects.

Taking this approach allows the students to become good at learning how to model
and texture in those programs, how to operate between them in the required workflow
and learn how to work in groups of usually two to four people, and the dynamics
behind it.

The consequences behind this is that, even though some of the results became
really good projects, some of them were not of great quality or were even left unfin-
ished. So we looked at the reasons behind it, and most of the times, it was the lack of a
better knowledge in the theory behind the process of designing and creating a project,
which didn’t allow the student to execute the project from scratch. One of the problems
the students would encounter was getting stuck in some area and not knowing how to
proceed accordantly. Another was not taking into account how other areas of the
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project could influence the decision on its overall design, creating problems late in
development that could not be solved easily. The final result was a project which,
although not a failure, would not offer the target audience the emotional experience that
we were looking for.

The conclusion was that we had great students that knew how to properly use the
tools available to them and, eventually when working as a professional, they would be
able to follow orders to achieve whatever was asked from them. However, when asked
to design projects and ideas, the lack of theory and knowledge in other areas such as,
cinematography, communication, creative writing, visual arts, among others, have
caused problems to some students. Although we know that it is hard for the under-
graduate student to master all these elements, the challenge is to make them understand,
because the lack of understanding on how they all work together and influence each
other was the problem to be solved to create an emotional experience for the player.

That’s the main issue we had with undergraduate students, we still want them to
learn how to work on the required tools and the process of how to work in group, but,
most important, we needed them to be able to design ideas and projects of their own.
To reach the goals proposed in this paper, we needed the students to know how to make
proper decisions in the process of developing a game asset while taking into account
how all those different areas influence the design and execution of the project. To do
this, we looked into theories that we could apply to improve our projects, and the result
was an adaptation of different methodologies.

This adaptation was then first applied into a student under graduation final project.
The result of this project is being presented and used as an example of this paper and
the main reference of a project for future undergraduate students.

2 Methodology

We began our process looking first at MDA: A Formal Approach to Game Design and
Game Research [1]. We used this methodology to clarify and reinforce the interactive
process of developers, making it easier to decompose the study and design behind
games in general by showing the difference in views between the players and devel-
opers and how important is the relationship of both, since one change in either side will
influence the way the other sees things and affect the overall design of the game. It uses
three categories to demonstrate this relationship: Mechanics, Dynamics and Aesthetics,
the former being what developers see more clearly and the latter being what the player
experience in the game. We can also look at this process through what is referred to as
lens. These will give us insights and questions to be answered necessarily in all these
areas when designing a game.

So to help us out with this part of the process we used the book The Art of Game
Design: a Book of Lenses [2]. The idea behind it was to not only give a checklist of
questions that the students should mark, but to improve the “quality” of the questioning
made by the students during the development cycle. So instead of keep wondering why
something “feels” off, or “doesn’t look right” and in the end, going around in circles
and taking actions that end up being based on feelings, now they have a clear direction
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on how and with what to question their work, when trying to solve a problem and to
proceed properly.

Alongside the idea of looking through lens, the author also decomposes the game
design further than what we’ve seen before in MDA by separating it in four categories:
Mechanics, Technology, Story and Aesthetics. The interaction process between the
player and developer is still the same as MDA, but this further breaking down of
elements made it easier to visualize things for the undergraduate students. After
working with these four elements, we decided that it would be more helpful to add
another element that the author called “Theme”. This helps the assets being created to
be something important because it gives the student a centralized element to their work,
since now every choice made must reinforce the main theme of the game and conse-
quently that affects every element being designed in the project.

The importance here was to show to the undergraduate student, when designing a
game, that all the elements do not sustain by themselves; they are always being
influenced by others and the coherence between all of them is one element that dis-
tinguishes a great design from a bad one.

We found out that only these two mixed together wasn’t enough. We had a clear
way on how to decompose the student’s projects and a clear way to question it and
have supportive content for the students to look out for, but we still did not have a clear
process of workflow to fit in our schedule, to help out the students to organize during a
semester.

In order to solve this issue, we took Jim Wallman’s article It’s Only A Game [3] as
a reference for a design cycle with the Formal Loop idea from Jesse Schell [2] so that
we could implement it in our process to give the students a pipeline of production. The
basic idea of this pipeline was to create a process and loops inside of it, the basic guide
line of it worked like this:

• Decide objectives and problems
• Brainstorm it
• Define one idea
• Examine the idea with design elements
• Test the design
• Prototype the idea if approved
• Get feedback and restart the cycle

Using this we gave to the students a cycle of progression while creating feedbacks
necessary at each step made, enabling the possibility of showing to the student the
results of their own decision, no matter good or bad [3]. This will also allow the process
to become dynamic and give the students time to go back and forth to adapt the design
choices. This process gives a better support for the choices made by the student
mitigating the risk of problems during late progress in the development cycle.

With these ideas mixed together and adapted to your university system, we expect
to improve the environment of our classes and increase the chances of a good project
being designed and executed by our students.
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3 The Project

3.1 Idea Behind the Project

The focus of this project has always been to learn the process behind designing a brand
new 3D game level, and the purpose of doing that was to leave it as a reference for
future undergraduate students who are considering going into the game industry and
want to learn from it. We have learned and documented as much knowledge and theory
as possible regarding game design in order to develop this project.

To be able to do so, we knew we would need to theorize a brand new game,
inspired by others, sure, and also use it to restrain and set limitations to the level in 3D
for the game we were actually creating inside Unreal Engine 4 so that the final product
could be a good emotional and fun experience to the players.

3.2 The Project Itself

When this project was at its beginning, the ideas and concepts behind the methodology
weren’t fully integrated with the entire process. It was something that was incorporated
and learned throughout the entire project, which explains why we had so much going
back and forth in relation to the idea, and also multiple versions of it until coming up
with one to move forward.

In the beginning there were two clear ideas, the first one was the creation of a
dungeon for a MMORPG inspired in the likes of World of Warcraft and Final Fan-
tasy XIV. At first this idea came up simply because it was “an amazing idea” or it would
“look amazing in Unreal Engine 4” and other very/simple motives. When actually trying
to apply the methodology to that idea, it became clear that this project would require a
really high complex study behind story, visual and audio design that would influence
directly upon the layout and design of the dungeon while also having to take in account
the mechanics. In the end, this idea was too complex to be carried out by one person in a
period of 4–5 months, at least in the way we were proposing to do it made.

The second idea was the creation of an alternative level for a game called Rocket
League. With that idea however, one problems came up: the game was created and is
supported by Unreal Engine in version 3. It’s outdated since version 4 was released
with a complete rewrite with major updates. Since we want our students to use the
latest technologies, there were no reason to go back to an old version. Despite this
problem, there were still good arguments in favor of that idea as it is a not complex
situation story-wise. Another is that the level itself isn’t as big as an entire dungeon, the
aesthetics behind it is also less problematic because of the natural less complex situ-
ation. All of that would make it easier to see and apply the methodology.

So, the first cycle of this idea was an adaptation for a new sport mode which
became a beach arena with volley as its game, with a location inspired by the volley
arena on the beach of Rio de Janeiro but replacing the players by cars. Here we had the
pillars of the methodology, technology would always be Unreal Engine 4 and dictated
by that, there would be a simple story behind it, the aesthetics would be more towards a
cartoon with reality tendencies, and the mechanics would be set by the rules of volley
itself and adapted as feedback given.
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We designed the layout of this arena in 2D and went after some feedback and the
results were mixed about the idea. But the overall feelings were that it was a gimmick
experience for them and with little interest from people to play volley since it’s not a
popular sport like soccer is, and also that it was still too much like Rocket League as a
game and not just an inspiration from it.

So we took the idea back to the drawing board and started to work on it again. And
then, we changed it to being undersea, with the possibility to go above sea-level
walking through the walls of the arena, which would create a very dynamic level
design. This idea was quickly discarded for the risk of not being able to accomplish it
in the Unreal Engine 4 for hardware limitation and because the studio of Rocket
League announced a similar map was being worked on for the game itself. In the
meantime, the sport as a mechanic idea was becoming more of a problem than a
solution to our design of an arena level. Most of the times we were put in a situation
where soccer would be the only fun experience according to the feedback we were
receiving. If we followed that idea, we would just be a recreation of Rocket League in
Unreal Engine 4 or could even be interpreted as a pure copy of the game, but with a
different aesthetics and with lower budget. So we had to change the fundamentals of
our game’s the mechanics of our game so that it would create different possibilities to
design our assets for the game.

We remembered an alternative game mode from Monster Truck Madness 2. It
created a small arena for the players to fight to maintain themselves on the platform
centralized in the level which had a ramp and the idea was to survive the longest time
on top of it, while trying to push other players away from the platform. The player with
highest score would win.

Now we had the aesthetics of an arena from Rocket League with the extra platform
added as a mechanic alongside the game mode rules into the things we should account
for when creating the assets required for the level. And here is where we realized that
the theme had to play a higher role in the project. To centralized the ideas, we had to set
in stone that everything from now on had to reinforce the simple theme of “King of The
Hill”, which was the fight between the players to maintain themselves in the highest
position possible during the game.

Now we needed to answer a simple question “What’s the best location that will
help to increase the experience of the game while reinforcing the now main theme of
King of The Hill?”

A beach didn’t make sense, a random place in the jungle was kind of pointless and
had no purpose in increasing the experience of the player. That’s when the story played
a role in the creation of the level. After going back and forth with questioning and
receiving feedback, we came across the idea of why not make the match between the
players some sort of a television event that people are watching inside the game
universe?

Now we had decided on all the parameters proposed by [2], as follow:

• Mechanics: Destroy and push people away from the platform using cars in the
arena.

• Technology: Unreal Engine 4 would be the limitation of how far we could go.
• Story: The match was a TV show for the universe created.
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• Aesthetics: Tendencies close to reality but with a cartoon touch.
• Theme: Fight for the King of the Hill Title.

Once the parameters for our game level were established, we began to brainstorm the
new place we would create. So for a television show, it was decided that the best was
an isolated place, with viability for cameras and lights everywhere. We didn’t want
public around the location, given the limitation that this would create upon Unreal
Engine 4, taking resources from other places just to have a public, didn’t seem worth it.
And because the idea was of an exclusive television show, we decided not to have
public.

The first idea agreed upon was a game level of an isolated island where you could
see silhouette of mountains and cities in the far background and the vast ocean, with
cameras around the arena and huge posts of lights source to give the fight more of a
spectacular show vibe. It would be a small island, but with heights so players could see
the ocean, and in it there was the arena similar to the basic one from Rocket League,
but instead of having goals on both sides, it would just be a platform in the middle of it,
and spread around the maps, there would be boosters you could gather, just like in
Rocket League, to give you a boost in speed making it easier to push/destroy enemy
players off the platform. We gave this idea another cycle of feedback and it was
received positively and we moved on to prototyping the assets so we could test it out as
soon as possible.

So we created the island with the tools Unreal Engine 4, and during this process, we
tested it out multiple different layouts for the island, really high heights, very low one
close to the waters, shape of the island, we even tested it out a couple of height maps
that were originated from islands in the real world. Together with creating the island’s
level design, we had created a small group of sample placeholder’s objects, that were
used as a reference for the actual arena inside the said island, so at the same time we
could have an idea of how the arena would look like on those islands.

After multiples islands and arena combination were tested, we encountered a fairly
problematic situation, every time we tested the prototype, it always gave the player a
Rocket League’s different mode vibe, instead of a game inspired by it. We went back to
looking at the fundamentals applied to the idea to question ourselves why that was
happening, and we found out that it was not actual a gameplay mechanic that was
giving this experience to the player; it was actually the limits imposed by the arena and
its shape and form that were too similar to Rocket League. As a consequence, we had to
do something to the arena and adapt the game level to that change in order to change
this experience.

First we tried out just removing the arena walls and giving the player free reign on
the island, but then the same limitation the walls had, would happen again on the
border of the island, to avoid people from falling off. It worked a bit better, but it wasn’t
ideal to have invisible walls doing this job. Another problem was that the island was
created to be a plain field inside the arena, and outside of it, the field was irregular, with
ups and downs in the terrain so as not to give the island a plain surface. And when we
tried to play with that irregular terrain, a whole new dynamic of gameplay and con-
sequences showed up for us to deal with in order to be able to move on with the island
idea.
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Second, and what worked best, was actually removing the island of the game, and
expanding the actual platform that the players were supposed to fight for, and creating a
smaller one in the middle of it, in a slightly higher position. And while testing, we liked
the idea of adding the danger of falling off experience to the player. So, in this new
level, the player could actually fall off, and the consequences of it are still up to debate
because of how balanced the game has to be, but the possibility is now there and now
we have a design that doesn’t give the player a rocket league feel and experience. The
mechanics and aesthetics of the game have changed.

That’s why we needed to create cycles of test and later prototypes for feedback, so
we could change and adapt as early as possible, since this amount of changing would not
be possible if the entire island and arena were already fully modeled and texturized
inside Unreal Engine 4. That would have been almost an entire work discarded or even
worse, we would have to accept that reality where very few things would be changeable.

With the methodology applied, we were able to move on and produce the game
level by following the procedures of modeling, texturing and changing the environment
accordantly, making small aesthetics adjustment along the way until the assets and
aesthetics were completed and the project itself was able to receive actual gameplay
mechanics.

4 Conclusion

This project showcases the reasons why we need to encourage the project to be based
on methodologies and studies of game design, otherwise the project would not have
developed the way it did, and without it, we would only have developed a good looking
arena, with close resemblance to Rocket League, and people might have looked at it
and considered it just a good looking game level.

Following this method, we ended up with an arena that is, based upon given theory,
ready to be implemented in the rest of the development process of an actual complete
game if we wanted to do so.

With this result, we agreed inside the university that this methodology is an
improvement upon projects done before this one, and that as the first project being done
under this supervision, we still need to learn more to continue improving the quality of
the work being done, including this one, it always has some room to improve and grow
a little more using this methodology, and that’s what we will continue to work with.
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Abstract. WCAG 2.0 has played an important role on Web accessibility.
Evaluation of Web accessibility is carried out to conform to WCAG 2.0.
Authors and evaluators consult specific techniques of WCAG 2.0 to achieve
Web accessibility. Web accessibility, however, is not techniques issues but a
communication problem.
W3C/WAI has just started a task force to perform preliminary development of

a new version of accessibility guidelines. So, now is a good time to reconsider
Web accessibility guidelines which focus on communication problems of users.
To have a rationale of requirements for upcoming version of Web accessi-

bility guidelines, the proposed paper tries to draw a holistic view of Web
accessibility in terms of communication model, which is derived from semiotics.
This model uses triangle relationship, authors (developers), content, and

users, of WAI model. Authors have a message they want to present to users. The
message is encoded with Web technologies into content. Multi-modal content is
decoded by user agents and assistive technologies to send a message as view-
ports to users. You must notice that the relation between authors and content is
unidirectional. The relation between content and users, however, is bidirectional.
Users, who have a goal, interact with content through user agents and assistive
technologies in a specific context of use.
Based on this model, the following 4 points are discussed:

(1) It is possible that users interact with content but it is not possible that
users interact with authors, which makes communication difficult.

(2) We must pay more attention to users’ goal and context when
evaluating Web accessibility.

(3) Evaluation guideline which does not focus on WCAG but approach
Web accessibility from user side is needed. User-centered evaluation
is important.

(4) To compensate a lack of communication between authors and users,
an intelligent content is needed.

Keywords: Web � Accessibility � Communication � W3C � WCAG �
Evaluation

1 Introduction

WCAG (Web Content Accessibility Guidelines) 1.0 [1] was published in 1999, which
had made large impact on Web accessibility. Although WCAG 1.0 was an epoch-
making guideline, the one of weak points was that it was written technology-specific.
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People who use WCAG 1.0 focused not onWeb accessibility problems but only focused
on specific techniques of HTML. D. Sloan et al. discussed this problem in [2].

W3C/WAI (Web Accessibility Initiative)1 noticed this problem and published
WCAG 2.0 [3] in 2008. As written at the Abstract of WCAG 2.0, it was organized not
depending on specific technologies and techniques. However, when authors compose
accessible Web content using WCAG 2.0, they still focus on techniques of HTML and
CSS because it is easy to use “sufficient techniques” shown in “Techniques for WCAG
2.0” [4]. Accessibility evaluators also focus on specific techniques.

As a development of Web is very fast, techniques may quickly become obsolete. In
this paper, I try to incorporate Web accessibility in the communication model, which is
derived from semiotics, because Web accessibility is not the issue of techniques but a
problem of communication between transmitters and receivers of content.

2 WAI Model

WAI has developed many useful resources to improve Web accessibility. In “Essential
Components of Web Accessibility”2, WAI explains how various components con-
tribute Web accessibility and shows how Web accessibility becomes poor if one
component is weak (Fig. 1).

Figure 1 illustrates the WAI model of Web accessibility and has the following
characteristics:

• Accessibility starts from developers. Developers develop Content with use of
authoring tools and evaluation tools. The content is transmitted to users through
user agents and assistive technologies.

Fig. 1. Essential components of web accessibility

1 https://www.w3.org/WAI/.
2 https://www.w3.org/WAI/intro/components.php.
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• Above relation is series and unidirectional.
• Both the start (developers) and the end (users) of the relation is human. They are

connected by content.
• Web accessibility guidelines, ATAG (Authoring Tool Accessibility Guidelines),

WCAG, and UAAG (User Agent Accessibility Guidelines), have developed for
different components of this model.

3 Communication Model

3.1 Semiotics

Semiotics is basically “the study of signs” ([5], p. 2). Wikipedia defines semiotics as
“the study of meaning-making, the study of sign processes and meaningful commu-
nication.”3. As discussed in [6], discussing Web accessibility in terms of semiotics is
important. Semiotics extends our knowledge to outside of technology.

3.2 Communication Model

Semiotic approach to communication is important because communication had been
deeply studied in terms of semiotic. Communication is considered as transmission in
which a transmitter sends a message to a receiver according to the common code. In
1960, structuralist linguist, Jakobson, proposed a model of interpersonal verbal com-
munication ([5], p. 180; [7], p. 353). Ikegami [8] showed the similar communication
model (Fig. 2), which are based on semiotics.

Shannon proposed a mathematical theory of communication [9]. Weaver extended
it to a communication of human [10]. Essence of all the above model is almost the
same. A transmitter has information, the transmitter encodes it into a message
according to a code, the message is transmitted through a channel, a receiver decodes
the message to extract the information with use of the same code. The whole com-
munication is carried out in a specific context.

Fig. 2. Communication model (English translation of the Figure at page 39 of [8].)

3 https://en.wikipedia.org/wiki/Semiotics.
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As easily noticed, this communication model is somewhat similar to the WAI
model (Fig. 1) of Web accessibility.

4 Communication Model of Web Accessibility

Let me combine the WAI model and the communication model to develop a com-
munication model of Web accessibility. Before combing them, two important points,
interaction and multi-modality, must be discussed.

4.1 Interaction

Both the WAI model and the communication model is unidirectional. At the WAI
model, developers upload content to a server and the content is transmitted to users. In
the communication model, a transmitter sends a message and a receiver receives it.

An interaction of humans and computers, however, is bidirectional. For example,
Norman’s Seven Stages of Action model [11] consists of a stage of execution from an
internal human mind to an outer world and a stage of evaluation from an outer world to
an internal human mind. This cycle of human interaction to and from an outer world is
repeated as many times as possible until the human achieves his/her goal.

WCAG 2.0 has 4 principles. Three of them are Perceivable, Operable, and
Understandable, which reflects the above human interaction model and is bidirectional.

4.2 Multi-modal Content

Specifications of Web technologies such as HTML fulfil accessibility requirements.
Web content consists of text information as well as non-text information such as
images and videos. Non-text information should have alternative text information.
Image is only visually perceived by a human. Text can be perceived by human through
visual, auditory, and tactile modality.

Therefore, a message is multi-modal in Web communication. As discussed in [12],
Web content may have multi-modal information and may be transmitted to users by
visually, auditory, or tactile channel.

4.3 Communication Model of Web Accessibility

Regarding above two characteristics of Web communication, I want to propose a
communication model of Web accessibility in Fig. 3.

This model uses triangle relationship, authors (developers), content, and users, of
WAI model. Authors have a message they want to present to users. The message is
encoded with Web technologies into content. Multi-modal content is decoded by user
agents and assistive technologies to send a message as viewports to users. You must
notice that the relation between authors and content is unidirectional. The relation
between content and users, however, is bidirectional. Users, who have a goal, interact
with content through user agents and assistive technologies in a specific context of use.
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5 Implication of Proposed Model

5.1 Gap Between Authors and Users

One of the important implication of this model is that interaction occurs only between
content and users. As the model is separated into the left unidirectional part and the
right bidirectional part, users cannot interact with authors. Thus, communication occurs
only between content and users, which results in a weak point of Web accessibility
because authors cannot modify/adjust the content according to users’ needs
synchronously.

5.2 Importance of Users’ Goal

Web interaction starts from users. Users use Web to fulfill their needs. As D. Norman
pointed out in his Seven Stages of Action model, a user has a goal. Thus, identifying
user’s goal is important.

Fig. 3. Communication model of web accessibility
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Usability is defined as “Extent to which a product can be used by specified users to
achieve specified goals with effectiveness, efficiency and satisfaction in a specified
context of use.” in ISO 9241-11 [13]. Considering users with disabilities, usability
approaches accessibility. “Achieve specified goals” is important concept of usability
and can be applied to accessibility.

WCAG 2.0 has Principles of Perceivable, Understandable, and Operable but does
not have the principle of goal-oriented interaction mechanism. We must pay attention
to the goal of users as shown in the bottom of users in Fig. 3.

5.3 Importance of Context

Usability definition of ISO 9241-11 mentions “specified context of use.” As shown in
Fig. 2, context is an important factor in semiotics because meaning of message is
determined under context. As discussed in [2], it is also true in Web accessibility. We
must pay attention to the context of use when evaluating Web accessibility because
accessibility problems occur in a certain context.

5.4 Evaluation of Web Accessibility

It is fine that authors consult specific techniques to compose Web content. It, although,
is not fine that evaluation of accessibility is based on techniques. Although the
importance of this has been discussed in many papers, the real world still sticks to
techniques. Web accessibility is a problem of communication between authors and
users, and as illustrated in the proposed model, authors cannot interact with users.
Thus, we need an evaluation guideline which focuses on the right part of the model.

WAI has developed Website Accessibility Conformance Evaluation Methodology
(WCAG-EM)4. As WCAG-EM says “WCAG-EM is an approach for determining how
well a website conforms to WCAG.”, Web accessibility is determined as a confor-
mance to WCAG at WAI. The proposed communication model, however, claims that
Web accessibility should not be measured by the conformance of WCAG because the
role of WCAG is the left part of the model but Web accessibility problems occur at the
right part.

The current Web accessibility evaluation activity depends too much on WCAG and
techniques, which is sufficient or insufficient to conform to WCAG. WAI lists various
resource on Web accessibility evaluation at “Accessibility Evaluation Resources”5.
“Involving Users in Web Accessibility Evaluation”6 is one of those resources and says:

Web accessibility evaluation often focuses on conformance to accessibility standards such as
WCAG. While conformance is important, there are many benefits to evaluating with real people
to learn how your website or web tool really works for users and to better understand

4 https://www.w3.org/WAI/eval/conformance.
5 https://www.w3.org/WAI/eval/Overview.
6 https://www.w3.org/WAI/eval/users.html.
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accessibility issues. Evaluating with users with disabilities and with older users identifies
usability issues that are not discovered by conformance evaluation alone.

This is very important point to improve Web accessibility because evaluation of the
right part of the model, such as user test, expert review, and heuristic review, can
reproduce user problem independently on technology.

5.5 Intelligent Web Content

Human-Computer Interaction is bidirectional interaction between humans and com-
puters. User interface is placed between humans and computers. As for Web, com-
munication only occurs at the right part of the model, content and users. There is a gap
between authors and users at the left part.

If content is intelligent enough to fulfill user’s need promptly, users can interact
with content more easily, which enhances usability and accessibility. AI must play an
important role to make content intelligent. Image recognition to extract text and image
recognition to describe what the image is are already developed technologies.

Imagine if authors always sit beside users and answer any questions of the content
asked by (the disabled) users. Question: “What image is it?” Answer: “This is a
drawing of Picasso and ….” Question: “How can I purchase this product?” Answer:
“I’m investigating. … OK. Click this button.” It might greatly improve usability and
accessibility. An intelligent content and servers which interact with users gracefully as
if there are authors may reduce a lot of accessibility problems.

6 Conclusion

WCAG 2.0 plays an important role on Web accessibility. Evaluation of Web acces-
sibility is carried out to conform to WCAG 2.0 and authors and evaluators consult
specific techniques to achieve Web accessibility. Web accessibility, however, is a
communication problem. Although researchers and professional evaluators may know
the importance of this, other people do not pay attention to it.

W3C has started Silver Task Force7. The objective of it is “to perform preliminary
development of a new version of Accessibility Guidelines following a research-focused,
user-centered design methodology to produce the most effective and flexible outcome.”
Thus, now is the best time to reconsider Web accessibility holistically.

Inspired from semiotics, the current paper proposes a communication model of
Web accessibility to draw holistic view of Web accessibility. The following 4 points
are discussed with use of this model:

1. It is possible that users interact with content but it is not possible that users interact
with authors, which makes communication difficult.

2. We must pay more attention to users’ goal and context when evaluating Web
accessibility.

7 https://www.w3.org/WAI/GL/task-forces/silver/.
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3. Evaluation guideline which does not focus on WCAG but approach Web accessi-
bility from user side is needed. User-centered evaluation is important.

4. Intelligent content is needed to improve Web accessibility.
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Abstract. With the rapid change of technology and the rise of design-driven
innovation, creativity is considered as an important role to enterprise’s growth. It
seems creativity stimulate the economy over the past few decades. However, it
is supported by a particular context and condition these days. No matter the
creative economy or the flat white economy, it is an outcome of a specific
working organization or creative labor relationship. Instead of individual talent,
a team could contribute more within organization as a whole. At this point,
design manger plays a core role in an organization and design management is
seen as the business side of design. Although there is abundant research relating
to designer’s individual creativity, there have been few studies focus on team
management in design organization. The study intends to get into the factors that
influence design team and interpret the design management from its attribute
and feature in order to organize a communication tendency among the design
manager and team members. For further analysis of studies, there is no single
effective rule to improve creativity and profession since differences of business
environment and leading style among organizations. For design origination, in
order to fit into need of team member and client, manager must revise methods
in both profession and management part.

Keywords: Creative team � Design management � Design business

1 Creativity and Creative Class

Over the past decade a number of companies have become apparent in their creativity
and innovation, the most famous are Apple, Google and Facebook. All of them took a
risk and delivered a creative concept into an innovation. They have opened a new
appearance of technology and media. Without doubt their success started with a per-
sonal talent and creativity. Creativity is usually consider as a product of individual.
However, each steps and progress are connected and relied on others in the creative
industry. The final result is a incorporating both individual and group’s creativity.
Unlike mass production always has standard operating procedure, creative workers are
expected to have unique and original ideas. That’s also why the creativity is valuable.
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Daily routines may not bring creative ideas, but complexity and ambiguity do. They are
energy, vitality required for creative workers. Instead of transactional leadership, such
as promotion and remuneration, creative workers are willing to bear uncertainty in
order to self-fulfilling [1]. Florida claim Creative Class’s major work is to create.
Comparing with Working Class and Service Class, who execute plans or orders,
Creative Class own more autonomy and flexibility. Both creativity and Creative Class
are grow in a city that including essential 3 Ts, technology, talent, and tolerance
(Fig. 1). With technology, talent people and tolerance, it’s easy to stimulate creativity
and innovation in a space [2]. The essentials for a creative city could be implied to a
creative organization. Tolerance is the willingness to tolerate any career, gender, race,
and lifestyle. Tolerance brings diversity and inclusion which are fundamentals for a
creative team. Here is the greatest sample of tolerance in the organization, IDEO, a
design and innovation consulting firm. Tom Kelley, IDEO partner, also suggested that
the Cross-Pollinator connects between unrelated ideas and break fresh ground.
In IDEO, the concrete method to implement cross-pollinate is to recruit peopled from
different professions fields, such as anthropologist, educator, and so on. The
Cross-Pollinator brings in inspiration from the outside world to their team [3]. Many
organizations pay attention on creativity and art, and reflect it as a guarantee of profit.
Considering the attributes of creative, to manage creative by scientific management is
barely possible. For the reason that creative management are considered as a new
profession in the creative industry. Mangers plays a central, core role in a creative
practice [4].

2 Creative Team and Management

Creative management is a new subject in the industry. Many business and management
scholar claimed that creative management is just as same as usual business manage-
ment. However, many humanities and art academics were encroaching because people
ignore “autonomy” in the creative industry [5]. As mentioned earlier, creative works
are require diversity and complexity. The most important creative workers’ endeavor is
the striving for self-fulfilled. In order to achieve the purpose, they accept to take long

Fig. 1. Structure of 3Ts: technology, talent and tolerance (Source: Florida, p. 153)
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work hours and the uncertainty of work. To be specific, creative workers would like to
work more flexible and fewer limitations, such as flexible work time/hors, casual
clothes, work space, and the method to finish the works. Instead of giving orders
directly, it goes back to discussion and negotiation. Sometime is argument. With less
supervision, more input come from workers themselves [6]. That’s why it matters,
autonomy brings more diversity and possibility to both creative workers and organi-
zations. These attributes are not accept in the usual business fields, yet it’s very
common in the creative organizations. Being a creative manager, must to understand
these attributes and to make best use of resources within a team.

Multitasking is another characteristic in a creative team. A creative group usually
start with only a few people. In the beginning of business, creative workers have to take
multi-tasks at the same time. It seems no choice when the team was small. Despite of
working hard, having multitasks helps creative workers could think from different
angles. By taking multi-tasks and play other roles in the team at a time, creative
workers could expanding their empathy and perspectives. It bridges the gap between
team members, moreover communicating and articulating inside the team become
much easier. The goal is to adapt the changes and to make sure every parts in the team
could work together smoothly and effectively. That’s the main reason why most cre-
ative group keep itself in a small or medium sizes [1]. It’s a flatter structure instead of
traditional hierarchical structure. Lester et al. [7] point out that the interpretive man-
agerial perspective is seen as a new approach of management. Refer to traditional
“hard” management, creative management is more tend to “soft” management [4].

3 Design Team Manager

In this case, a managers plays the role more like a mentor instead of a bureaucratic
manager. To manage a group of professionals and creative is not a usual managerial
job. According to Ryan’s observation in the film industry, a manager works as pro-
fessional creative/adviser and bureaucratic manager at the same time (see Table 1).

Table 1. Project team positions and conditions (Source: Ryan, p. 133)

Position
Production 
Relation

Basis Of Authority

Fo
rm

at
ti

ng

Form Of Control

Producer manager
bureaucratic (executive)
charismatic (artistic leadership)

managerialism
commercialism

Director 
contracted 
artist

bureaucratic (organizational)
charismatic (artistic leadership)

managerialism
commercialism

leading 
executant 

contracted 
artist

artistic 
(commercial reputation)

collaboration
commercialism

Supporting 
executant 

professional 
creative

artistic 
(professional reputation)

Direction 
professionalism
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Nowadays they are expected to capable of both artistic profession and business acu-
men. There is no doubt that a creative manger plays a central, core role in a project
team [4, 6].

In recent years, more and more people noticed the power of design thinking and
design-driven innovation. Design that used to be considered as an appendant’s position,
namely more colors options for products in the consumerism, but now is viewed as a
creative economy. Designer are always expected to bring new, creative, and high
quality artworks. To combine artistic idea with business thinking, design should bring
good profit for corporation. A motive for designers is self-actualization, the highest
need of Maslow’s hierarchy of needs. They care about their reputation. Not transac-
tional promotion or remuneration, designers expect to understand the vision and value
system of leader or organization [1]. A manager’s job is to create a comfortable
environment where designers could express intent and play creative, even take risk.
A safe space that with “hand-off” culture is much important to designer, for example,
Greenhouse in IDEO and Braintrust in Pixar [8]. As a manager, not only have to meet
the demand of designers but also need to make commercial guarantee to an organi-
zation. Creativity and market are dynamic and unpredictable. Ackoff’s ‘anticipatory
decision-making’ is the major responsibility of design manager. It’s to plan how design
can contribute on and how to realize in the real business world, not only about the
design’s style or function. That’s also one of the reason that why more and people
demand to understand design tool, design thinking and design process [9]. In order to
make sure that creative teams are always in good condition to have creative, original
solutions and ideas. A major responsibility to team manager is to restructure team
member to keep diversity. It’s not easy for a manager to interference processing of
creative, yet a manager could control how to build a team. Different members in a team
could stimulate new concepts, break the rules, and help members think in different
perspective. In other hand, it could avoid team members always think in the same
direction, which may cause small group myths [1]. The manager also needs courage to
take risks, accept failure and take other perspectives [10]. The leader sets up a clarity
vision, and the manager ensure each steps are in the track, so that the designer can
concentrate on deliver good outcomes [9]. The successful management is achieving the
best business value outcomes. More and more people consider that creative manage-
ment as a professional not as usual management.

4 Conclusion

The great piece of work are always come after a creative abrasion among the team
members [11]. Team managers are always expected to deal with these abrasion satu-
rations. The glory of a success work may go to the star design leader, yet it must be a
team work. Without a clarity leadership and version, designers must wither away.
Creative industry is absolutely human-centered field, including both designer and
audience. In Taiwan, most design organizations or designers start their business with
original equipment manufacturers so that even design manager focus on how to
manage project time, cost of project and how to achieve a project. Even the largest
design firm in Taiwan, Nova Design, create their own knowledge platform to
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accumulated project experience and materials, yet not very much on designer or team
management [12]. Young designers yearn for a new appearance in Taiwan design
industry. To understand and manage the attribute of design industry is an essential.
That’s all managers’ challenge to face on in the new era.
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Abstract. The visual feature of Japanese sign language is divided into two of
manual signals and non-manual signals. Manual signals are represented by the
shape and motion of the hands, and convey mainly the meaning of sign language
words. In terms of phonology, sign language words consist of three elements:
hand’s motion, position, and shape. We have developed a recognition system for
Japanese sign language (JSL) with abstraction of manual signals based on these
three elements. The abstraction of manual signals is performed based on Japa-
nese sign language words dictionary. Features like coordinates of hands and
depth images are extracted from manual signals using the depth sensor, Kinect
v2. This system recognizes three elements independently and the final result is
obtained under the comprehensive judgment from the results of three elements
recognition. In this paper, we used two methods for recognition of hand shape, a
contour-based method suggested by Keogh and template matching of depth
image. The recognition methods of other elements were hidden Markov model
for recognition of motion and the normal distribution learned by maximum
likelihood estimation for recognition of position, as a same manner of our
previous research. Based on our proposal method, we prepared recognition
methods of each element and conducted an experiment of 400 sign language
words recognition based on a sign language words dictionary.

Keywords: Sign language recognition � Kinect � Hand pose � Contour �
Template matching

1 Introduction

In general, sign is represented by combinations of posture or movement of the hands
and facial expressions such as eyes or month. These visual features of sign are hap-
pened both sequentially and simultaneously. Communication between the hearing
people and the deaf can be difficult, because the most of hearing people do not
understand sign language. To resolve a communication problem between hearing
people and deaf, projects for automatic sign language recognition (ASLR) system is
still under way.

One of major problem of current ASLR system is performing small vocabulary.
Corresponding to the unknown vocabulary is also important from the view of practical
aspect. It is said that the number of JSL vocabulary is over 3,000. In addition, a new

© Springer International Publishing AG 2017
C. Stephanidis (Ed.): HCII Posters 2017, Part I, CCIS 713, pp. 95–102, 2017.
DOI: 10.1007/978-3-319-58750-9_13



sign is introduced to adjust the situation. Obviously, it is inefficient to perform the
recognition on individual sign units.

From the point of view, we employ a JSL dictionary and notation system proposed
by Kimura et al. [1]. Our system is based on three elements of sign language: hand
motion, position, and pose.

This study considers a hand pose recognition using depth image obtained from a
single depth camera. We apply the contour-based method proposed by Keogh et al. [2]
to hand pose recognition and evaluated by comparison of typical template matching
method. The contour-method recognizes a contour by means of classifiers trained from
several hand shape contours.

To recognize hand motion and position, we adopted statistical models such as
Hidden Markov models (HMMs) and Gaussian mixture models (GMMs). To address
the problem of lack of training data, our method utilizes the pseudo motion and hand
shape data. We conduct experiments to recognize 400 JSL sign targeted professional
sign language interpreters.

2 Overview of the System

An overview of our proposed system is shown in Fig. 1. The features of sign motion
are captured by using Microsoft Kinect v2 sensor [3]. At first, time series of hand
position is split into moving segment. Second, the three phonological elements are
recognized individually by using hand position and hand depth image. Finally, the
recognition result is determined by the weighted sum of each score of three elements.
The recognition process of the hand pose and other two components employs depth
data of the hand region and coordinates of joints, respectively.

We used JSL dictionary proposed by Kimura et al. [1]. In this dictionary, hand
poses are classified by several element as shown in Table 1. These elements are also
illustrated in Fig. 2. Currently, the vocabulary of this dictionary is approximately
2,600.

Fig. 1. Flowchart of the entire system.
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3 Hand Pose Recognition

Several study on hand pose recognition using a technique of estimating the finger joints
has been proposed [4, 5]. However, these methods still have difficulties when some
fingers are invisible due to the complex hand shapes of sign language. From the point
of view, we adopt the contour-based technique proposed by Keogh et al. [2] to rec-
ognize hand pose. This technique is considered to be robust even when the finger is
partially occluded. The details of the method are described below.

3.1 Feature Extraction

Hand shapes can be converted to distance vectors to form one-dimensional sequence.
Figure 3 shows the procedure to extract a distance vector from a hand image. At first,
the center point of the hand region is determined by distance transform. Distance
transform convert one-pixel value of the binary image with the distance between the

Table 1. Portion of the database in the dictionary.

Word SL type Hand type Palm direction Position Motion

Love 3 B Down NS Circle
Between 4 B Side NS Down
Blue 1 B Back Lower face Back
Red f 1 Back Lower face Right
Baby 4 B Back Whole face Front back

Fig. 2. Elements in sign language dictionary.
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nearest zero value pixel. Next, each distance from the center point to every pixel on the
contour is calculated. The distance vector represents a series of these distances.

3.2 Calculation of Distance

AdistanceD between two distance vectorsP ¼ fp0; p1; . . .; png andQ ¼ q1;f q2; . . .; qng
is calculated according to the followings.

D P;Qð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

X

n

i¼1

ðpi � qiÞ2
s

ð1Þ

If the length of two distance vectors is different, some normalization process should
be required such as dynamic time warping (DTW). To simplify, we adjust length of
vector to be same in advance for low computation cost reason.

It can be compared contours by calculating their distances or using classifiers
generated from contours. These classifiers are called wedges. Wedges have set of
maximum and minimum values at each point. If a contour is located inside a wedge, the
distance is zero. The distance D between a wedge W (U ¼ fuo; u1; . . .; ung means its
top, L ¼ fl0; l1; . . .; lng means its bottom) and a contour P ¼ p0; p1; . . .; pnf g can be
calculated by following equation.

D W ;Pð Þ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

X

n

i¼1

pi � uið Þ2 pi [ uið Þ
pi � lið Þ2 pi\lið Þ

0 ðotherwiseÞ
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3.3 Generate Wedges

Wedges are produced according to the following steps.

1. Extract features from hand images
2. Calculate distances of all contours
3. Combine two contours in ascending order of distances. Wedge is represented by set

of maximum and minimum values of merged contours.

Fig. 3. Feature extraction from an image of hand region
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Repeat Step 3 until the pre-determined number of wedges. The step of generating
wedges is also illustrated in Fig. 4. We prepare various wedges to recognizing each
hand type.

4 Sign Movement and Position Recognition

In this paper, HMMs are utilized to recognized hand movement using the feature
parameter of hand position provided by the Kinect sensor. 3-dimensional hand position
and its speed are used as feature parameter of HMMs. HMMs corresponding to the
typical movement of sign are constructed from pseudo-training data. It can be omitted
the cost of collecting the sign data. The definition of the hand position is ambiguous in
JSL. It is necessary to consider for the hand position recognition. In this paper, the
particular position of the hand in sign is modeled by GMMs. 3-dimensional hand
position is used as feature parameter of GMMs. GMMs corresponding to the typical
position of sign are also trained from pseudo-training data.

5 Experiments

We conduct JSL words recognition experiments by recognizing three elements inde-
pendently. In order to recognize the hand shape, we used a contour-based method and
template matching.

5.1 Experimental Condition

We use 400 JSL words commonly used in the social life for the test data. To recognize
this 400 words requires to distinguish 24 hand poses defined by hand types and palm
directions. Because hand shapes transform with motions, each hand type is not sepa-
rated even if the palm direction is different. However, there are a few exceptions to
distinguish sign language words which have same motion, position, and hand types,
but only palm direction is different.

To simplify the collection of data in our experiments, we used depth images of
stationary hand instead of hand images obtained during natural sign motion. Table 2

Fig. 4. Making wedges from five contours
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shows the condition of shape recognition by contour-based method and template
matching. The similarity used in template matching is calculated by a method incor-
porating normalization by luminance. 12 template images were selected from each of
the belts when the number of the belt was 12. The target image is the frame with the
slowest speed in the sign language movement.

Table 3 shows the condition of position and motion recognition. For the parameters
required for position recognition, at each operating position of sign language, draw a
circle by hand and use the coordinates of the hand obtained at that time. In the training
of HMM, we performed motions that reproduced the movement pattern of dictionary
data 10 times and trained the parameters from the obtained feature values.

After recognizing hand shape, position, and motion for the test data, sign language
word can be determined by weighted sum of each score of three elements.

5.2 Results

Table 4 shows the results of JSL words recognition experiments. The scores of the
three elements are weighted after performing normalization so that the maximum

Table 2. Condition of shape recognition

Contour-based method Template matching

Number of test
data

223 words � 2 speakers � 2
trials = 892 data

188 words � 2 speakers � 2
trials = 752 data

Image size of
test data

120 � 120 pixel 120 � 120 pixel

Image for
recognition

120 � 120 pixel
150 images per person, hand
type

90 � 90 pixel
12 � 18 images per person and hand
type (Rotate by 20°)

Hand type 24 types

Table 3. Condition of position and motion recognition

Position type 8 types

Features 3-dimensional hand coordinates
Number of training data 6 hand coordinates per a position
Number of GMM mixes 1–6
Motion type 40 types
Features 10 pseudo hand movements per a motion
Number of training data 3-dimensional direction vector + Four-dimensional information

on speed
Number of states of
HMM

5–18

Number of GMM mixes 1
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values are equal. In recognition of hand shape, the recognition rate of template
matching was 32.7%, which was better than the contour-based method. Word recog-
nition rate by contour-based method was 33.8%, and word recognition rate by template
matching was 28.1%. In either method, the recognition accuracy of the hand shape was
the lowest among the recognition of the three elements. One of the main causes of
misrecognition is difficulty in recognizing the hand shape during sign language motion
using a single camera image. It is assumed that hand shape weight was suppressed to
the minimum because hand shape recognition accuracy was low.

6 Conclusion

In this research, we proposed a method to recognize sign language words by con-
structing recognition models corresponding to hand shapes, hand positions and
movements, which are three elements of sign language, based on the notation method
of Japanese sign language/Japanese dictionary system. In sign language recognition
research, it is difficult to obtain a sign language database currently. As in this research,
the method of introducing the sign language academic knowledge and determining the
constituent elements of sign language by top down has the advantage that a small
number of learning data is enough. Therefore, our method can be said to be suitable for
sign language recognition research. Furthermore, by using a sign language word dic-
tionary with a large number of recorded words, we can expect to develop into large
vocabulary recognition in the future.

We also conducted sign language word recognition experiments on Japanese sign
language words. In this research, pseudo data corresponding to each element of sign
language was used as learning data, and recognition was attempted for actual sign
language motion. In recognition of hand shape, the recognition rate of template
matching was 32.7%, which was better than the contour-based method. Word recog-
nition rate by contour-based method was 33.8%, and rate by template matching
was 28.1%.

Improvement of hand shape recognition method and improvement of learning data
are future issues.

Acknowledgment. This research was partially supported by JSPS KAKENHI Fostering Joint
International Research (15KK0008).

Table 4. Word recognition rate (%)

Shape Position Motion Word

Contour-based (Weight) 28.7 (0.1) 78.3 (0.4) 60.0 (0.5) 33.8
Template matching (Weight) 32.7 (0.1) 73.7 (0.7) 51.0 (0.2) 28.1
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Abstract. Virtual Reality enhances the user experience regarding perception and
presence by immersing the users in a virtual world, where vision and hearing are
captivated and elided from the real environment. A key factor for such environ-
ments is to make the users perceive the virtual world as real and interact with it.
User interaction with VR environments can be achieved through a variety of ways,
including computer vision techniques. This work presents the potential uses of
gestural interaction as a means of navigation in virtual reality environments in a
natural manner. In this direction, four alternatives are proposed and utilized in the
demanding context of a use case that requires both extensive travelling and view
fine-tuning, such as a data centre room monitoring application.

Keywords: Virtual reality � VR � Gestures � Interaction � 3D environment �
Data centre � Big data visualization � Gestural navigation � Immersive
environment

1 Introduction

Interactive systems increasingly include three dimensional environments as a means of
realism, as well as the appropriate interaction techniques to provide natural manipu-
lation of those environments. 3D environments are created to display objects, places,
scenes and characters more lifelike and detailed compared to 2D visualizations. Virtual
reality technologies (VR) are applied in 3D visualizations in order to enrich user
experience and immerse users in the visualized environment [1, 10]. VR is an artificial
environment that is created with software and presented to the user in such a way that
the user suspends belief and accepts it as a real environment. The most prevalent
devices to support VR are head mounted displays including Oculus Rift [4, 12, 15],
HTC Vive [8], etc. Another approach for realizing VR environments is the CAVE
approach [3] (Cave Automatic Virtual Environment), which, however, is more
expensive and difficult to setup, requiring the users to be located in specific positions in
the system in order to successfully feel immersed in the VR environment.
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When using head-mounted displays, immersion is accomplished through stereo-
scopic vision and auditory feedback that the devices are capable of. Additionally, while
wearing the headset, the users’ head movement maps exactly to where the user is
looking in the virtual world, allowing scene’s investigation just by moving or turning
around; however, travelling cannot be accomplished without additional input. In order
for users to be able to interact in VR environments, several approaches have been
employed facilitating the manipulation, grab or movement of the virtual objects or their
view in the virtual world, including not only the wireless controllers that accompany
modern VR headsets like Oculus Rift and HTC Vive [8, 12], but also wired gloves [2]
and computer vision techniques [6]. The main goal of these approaches is to enable the
user to manipulate the VR environment, as well as to navigate, select objects and
ultimately explore further visualized data. User interaction modalities that are already
used in VR environment include full body kinesthetic interaction [11], hand gestures
[9, 14] and tangible interaction [13].

Computer vision based approaches for users’ interaction in VR environments are
mostly focused on the processing of images acquired by depth sensors such as Kinect
[16] and Leap Motion [7]. Each device serves different interaction requirements. The
Kinect sensor is more appropriate for interaction from distance and in front of large
displays, making use of the whole body and hands [6]. On the other hand, Leap Motion
is commonly used in systems which require interaction close to the user and
finger-based item selection. Gloves, wands (Wii etc.) and remote controls can also
achieve user interaction and navigation both at a distance and close to the user, but
require from the user to hold the devices. Computer vision approaches are more
unobtrusive and offer a more natural user interaction with the environment since the
users just use their bare hands.

This paper discusses the potential of using computer vision approaches for user
interaction in VR environments, by providing four different interaction techniques for
users’ navigation and interaction using their bare hands.

This work proposes the employment of mid-air gestures for head-mounted VR
devices, allowing the users to interact with the virtual world in a natural manner
without additional equipment. The benefit of gestural interaction is twofold: it allows
users to both select elements and travel in space. Item selection is accomplished by
pointing towards an item and pinching. In order to move in space, the users can
perform a specific hand pose and move it towards the preferred direction and the user’s
view will fly accordingly in the virtual world. Flying in a virtual environment allows
the unobstructed movement in space in 3 dimensions, providing a travelling technique
which is applicable to the vast majority of virtual environments.

2 Interaction

The interaction techniques for VR environments presented in this paper are based on
the Leap Motion sensor placed in front of an Oculus Rift, which displays a virtual
world to the users. This setup allows free user movement in space, enabling them to
turn their head towards any direction. Gesture recognition is accomplished with the
camera placed in front of the user’s head and therefore the user’s hands are never

104 G. Drossis et al.



occluded by the user’s torso, which is a shortcoming for different setups where the
depth sensor is placed in a static position. In order to move in space, several alternatives
were examined. The users can close their fist and move it towards the preferred
direction and the camera will move accordingly.

Four alternatives for navigating using gestural interaction are proposed. The
underlying approach relies on the concept of being able to perform a specified hand
posture in order to travel in space, whilst not interfering with the ability to point in the
virtual environment. In all cases, the gesture is initiated when the user performs a
posture and while the posture is tracked, the view of the virtual world moves with
regard to the offset vector which is defined by the starting point and the current hand’s
position.

• Closed fist (Fig. 1): the user’s hands are closed in order to travel in space. This
approach employs the movement metaphor of superman, as they are able to freely
look in any direction and travel in virtual space in the direction of the offset vector.
The cognitive model used is straightforward, as the users’ actions are augmented in
a magic way through the common magical belief of the super hero’s ability to fly.

• Open palm (Fig. 2): the user’s hands are open in order to travel in space. This
approach is identical to the closed fist technique, however applied with the posture
of keeping the hand open with all fingers extended.

• Open palm-normal vector (Fig. 3): the gesture is performed while the users keep
their hands open, resulting into movement along the axis that is perpendicular to the
open palm’s plane, both in the front and in the back side of the palm (positive and
the negative values). The concept of this gesture is that the users define the direction
towards which they want to travel by pointing with the open hand.

• Open palm with all fingers extended (along palm’s normal vector, analyzed)
(Fig. 4): the gesture performed is identical to the open palm-normal vector tech-
nique, but analyzes the palm’s normal vector with regard to the coordinate system of
the users’ heads in three axes. The analyzed vector is split in vectors on three axes (x,
y and z) and movement is performed along the dominant one, while the movement
on the other axes is ignored. As a result, the users are able to move only in one
direction at a time (i.e. left-right, up-down and forward-backward), offering
increased precision and eliminating accidental movements in other axes, with the
drawback of requiring multiple gestures to move in two directions (e.g. front and
right).

Fig. 1. Closed fist Fig. 2. Open palm Fig. 3. Open palm-
normal vector

Fig. 4. Open palm with
all fingers extended
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The users’ hands are rendered in the virtual world in a one to one mapping to the
physical world, creating the feeling of a mixed reality environment as the users per-
ceive the hands that appear in their VR view as their own, and thus are confident that
they have full control of the system. Furthermore, the movement speed is defined by
the length of this vector, allowing the users to increase the travelling speed by moving
their hand further away from the starting point.

The proposed approach aids orientation by employing an arrow placed above the
user’s hands, indicating the applied gesture direction and scaled according to the
movement speed (Fig. 5). Even though the feedback of movement in the virtual space
might be sufficient in the case of travelling in environments with nearby points of
reference, such as the ground, walls or trees, when travelling at a distance from dis-
played elements, such as flying over a world, in space or in underwater environments,
the movement speed and direction may be unclear.

In terms of item selection, directing the pointer finger at an item is used for aiming
at an element. The pointing direction is lighted and a circular cursor is placed on the
interactive element, if any, to designate the ability to select it (Fig. 6). Selection is
accomplished through pinching, following the metaphor of clicking with a mouse.

3 3D Data Centre Environment

In order to experiment with the proposed gestural interaction approaches a Data Centre
3D Visualization application [5] was used as a case study. The application aims at
helping data centre experts to get an intuitive overview of a specific data centre room
regarding its current condition. Additionally, the application facilitates the inspection of
the racks and servers by the users and warns them, in an intuitive manner, about
situations that need further investigation, such as an anomaly regarding a particular set
of servers that may bring to surface malfunctions or degraded operation. The appli-
cation was chosen as a case study since it encompasses both extensive travelling when
viewing the data centre room from a distance and short movements when examining
racks near the room’s floor.

The main screen of the Data Centre 3D Visualization application, which comprises
a virtual representation of a data centre room and the basic interactive UI components is

Fig. 5. Navigation in VR Fig. 6. Item selection in VR
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depicted in Fig. 7. All the room servers are grouped and displayed as 3D racks
according to their physical location in space. Each rack may contain at most 40 servers
which are displayed as a slice with a specific color, annotating its current condition.
The virtual data centre room is constructed as a grid in the 3D space. The environment
that encloses the scene is spherical and the servers’ grid is placed at the centre, so that
users can have a 360° overview.

Upon the selection of a server of a specific rack, the visualization changes and more
detailed information per server is displayed. The close – up view (Fig. 8) contains
historical data information which is updated while changing the time or upon a server
alternation. The historical data is designated through line charts in a spherical view so
as the user to be enclosed in a spherical display of information.

4 Conclusion – Future Work

This paper has presented ongoing work regarding the potential uses of gestural inter-
action as a means of traveling in virtual reality environments in a natural manner. Four
alternatives were implemented and utilized in the demanding context of a data centre
room monitoring application, which requires both extensive traveling and fine-tuning
the view aspect in-between racks. The early users’ comments on applying gestural
interaction in combination with VR devices were very encouraging, as the approach
proved natural, usable and efficient. The next planes steps involve conducting an
extensive evaluation, assessing the users’ preferences both among the proposed alter-
nate gestural approaches and in comparison to more traditional devices.

Virtual reality can be employed to provide improved user experience in the domain
of 3D visualizations. The existing VR headsets will be further enhanced with portable
and potentially embedded devices such as Leap motion, providing an environment
supporting natural interaction which captivates human senses and offers improved
perception of 3D spaces.

Acknowledgements. This research has been partially funded by the European Commission
under project LeanBigData (FP7-619606).

Fig. 7. 3D data centre room monitoring Fig. 8. Close up view
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Abstract. We propose an interactive evolutionary computation (IEC)
method that uses the gaze information of multiple users to reduce user
evaluation loads. The IEC method employs user sensitivity to evalu-
ate candidate solutions of evolutionary computation. However, IEC has
a problem that user evaluation loads of candidate solutions are large.
To solve this problem, some researchers have proposed various methods
using a simple evaluation of candidate solutions or biological information.
Therefore, we use the gaze information of users to evaluate candidate
solutions in IEC. By using gaze information, the system can reduce the
user evaluation load without the need for users to wear a special mea-
suring device. We created a women’s clothing coordination system using
IEC with gaze information. We conducted an evaluation experiment to
verify the effectiveness of the proposed system. The experimental results
show that the proposed system is effective for incorporating users’ gaze
information into IEC evaluation.

1 Introduction

Interactive evolutionary computation (IEC) is a method that uses human sensi-
bilities to evaluate candidate solutions of evolutionary computation (EC). There-
fore, IEC is effective for problems that emphasize human sensitivities [1]. First,
the IEC randomly generates an initial population of a predetermined number of
individuals. Next, it presents the generated individual to the user, who evaluates
it. The user evaluates to the presented individual. Next, the IEC performs an
EC based on the user evaluation and presents the newly generated individual
again. The IEC repeats these processes until a solution that satisfies the user is
obtained.

Because IEC can employ human sensibility, it has been applied in a
wide range of fields such as art, engineering, education, and games [1]. Some
researchers confirmed the effectiveness of IEC in various fields such as music
composition [2] and hearing aid fitting [3]. In addition, some researchers have
proposed method in which multiple users evaluate the candidate solutions of IEC
[4]. However, IEC has the problem that user evaluation loads of the candidate
solutions are large.

c© Springer International Publishing AG 2017
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To solve this problem, some researchers have proposed using human biometric
information for the IEC evaluation. Biometric information includes heart rate
[5], brain function, and gaze information [6]. However, to acquire heart rate and
brain function information, the users must wear a measurement device. This is
a user loads. In contrast, gaze information can be measured with a non-contact
type measuring device, that does not impose a user loads. Therefore, we measure
gaze information using a non-contact type measuring device.

We propose an IEC system that employs multiple user gaze information
for evaluating candidate solutions. We aim to reduce the user load using gaze
information with a non-contact measuring device. In addition, when multiple
users evaluate in IEC, we consider that these evaluations can easily be obtained
using gaze information because the system uses the gaze information instead of
the evaluation of each user to obtain the final evaluation value.

The system uses women’s clothing to make users interested. We performed
an evaluation experiment with real users to verify the effectiveness of the pro-
posed system. The results verify the effectiveness of using gaze information to
evaluate IEC.

2 Proposed System

2.1 Summary of the Proposed System

In this study, we proposed a female clothing coordination generation system
that evaluates solution candidates using the gaze information of multiple users.
Figure 1 shows an outline of the proposed system.

First, the system generates an initial population and presents it to the user.
The user is presented with two different of clothing coordination. The system
evaluates the presented individuals using gaze information. Based on the evalu-
ation, the system performs EC and generates new clothing coordination.

Fig. 1. Outline of the proposed system
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The system presents the new individuals to the user, who again evaluates
them. The system repeats this process until a solution that satisfies the user is
obtained.

In the proposed system, to acquire the user’s gaze accurately, the system
determines which side of the screen the user is looking at. In addition, to maintain
the user’s interest, the system retains the relevance of each match. Therefore,
we use a winner based paired comparison (WPC) method [7].

We use Human Vision Component B5T-007001 (OMRON, Japan) to acquire
gaze information which includes the viewing position and the number of times
users looked. We judged the viewing position from the position and angle of the
face as well as the angle of gaze.

2.2 Evaluation Method of the Solution Candidate

The proposed system gives one point to the individual that is being observed
when gaze information is acquired. The system repeatedly acquires gaze infor-
mation over a fixed duration. Finally, the system determines the winner from
the score.

Next, the system evaluates each individual with a value using the wins and
losses. Figure 2 shows the evaluation process for each individual. In advance, the
system allocates one point to all individuals generated in the same generation.
The system determines the outcome of a match based on the users’ gaze infor-
mation and adds the loser’s evaluation value to the winner’s. In Fig. 2, first, the
system gives each generated individual the one point. Then, A beats B in the
first round. Therefore, the system adds the evaluation value of B to the evalua-
tion value of A. The evaluation value of A is then 2 points. If A beats C in the
second round, the system adds the evaluation value of C to the evaluation value
of A so that it is now 3 points. Assuming D beats A in the third round, the
system then adds the evaluation value of A to the evaluation value of D. The
evaluation value score of D is hence 4 points. The final evaluation value of A is
3 points, B is 1 point, C is 1 point, and D is 4 points.

Fig. 2. The evaluation process for each individual

2.3 Evaluation Interface

Figure 3 shows the evaluation interface of the proposed system. The user sits in
front of the screen and inputs their port number and the baudrate using the key-
board. Next, when the user presses the START button, the system presents two
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Fig. 3. Evaluation interface of the system

different women’s clothing coordination on the screen. The user looks at his/her
preferred clothing coordination of the two options presented. After the clothing
coordination is presented for 5 s, the system evaluates each individual from the
obtained gaze information. The system presents the clothing coordinates of the
next competition based on the evaluation value of the current one. The user con-
tinues this operation for five generations. After the final generation is evaluated,
the system presents the clothing coordination of the highest evaluation value.

2.4 Coordination Parts

Figure 4 the genetic coding of the clothing coordination. The clothing coordi-
nation consists of four parts: hair, tops, bottoms, and shoes [7]. Each part has
eight or sixteen designs, which are expressed using 3 or 4 bits. The system can
then create 16,384 designs because the gene length is 14 bits.

Fig. 4. The genetic coding of the clothing coordination
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3 Evaluation

3.1 Experiment Summary

We conducted two verifications using the proposed system. The first verified the
effectiveness of using gaze information in the evaluation of IEC for reducing the
user load. The second was to evaluate the effectiveness of using gaze information
for IEC evaluation that includes multiple users. In this research, we used a
system that evaluates with gaze information and a system that performs manual
evaluations. In this experiment, we compared the performances of the proposed
and conventional systems.

Table 1 shows the parameters in this experiment. When solutions begin to
converge, the system generates similar clothing coordination. In such a case, users
will become bored and feel a psychological load. Hence, we set the mutation rate
to as high as 20%. The proposed system sets the display time to 5 s because the
user sees the entire clothing coordination being displayed.

We conducted the following two experiments.

1. A comparison of the user load and satisfaction with the generated clothing
coordination in the proposed system versus a conventional system.

2. An investigation of the satisfaction level with the generated clothing coordi-
nation when multiple users are targeted.

In Exp.1, 23 university students in their twenties participated. We used two
systems: the proposed system and a conventional system. First, each subject
used both systems. We randomly determined which system the subject used
first. After that, subjects evaluate the satisfaction level of finally generated coor-
dination and the evaluation load in 5 stages evaluation.

Exp.2 consisted of 10 pairs of subjects’ consisting of university students in
their twenties. We used the proposed system. First, each subject pair used the
proposed system together. After that, subjects evaluate the satisfaction level of
finally generated coordination in 5 stages evaluation.

Table 1. Parameters in the experiment

Population 8

Gene length 14 bits

Generations 5

Selection method Roulette selection + Elite preservation

Crossover method Uniform crossover

Mutation rate 20%

Display time (the proposed system only) 5 s
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3.2 Experimental Results

Figure 5 shows the satisfaction results for the final generated clothing coordi-
nation in Exp.1. In both systems, the average satisfaction with the generated
clothing coordination was about 3.9. To confirm the statistical significance of
this result, we performed a sign test but did not confirm a significant difference
at a significance level of 5%. Therefore, we conclude that it is possible to gener-
ate a satisfactory design to some extent by using gaze information as a method
of IEC evaluation.

Figure 6 shows the evaluation loads of the proposed system in Exp.1. The
evaluation load average of the proposed system was 1.9, and the evaluation load
average of the conventional system was 1.8. To confirm the statistical significance
of this result, we performed a sign test but did not confirm a significant difference
at a significance level of 5%. Therefore, it seems that there is almost no difference
in the evaluation burden of the proposed and conventional systems.

Figure 7 shows the result of satisfaction of with the finally generated coordi-
nation in Exp.2. The average satisfaction of the final generated clothing coordi-
nation was about 3.75. Although there are some differences in the satisfaction
levels of the two users in a pair, it is considered that system can create a clothing

Fig. 5. Satisfaction of the generated coordination

Fig. 6. Evaluation loads of the system
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coordination that satisfies the users. Therefore, we confirm that it is possible to
generate a satisfactory design to some extent even if the gaze information of two
users is used for IEC.

Fig. 7. Satisfaction of the generated coordination

4 Conclusions

We proposed an IEC system employing users gaze information. We verified its
effectiveness on real users by using the proposed system. In the experimental
results, we confirmed that the proposed system is effective for reducing the user
evaluation load. In addition, we confirmed that it is effective to use gaze infor-
mation in the evaluation of IEC even in the case of multiple people. In future
work, we will further verify its effectiveness and consider practical application
systems.
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Abstract. Pattern recognition (PR) based myoelectric control could provide
intuitive and dexterous control of advanced prostheses. Previous studies showed
that the performance of finger movements was not as good as that of wrist
movements. As electrode configuration plays an important role in classification
performance, this study investigated the effect of the number of electrodes and
their locations on finger movement classification. An electrode selection algo-
rithm, sequential forward searching (SFS), was applied on the high density
(HD) electrode grid with 192 monopolar electrodes. With the time domain
(TD) feature and linear discriminant analysis (LDA), it was found that the error
rate was dramatically decreased with the number of electrodes increasing from
one to ten. Under the optimized electrode configuration, the error rate could be
lower than 10% with 8 electrodes, and 5% with 18 electrodes. The importance of
the electrodes was measured and the results showed that the effective site for
classification was mainly located around the flexor digitorum superficialis and
extensor digitorum communis. This study provides the guideline for optimal
placement of electrodes in finger movement recognition, and potentially provide
sufficient controllability of advance prostheses with individually articulated
fingers.

Keywords: Surface electromyogram � Pattern recognition � Finger movement �
Prostheses � High density

1 Introduction

Surface electromyogram (sEMG) signals are electrical manifestation of muscle activity,
and contains neural information about the neural signals controlling the muscles [1, 2].
This property has been exploited in many application, including myoelectric prosthesis
control, where the sEMG signals collected from the remnant forearm muscles are used
to control the prostheses to help the amputees restore their limb functions [3]. Con-
ventional control scheme is based on the amplitude of sEMG signals from one pair of
antagonistic muscles [4]. With this scheme, only one degree of freedom (DOF) could
be activated at a time. If other DOF is desired, co-contracting the muscle group is
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needed to switch the mode. As such, this control scheme is obtrusive to the users and
resulted in a high device abandonment rate [5].

Another control scheme of myoelectric prostheses is based on pattern recognition
(PR) algorithms, which could provide intuitive and dexterous control of multi-function
powered prostheses by creating the mapping from the user’s movements to analogous
prostheses functions [4, 6]. It usually adopts four to six electrodes attached around the
circumference of the forearm. The major two parts of PR-based control scheme is
feature extraction and classification, which extracted the property of sEMG signals and
mapped the signal to the movement, respectively. The state-of-the-art algorithm is time
domain (TD) feature combined with linear discriminant analysis (LDA) [7].

Previous myoelectric control studies mostly focused on wrist movements and
simple grasp gestures, such as wrist flexion, wrist extension, pronation, supination,
hand close and hand open [2, 8]. With only four to six electrodes attached around the
forearm, the classification accuracy of these movements could reach 95% [9]. How-
ever, with the same settings, the control performance of finger movements is not as
good as that of wrist movements [10]. As one of the most flexible parts of human body,
finger movements are involved in most activities of our daily lives. In this study, we
investigated the effect of electrode configuration on PR-based finger movement clas-
sification. High density (HD) electrode grids were used to obtain the sEMG signals of
the forearm muscles. An efficient electrode selection algorithm, sequential forward
searching (SFS), was applied on the signals to test the effects of the number of elec-
trodes and their locations on classification accuracy of finger movement. The outcome
would be beneficial for the socket design of the advanced prostheses.

2 Methods

2.1 Subjects

Ten healthy subjects participated in the experiments (all male and right handed, aged
from 20 to 30 years old). The informed consent was obtained before the experiment
and the procedures were in accordance with the Declaration of Helsinki.

2.2 Data Collection and Processing

sEMG signals were recorded using a HD electrode system (EMG USB2+, OT
Bioelettronica, Italy) with 192 monopolar electrodes. The electrodes were placed on the
forearm, about 3 cm distal to the elbow crease, as shown in Fig. 1. Before electrodes
attachment, the skin is cleaned with alcohol pads to remove debris to increase the
contact condition between the electrode and skin. The inter-electrode distance is
10 mm. The signals were filtered between 10 and 500 Hz, and digitally sampled at
2048 Hz.

Ten classes of finger movements were investigated in this study, as shown in Fig. 2.
The subject was asked to sit on a chair, naturally extended their arms toward the
ground. They were instructed to perform the movements with a consistent level of
effort. One trial is defined as one repetition of eleven classes (ten finger movements and
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rest), and each lasts 5 s with a 5-s rest between two classes to avoid fatigue. Sixteen
trials were completed for each subject, with a 30-s rest between two trials. The entire
experiment lasted about 40 min.

The sEMG signals were segmented into 200-ms analysis windows, with 150-ms
overlap between two windows. TD feature set (mean absolute value, waveform length,
zero crossings, and sign slope changes) [6] was extracted from each analysis window
and sent to the LDA classifier.

Sequential forward searching (SFS) is a searching algorithm that selects a subset of
electrodes which provides the lowest error rate with the defined number of electrodes
[11]. Suppose there are a total of N electrodes, SFS calculates the error rate of one
electrode for each electrode, and choose the lowest error rate as its performance of one
electrode, denoted as ERn(i), where i is the electrode index, and n(∙) represents the
number of electrodes (equal to 1 here). Then, SFS calculates the error rate of two
electrodes consist of Electrode i and the other from N-1 electrodes, and regards it as the
lowest one (ERn(j), where n(j) = 2) as the performance of two electrodes. The rest N-2
error rates could be calculated in the same manner. In this study, SFS was used to

Fig. 1. HD electrode grid and its position on the subject’s forearm.

Fig. 2. Ten finger movements investigated in this study

Effects of Electrode Configuration on Pattern Recognition 119



calculate the error rate with the electrodes from 1 to 130. The importance of Electrode
i for classification was measured by weight index (WI)

WIi ¼
ðERnðiÞ � ERnðjÞÞ

ERnðiÞ
� 100%

where ERn(i) and ERn(j) represents the error rate with the number of electrodes n(i) and
n(j) respectively, and n(j) = n(i) − 1. When no electrode is used, the classification error
is random. So we set ER0 = 1/11.

3 Results and Discussion

3.1 Effects of Number of Electrodes

The relationship between the error rate and the number of electrodes is shown in Fig. 3.
The error rate decreased with the increase of the number of electrodes. The decrease
rate was large when the number of electrodes increased from 1 to 6. The error rate was
lower than 15% when using 6 electrodes. After that, the decrease rate turned slow and
became close to zero (the error rate was stable) after the number of electrodes was
increased to 25. The error rate dropped below 4% when using more than 25 electrodes.

3.2 WI Distribution

The importance of the electrode in classification is measured by WI value, and their
distribution is displayed in Fig. 4. The WI values of most sites were low, and high
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Fig. 3. Error rate of eleven movements classified with different number of the electrodes. The
red line is the average value across ten subjects. The grey area represents the standard deviation.
(Color figure online)
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values only gathered in some small regions. It indicated that the location of electrodes

plays an important role in finger movement classification. The most important site for
finger movement classification is located around the flexor digitorum superficialis and
extensor digitorum communis, which coincide with the physiological structure of the
human body.

4 Conclusion

The classification of finger movements was influenced by the number of electrodes and
their locations. The effect of the number of electrodes decreased with the increase of the
number of electrodes, and the error rate became stable after 25 electrodes. The effective
electrode location is around the flexor digitorum superficialis and extensor digitorum
communis.
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Abstract. A prompt is a message that is delivered to somebody in a selected
situation as an appeal to do something which is possible, but not necessary. To
design prompts, we propose the principles of being optional, comprehensible,
actionable, purposeful, just in time, unobtrusive, controllable by the user and
user specific. The three last-named principles are especially relevant in systems
where user acceptance is a critical factor of success. A continuous survey in
which that is the case is presented as a case study.

Keywords: Prompting � Unobtrusiveness � Self-determination � Workflow

1 Introduction – Prompting Design Principles

Prompting or prompting systems are used in various domains and for various tasks to
support human-computer interaction. However, the need to deliver prompts is not
systematically taken into account by design guidelines or heuristics for interactive
systems (cf. [1]). This paper argues on the basis of literature and empirical work that it
is reasonable to acknowledge prompting as a feature which should be generally con-
sidered when interactive systems are designed to support a workflow of several tasks.
This is especially relevant in the case of supporting collaboration.

So far, prompting has been used in various domains such as:

• Supporting people suffering from dementia, for example to help them finding their
way, to complete a sequence of planned actions etc. [2].

• Computer supported collaborative learning (CSCL) to scaffold students’ efforts of
knowledge acquiring and construction [3]. CSCL-research aims on providing those
prompts within HCI which help students to conduct important steps in the process
of learning.

• In the context of persuasive computing to support people in changing their
behavior; for example with respect to eating habits, healthy lifestyles, energy saving
etc. [4].

• Creativity support and brainstorming to inspire people to overcome cognitive inertia
and to find new ways of combining their ideas [5]. To promote people to think
about experiences being made and to answer questions in a frequent way. This helps
them and others to better understand their conditions of life and work on the basis of
long term surveys [6].
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• To trigger people to start reflecting their behavior and experiences they have col-
lected during work. Triggering reflection pursues the purpose to learn on the basis
of existing experience how work in the future can be improved [7].

Prompting is relevant in the context of workflows or repetitive tasks where reminders
are needed which help people to comply with their own intentions and plans, or with
conventions on which they have agreed upon in the course of collaborating with others.
Prompts can help to establish a certain rhythm of action, or to overcome linear thinking
and to seek for creative solutions. Prompts are a combination of helping to comply with
certain conventions as well as to go beyond them. Prompting can be seen as a part of
scaffolding [3] which mostly consists of a guidance through a procedure which com-
bines several mandatory and optional activities.

As a general definition we propose that a prompt is a message that is delivered to
somebody in a selected situation as an appeal to do something which is possible but not
necessary. From this definition, additional literature [3, 8–10] and research conducted
in the case study (see below) we derive the following principles for prompting:

• Optional – and not mandatory. Following the prompt should imply a benefit; not
following the prompt must be possible without negative impact.

• Comprehensible – the call to action that is delivered by the prompt should be easily
understandable by the user.

• Actionable – the prompt should provide the means to directly execute the call to
action.

• Purposeful – the reason why it is significant or advantageous to follow the prompt
should be obvious and the values which are addressed by the prompt must be
understandable.

• Just in time – prompts should be provided at the moment they are relevant.
• Unobtrusive – the prompt should appear only in appropriate situations in which

users don’t feel bothered and/or should be presented in an unobtrusive way.
Prompts may vanish if they are continuously ignored by the user.

• User control – users should be granted control about prompting characteristics.
• User specificity – the prompt should differ with respect to different characteristics of

users.

These principles concern both the technical level of how and when the prompt is
presented to a user, as well as the level of the prompt’s content.

The main problem with prompts is that they have to be a result of deliberate
articulation work [11]. It is challenging to phrase prompts so that they are appropriate
for many different users for a longer time period. For example, if users are prompted by
questions to give feedback about their situation, these questions might have to be
adapted after a while because of changing conditions in the environment. Furthermore,
for different questions it is reasonable to repeat them with different frequencies in a
certain time period. In many cases, prompting has to be realized as a collaborative
endeavor. Prompts are delivered and phrased by individuals for other individuals. This
collaborative action can be complemented by phases of automatic prompting where the
prompts are delivered according to a pre-specified plan. Prompting is an adequate
means to support collaboration since it goes beyond awareness on the one hand and

124 T. Herrmann and J. Nierhoff



automated workflows on the other hand. Awareness of others does not necessarily
propose an appropriate action as prompts do. Automatic workflows are in many cases
too prescriptive while prompts offer guidance by offering options for action. Thus,
prompting is a beneficial design concept in the middle of the spectrum between
awareness and automated workflows.

2 Case Study: Prompting Employees to Give Feedback About
the Perceived Working Climate

This case study describes the project ‘KreativBarometer’ [12] that pursued the goal of
monitoring the creativity climate within companies at higher rates than conventional
climate assessment tools. To achieve sampling rates of 1 to 3 weeks, employees have to
answer short questions repeatedly about how they perceived their recent working life;
e.g. “Currently, I feel accepted and understood by my peers”. To minimize situational
influences on the results, the employees were asked to answer single or small sets of
question items from time to time and not in one coherent session (like a conventional
survey would do).

To support the continuous data collection several prompting mechanisms were
implemented (on different client platforms) and tested:

• E-mails were used to prompt users of a browser based survey client. Participants
could choose to get prompts two times a week, once a week or every two weeks.
Additionally, an e-mail warning three days before survey related deadlines was
available. Due to privacy issues the e-mail addresses were not linked to users’
accounts, which prevented a more sophisticated prompting.

• Desktop notifications were used to prompt users of a Java-based client for Windows
PCs. Users could choose if a balloon tip (see Fig. 1) acted as a prompt or if a
question was displayed directly. Notifications (optionally) appeared if
– participation fell short of a specified quota of items per time,
– a survey deadline was less than a configurable amount of days away and the user

had not answered all due items,
– and/or the user did not interact with the computer for a configurable amount of

minutes. This approach tried to seize potential task switches of the user.

Fig. 1. Windows desktop notification (balloon tip) as a prompt to answer a survey question
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• Android system notifications were used to prompt users of a mobile phone client.
The mobile client was connected to an improved version of the server system that
does not work with survey deadlines. By contrast, it determines when a question is
due, based on the time since it has last been answered, its specific repetition rate, the
user’s current willingness to participate, and contextual information [13]. The
prompts on mobile phones (see Fig. 2) allowed users to access questions that are
due (Fig. 2A), give feedback about the current participation rate (Fig. 2B), con-
figure the contextual awareness features (Fig. 2C) or dismiss the prompt (in this
case no new notifications would appear for at least 5 h).

• Custom prompts in the form of calendar reminders were proactively created by
users of the browser client. These allowed a higher control about the prompting
rhythm than the e-mail reminders that were offered to them.

Experiments in 41 Teams from 10 test sites were conducted utilizing the browser and
desktop clients. We collected over 68000 answers from 465 users. Mixed method
evaluations showed that acceptance is the critical factor of success for a continuous
survey [13]. As the prompts to answer questions are the main touchpoint between
participants and system, they are a major source for potential acceptance problems. In
our experience from the experiments, the acceptance towards the system benefits from
giving users control about prompting characteristics and making prompts user specific
and unobtrusive. These insights caused us to add said aspects to the set of prompting
principles.

The following list sums up how we realized prompting in the latest iteration of the
continuous survey system (Android client, see Fig. 2) in regard to the aforementioned
principles:

• Optional – Prompts can be ignored or dismissed anytime. The survey system is
designed to handle heterogeneous amounts of answers from different users. Low
participation rates are not penalized. Nonetheless, the system promotes projected
participation rates by creating awareness about subpar answering behavior.

Fig. 2. Android system notification; (A) view questions, (B) reduce current participation rate,
(C) configure contextual features
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• Comprehensible – The prompts feature simple minimalistic phrases, which caused
no misunderstandings within the experiments.

• Actionable – The prompts contain direct links to the different actions, which
allowed users to access questions that are due (Fig. 2A, give feedback about the
current participation rate (Fig. 2B, configure the contextual awareness features
(Fig. 2C or dismiss the prompt.

• Purposeful – The system allows for item-specific repetition rates. Prompts that deal
with topics of low dynamics are less often presented to the user. Giving weekly
feedback about the tools you can access for example may seem unreasonable, if the
tool setup changes only every few months. Earlier prototypes that did not feature
item-specific repetition rates were criticized by users because they had the feeling of
having to give unnecessary answers.

• Just in time – As the survey system grants users control about their participation and
thus giving an answer can always be declined, there is no ‘right time’ to answer a
question. Nonetheless, the system implements a relevancy concept that determines
when which questions are available to the user at all. Determining these points of
time is based on the time since a question has last been answered, its specific
repetition rate, the user’s current willingness to participate, and contextual infor-
mation. While there are prompts available that remind users if they did not par-
ticipate for a certain amount of time, a user is never prompted if no question is
available.

• Unobtrusive – The prompts instrumentalize standard notification mechanisms of the
android platform and avoid any features that may increase the awareness, like sound
or striking colors. With this approach, users know how to handle the prompts and
the risk of appearing as an additional source of distraction is reduced. The survey
system, which orchestrates the timing of the prompts, aims at reducing annoyance
that may be created by the prompts, by implementing context awareness features.
These features use contextual information (e.g. time, place or calendar data) to
detect favorable and unfavorable situations to send a prompt to the user. The
experiments showed that prompts that disrupt the participants’ workflow decrease
the acceptance towards the whole survey system. Hence, prompts should be no
disturbance. As following the prompt is not mandatory, there is no need to do
everything to get the user’s attention. The risk of losing acceptance by annoying the
user with an obtrusive prompt in a critical situation is higher than the price of
having a prompt vanish unnoticed.

• User control – Users can give feedback about their current willingness to participate
and, by this, configure the prompts in regard to frequency and amount. The
experiments showed that user acceptance benefits from granting users
self-determination. Rules and restrictions, on the other hand, create the feeling of
being patronized, which decreases acceptance.

• User specificity – The wording of the questions is cooperatively negotiated and
teams have the possibility to add team-specific items to the questionnaire. Prior to
using the tool, the questions were presented to and discussed with the participants.
Based on this, the questions were paraphrased to comply to group specific termi-
nologies and jargon. These workshops were also used to collaboratively create
team-specific questions. This measures received positive feedback from the
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participants; adapting the wording increased identification and comprehensibility
and the team-specific questions were often the center of attention when the survey
results were put to use.

3 Conclusion

While the case-study examined prompting users to answer questions in the context of a
continuous creativity survey, the gained insights can be applied to a more abstract
problem statement. A survey system can be divided into two main components:
answering items and consuming the fed back results. Giving answers can be interpreted
as the compulsory task that is needed to earn the results as a reward. The initial
situation is a user who is motivated to participate in a service. The participation requires
the users to repeatedly perform (short) actions over a longer period of time. The
number of times the user interacts with the system to carry out such an action exceeds
the amount of other use cases (e.g. checking the survey results); this makes the
prompting of a user to perform an action the main touchpoint between user and system.
In general, the user conceives no direct benefit from accomplishing these actions, but
gets long-term rewards by using the service. Because of the lack of an immediate
reward and the fact that executing the required actions may feel like an obligation, it
can happen that the user creates too little input to the service or stops interacting with it
at all. Acting upon a prompt to perform the (short) action is beneficial, but not
mandatory. Table 1 gives examples of usage scenarios that feature a similar challenge
pattern and thus potentially benefit from the principles of making prompts unobtrusive
and user specific, while putting the user in control of prompting characteristics.

These newly proposed principles are critical factors of success to preserve user
acceptance. They should be added to the list of principles that can be derived from the
definition of prompting and literature. Principles that support the maintaining of
acceptance are especially relevant for systems in which the benefit of following a
prompt is not directly obvious at the same moment when the user’s reaction is required.
The benefit is usually created in collaborative constellations where individual contri-
butions support others or the whole group, for example when feedback about the team
climate is individually solicited and collaboratively discussed.

Table 1. Examples of services that feature the examined challenge pattern

Service (Short) action that is prompted for Long-term reward

Continuous survey Answering item Improvement of working climate
Reflective learning Documenting own behavior Learning about own experiences
Mobile learning Receiving info/testing knowledge Improvement of knowledge
Health Documenting current condition Stay healthy
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Abstract. With the emerging technologies of Virtual and Augmented
Reality (VR/AR) and the increasing performance of mobile and desk-
top devices the amount of 3D-based applications rapidly increases. This
3D content demands for an efficient and well suited 3D interaction.
Currently there are many manipulation techniques for different input
and output devices, like mouse, touchscreen, gestures, 2D-based moni-
tors or 3D-based head mounted displays (HMDs), but there is no gen-
eral overview covering all interaction techniques. This paper delivers an
extensive overview of different approaches and classifies these according
to input device, functionality (translation, rotation, scaling, with discrete
mode or modeless interaction, uni- or bi-manual). If available, evaluation
results or comparisons to other techniques are presented. Each technique
is then rated under the aspects of speed, beginner-friendliness and men-
tal and physical demand.

For desktop environments a mouse interaction combined with a 3D
widget works well. A six degree of freedom (DOF) device can be more
precise but needs additional learning. Virtual environments benefit from
a direct manipulation technique which yields a high immersion. On a
touch screen, techniques with a fixed amount as well as methods with a
variable amount of interacting fingers can be efficient. The contribution
of this poster is an overall guide beyond the above mentioned methods
which helps to choose a technique suitable for a specific system.

1 Introduction

Manipulation of three dimensional (3D) data includes rotation, translation and
scaling (RTS) tasks. Positioning of a virtual object can be subdivided into an ini-
tial selection, a coarse, large movement and a final, precise movement [19]. The
efficiency and adequacy of a manipulation technique depends strongly on the
task [39]. It is influenced by factors like distance from user to object, size of the
object, needed amount of RTS and density of objects. Furthermore the input and
output devices influence the choice of a possible interaction technique. Therefore
this paper aims to give an overview of manipulation techniques grouped by the
c© Springer International Publishing AG 2017
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according input modality. In Sect. 2 some general information for 3D manipula-
tion is established. Section 3 introduces several interaction techniques. Available
evaluation results are presented in Sect. 4 and further discussed in Sect. 5. Finally
a conclusion is drawn in Sect. 6.

2 Related Work

When interacting with an object it is not advantageous to allow the user to
manipulate all DOF of the object at the same time. Users prefer a constrained
interaction namely a 2D translation on a plane, a 1D rotation around an axis
and an uniform 3D scaling [8]. Rotation is preferred as a 1D task because users
cannot deconstruct an orientation into distinct rotations around several axes [59].
Rotation is also a more complex task than translation, as Ware [52] shows it takes
about 50% more time. Martinet et al. [31] show that a separated translation and
rotation increase the efficiency of users.

The introduction of constraints in a 3D interaction can increase precision and
speed if they fit the task [47]. Besides this, a 3D or stereo display helps position
and orient objects in a virtual environment (VE) and users perform better than
with a classical 2D representation [52].

3 Manipulation Techniques

This section covers different techniques for RTS interaction grouped by the input
modality. It covers approaches using a classical 2DOF mouse, an extended mouse
with more than 2DOF, a full 6DOF device, a gesture and touch interaction.

3.1 2DOF Mouse Interaction

A possibility to control an object’s placement is the use of different sliders which
control the dimensions of the movement [8]. However, a mouse interaction with
virtual objects often utilizes 3D widgets [9,45]. Typically a partition in different
modes for RTS and constraints for 1D or 2D manipulations are presented to the
user. Virtual Sphere Methods [8,21,46] let the user rotate an object by clicking
& dragging a fictitious sphere that encapsulates the object. Schmidt et al. [45]
do not switch between different interaction modes with buttons or shortcuts
but rather use sketching gestures to derive manipulation modes accordingly.
Techniques like Snapping [9], the Triad Mouse [35] or Snap-Dragging [5,6] place
reference points or cursors on objects in the VE which allow the user to per-
form several transformations on the object. Tail-Dragging [50] links the object
to an virtual rope which can be used to drag an object around the VE while
simultaneously performing translation and rotation.

3.2 2+DOF Mouse Interaction

Several works exist that increase the DOF of the classical mouse by one or two
dimensions in order to perform more complex tasks. Zeleznik et al. [56] take two
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mice which are controlled by both hands of the user. They split the functionality
according to the theory of the dominant and non-dominant hand from Guiard
[13]. A bi-manual asymmetric interaction results in an increased performance
[3,23]. Another approach is to increase the dimensions of a single mouse as with
the Two-Ball Mouse [30], the Rockin’Mouse [4], the Yawing Mouse [2] or the
Turntable [12]. These let the user rotate or tilt the mouse for additional input.

3.3 6DOF Mouse Interaction

6DOF controllers consist of isotonic, free moving devices and isometric or elas-
tic, (almost) fixed devices [59]. An isotonic mouse like the VideoMouse [24], the
ToolStone [42] or the Bat [53] uses a tracking method that allows the detec-
tion of the position and orientation of the device in 6D. Examples for isometric
and elastic devices are the SpaceMouse [1] or the Elastic General-purpose Grip
(EGG) [60] respectively. The controller for these type of devices moves only a
small amount. It measures input based on exerted forces or deviation from a zero
position. Isotonic devices benefit from controlling the position of a virtual object
directly (zero order control), whereas isometric and elastic devices should con-
trol the velocity of the object (first order control) [57]. An isotonic device with
first order control and a isometric or elastic device with zero order control result
in a significantly slower object manipulation. There is no significant difference
between a isometric or elastic device control, except for a slight advantage for
elastic controllers in the first 20 min of usage [58]. 6DOF devices may also intro-
duce force feedback to the user with the use of a mechanical arm (e.g. Geomagic
Touch X [11] or Haption Virtuose 6D [20]).

3.4 Gesture Interaction

Gesture interaction can utilize a hand and finger tracking or use a physical
controller like an isotonic 6DOF mouse in combination with physical buttons on
the controller. Using gestures rather than mapping the movement of the hand
directly to the virtual object as in Sect. 3.3 allows for different interactions, but
also introduces some problems. In the Grab and Twirl technique [10] and a
technique from Schlattmann and Klein [43] the user frames a virtual object with
both of his hands. The object is hereby grabbed and can be moved in the VE.
In addition to that, the Grab and Scale [10] method lets the user set an axis
and the amount of rotation with the dominant hand. Jerky Release [44] lets the
user grab an object with an implicit grab gesture. The object is manipulated
if the user moves his hand steady and controlled. The object is released if he
makes some fast or jerky movements. Modeless RTS including constraints can
be achieved using two isotonic controllers [16] or the users hands [48].

Focusing on Virtual Reality (VR), new object manipulation techniques need
to be introduced because classical mouse or keyboard inputs may not be available
or suitable. An object can be manipulated relative to the origin of an object’s
coordinate system or the users hands [33]. Moving an object relative to its own
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center results in a direct manipulation. This is intuitive, fast, precise and uti-
lizes proprioception [7,19,34]. Relative movement with respect to the users hand
feels more like manipulating the object on the end of a rod and is more prone
to tracking noise or a shaking hand. To remove the restriction of a limited inter-
action range for a direct manipulation, the techniques Go-Go [40], Fast Go-Go
and Stretch Go-Go [19] can be used. With this techniques the arm extension of
the user is mapped to an disproportionately high movement of the virtual hand.
Scaled-World Grab [34] scales the users size in the world to allow him to reach
distant objects, whereas Extender Grab moves the object without positioning it
in the users hands, but scales the objects translation depending on the initial
distance to the user. Other manipulation techniques are Worlds in Miniature
(WIM) [33,49], Hand-Held Widgets [34], Voodoo Dolls [37], a hybrid technique
by de Haan et al. [15] which combines direct and ray-casting interaction or sev-
eral projection techniques by Pierce et al. [38].

3.5 Touch Interaction

There are several techniques for a touch screen interaction like Sticky Tools
[18], a fluid-based Manipulation by Kruger et al. [27], Screen-Space [41], Depth-
Separated Screen-Space (DS3) [31], a Two-Finger interaction by Liu et al. [29],
Pie Rotate and Turn & Roll [22], Z-technique and multi-touch viewport tech-
nique [32] and rizzo [51]. Hancock et al. [17] show that with one, two or three
finger input in a 5DOF manipulation task it is easier and faster to use more fin-
gers for interacting. Mobile devices contain a touch screen and also a gyroscope
which can be combined to form device orientation dependent interaction as in
[14,55].

4 Evaluation

Chen et al. [8] compare slider-based rotation with the virtual sphere method
and find that virtual sphere is faster and better rated by users (also [26,36]).
They compare the virtual sphere with a isometric trackball and find no significant
differences in neither time nor accuracy. Several works compare a classical mouse
with a 2+DOF mouse interaction and find that the mouse with more DOF is
about 10–30% faster [2,4]. Still, the given tasks seem to fit the DOF of the
input devices exactly and it is questionable if these devices perform as well
given a 6DOF task. Comparing isotonic 6DOF mice interaction with a virtual
sphere interaction shows that the 6DOF devices are significantly faster (3̃5%)
in a rotation task, with equal or slightly better precision and a higher user
rating [25]. Ware and Rose [54] show that when using an isotonic device, an
object rotation should be done with the object in the same position as the hand
of the user. A comparison of an isotonic 6DOF mouse and an isotonic tracked
hand with and without an explicit grabbing posture shows that the explicit
grabbing is significantly slower and more imprecise [44]. Still, all techniques
are accurate. A further analysis gives a similar result, but also shows that a
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bi-manual method can also be fast at precise movements [43]. High standard
deviations for all methods show that the experience of the user with the devices
is an important factor for the interaction. Above all an isometric device needs
more time to get used to. Zhai et al. [61] compare an isotonic input from a tracked
device and a glove. The main difference of the two techniques is the limited
movement range of the hand. Since the tracked device could be manipulated
with the fingers it did not have that limitation and as a result is about 20%
faster. In another experiment Zhai and Milgram [60] compare an isotonic and
an elastic control. The isotonic interaction is significantly faster, but the elastic
interaction allows for a more controlled object manipulation (discrepancy from
the shortest manipulation path). Both devices show a strong learning effect. As
of [57,58], there is no significant difference between an isometric and an elastic
device concerning speed or user preference.

Comparisons of the touch screen input techniques Sticky Tools, Screen-Space
and DS3 show that users have significantly more problems completing a task with
Screen-Space while using twice as many touch events [31]. DS3 is about 35%
faster in the given experiment. Liu et al. [29] compare these three techniques to
their own Two-Finger method, but also consider different screen sizes in their
experiment (5 and 11 in.). The Two-Finger method and Sticky Tools are the
fastest techniques on all display sizes. Screen-Space performs better on a smaller
screen, but is still slow at complex tasks. The technique DS3 is the slowest at
executing a simple task and using a 5 in. screen.

5 Discussion

Using a classical mouse with a virtual Sphere technique is common, but inferior
to a 6DOF device [59]. 2+DOF devices can be faster than a mouse, but suffer
from the fact that other muscle groups are used to compare the other dimen-
sions. On one hand, an isotonic 6DOF interaction is intuitive, but has a limited
workspace and therefore needs a clutching method. Also fatigue can be a prob-
lem, but does not need to be, because the user might rest his arm on a table
and perform movements with his wrist [53]. On the other hand, an isometric
or elastic device needs little effort to control and allows for more coordination.
However these devices need more time to learn. Zhai and Milgrim [60] conclude
that a more direct controller, like an isotonic device or a touch screen, should
be used for short tasks and less direct tools, like an isometric/elastic device,
should be used for long interactions. Table 1 gives an overview of all mentioned
manipulation techniques and their rating, based on the evaluation results.
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6 Conclusion

In a 3D object manipulation task the best technique depends on the input and
output devices and the application domain. Firstly, desktop environments can
combine a mouse interaction with a widget based manipulation like the vir-
tual sphere. This works well and since a mouse is always available it is easy
to integrate this type of control. Many different solutions try to extend the 2D
mouse with one or two more axes, but these additional dimensions only benefit
in specific systems that utilize exactly these axes. A 6DOF manipulation, that is
translation and rotation, favors from the introduction of a 6DOF mouse. Scaling
might be achieved with a mode switch.

Secondly, in a mobile context or on a larger touch screen techniques like
Sticky Fingers or the Two-Finger approach by Liu et al. allow efficient and fast
interactions. The orientation sensors of a smart phone can also be used to achieve
a different interaction style like in [28].

Thirdly, VR and AR may not or do not want to use traditional input methods,
but can rely on hand or controller input. This enables the user to interact directly
and naturally with objects in the virtual environment (VE) by using a zero order
control [19]. Techniques like Go-Go, Scaled-World Grab and Extender Grab or
Worlds in Miniature extend on this direct metaphor.
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Abstract. This poster discusses pen-on-paper experience on a mobile
platform for learning a writing system. A writing system is a set of
letters such as the English alphabet and the Japanese Hiragana. Each
letter is made from a number of strokes and these strokes are written
in a specific order or stroke order. For learning a writing system on a
mobile platform, this poster focuses on the problem with lack of feeling
writing on real paper and builds a vibrotactile feedback pen called a vib-
touch pen using a common touch pen and a common vibration speaker
to give users pen-on-paper experience. An experiment in pen-on-paper
experience is conducted and the result shows that a vib-touch pen gives
users more pen-on-paper experience than the other two conditions of a
normal touch pen and touch with their own finger.

Keywords: Vibrotactile feedback · Pen-on-paper experience · Touch
screens · A writing system · Computer-aided education · Interface design

1 Introduction

Learning a writing system is one of main topics in primary education. A writing
system consists of a number of letters. The English alphabet for example consists
of 26 letters. Each letter is made from a number of strokes. These strokes are
written in a specific order (stroke order). Figure 1 shows the stroke order of letter
‘A’. Stroke order helps people balance letters and improve their readability.

In Japan, one of problems with learning a writing system is that kids are
not good at keeping motivation for learning because Japanese writing systems,
especially Kanji, are complicated. To motivate kids to learn, this poster focuses
on a mobile platform because it has multiple means to draw their attention such
as sounds, graphics and touch input. A mobile platform however poses another
problem with lack of feeling writing on real paper or pen-on-paper experience.
Wang et al. [1] built an EV-Pen. An EV-Pen is a vibrotactile feedback pen using
electrovibration to give users real pen-on-paper experience. The EV-Pen consists
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Fig. 1. Stroke order of ‘A’.

Fig. 2. Look of a vib-touch pen.

of an ITO transparent electrode sheet applied to a glass plate coated with a
layer of silica insulation. While the traditional vibrotactile feedback pens employ
mechanical actuators, which may shake the whole pen and disturb movement of
the pen tip, the EV-Pen does not rely on mechanical actuators but it requires
a high voltage DC supply unit to inject alternating current, whose amplitude is
200 V, to the pen. It is not suitable for mobile platforms because of the need
for massive batteries. This poster builds a provisional vibrotactile feedback pen
equipped with an common vibration speaker to give users the feel of writing on
paper. Our approach relays on neither mechanical actuators nor heavy batteries.

As regards learning a writing system, guiding strokes is an importance aspect.
Yamaoka and Kakehi [2] built a traction force feedback pen. Four mechanical
actuators are attached on the pen tip and they generate asymmetric acceleration
to create a force in the predefined direction. This pen is used to assist users in
drawing figures and guide directions. However mechanical actuators may shake
the whole pen as mentioned above so that their approach is applicable to creating
a virtual traction force but pen-on-paper experience. To guide strokes, this poster
attempts to alter the tone played on a vibration speaker to create a virtual
traction force.

2 A Vib-Touch Pen

Figure 2 shows our provisional vibrotactile feedback pen called a vib-touch pen.
It consists of an ordinary touch pen of Elecom P-TPALBK and a vibration
speaker of Vibroy CSP-VI01. The touch pen is about 125 mm long and 8.4 mm
wide. The diameter of the pen tip is about 7 mm. It weighs 10 g. The vibration
speaker is a semi-sphere in shape and it is 36 mm in diameter and weighs 50 g.
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The flat part of the vibration speaker transmits vibration to the attached object.
The vibration speaker is attached on the lower part of the touch pen, that is
about 30 mm from the pen tip, so that the user perceives vibration at the tip
of the pen. To give pen-on-paper experience and create a virtual traction force,
the vibration is altered and displayed depending on position of touch with the
pen tip on a touch screen.

3 Prototype of Learning a Writing System

Figure 3 shows a schematic diagram of our prototype system. Our prototype
consists of a host computer, a touch screen and a vib-touch pen. A vib-touch
pen is connected to the host computer. The touch screen detects the position
of touch with the pen tip and sends it to the host computer and then the host
computer injects vibration to the vib-touch pen.

Figure 4 illustrates timing and frequency of vibration with an example of the
first stroke of Japanese Hiragana ‘ ’. Every single stroke consists of a sequence
of multiple vibration spots represented by gray dots and each vibration spot has
a different frequency. The order of frequencies assigned on vibration spots is in
a Solfege scale order such as Do, Re and Mi to create a virtual traction force
by gradually decreasing friction between the touch screen and the pen tip. As
the user places the pen tip on a vibration spot, the corresponding frequency is
played so that he/she would perceive pen-on-paper experience. The frequency
becomes gradually high while the user moves the pen tip along a stroke correctly
so that he/she would perceive a virtual traction force.

Fig. 3. Prototype of learning a writing system.

Fig. 4. The timing to display vibration and its frequency.
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4 Experiment and Results

Figure 5 shows a series of screenshots of an experiment application in pen-on-
paper experience. A single letter of Japanese Hiragana appears on the application
window and vibration is displayed as each stroke is drawn by the user in correct
order. The figure also shows progress of drawing strokes. The left screenshot
shows a scene of drawing the first stroke and the right one does a scene of
drawing the third stroke.

In our experiment, three experimental conditions are taken into considera-
tion: vib-touch pen, normal touch pen and touch. The first condition of vib-touch
pen is that the subject uses a vib-touch pen to draw strokes and the second one
is that he/she uses a normal touch pen without vibration to do. The last one
is that the subject draws strokes by touch with his/her own finger. There were
twenty subjects with the ages of 21–24. Each subject was asked to draw strokes
under each pair among three conditions, resulting in three pairs of conditions:
vib-touch pen vs normal touch pen, vib-touch pen vs touch, normal touch pen vs
touch. After evaluating each pair of conditions, the subject was asked to fill in a
questionnaire about which condition would give more pen-on-paper experience
with a 5-point scale shown in Fig. 6.

Table 1 shows the result of the Scheffee’s paired comparison test and Fig. 7
shows the psychological scale of pen-on-paper experience. From the result, there
is a significant impact between vib-touch pen and the other two conditions on
pen-on-paper experience [q(3,19) = 6.3305, p < .01, Y(0.01) = 0.9092)].

Fig. 5. Screenshots of the experiment application.

Fig. 6. A questionnaire sheet.
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Table 1. Result of the Scheffee’s paired comparison test.

Factor Sum of squares df Mean square F Sig.

Main effect 44.1333 2 22.0667 17.8285 0.4370 × 10−4

Main effect ×
Individuals

64.5333 38 1.6982 1.3721 0.2329

Interaction 0.8167 1 0.8167 0.6598 0.4267

Error 23.5167 19 1.2377 - -

Total 133 60 - - -

Fig. 7. Psychological scale obtained from the Scheffee’s paired comparison test.

5 Conclusions

This poster built a vibrotactile feedback pen called a vib-touch pen using a
common touch pen and a common vibration speaker to give users pen-on-paper
experience and create a virtual traction force, and conducted an experiment in
pen-on-paper experience. The result showed that a vib-touch pen gives users
more pen-on-paper experience than the other two conditions of a normal touch
pen and touch with their own finger.

In future work, we are going to conduct a further experiment in virtual
traction force and evaluate it.
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Abstract. Offline handwritten character recognition has been one of the fore-
most difficult analysis areas within the field of image processing and pattern
recognition in the recent years. Handwritten character recognition is a terribly
problematic analysis space, because writing styles might vary from one user to
another. The main goal of this research is to recognize the characters from a
given scanned document or an image file where Multilayered Feed Forward
network with Back propagation algorithm including two feature extraction
techniques have been implemented at the same system. We have considered
parameters like number of Hidden Layer, size of Hidden Layer and Epochs and
applied some basic algorithms for segmentation of characters and normalization
of characters and thrown light on Gradient and Geometry based feature
extraction techniques for feature extraction respectively, because Feature
Extraction is an integral part of any recognition system as well as improves
recognition rate and misclassification. We have described step by step procedure
of character recognition using ANN and calculated the number of hidden
layer as well.

Keywords: Artificial Neural Network � Hidden layers � Epochs � Back
propagation � Offline handwritten character � Feature extraction � Recognition
rate � Classification

1 Introduction

The purpose of this research is to take handwritten English characters as input, process
the character, train the neural network algorithm, to recognize the pattern and modify
the character to a beautified version of the input as well as explain the mechanism of
ANN including the calculation of number of hidden layer; by finding the number of
hidden layer, it is easy to understand the complexity of the system. Though this work is
restricted to English characters solely, this research is aimed toward developing soft-
ware which can be useful in recognizing characters of English language. It can be
additional developed to recognize the characters of various languages later. It engulfs
the idea of neural network. One of the first suggests by which computers are dowered
with human-like skills is through the utilization of a neural network. Neural networks
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are notably helpful for resolution issues that cannot be expressed as a series of steps,
like recognizing patterns, classifying them into groups, series prediction and data
mining. A neural network trained for classification is intended to take input samples
and classify them into groups. These groups could also be fuzzy, while not clearly
outlined boundaries. This project engages detecting free handwritten characters.

2 Related Work

Today Neural Networks are mostly used for Pattern Recognition. Optical character
recognition (OCR) is widespread use of Neural Network. Different Models of Neural
Network have been applied on the test set on each to find the accuracy of the respective
Neural Network [1]. However, handwritten character and optical character are different
format; optical character recognition is easy for recognition, because of its pattern
which easy to recognition. On the contrary, handwritten character recognition is dif-
ficult because the large range of writing style from one person to another [2]. Feature
extraction which improves recognition rate and misclassification is an integral part of
any recognition system [2, 3]. The aim of feature extraction is to describe the pattern by
means of minimum number of features that are effective in discriminating pattern
classes. The gradient measures the magnitude and direction of the greatest change in
intensity in a small neighborhood of each pixel where gradient refers to both the
gradient magnitude and direct ion). Gradients are computed by means of the Sobel
operator. Due to its logical simplicity, ease of use and high recognition rate, Gradient
Features should be used for recognition purposes [3]. Recognition of Handwritten text
has numerous applications which include, reading aid for blind and conversion of any
hand written document into structural text form. To recognize handwritten characters
by projecting them on different sized grids by using Mat lab Neural Network toolbox is
the best way. The first step is image acquisition which acquires the scanned image
followed by noise filtering, smoothing and normalization of scanned image, rendering
image suitable for segmentation where image is decomposed into sub images. Char-
acter extraction and edge detection algorithm have been used for training the neural
network to classify and recognize the handwritten characters [4]. This paper explores
the existing ring based method (W.I. Reber 1987), the new sector based method and the
combination of these, termed the Fusion method for the recognition of handwritten
English capital letters. The variability associated with the characters is accounted for by
way of considering a fixed number of concentric rings in the case of the ring based
approach and a fixed number of sectors in the case of the sector approach. Structural
features such as end points, junction points and the number of branches are used for the
pre-classification of characters, the local features such as normalized vector lengths and
angles derived from either ring or sector approaches are used in the training using the
reference characters and subsequent recognition of the test characters. The recognition
rates obtained are encouraging [5]. A geometry based technique for feature extraction is
applicable to segmentation-based word recognition systems. It extracts the geometric
features of the character contour. These features are based on the basic line types that
form the character skeleton. The system gives a feature vector as its output. The feature
vectors so generated from a training set were then used to train a pattern recognition
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engine based on Neural Networks so that the system can be benchmarked [6]. In
computer vision research, object detection based on image processing is the task of
identifying a designated object on a static image or a sequence of video frames.
Projects based on such research works have been widely adapted to various industrial
and social applications. The field to which those applications apply includes but not
limited to, security surveillance, intelligent transportation system, automated manu-
facturing, and quality control and supply chain management. The popular computer
vision methods have been extensively studied in various research papers and their
significance to computer vision research has been proven by subsequent research
works. In general, by categorizing those methods into to gradient-based and edge based
feature extraction methods, depending on the low level features they use [7].

3 Proposed Approach

We have used two Feature Extraction techniques in the same system so that the system
is more flexible; if any of them out of work for any technical issues, then other one
work without any problem. We have used Gradient and Geometry based feature
extraction techniques for feature extraction respectively because Feature Extraction is
an integral part of any recognition system as well as improves recognition rate and
misclassification. The proposed method comprises of 4 phases:

1. Pre-processing
2. Segmentation
3. Feature Extraction
4. Classification and Recognition

3.1 Pre-processing

In image representation one is concerned with the characterization of the number that
every pixel represents. The number of pixels per unit area i.e. sampling rate must be
massive enough to preserve the helpful in-formation within the image.

3.2 Segmentation

In the segmentation stage, an image of sequence of characters is rotten into sub-images
of individual character. The pre-processed input image is divided into isolated char-
acters by distribution variety to every character employing a labeling method. This
labeling provides info concerning range of characters within the image. Every indi-
vidual character is uniformly resized into pixels. In normalization, we want to nor-
malize the size of the characters. There are massive variations within the sizes of every
Character hence we need a technique to normalize the size. For normalizing the size we
have used Character Extraction Algorithm and Edge Detection Algorithm.
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3.3 Feature Extraction

There are two Feature Extraction methods have been employed:

1. Feature Extraction Using Gradient Feature
2. Feature Extraction Based on Character Geometry

Feature Extraction Using Gradient Feature
The gradient measures the magnitude and direction of the best modification in intensity
in an exceedingly tiny neighborhood of every pixel. (In what follows, “gradient” refers
to each the gradient magnitude and direction) Gradients are computed by means that of
the Sobel operator. The Sobel templates accustomed compute the horizontal (X) and
vertical (Y) parts of the gradient are shown below (Table 1):

Given an input image of size G1 � G2, each pixel neighborhood is convolved with
these templates to work out these X and Y parts, Hx and Hy, severally. Equations (1)
and (2) represent their mathematical representation:

H m; nð Þ ¼ I m� 1; nþ 1ð Þþ 2 � I m; nþ 1ð Þþ I mþ 1; nþ 1ð Þ � I m� 1; n� 1ð Þ
�2 � I m; n� 1ð Þ�I mþ 1; n� 1ð Þ ð1Þ

H m; nð Þ ¼ I m� 1; n� 1ð Þþ 2 � I m� 1; nð Þþ I m� 1; nþ 1ð Þy� I mþ 1; n� 1ð Þ
�2 � I m + 1; nð Þ�I mþ 1; nþ 1ð Þ ð2Þ

Here, (m, n) range over the image rows (G1) and columns (G2), respectively. The
gradient strength and direction can be computed from the gradient vector [Hx, Hy].

After getting gradient vector of every pixel, the gradient image is decomposed into
four orientation planes or eight direction planes.

Feature Extraction Based on Character Geometry
It extracts completely different line sorts that form a selected character. It additionally
concentrates on the point options of identical. The feature extraction technique
explained was tested employing a Neural Network that was trained with the feature
vectors obtained from the system proposed.

Universe of Discourse.
Shortest matrix that matches the whole character skeleton.

Table 1. Sobel masks for gradient (Source: [3])

Horizontal Component                      Vertical Component

1 2 1
0 0 0

-1 -2 -1

-1 0 1
-2 0 2 
-1 0 1 
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Zoning.
After the universe of discourse is chosen, the image is split into windows of equal

size, and also the feature is completed on individual windows. The image was zoned
into nine equal sized windows. Feature extraction was applied to individual zones,
instead of the full image.

Starters.
Starters are those pixels with one neighbor within the character skeleton.
Intersections.
It ought to have over one neighbor.

3.4 Classification and Recognition

In Neural Network, each node perform some straight-forward computation and each
affiliation conveys a proof from one node to a unique labelled by selection called the
“connection strength” or weight indicating the extent thereto signal is amplified or
diminished by the connection. Different selections for weight leads to totally different
functions are being evaluated by the network. If in a given network whose weight are
initial random and provided that we all know the task to be accomplished by the
network, a learning algorithm should be accustomed verify the values of the weight
which will reach the required task. Learning algorithm qualifies the computing system
to be referred to as Artificial Neural Network (Fig. 1).

Hidden Layer Calculation

Th ¼ Ts=fA � ðTi þToÞg ð3Þ

Here,

Ts = Number of Samples in Training Data Set
Th = Number of Hidden Layer
To = Number of Output Neuron
Ti = Number of Input Neuron
A = Arbitrary Scaling Factor 2-10

Fig. 1. Neural network
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Sample Input and Output
The match pattern is obtained to get the associated character, once the network is
trained (Fig. 2).

Test Result Comparison
The given line graph shows the variations of Gradient Feature and Character Geometry
Feature Extraction methods on the basis of number of Epochs (Fig. 3).

Fig. 2. Desired sample input and output

Fig. 3. Test Result comparison on the basis on number of epochs and classification (%)
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4 Conclusion

The implementation of the absolutely connected Back propagation network gave
affordable results toward recognizing characters. The two strategies specified for fea-
ture extraction yield desired and right smart accuracies for recognition. The foremost
notable is that the proven fact that it cannot handle major variations in translation,
rotation, or scale. Whereas some preprocessing steps is enforced so as to account for
these variances, as we did generally they are tough to solve fully.
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Abstract. This manuscript proposes a plural cursor to shorten selection
time in multi-display environments. A plural cursor is a set of copies of an
original mouse cursor, which move in a synchronized manner. Each copy
is assigned on a different computer screen. This manuscript conducts an
experiment to compare the performance of a normal mouse cursor and
a plural cursor in a dual-display environment. The results show that the
total path the plural cursor has taken on average was about half the
distance of the normal cursor, but their total elapsed time was almost
the same. The value of myoelectric spectrum a plural cursor was lower
than that of a normal mouse cursor.

Keywords: Plural cursor · Mouse cursor · Multi-display · Fitts’s law ·
Pointing interface

1 Introduction

One of the common pointing devices is a mouse. The mouse is synchronized with
the mouse cursor displayed on a computer screen, and moves the cursor to select
targets.

When people use a usual mouse cursor in a multi-display environment, they
have to move the mouse cursor a long distance, resulting in more time taken
to click a target. This is expressed by Fitts’s law. According to Fitts’s law, the
longer the distance from the current position of the cursor to the target, and
the smaller the size of the object is, the longer the time elapsed for the selection
increases.

Equation (1) shows a formulation of Fitts’s law and Fig. 1 shows an illustra-
tion of the Fitts’s law. T means the time to move the cursor to the target. A
and B are constants depending on the input device. D means the distance from
the current cursor to the center of the target. W means the size of the target
relative to the moving direction of the cursor. In Eq. (1), as W is larger and D is
shorter, it is easier to select a target meaning that T is short. According to this
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rule, in a multi-display environment, the distance D to the target becomes large
and the time T elapsed for selecting the target becomes longer.

This manuscript proposes a plural cursol which shortens the distance that
people have to move the mouse cursor in a dual-display environment. A plural
cursor can be used even when the number of screens is three or more. It is
expected that the elapsed time to click on a target will be shorter because this
cursor shotens the distance between the cursor and the target. This manuscript
also measures and evaluates the myoelectric potential of the arm when using a
plural cursor.

T = A + B log2(1 +
D

W
) (1)

Fig. 1. Fitts’s law.

2 Plural Cursor

A plural cursor is a set of copies of an original mouse cursor, which move in a
synchronized manner. Each copy is assigned on a different computer screen. If
users clicked the mouse, the event is sent to the copy on each screen. Although
a new method by hitting the button to switch mouse cursors is conceivable, the
number of times the button is hit increases and the elapsed time for switching
becomes longer when the number of displays increases. Figure 2 shows the basic
idea of a plural cursor in a dual-display. There are copies which move in a
synchronized manner at the same coordinates on each screen. The application
windows are placed at different positions so that they don’t overlap on each
screen.

As an advantage, the distance that users have to move the cursor to the
target is cut in half because there are two cursors. From this and Eq. (1), it
can be predicted that the time T elapsed for moving the cursor becomes shorter.
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Fig. 2. Basic idea of plural cursor.

Moreover, the operation of this cursor is easy because it resembles a usual mouse
cursor. It can also be said that it can be applied to three or more screens. As a
disadvantage, a target on a computer screen should not be placed at the same
relative position on the other screen because users could click on other targets
unexpectedly. Since there are two cursors, the user may feel uncomfortable and
may be confused.

3 Myoelectric Potential

We measure the myoelectric potential of the arm in order to evaluate the degrees
of a user’s stress when using a normal cursor and a plural cursor.

Myoelectric potential is a current flowing between one site and an adjacent
site by the generation of an action potential inside and outside of the muscle
cell. The action potential is a potential which is always generated by stimulation
inside and outside the muscle. It is measured from the flexor carpi ulnaris muscle.
This is one of the forearm muscles, and it is used in bending the wrist with a
dumbbell or hitting a hammer. Figure 3 (left) shows electromyogram when a fist
was clenched and Fig. 3 (right) shows electromyogram when a person is relaxing
their hand. The amplitude and the frequency increase when forces are applied
to the arm.

4 Experiment and Results

This section conducts an experiment to compare the performance of a normal
mouse cursor and a plural cursor in a dual-display environment. It also measures
and evaluates the myoelectric potential of the forearm when using them. Five
right-handed subjects between the ages of 22 and 23 have experience in using a
dual-display. Each subject performs the following task:

Step 1. The subject is explained the procedure of this experiment and the oper-
ation method of a plural cursor.
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Fig. 3. Electromyogram of flexor carpi ulnaris muscle for one second. Electromyogram
when a fist was clenched (left) and electromyogram when a person is relaxing their
hand (right).

Step 2. The subject practices it, the experiment starts when he understands
the operation method.

Step 3. Five targets are placed on each computer screen and there are 10 targets
in total. Figure 4 shows an initial screen of the experiment.

Step 4. One target changes in color and the subject is asked to click on it then
the next target will change in color at random. Figure 5 shows an example
of the flow of this operation. This procedure is repeated 50 times. The black
circles mean objects and the orange one means a target.

Step 5. The subject performs Step 3 to Step 4 using one type of cursor and after
a 2 min break, he/she does the same steps with the other type of cursor. The
order of the cursors is balanced for each subject, and the placement positions
of the 10 targets differs for each subject and for each cursor.

Fig. 4. An initial screen of the experiment.

The acquired data is the distance between targets[px], the path the cursor
has actually taken[px], the elapsed time to complete the task[s], the number of
miss-click[times] and the myoelectric potential of the dominant arm.

Figure 6 shows the experiment results. The placement position of the targets
didn’t have much influence on the results because there were no large differences
in the total distance between targets. The total path the plural cursor had taken
on average was about 47.2% that of the normal mouse cursor, but their total
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1 2

Fig. 5. An example of the flow of operation. One target changes in color and the subject
is asked to click on it (left) then the next target will change in color at random (right).
(Color figure online)

Fig. 6. Experiment results.

elapsed time was almost the same. From this, it is considered that it took time to
find the position of the cursor when the screen on which the object was displayed
shifted to the other screen. Therefore, it is necessary to have a mechanism to
allow the user to always find the position of the plural cursor. As regards the
number of miss-click, for the normal mouse cursor it is 2.5 times on average and
it is 2.0 times on average for the plural cursor.

Figure 7 shows a myoelectric spectrum of flexor carpi ulnaris muscle, which
was obtained from a span of ten seconds during the experiment for each mouse
cursor system. From this, the integrated value at the range from 0 Hz to 100 Hz
for a normal mouse cursor was 3.34 [mV] while it was 3.01 [mV] for a plural
cursor. It is lower than that of a normal mouse cursor by 0.33 [mV]. The inte-
grated value for the flexor carpi ulnaris muscle when holding the fist strongly is
199.95 [mV] and it is 8.30 [mV] when relaxing the arm. The value became smaller
when operating the mouse compared to when relaxing the arm. The reason for
this may be deviation of the mounting position of the sensor device or depend
on the condition of the muscle.
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Fig. 7. A myoelectric spectrum.

5 Conclusions

This manuscript proposes a plural cursor to shorten selection time in multi-
display environments. We conducted an experiment to compare the performances
of a normal mouse cursor and a plural cursor in a dual-display environment. The
result shows that the total path the plural cursor had taken on average was about
half that of the normal cursor but their total elapsed time was almost the same.
From the result of the myoelectric spectra, a plural cursor gave users less stress
than a normal mouse cursor.

In the future work, we are going to discover the reason why the total elapsed
time for a plural cursor to complete the task wasn’t shorter and compare it
with other proposed methods. In addition, it is also necessary to measure the
myoelectric potential more accurately and analyze muscle fatigue.
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Abstract. This paper presents a digital catalogue interactive system for pro-
moting cultural heritage and tourism information in public spaces, which
employs the notions of playful and tangible interaction. The system features two
touch screens, one for displaying high resolution images and one for providing
detailed information regarding the presented artifact. Navigation in the contents
of the digital catalogue is accomplished through interaction with technology-
enhanced physical objects as well as touch gestures. The paper presents how the
system has been adapted in terms of content and interaction and physical design
to accommodate different types of information and installation contexts, namely
an oil mill to present culinary information, a digital museum catalogue, a digital
cultural heritage photo album, and a digital nature observatory.

Keywords: Digital catalogue interactive system � Information kiosk � Touch
screen � Physical interaction � Playful interaction � Tangible interaction

1 Introduction

The technological world of today has vastly embraced touch interactions, which now
prevail in personal devices (smartphones, tablets), household appliances (e.g., refrig-
erators, cooktops, and washing machines), etc. As a result, touch-enabled interactive
systems constitute a popular choice [1] for providing information to visitors of public
spaces, such as airports, museums and tourist information points. On the other hand,
systems that are designed to be usable but also playful and engaging are expected to
offer a higher quality user experience and further entice the audience [2].

Playful interfaces can be characterized as those interfaces that make users feel
challenged or engage them in social and physical interaction because they expect it to
be fun [3]. In this respect, Tangible User Interfaces (TUIs) [4] have been claimed to
make interactive systems more stimulating and enjoyable [5]. Tangible interaction
encompasses a broad range of systems and interfaces, which share the following
characteristics: tangibility and materiality, physical embodiment of data, embodied
interaction and bodily movement as an essential part of interaction, and embeddedness
in real space [6].
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This paper presents a digital catalogue system which supports touch-based inter-
action and is further augmented with physical object manipulation, building upon the
concepts of playful and tangible interaction and combining functionality with play-
fulness and serendipity. The system allows visitors to browse its content and dwell on
details of images, read accompanying texts and follow threads of information.

2 System Design

The system comprises two embedded touch screens and a custom-made technologically-
enhanced physical object (such as a traditional oil mill, a ship’s wheel, a toy windmill)
that acts as an imaginative input device. The two screens are used to provide comple-
mentary information and views of a given artifact. The larger screen presents a high
resolution photo of the currently selected artifact/image, while the smaller screen mainly
aims at providing brief information that depends on the artifact type, a descriptive title
and a short text for the artifact presented on the large screen. The large screen supports
two types of interaction:

• Hotspots: Each image can include any number of hotspots. If the user touches one
of them, the corresponding area is highlighted and a word balloon pops-up with
related information. If the user touches any part of the image that does not include a
hotspot, then all the available hotspots are highlighted in order to provide feedback
about their position.

• Magnification: Users can indicate an area of interest in the image by dragging their
finger on the screen and carrying out a circle gesture. Consequently, the selected
area is magnified, allowing subsequent iterative zooming to its contents.

Navigation to the items of the collection can take place either through touching the
corresponding controls on the smaller touch screen, carrying out a flip gesture on each
of the screens, or using the physical object. The interaction speed (e.g. how fast the
windmill turns) affects browsing speed and may also trigger music or sound effects.

The system can be customized in terms of the physical object employed, as well as
in terms of its external appearance, in order to fit in an optimal way in any given
installation context (type of information provided, installation location and atmosphere,
etc.). Finally, additional functionality supported includes:

• language selection
• photo capture of the active user
• e-mail communication of selected content, upon user’s request
• QR code, which can be scanned by a mobile device (e.g., smartphone, tablet) in

order to provided additional related information through a web site.

3 Installations

The system can be used as a powerful promotional tool for commerce, marketing and
cultural heritage applications. This section briefly describes how the system has been
adapted to four different contexts to present culinary information, a digital collection of
museum exhibits, a digital cultural heritage photo album, and a nature observatory.
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3.1 An Interactive Oil Mill for Culinary Information

The interactive Oil Mill aims at providing information related to Greek culture and
tradition – with a focus on the Cretan diet – combining real traditional artifacts with
digital content. Oil Mill (Fig. 1a) incorporates a small-scale stone mill, through which
it is possible to browse a digital album offering an introduction to Cretan diet and
culinary products. When the metal handle is rotated, real oil flows from one end of the
system. The system also comprises lighted glass showcases containing museum
replicas of ancient Greek pottery. Users can send information provided by the system
(e.g., recipes, information about traditional products) by e-mail.

The two screens of the system have been employed as follows. The larger screen
(Fig. 1b) displays a high resolution photo of how the recipe is served, annotated with
hotpots that provide additional information regarding individual ingredients. The
smaller screen (Fig. 1c) provides the related recipe, so that users can read it and send it
to their e-mail accounts. The system has been installed at the Heraklion and Chania
airports as a means to promote Cretan gastronomy to the island visitors.

3.2 Panoptes – Displaying a Digital Collection of Museum Exhibits

Panoptes is an interactive system of the permanent interactive exhibition “Macedonia:
From fragments to pixels” of the Archaeological Museum of Thessaloniki and presents
the gold Macedonian wreaths collection (Fig. 2). These wreaths are among antiquity’s
most exquisite examples of jewelry, and show a lot about the people who wore them.
A children’s windmill is located between two touch screens (one larger, one smaller).
Blowing on the windmill, the collection of gold wreaths will unfold. By pausing on any
image, the large screen presents a high resolution photo of a wreath and the smaller

Fig. 1. (a) Overview of the Oil Mill (b) large screen contents: a high resolution photo of the dish
(c) small screen contents: the actual recipe
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screen presents relevant textual information for museum visitors. Users can zoom in on
any detail of the images presented, or choose from the areas of interest marked on the
image that will bring up multimedia windows.

3.3 A Digital Cultural Heritage Photo Album

The digital photo album has been installed at the Heraklion port passenger terminal and
aims at informing visitors about the history of locations around the port, such as the
dockyards or the fort, buildings dated back to the era when Heraklion was ruled by
Venetians (1204–1645 BC). Links with mercantile shipping routes and the settlement
of Venetian colonists constituted Heraklion the most important harbor in the Eastern
Mediterranean. The large screen of the system displays old photos and maps of harbor
locations, while the small screen presents interesting historical information about these

Fig. 2. Panoptes at the Archaeological Museum of Thessaloniki

Fig. 3. A user interacting with the digital photo album
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locations. Navigation in the album contents is feasible through a ship’s wheel placed
below the large screen, or through touch gestures on any of the two screens (Fig. 3).

3.4 A Digital Nature Observatory

The digital nature observatory has been installed at the Natural History Museum of
Crete, with the aim of presenting landscapes, flora and fauna of Crete protected by the
Natura 2000 network1. The large screen, which presents high resolution photos, is
embedded in a drone-like construction (styled as a sci-fi invention coming from the
past) that overlooks the Cretan land and displays diverse sceneries. The smaller touch
screen constitutes a kind of “remote control” mechanism, featuring a digital book with
multimedia information regarding the photo presented in the large screen. Next to it,
resides a ship’s wheel which can be used to change the displayed content (Fig. 4).

4 Conclusions

This paper has presented a digital catalogue interactive system which can act as a
public information display and a promotional tool for commerce, marketing and cul-
tural heritage applications. The system employs touch-based interaction, a modality
which is widely anticipated in public information systems. Furthermore, building upon
the notion of playful interaction, it offers an alternative means for navigating through
the digital catalogue contents, using custom-made input devices implemented by using
context-related physical objects (e.g., a windmill, a ship’s wheel, etc.). For content
presentation a two-stratum approach has been adopted using two different screens: one
presents a high-resolution image of a digital catalogue artifact, allowing the user to
focus on the visual representation, and the other provides detailed information for the
presented artifact.

Fig. 4. The digital nature observatory

1 Natura 2000 is a network of core breeding and resting sites for rare and threatened species, and some
rare natural habitat types which are protected in their own right (http://ec.europa.eu/environment/
nature/natura2000/).
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Abstract. The objective of this study is to develop a multi gesture input
interface using several eye motions simultaneously. In this study, we proposed a
new automatic classification method for eye blinks and eye movements from
moving images captured using a web camera installed on an information device.
Eye motions were classified using two methods of image analysis. One method
is the classification of the moving direction based on optical flow. The other
method is the detection of voluntary blinks based on integral value of eye blink
waveform recorded by changing the eye opening area. We developed an algo-
rithm to run the two methods simultaneously. We also developed a classification
system based on the proposed method and conducted experimental evaluation in
which the average classification rate was 79.33%. This indicates that it is pos-
sible to distinguish multiple eye movements using a general video camera.

Keywords: Eye gaze � Eye glance � Eye blink � Voluntary blink � Input
interface

1 Introduction

Input interfaces that utilize information about the eyes are usually easy to use and
intuitive for portable information devices owing to the advanced miniaturization of
these devices, including wearable devices and smartphones [1–6]. Currently, the input
to almost all such interfaces is by gazing, which requires high precision measuring
instruments because this method divides the display area into small-sized sections for
analysis [7, 8]. Therefore, it is difficult to use the gazing method for small information
devices. On the other hand, some devices use eye blinks or eye motions, which do not
depend on the performance of the measurement tools and display size. However, such
methods have low operability and convenience because they have few input channels.

The objective of this study is to develop a multi gesture input interface using
several eye motions simultaneously, such as eye blinks, eye movements, and simple
gazing positions based on our previously proposed input method (eye glance method
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[9]) that uses the movement of line of sight in oblique directions. The previously
proposed input method cannot use different types of gestures. However, if these ges-
tures can be processed simultaneously, complicated inputs such as character inputs can
be performed with a simple operation. In this study, we developed a new method to
automatically classify eye blinks and eye movements by analyzing moving images.

2 Input Method Using Eye Motions

2.1 Eye Glance Input Method via Image Analysis

Previously, we proposed the eye glance input method as an input method without eye
gazing. This method uses four repeated unique eye motions, which are observed at the
four corners of a monitor. Figure 1 shows a model of the input eye glances. In the
previous system, a web camera was used to detect eye glances via image analysis. This
system captures moving images around the user’s eyes, and calculates the optical
flows. Every eye glance is classified based on a combination of the horizontal and
vertical moving vectors during an eye glance motion. Figure 2 shows an example of
optical flow waveform of an eye glance to the upper right direction. This waveform is
composed of two mountains or valleys resulting from two eye motions. This pair of
waveforms is always symmetrical because an eye glance is a round trip eye movement.

Fig. 1. Model of eye glance input

Fig. 2. Example of a waveform during an eye glance to the upper right
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2.2 Automatic Detection of Eye Blinks

The proposed method uses not only eye glances but also assumes that an eye blink is
the input. Eye blinks can be classified into two types: voluntary and involuntary. Only
voluntary blinks are suitable as eye blink input. Voluntary blinks were subsequently
detected using the integral value of the eye blink waveform as the feature parameter.
Figure 3 shows a model of an eye blink waveform. There are many methods for
estimating the feature parameter of eye blinks. In this study, we used a method that
utilized a web camera and image analysis as described in Sect. 2.1. Until now, we
studied duration and amplitude as features to identify the blink type, with reference to
prior research [10]. We define eye-blink duration Dur as the length of time from Ps, the
starting point of eyelid closure, to Pe, the end point of the eyelid opening process. In
addition, we define Acl, the amplitude of eyelid closure, as the height between Ps and
Pm which is the minimum point between Psb, the end point of the eyelid closure
process, and Peb, the start point of the eyelid opening process. Similarly, we define
Aop, the amplitude of eyelid opening, as the height between Pm and Pe.

Eye blink waveforms are recorded from the temporal change of a pixel value of the
eye opening area. The eye opening area was obtained using the binarization technique
based on skin color from the captured moving image. Figure 4 shows an example of
binarization around the eyes. Voluntary blinks can be determined from the integral
value of the waveform because there is a large difference between the integral value of
voluntary blinks and that of involuntary blinks.

Fig. 3. Model of an eye blink waveform

Fig. 4. Example of binarization around the eyes
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3 Experimental Evaluation

3.1 Overview of the Experiment

We conducted experimental tests involving five subjects in order to evaluate the pro-
posed method. The experimental setup comprises a laptop computer (OS: OS X
10.10.5; CPU Intel Core i7 3.3 GHz) and installed web camera (720p Face Time HD
camera). The subjects were shown video images of the eye captured using a camera
installed on the laptop computer. First, the subjects performed a calibration to deter-
mine the threshold classifications for the eye motions. They performed eye motions
conforming to when a sign index was displayed at the center of the screen, at each of
the four corners, and voluntary blinks in the displayed the screen. After the calibration,
the subjects performed 6 trials randomly for each sign. The view angle between the
middle indicator and the corner indicators in the experimental image was 15° � 7°.
Figure 5 shows a screen shot of the experiment.

3.2 Evaluation of the Proposed Method

Table 1 shows the results of the experimental evaluation conducted with 5 subjects.
The results shown in Table 1 indicate that the average accuracy rate for the sum of all
indicators on the subjects is 79.33% The results also indicate that generally, the sub-
jects were able to classify all eye motions. The average accuracy rate of the classifi-
cation in the proposed method was approximately the same as that of our previous eye

Fig. 5. Indicators for calibration and experiment
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glance input system. However, in some subjects, the identification rate of some motions
was sometimes low. A possible reason is that the movement in a specific direction was
small. It is possible that when the movement in a specific direction is small, it cannot be
detected because the setting of the threshold value uses the same value in all directions.
In addition, there were cases in which the blink waveform and the upper right wave-
form were similar in some subjects. In this case, the result differs greatly depending on
whether it was first classified as voluntary blinks or eye movement.

4 Conclusion

In this study, we designed a new method to automatically classify eye blinks and eye
movements by analyzing moving images. We also developed a classification system
based on the proposed method and conducted experimental evaluation in which the
average classification rate was 79.33%. This shows that it is possible to distinguish the
motion of multiple eye movements using a general video camera. In the future, we plan
to improve the algorithm in order to improve accuracy, and to develop a user-friendly
input interface with user interface.
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Abstract. In previous studies, it was clarified that the expanded Fitts’ law to
the two-dimensional GUI operation was applicable to the operation by the
mouse (mouse pointing operation). As for the pointing operation by the hand
gesture (gesture pointing operation), it was suggested that it did not necessarily
apply to the expanded Fitts’ law. This research focused on examining the reason
the expanded Fitts’ law could not apply to the operation of two-dimensional
GUI using hand gestures through two experiments.
Experiment 1 examined the characteristics of the mouse pointing operation

and the gesture pointing operation. In Experiment 2 the two kinds of the
Control-Display ratio for the gesture pointing operation were prepared because
previous studies suggested the cause related to the CD ratio. In both experi-
ments, the participants were required to do the multi directional pointing task.
The time between changing the color of the target and putting the cursor on the
target was measured as the operation time. The results of the experiments
suggested that the velocity waveform of the pointing time of the mouse oper-
ation was different from the gesture operation and the difference of the wave-
form might be influenced by the CD ratio and that the difference in the degree of
the application to Fitts’ law depended on the difference of the CD ratio.

Keywords: Fitts’ law � Two-dimensional GUI � Two-dimensional pointing
task � Mouse pointing � Hand gesture � Gesture pointing � Velocity waves �
Control-Display ratio

1 Introduction

Conventionally two-dimensional GUI is operated by a finger, a stylus on a touch-screen
of a tablet PC, or a mouse on a PC. Recently the operation by using hand gesture
in three-dimensional space is proposed as the new method of the operation of
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two-dimensional GUI. It has some advantages that the user can intuitively operate
two-dimensional GUI by using a physical motion, and also operate the GUI from a
distance without any device. Fitts’ law exists as a model of operation of
two-dimensional GUI which is pointing with a mouse.

MT ¼ aþ b � log2
W
D

þ 1
� �

ID ¼ log2
W
D

þ 1
� �

In previous studies [1–4], it was clarified that the expanded Fitts’ law to the
two-dimensional GUI operation was applicable to the time required for the operation
by the mouse to move the cursor to the target and click the target on a screen (mouse
pointing operation). As for the pointing operation by the hand gesture (gesture pointing
operation), it was suggested that the expanded Fitts’ law did not necessarily apply to
the operation time and that the target size only had a minor influence on the operation
time [3]. This research focused on examining the cause the expanded Fitts’ law could
not apply to the operation of two-dimensional GUI using hand gestures through two
experiments.

2 Method

2.1 Participants

Seventeen right–handed university students ranging in age from 20 to 24 who vol-
unteered and were not provided any payment, took part in the experiments. Twelve
participants took part in Experiment 1 and five participants took part in Experiment 2.
They received a thorough explanation about the method of the experiments and signed
the consent form.

2.2 Experiment Tasks

Experiment 1 examined the characteristics of the mouse pointing operation and the
gesture pointing operation. Experiment 2 examined the characteristic of the gesture
operation by two kinds of the CD (Control-Display) ratio (see Sect. 3.1). The partic-
ipants were required to do the multi directional pointing task (Fig. 1) which was
modified ISO9241-411 Annex B [5] for using hand gesture on the 58-inch large screen.
The index of difficulty (ID) has 9 patterns as shown in Table 1 and the method of
calculating ID is based on the extended Fitts’ Law (two-dimensional model). They
were required to place the cursor over the target when it turned red and hold it there for
two seconds until the next target turned red.
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2.3 Experiment Environment and Apparatus

For Experiment 1, the gesture pointing operation was done with the large screen
(58-inch, 1920px � 1080px). The mouse pointing operation was done with the small
screen (21.5-inch, 1920px � 1080px). The visual distance was set to 2 m and 0.7 m
respectively. For Experiment 2, the gesture pointing operation was done with a large
screen (58-inch, 1920px � 1080px). The visual distance was set to 2 m. In both
experiments, the motion capture system used VEANUS 3D, Nobby Tech. Ltd. Also, all
the participants required to pick up a reflective material marker by the thumb and index
finger of the right hand during the experiment.

The time from changing the color of the target to putting the cursor on the target
was measured as the pointing time. For the data obtained, Smirnov-Grubbs test was
conducted at a significance level of 0.05 in order to remove the unexpected times
values.

Fig. 1. Experimental tasks

Table 1. Patterns of Index of Difficulty

W(px) D(px) ID

48 320 2.939
48 560 3.663
48 800 4.143
36 320 3.306
36 560 4.049
36 800 4.537
24 320 3.841
24 560 4.605
24 800 5.102
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3 Results and Discussions

3.1 Experiment 1

Figure 2 showed that the relation between the ID and the pointing time. The solid line
and dotted line showed the results of the simple linear regression analysis.

The regression expression of the mouse pointing operation was

MT ¼ 341:61þ 169:11� ID R2 ¼ 0:9579

The expression of gesture operation was

MT ¼ 1335:5þ 240:39� ID R2 ¼ 0:262

The results of the regression analysis revealed that mouse operation applied to Fitts’
law and that the gesture operation did not necessarily apply to Fitts’ law.

Figure 3 showed that the example of velocity waves of the mouse pointing and the
gesture pointing. Both velocity waves of the mouse operation and the gesture operation
were convex upward. The waveform of the mouse operation was not monotonously
decelerated but there were both the decelerated section and the constant section after
the maximum speed was reached. On the other hand, the waveform of the gesture
operation monotonically decelerates after the maximum speed was reached. The
maximum speed and the appearance time of the maximum speed are different between
the mouse operation and the gesture operation. Asahi [6] pointed out that the maximum
speed in the mouse operation and its appearance time are influenced by the CD ratio,
and that the smaller the CD ratio was, the higher the maximum speed was and the faster
the appearance time was. The velocity waveform of the gesture operation in this
experiment was very similar to the waveform of the mouse operation with the large CD
ratio in the previous research [6]. In addition, the CD ratio of the gesture operation in

Fig. 2. Relation between the ID and the pointing time
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this experiment is larger than the large CD ratio of the previous research. From these
relations between the velocity waveform and the CD ratio, it was suggested that the
difference of the velocity waveform between the mouse operation and the gesture
operation might be influenced by the CD ratio. Therefore, we set two types of CD ratios
and conducted Experiment 2 with the gesture operation. One was the conventional CD
ratio for the gesture operation (CD ratio = 1), and the other was the CD ratio recom-
mended for the mouse operation (CD ratio = 0.625).

3.2 Experiment 2

Figure 4 showed that relation between the ID and the pointing time. The solid line and
dotted line showed the results of the simple linear regression analysis.

Fig. 3. Velocity waves of the mouse pointing and the gesture pointing

Fig. 4. Relation between the ID and the pointing time
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The regression expression of gesture operation with the conventional CD ratio was

MT ¼ 1476:5þ 21248� ID R2 ¼ 0:2634

The expression of gesture operation with recommended for the mouse CD ratio was

MT ¼ 973:82þ 205:81� ID R2 ¼ 0:5124

The results of this experiment revealed that the contribution rate of the gesture
operation with the recommended CD ratio increased in comparison with the gesture
operation with the conventional CD ratio. The results were suggested that the differ-
ences in the degree of the appliance to Fitts’ law depend on the difference of the CD
ratio. However, the gesture operation with the recommended ratio did not satisfyingly
apply to Fitts’ law in comparison with the mouse operation with the same CD ratio.
The small number of the participants might be why the contribution rate was not highly
satisfying. In the future, it will be necessary to collect a larger number of the data set
and analyze it.

4 Conclusion

This research explored the characteristics of the hand gesture pointing operation
through two experiments. In the first experiment (Experiment 1), by comparing the
velocity waves of the mouse operation with the gesture operation, we found the dif-
ference between them and it was suggested that this difference might be due to the
Control-Display ratio. In the second experiment (Experiment 2) it was examined
whether the contribution rate of the regression analysis for the pointing time of the
gesture operation depended on the CD ratio by two kinds of the CD ratio (CD ratio = 1
as the conventional and CD ratio = 0.625 as the recommended for the mouse opera-
tion). The results of the experiment revealed that the contribution rate of the gesture
operation with the recommended CD ratio increased in comparison with the conven-
tional CD ratio. However, the gesture operation with the recommended ratio did not
satisfyingly apply to Fitts’ law in comparison with the mouse operation with the same
CD ratio.

In conclusion, the results of the experiments suggested that the velocity waveform
of the pointing time of the mouse operation was different from the gesture operation
and the difference of the waveform might be influenced by the CD ratio and that the
difference in the degree of the application to Fitts’ law depended on the difference of
the CD ratio. However, the gesture operation with the recommended ratio did not
satisfyingly apply to Fitts’ law in comparison with the mouse operation with the same
CD ratio. In the future, it will be necessary to collect a larger number of the data set and
analyze it in order to examine why the contribution rate was not highly satisfying.
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Abstract. In our system, handwritten characters (which include other kinds of
objects written in a text line) and figures can be edited by using pre-defined pen
gestures on a pen computer, and handwritten characters around the edited
objects are automatically aligned. The prototype system has three modes:
character writing, figure drawing, and editing modes. In the character writing
mode, a user can write any characters along the ruled line in the main window.
In the figure drawing mode, any objects can be drawn without limitation. In the
editing mode, a user can edit handwritten objects by using the pre-defined pen
gestures. Among the processes, the system does not permit an overlap area
between characters and figures. In our experiments with objects handwritten by
10 test users, a good result was obtained.

Keywords: Character segmentation � Pen gesture � Online handwritten object

1 Introduction

When a user makes notes of a lecture or an idea, a pen and a sheet of paper are often
used since he/she can handwrite objects immediately on the paper and their positions
and shapes can be freely decided. However, if the handwritten objects have to be
edited, the user must delete the handwritten objects with an eraser and rewrite them
appropriately. It is a troublesome task. To solve the problem, objects handwritten on a
pen based computer are recognized by pattern recognition techniques and they are
treated as coded character set [1, 2]. But the user has to correct misrecognized objects
manually and a system cannot deal with objects which are outside the scope of
pre-defined recognition targets. Therefore Chen [3] has developed an application
software where a user can edit handwritten objects by using pen based gestures and
they are automatically aligned with maintenance of each object shape without a
recognition process. However, the software has the following drawbacks:

• A user must do many operations to edit an object. For example, 6 and 8 operations
are needed for object deletion and object transfer processes, respectively.

• The accuracy of character segmentation process is not high enough. It causes an
error in editing processes.
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• Figures cannot be inserted freely. For example, both a text and a figure don’t exist
simultaneously in one line of text.

Therefore, we propose a new system to solve the problems.

2 System Overview

Our system has three modes: character writing, figure drawing, and editing modes. The
mode can be selected by tapping the appropriate icon in the sub window (See Fig. 1(a)).
In the character writing mode, a user can write any characters along the ruled line in the
main window. We call the objects written in this mode character objects. In the figure
drawing mode, any objects can be drawn without limitation. We call the objects written
in this mode figure objects. In these modes, handwritten objects are represented by one
or more strokes. Each stroke is a connected component from pen-down to pen-up and it
is represented as a sequence of 2D sampling points obtained by a pen computer device.
To distinguish between character objects and figure ones, we prepare a table as shown in
Fig. 1(b). The main window is quantized by dividing to equal size blocks, each of which
denotes a drawing status. We call the 2D blocks ID table. For character objects, blocks
overlapped with a bounding box of each stroke are denoted by −1 in the ID table. For
figure objects, blocks overlapped with a bounding box of all handwritten strokes for the
time from the beginning of figure writing mode to the end, are denoted by a certain
positive integer. We assign the value 0 to the other blocks (That is, all the blocks have
the value 0 in initial state). Among the processes, the system does not permit an overlap
between blocks with different values except for the blocks of the value 0. In the editing
mode, a user can edit handwritten objects by using pre-defined pen gestures and char-
acter objects around the edited objects are automatically aligned. If the object positions
are changed, contents of the ID table are also updated properly.

3 Segmentation of Character Objects

To apply the editing and alignment processes, strokes in character objects must be
grouped every character symbol in advance. This segmentation process is applied when
the mode is changed from character writing mode to the others or character objects are

Sub window Main window

Character writing
Figure drawing
Editing

Undo button
Redo button

(a) Screenshot of our system (b) Internal representation (ID table)

Character objects

Figure objects

Fig. 1. System overview and internal representation for the main window
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inserted by using a text input popup dialog box. We assumed that characters hand-
written along the ruled line are almost the same size. We propose a segmentation
method based on this assumption as follows:

1. If a bounding box of a handwritten stroke overlaps with a bounding box of another
stroke, these strokes are merged since they can belong to a same character symbol.
In this stage, we call the set of merged strokes character candidate set A.

2. For each candidate of set A, we obtain width and height of bounding box of it. For
all candidates of set A, the obtained values are sorted in descending order and the
average value of upper half is calculated as an estimate character size a.

3. Candidates of set A are ordered based on the horizontal position of the left side of
the bounding box of the character candidate. Let fa1; a2; � � � ; ang be the ordered
candidates. In the candidates, it is assumed that neighboring candidates can be
concatenated as one character. Thus, we calculate all combination of candidates.
That is, combination list a1f g; a1; a2f g; a1; a2; a3f g; � � � ; a1; a2; � � � ; anf g; a2f g;
a2; a3f g; a2; a3; � � � ; anf g; a3f g; � � � ; fang is obtained. For the width of bounding

box of each combination, if the combination has the closest width to the estimate
size a, the candidates which belong to the combination, are merged. The combi-
nations which include the merged candidates, are deleted from the list. This process
continues until the combination list is empty. Thus, we obtain the set of merged
candidates and we call it character candidate set B.

4. For each candidate of set B, we obtain the width of bounding box of it. For all
candidates of set B, the obtained values are sorted in descending order and the
average value of upper half is calculated as an estimate character size b.

5. After the stage 3, small size candidates can be remained. Therefore, for each can-
didate of set B, if the width of it is smaller than the value obtained by rounding
down b=2 to the nearest integer, it is concatenated to either left-hand side candidate
or right (If the candidate is concatenated to the left-hand side candidate and b is
closer to the width of the bounding box of them than the width of the bounding box
produced by the concatenation of the candidate and the right-hand side candidate,
the left-hand side candidate is adopted. Otherwise, the right-hand side one is
adopted.) Thus, we obtain a new set of merged candidates and we call it character
candidate set C.

6. For each candidate of set C, if the bounding box of the candidate overlaps with
bounding boxes of other candidates, they are merged. Finally, a set of merged
candidates is obtained and we call it character candidates. Each character candidate
consists of one or more strokes.

4 Editing Functions

In the editing mode, a user can edit handwritten objects by using pre-defined pen
gestures. 4 types of pen gestures are prepared and each of them are represented by two
stroke gestures as shown in Fig. 2. In the figures, the numbers and the arrowed lines
denote stroke order and direction, respectively. The type of gestures is recognized
based on the positions of start and end points of each stroke.
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4.1 Deletion Process

When two horizontal lines are drawn (see Fig. 2(a)) over a target object, the overlapped
strokes with the bounding box of the lines are deleted. In the case of character object
deletion, the deleted region is filled with the neighboring handwritten character objects
if necessary (see Fig. 3). This character alignment procedure is done based on the
information of the precomputed character candidates and the alignment procedure
propagate along the ruled lines until an end of character objects or a line feed mark is
detected.

When a cross gesture is drawn (see Fig. 2(d)) over a figure object, an ID number is
extracted from the ID table corresponding to the position of the intersection point of the
two stroke lines and the strokes with this ID number are removed. In this case, the
character alignment procedure is done if necessary.

4.2 Insertion Process

When two lines as shown in Fig. 2(b) are drawn over the target character objects, a
dialog box is appeared (see Fig. 4). A user can handwrite characters in the box and they
are inserted at a position. The position is the closest point of the divided positions for
the character candidates to the center position of the starting points of the two lines in
the insertion gesture. The character alignment procedure is also applied if necessary.

1
2

(a) Deletion gesture

1 2

(b) Insertion gesture

1
2

(c) Transfer gesture

2 1

(d) Cross gesture

Fig. 2. Pre-defined pen gestures

Fig. 3. An example of deletion process
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When the insertion gesture (see Fig. 2(b)) is drawn over a figure object, a user can
add any strokes to the original figure object. The system gives the added strokes the ID
number which is the same as the number assigned to the original figure object.

4.3 Transfer Process

When a horizontal line is drawn over the target objects, the system displays a circle on
the line as shown in Fig. 2(c). If a user draws a line from the circle position to the
destination, the target objects are moved to the destination (see Fig. 5). The transfer
process is done by using the deletion and insertion processes.

If the first stroke of a gesture is drawn over a figure object, the deleted target is all
strokes with ID assigned to the figure object. If the target object is moved over char-
acter objects, they avoid the transferred object and the character alignment procedure is
applied to them. On the other hand, the first stroke is drawn over character objects, the

Fig. 4. An example of insertion process

Fig. 5. An example of transfer process

A Pen Gesture-Based Editing System for Online Handwritten Objects 181



deleted target is selected every character candidates. The target character candidates are
moved to the destination by using the method of Sect. 4.2.

4.4 Other Functions

When a cross gesture as shown in Fig. 2(d) is drawn over a character candidate, a line
feed mark is inserted before the candidate and the candidate is moved to the head of the
next line if necessary. The system displays a red point at the left-side of the candidate.
To release the status, the same gesture can also be used.

As shown in Fig. 1(a), the sub window is equipped with the undo and redo buttons.
Using the buttons, a user can undo and redo up to the recent 30 actions.

5 Experimental Results

To evaluate the system concerning the accuracy of the character segmentation and the
usability of the proposed editing functions, 10 test users used the system.

First, we describe the evaluation of the accuracy for the segmentation of character
objects. Each test user wrote the 29 characters three times. They consist of Japanese
Hiragana, Katakana, Kanji characters, and alphabets (block letters) shown in Fig. 6(a).
As the result of segmentation process, the average accuracy was 76%. For each test
user, the lowest accuracy was 40% and the highest was 95%. If the written characters
have almost the same size and each gap between characters is large enough, the high
accuracy rate was obtained. On the other hand, the rate tends to go down for the
opposite situation since it is difficult to estimate a unified size for all characters.

Next, to evaluate the usability of the editing functions, test users responded a
questionnaire which consists of the following three evaluation items on a 5-point scale
(5 is high and 1 is low):

1. Are the pen gestures easy to memorize?
2. Are the pen gestures easy to draw?
3. Are the edit functions processed as expected?

(a) Input characters (b) Character candidates

Fig. 6. An example of segmentation of character objects
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Table 1 shows the result. Thus, for the first evaluation item concerning the cross
gesture, the average evaluated value was 3.7. It is relatively low. It is considered that
most test users usually drew the two strokes of the cross with opposite order and they
were not easy to memorize the gesture. Moreover, the cross gesture has two different
functions: Insertion of a line feed mark for a character candidate and deletion for a
figure object. Therefore, the test users were confused to use the gesture. For the second
evaluation item concerning the deletion gesture, somewhat low value 3.9 was obtained.
The cause of this is the misrecognition of gesture types. For the final evaluation item
concerning the deletion gesture, the average value 3.7 was obtained. If the two strokes
of the deletion gesture are drawn at a short distance, the upper strokes or lower ones for
the bounding box of the gesture strokes are remained without user’s intent. This is the
reason why the evaluation value was relatively low. However, the other evaluation
value is more than 4.0 and the proposed edit functions are practical enough. Further-
more, all the pen gesture can be drawn with only two strokes. It is much simpler than
the editing method of the existing software [3].

6 Conclusion

We have proposed the new pen gesture-based editing system for online handwritten
objects. In the system, to improve the performance of segmentation of character
objects, we proposed the method where handwritten strokes are merged properly based
on an estimated character size. As the experimental result for 870 characters written by
10 test users, the average accuracy rate 76% was obtained. It is confirmed that the
accuracy rate could go up, if sizes of handwritten characters are almost the same and
gaps between neighboring characters are large enough.

Next, to simplify the existing editing operations, we proposed the editing methods
where we adopted 4 types of pen gestures, each of which consists of only 2 strokes. As
the experimental results for the usability evaluation, most test users gave high evalu-
ation marks for all the editing functions.

We also proposed the area management method by using the ID table for the
drawing window. As a result, a user can freely transfer a figure object into any text
lines while prohibiting existence of overlap regions between character objects and
figure ones.

Thus, it is concluded that the system is practical enough for editing of online
handwritten objects.

Table 1. Questionnaire result for three evaluation items

Type of gestures
Deletion Insertion Transfer Cross

Easy to memorize 4.5 4.8 4.4 3.7
Easy to draw 3.9 4.5 4.2 4.3
Processed as expected 3.7 4.8 4.1 4.6
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To realize a more user-friendly system, a performance of character segmentation
must be improved and the stroke order of writing gestures must be free. In the current
system, cursive handwriting cannot be treated properly, so that we plan to solve the
problem in future works.
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Abstract. Owing to the development of mobile head mounted display (HMD)s,
a mobile input device is becoming necessary in order to manipulate virtual
objects which are displayed in an HMD anytime and anywhere. There have been
many research studies using ray-casting technique for 3D interactions using an
HMD. However, traditional ray-casting-based interactions have limitations of
usability due to additional cumbersome input devices along with their limited
recognition area. In this paper, we propose the AnywhereTouch, a finger
tracking method using nailed-mounted inertial measurement unit (IMU) to allow
a user to easily manipulate a virtual object on arbitrary surfaces. The Any-
whereTouch activates recognizing process for touch input events when a user’s
finger touches on an arbitrary surface. It calculates the initial angle of rotation
between a finger and the arbitrary surface. Then the AnywhereTouch tracks the
position of a fingertip using inverse kinematics models with the angle detected
by the IMU. The AnywhereTouch also recognizes tap and release gestures
through analyzing changes of acceleration and angular velocity. We expect the
AnywhereTouch to provide effective manipulation for the adoption of anywhere
touching gesture recognition in the mobile HMD.

Keywords: Nailed-mounted device � Touch gesture � Social acceptable
gesture � Virtual reality � Augmented reality

1 Introduction

A head-mounted display (HMD) is a display device, worn on the user’s head and
displays virtual objects for a user who wants to experience virtual reality (VR) and
augmented reality (AR). In the past, it was necessary to connect a high-performance
desktop to display virtual objects on the HMD, but recently, the mobile HMD, which
can display virtual objects through its connection with a high-performance smartphone
or built-in high-performance chip on the HMD itself, has appeared and allows the user
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to see virtual objects with no limit of time and space. However, in order for a user to
interaction with virtual objects displayed on the mobile HMD, a portable input device
is needed to manipulate those objects. Especially, to select the target virtual object, the
input device can control the ray-casting which is one of the easily and fast selection
method in VR or AR [1].

Conventional input devices such as a mouse, a keyboard, and a wand are not suitable
for a mobile environment because a user needs to carry these devices. Therefore, the
input device embedded in the HMD itself is proposed. Oculus Rift [2] and Gear VR [3]
use an IMU sensor to track the orientation of a user’s head. The device allows user to
move the cursor at the center of the screen on the HMD by rotating his/her head, but
when the user wants to move the cursor quickly or frequently, it can cause the dizziness
to the user. FaceTouch [4] proposed touch interaction by touch pad attached on the
HMD, and Hololens [5] proposed a method of recognizing the user’s hand gesture by a
camera attached on the HMD. When a user uses these methods in order to interact with
virtual objects for a long time, his/her arm fatigue increases because the user must raise
his/her hand. In addition, using these methods in a public space, he/she feels uncom-
fortable because these methods increase attention from others.

Therefore, in order to recognize socially acceptable gesture in a public place, the
input device should be independent of the HMD [6] and be easily carried by attached
on the user’s body. There have been much research on social acceptable devices and
gestures. Belt [7] proposed a touch interface using the belt with multiple touch sensors.
Although the menu can be easily manipulated depending on the position of the belt,
there are limitations in selecting and manipulating virtual objects in 3D. FingerPad [8]
and uTrack [9] proposed a method of tracking the finger position using a magnet
attached to a finger and a sensor tracking magnetic field changes attached another
finger. But these method is cumbersome to use because two sensors need to be
attached. LightRing [10] uses a ring type device for tracking fingertip movements on
the surface. However, this method is difficult to track the fingertip when the finger is
unfolded and needs to add another sensor for the selection.

In this paper, we propose the AnywhereTouch, a finger tracking method using
nailed-mounted inertial measurement unit (IMU) to allow a user to easily manipulate a
virtual object on arbitrary surfaces. If a finger touches an arbitrary surface, Any-
whereTouch calculates the normal vector of the touched surface and the angle between
the surface and the finger with the defined finger gesture. Next, the finger movement on
the arbitrary surface is tracked based on the inverse kinematics model and the
quaternion measured from the IMU. And the finger tap gestures are recognized by
analyzing the three-axis acceleration and the three-axis angular velocity from the
attached IMU sensor. The virtual object can be selected by controlling the ray-casting
based on the finger movement and finger tap gestures.

2 Method

2.1 Hardware

Figure 1-A shows the nailed-mounted 9-axis IMU. The 9-axis IMU can sense the
3-axis acceleration, angular velocity, and magnetic field. And orientation of the IMU is
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calculated from the 9-axis IMU data [11]. Bending the fingers on the arbitrary surface
causes the nail to touch the surface, so the IMU is attached to the middle of the nail as
shown in Fig. 1-B.

2.2 Calibration

When an index finger touches an arbitrary surface, AnywhereTouch calculates the
slope of the arbitrary surface, the angle between the surface and the finger. After the
index finger is unfolded and the wrist is fixed as shown in Fig. 2–(A), the wrist rotates
from side to side to calculate the slope of an arbitrary surface. Figure 2–(B) illustrates
how to create the arc in unit sphere using the rotation angle from the IMU when the
wrist moves side to side. The normal vector of the contacted surface is calculated based
on points A, B, and C of the created arc from Eq. (1). Both ends of the arc are A and B,
and C is the point on the arc that is closest to the center point of A and B.~n is a normal
vector of the arbitrary surface touched by the index finger. The slope of the surface is
calculated based on~n and~z from Eq. (2).~z is a unit normal vector of the x-y plane in
the global coordinate system, and qplane is a unit quaternion representing the rotation
angle of the contact surface. hinit is the angle between the surface and the index finger

and is calculated from Eq. (3). CO
�!

is the direction of the finger from point C on the arc
to the origin point.

Fig. 1. (A) An example of AnywhereTouch with a nailed-mounted IMU on the surface.
(B) IMU is attached on the middle of the nail to prevent the sensor from touching the surface.

Fig. 2. (A) The movement of the index finger side to side for calibration. (B) Illustration of
calibration.
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~n ¼ CA
�!� CB

�! ð1Þ
qplane ¼ ~v;wð Þð~v ¼~n�~z;w ¼ 1þ~n �~zÞ ð2Þ

hinit ¼ 90� acosð CO
�! �~n
CO
�! �~n

��� ���Þ ð3Þ

2.3 Tracking the Finger Movement

The anatomical model of the index finger and the quaternions measured by the IMU is
used to track the movement of the fingers. The index finger’ joints consist of
metacarpophalangeal joint (MCP) joint, proximal interphalangeal (PIP) joint, and distal
interphalangeal (DIP) joint, which has 2 degrees of freedom (DOF), 1DOF, and 1DOF,
respectively [12]. The side to side movement of the index finger is tracked by MCP
joint’s z-axis rotation angle and the bent index finger is tracked by MCP joint, PIP
joint, and DIP joint’s y-axis rotation angle. However, when the index finger moves
from side to side, it is difficult to move the index finger because the range of MCP
joint’s z-axis rotation angle is very small. Thus, as shown in Fig. 2-A, the side to side
movement of the index finger includes the side to side movement of the wrist. The side
to side movement of the index finger can be tracked by the z-axis rotation angle from
the IMU.

If an external force is not applied to the fingertip, anatomically PIP’s y-axis rotation
angle has 3/2*h when the DIP’s y-axis rotation angle is h [12]. And because the index
finger is bent on the surface as shown Fig. 3-A, each joint of the index finger can be
expressed as a, which is the y-axis rotation angle from the IMU, and h, which is the
angle of DIP as shown Fig. 3-B. h is calculated from Eq. 5. H is the height from the
surface to the hand and is calculated using the hinit. Equation 5 means H isn’t changed
when the index finger is bent. 39.8, 22.4, 15.8 are the average lengths (mm) of the
proximal phalanx, intermediate phalanx, and distal phalanx, respectively [13].

f hð Þ ¼ H � 15:8 � sin að Þþ 22:4 � sin a� hð Þþ 39:8 � sin a� 5
2
h

� �� �
¼ 0 ð4Þ

Fig. 3. (A) The bent index finger on the arbitrary surface. (B) Illustration of tracking the bent
index finger based on IMU’s rotation angle and anatomical model of index finger.
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2.4 Recognizing the Finger Tap Gestures

In this paper, we defined two finger tap gestures, which are ‘tap’ and ‘double tap’ as
shown Table 1. The 3-axis acceleration and angular velocity from the IMU are used to
recognize the finger tap gestures. The acceleration from the IMU includes the gravi-
tational acceleration. The linear acceleration removed the gravitational acceleration can
be calculated form Eq. (5). qIMU is the quaternion from the IMU and ~G is the gravi-
tational acceleration. Table 1 shows the angular velocity and the linear acceleration
during the finger tap gestures. When a user performs ‘tap’, y-axis of the angular
velocity generates a negative trough after a positive crest, and z-axis of the linear
acceleration generates a positive crest after a negative trough. Similarly, when a user
performs ‘double tap’, the signal of linear acceleration and angular velocitygestures and
the signal of acceleration generated in ‘tap’ gesture is repeated twice.

acali
��! ¼ qIMU � aIMU

��!� ~G ð5Þ

3 Experiments and Results

Accuracy evaluations of the proposed method were conducted about tracking the index
finger movements and recognizing the finger tap gestures. To measure the accuracy of
tracking the index finger movements, we display the circle, the square, and the triangle
pictures to participants and participants drew along the displayed images using their
index finger. And to measure the accuracy of recognizing the finger tap gestures,
participants were instructed to finger tap gestures on the rectangle divided 9 areas. After
each experiment, we interview each participant.

Table 1. Defined the finger tap gestures and the signal of acceleration and angular velocity of
each defined finger gesture

Name  Gesture Linear acceleration Angular velocity 
Tap 

Dou-
ble tap 
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10 participants is selected to participate in the experiments. We explained how to
use the proposed method for 5 min. After then, we proceeded to experiment. The
experiment was conducted on a desktop PC with Intel i5 4690 CPU, 8 GB RAM, and
nVidia GTX 960 graphic card. And we used ‘MyARHS+’ to attach the the 9-axis IMU
to index fingernail.

Figure 4 shows results of the accuracy. The average accuracy of the index finger
movements is 93.19%. In detail, tracking accuracy of the rectangle movement is
94.85% (standard deviation (stdev): 2.66, standard error (se): 0.84), tracking accuracy
of the circle movement 91.99% (stdev: 4.29, se: 1.36), and tracking accuracy of the
triangle movement is 92.72% (stdev: 2.07, se: 0.65). After the experiment, 3 partici-
pants gave feedback that moving to a diagonal or curved line using the proposed
method is a little bit harder than the straight line.

The average accuracy of the finger tap gesture is 89.81%. In detail, recognition
accuracy of the ‘tap’ gesture is 91.11% (stdev: 1.67, se: 0.56), and recognition accuracy
of the ‘double tap’ gesture is 88.52% (stdev: 2.42, se: 0.80). After the experiment, 7
participants gave feedback that it was difficult to perform finger tap gestures in the
lower part of 9 divided areas.

4 Conclusion

The conclusion to be drawn here is that we proposed AnywhereTouch which can track
the finger movements and recognize the finger tap gestures on the arbitrary surface
using nailed-mounted IMU. The experimental results have convincingly demonstrated
the accuracy of the proposed method. The proposed method has great potential in
various applications of VR or AR with socially acceptable interaction in public space.
In the future work, we will research how to easily manipulate virtual objects displayed
on HMD in a public space based on the proposed method.

Acknowledgement. This work was supported by the Global Frontier R&D Program
on <Human-centered Interaction for Coexistence> funded by the National Research Foundation
of Korea grant funded by the Korean Government (MSIP) (NRF-M1AXA003- 2011-0031380).

Fig. 4. Results of the evaluations (A) Accuracy of recognizing the finger tap gestures.
(B) Accuracy of tracking the finger movements.
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Abstract. A vibration ring device is developed for the purpose of supporting
deaf or hard of hearing students to learn how to use drawing software like an
Adobe Illustrator. The device consists of solenoid coils and a controller board
based on Arduino. It transmits teacher’s mouse click operation to the student’s
fingers as a vibration. Owing to this device, the student can understand which
button was clicked and the operation was a click or a double click or a drag
intuitively. Estimation questionnaire was conducted to thirteen deaf or hard of
hearing students and twelve of them answered the device was effective to
understand teacher’s operation and practical for the lecture class.

Keywords: Deaf or hard of hearing student � Solenoid coil and mouse
operation

1 Introduction

Our university, Tsukuba University of Technology is a unique one, which is only for
visually handicapped or hard of hearing students including blind and deaf students. We
have two campuses for each type of impaired students respectively. The campus for the
hard of hearing students has well equipped lecture room for them. For example, several
beamers which are hanging from the ceiling in front of a whiteboard in the lecture room
can be slid in lateral direction and it allows teachers to overlay their handwritings on
the whiteboard with outputs by the beamer. Another example is that some tables has
whiteboard surface and students and teacher can discuss with writing and drawing on
the table directly. Addition to such equipment, most of teachers in the campus can talk
with sign language in their classes. We also prepares captioning services for several
classes which is conducted by visiting lecturers who does not know sign language.

However, in the class of learning how to use a drawing software like an Adobe
Illustrator, there still remains some problems. Teachers frequently shows a model
operation to their students using a beamer in a practical lecture class though, they
cannot explain their operation with sign language by themselves at the same time. Even
though a sign language translator or a captioning service which is effective in usual
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conference [1], the translation would be delay and students cannot see both of the
translation information and the model operation, because these positions are far from
each other. These delay and position difference are critical problems especially in the
class of teaching how to use Illustrator, in which combination keys and its timing is
quite important for the correct operation.

Therefore, we developed and estimated a supporting software which shows tea-
cher’s operation using icons around a mouse cursor in past research project [2]. The
appearance of the software is shown in Fig. 1. It shows which mouse button was
clicked and what kind of keys was pressed. The mouse icon appears when the teacher
clicks the mouse button and it keeps to display until he/she releases the button, hence
students can understand that the operation was click or double click or drag. Addition
to them, instruction text is displayed under the mouse cursor as well. This software is
apparently effective to teach how to use Illustrator and students can acquire techniques
of it in shorter period than the way before. On the other hand, few students still has
difficulty to understand the timing of clicking and pressing a combination keys, because
some deaf or hard of hearing students tend to take much time to read text information
and it might cause to miss these icons. We need additional system to teach to such kind
of students.

2 System Design and Components

To solve the problem mentioned above, a pair of vibration ring device for an index
finger and a middle finger is developed. The overview of the device is shown in Fig. 2.
Deaf or hard of hearing student wares this device on his/her dominant hand, and it
acquaints the student which mouse button is pressed by the teacher. The ring continues
to vibrate until the teacher releases the mouse button, hence the students can understand
how long the teacher presses the mouse button. It means they can distinguish the action

Fig. 1. Appearance of the supporting software for deaf or hard of hearing students. Indication
icons and explanation texts appears besides mouse cursor.
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is a click or a drag by the vibration pattern. Of course when the teacher makes double
click action, the ring vibrates twice and the student can be aware of it. We named the
device as Synchronized Click Action Transmitter, SZCAT.

These rings consist of plastic cases and Velcro straps. The size of these cases is
29.5 [mm] (length) by 19.5 [mm] (width) by 17.5 [mm] (height). Inside them, there are
small solenoid coils (ROB-11015, SparkFun electronics) respectively. The end of the
axis of the coil protrudes 5 [mm] from the case. These solenoids are assigned in parallel
to each fingers and the axis knocks the inside wall of the case when an electric power
comes. The distance between the end of the axis and the wall of the case effects the
feeling of vibration. By the difference of this distance, the vibration on the index finger
is smooth and light. On the contrary, the vibration on the middle finger is rough and
strong. These difference adds clear information of which button was pressed.

Here, the reason of selecting solenoid coils instead of vibrating motors can be said
that a feelings of the solenoid coil is stronger than that of the motor. Moreover, the fact
that the solenoid vibration starts and stops immediately and clearly is one of the reason.

A controller unit for these rings is composed of an Arduino Nano and a small
circuit with switching transistors. To avoid back electromotive forces by coils, diodes
are assigned on the circuit. A software which uses a mouse hook function detects the
action that the mouse button is pressed, then, the software sends a message to itself.
When the software receives this message, a signal to control Arduino is send via USB
port. Finally the switching transistor drives the solenoid coil and it knocks the case,
then the student feels the ring is vibrating. The device produces approximately 100
[Hz] vibration by the software on Arduino. As a result, the vibration makes an attention
and the students correctly comprehends when the mouse action starts and ends, which
side of buttons are pressed.

Fig. 2. An overview of vibration ring devices and its controller.
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3 System Estimation by Hard of Hearing Students

3.1 Subject Profile and Procedure

Subjects for the estimation were deaf or hard of hearing students in a department of
synthetic design, in our university. They have official certification for disability person
in Japan. The total number of estimating students was thirteen. At first, they were
required to relearn basic skills of Adobe Illustrator with wearing SZCAT on their index
finger and middle finger. All of them already know these skills. After the relearning
session with SZCAT, they were requested to answer several questionnaire describes
below.

3.2 Estimation Questionnaires

Prepared questionnaires were as follows;

1. If you had stress feeling from SZCAT, Please describe it. Especially about its
weight and fitting feelings.

2. How correct SZCAT could transmit teacher’s mouse operation timing?
3. What do you think about the difference of vibration between index finger and

middle finger?
4. Is SZCAT helpful to transmit teacher’s mouse operation to students?
5. Is SZCAT effective in practical lecture class?

Questionnaire from number one to three is required to answer in free-form, number
four and five is required to answer in range of scores on a 5-point Likert scale.

3.3 Estimation Results

In the results of questionnaire number one, seven students answered there were no
stress from waring SZCAT. Remained six students described some comment about the
stress feelings. Four students of the six mentioned that the cables between solenoid
cases and the controller unit is cumbersome for operation, and two students of the four
mentioned that the weight was little bit heavy. Two students of the first six mentioned
that the Velcro tape is obstructive. One student commented that the sound from
solenoids on middle finger would be noisy in case he would uses it for a long time. The
problem of the cable should be solved in the future though, the fact that half of the
estimating students do not care about the ring device surprised to us. Actually some
students started to talk in sign language with their hand without putting off SZCAT
after the relearning session, then the experimenter scrambled to stop it to avoid to break
the device.

About questionnaire number two, all of students answered optimistic. It seemed
that they can feel the teacher’s mouse action correctly. One student proposed a function
of adjusting the frequency of vibrate, another student commented the solenoid motion
of the middle finger was little bit strong in negative meanings.
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The third questionnaire reveals the difference of vibration is practical and effective.
Twelve students answered that they preferred this difference and ten of these twelve
commented the condition (vibration on the index finger is smooth and it on the middle
finger is rough) is fit for learning. Because the click by the middle finger is not so
frequently operations, hence stronger vibration is impressive to learn the timing.

The results of questionnaire number four and five are shown in Fig. 3. About
questionnaire number four, six students answered “5-strongly agreed” and another six
students answered “4-agreed,” last one student answered “3-intermediate.” The trend of
this result is similar to the answers of questionnaire number five. Five students
answered “5-strongly agreed” and another seven students answered “4-agreed,” last
one student answered “3-intermediate.” Totally twelve of thirteen (92%) thought that
SZCAT is effective in practical lecture class.

4 Summary

Overall, we can say that the vibration ring device which transmits teacher’s mouse
button operation during making a model drawing is helpful and effective in the lecture
class, since twelve students in the thirteen estimating students made positive reaction to
the device. We think that the character of solenoid coil vibration is a kind of reason
they preferred to it. The components of “solenoid case” will be available not only for
this device but for other notification device which deaf or hard of hearing person use in
daily life.

Acknowledgment. This work was supported by JSPS KAKENHI Grant Number 16K01056.

Fig. 3. Results of questionnaire number four and five.
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Abstract. In our research, we recorded 298 min (1049 sentences) of
speech audio data and the motion capture data of the accompanying
gestures from two 25-year-old male participants aiming for future usage
in deep learning concerning gesture and speech. The data was recorded
in form of an interview, the participant explaining a topic prepared in
advance, using a headset microphone and the motion capture software
M̈otivë. The speech audio was stored in mp3, and the motion data was
stored in bvh, related as data from the same sentence. We aimed to
mainly acquire metaphoric gestures and iconic, as categorized by McNiel.
For the categories of the recorded gestures, metaphoric gestures appeared
the most, 68.41% of all gestures, followed by 23.73% beat gestures, 4.76%
iconic gestures, and 3.11% deictic gestures.

Keywords: Speech · Metaphoric gesture · Iconic gesture · Dataset

1 Introduction

In recent years, virtual characters with a similar body structure with humans,
often referred to as virtual humans, have gained much interest. Implementing
these virtual humans in a system allows you to make use of non-verbal infor-
mation, which is frequently used in face-to-face communication to clarify one’s
intentions or the context of the words spoken [2], in a system-human interac-
tion. Especially, gestures play an important role in aiding comprehension of the
content presented. Many researches concerning the extent and actual effects of
gestures in interactions have been carried out [3].

In the current state, there are two common ways of making the gestures
to be implemented with a virtual human: using the data collected from actual
humans using motion capture technology, and creating animation for the virtual
human’s model manually. However, these ways are considered costly, the former
requiring financial costs for actually purchasing a motion capture system, and the
latter requiring professional knowledge and experience. In research level, utilizing
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Data Scheme:
bvh File Path
mp3 File Path
mp4 File Path 
Name  
Actor
Date recorded
Topic
Gesture tags

bvh

mp3

mp4

ID
Gender

Age

Metaphoric
Iconic
Deic c

Beat

Fig. 1. Recording and data overview

Behavior Markup Language (BML) [5] has also been a popular method, although
this too requires expertise for application. Many attempts have been made to
automatically generate gestures from text or speech data, but not many have
utilized deep learning in doing so. However, there are no datasets with speech
and gesture paired that could be used for such learning. Therefore in this paper,
we aim to create a dataset of pairs of speech data and motion data of the
accompanying gestures that could be used for future deep learning (Fig. 1).

2 Method

In this section, we will describe the details of the data and how it was acquired.
A total of 298 min (1049 sentences) of speech audio data with the motion data
of the accompanying gestures were recorded. Additionally, video data of the
participants was also recorded so the validity of the two data could be checked
afterward.

In our recordings, we aimed to mainly acquire metaphoric gestures and iconic
gestures, as categorized by McNiel [3]. Metaphoric gestures are gestures in which
an abstract meaning is visually expressed as if it had a physical form, such as
showing an empty palm as to indicate one is ‘presenting an idea’. Iconic ges-
tures are used to illustrate physical, concrete items or acts, like expressing how
large an object is or rapidly moving one’s hand up and down to indicate the
action of chopping something. These gestures aid listeners in comprehending the
structure and events or objects depicted in the speech, and have many potential
uses in explanation, learning, and teaching [4]. Deictic gestures, used to indicate
real/imaginary objects, people, directions, etc. around the speaker, were con-
sidered inappropriate for usage in deep learning aiming to learn the association
between speech and gesture, heavily depending on the speaker’s surrounding
environment rather than the actual context of the speech. Also, beat gestures,
used for emphasis and expressing the rhythm of conversations, have little rela-
tion to the actual context of speech and were not considered to be viable to be
used in the learning.
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2.1 Devices

Motion data was acquired using the software Motive:Tracker by SPICE Inc.,
along with a motion capture suit with 49 markers and 8 OptiTrack Prime 17 W
cameras, placed in an 850×850 m area. The recorded motion data was exported
to bvh format, in which motion data is described as the hierarchy and initial
pose of the skeleton and time sequence data of each joint’s rotation angle.

Speech data was acquired using a headset, as to not hinder the subject’s
movement. The recorded speech data was stored in mp3 format. Video data was
acquired using a stationary video camera and stored in mp4 format.

2.2 Participants and Procedure

The participants were 2 male undergraduate students, both at the age of 25.
The data was recorded in form of an interview, where the participant explains

a topic prepared and thought about beforehand. Several other methods were
attempted, but these methods were considered unsuited for the recording.

First, when having the participant read a transcript out loud, valid gestures
did not appear. This is thought to be because the speaker has to have a concrete
enough image about the context of what they were talking about for gestures to
naturally appear during speaking.

Second, when having the participant make a presentation using a slide show,
deictic gestures appeared with too much frequency, since the speaker tended to
point at his presentation slide while explaining.

Third, when having the read a transcript of easy context such as fairy tales,
and instructing the participant to concentrate on using plausible gestures while
speaking, the participant often used gestures too frequently, and gestures that
were too exaggerated. Putting too much emphasis on doing gestures led the
gesture usage to be unnatural, and having such gestures in the dataset would
have a negative effect on the learning.

Recording took place in a comfortably large quiet room, where only the
subject of the motion/speech data and the person operating the recording devices
were allowed to enter so that the recorded speech contains as less static as
possible. One participant was to wear the headset and motion capture suit and
make sure there are no problems with the positions and number of markers.
Then, the participant was to take a T-pose so the recorder can make sure that
the motion tracking was calibrated correctly. After checking, the recorder starts
recording. Before proceeding to speak, the participant claps his hands once so
that portion could be used to sync the speech, motion, and video data. When
finished, the participant goes into a T-pose once again.

2.3 Creating the Dataset

The recorded motion, speech, and video data were split per sentence and saved
to a server through a simple Ruby on Rails web program. The paths to the bvh
motion data, mp3 speech data, mp4 video data, along with meta information
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Fig. 2. Viewing bvh and video data

concerning them such as the information of the actor, date recorded, the topic
which the sentence belongs to, and tags concerning which type of gesture and
how much of each type appeared during the sentence, were stored in a MySQL
database on the server. The motion, speech, and video data could be previewed
when uploading, and played back after saving, as shown in Fig. 2. Also, the data
could be played simultaneously with any combination, to verify that the data
were synced properly.

3 Results

The categories of the recorded gestures were as shown in Table 1, metaphoric
gestures appearing the most, 68.41% of all gestures. Beat gestures were next
most common, appearing 23.73% of all gestures. Iconic and Deictic gestures
appeared very scarcely, both being under 5% of the gestures recorded.

Table 1. Number and ratio of gesture appearance

Number (ratio) of gestures Number (ratio) of sentences

Iconic 202 (4.76%) 127 (12.11%)

Metaphoric 2906 (68.41%) 901 (85.89%)

Deictic 132 (3.11%) 96 (9.15%)

Beat 1008 (23.73%) 346 (32.98%)

Total 4248 (100%) 1049 (100%)

4 Discussion and Conclusions

We aimed to create a dataset of speech data and motion data of the gestures
accompanying the spoken content that could be used for incorporating deep
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learning methods to learn the relation between speech and gesture. We were able
to keep the number of deictic gestures seen to a very small limit. This is because
the method of our data recording did not involve having to rely on any physical
objects in speaking about the presented topic. As long as the spoken topic itself
does not have too much relation with having to indicate objects or places, it
should be able to suppress the number of deictic gestures to a fair extent. Also,
it is not surprising that beat gestures also appeared frequently, as it is known to
be a common type of gesture in communication, appearing unconsciously even
in situations where the speaker cannot see the listener [1]. Although the gesture
itself does not have any semantic meaning, researches state that beat gestures
can have a positive effect on the semantic processing of the accompanying words
[6]. Despite this, we believe that focusing mainly on learning beat gestures would
not be productive, because it would be a hard task to determine if the results
are appropriate, since judging if the short-baton like movements are correct for
the accompanying content in viewpoints other than timing would be too vague
of a judgment. If there is a need to include beat gestures in learning gestures,
one must take into account the prosodic features and/or pitch of the speech
data, because points of emphasis and the rhythm of the speech usually cannot
be determined by the context of the speech alone. Reducing the number of beat
gestures remains as an issue.

5 Future Work

As future work, we aim to increase the number of data in the dataset if possible,
and use it to train a Recurrent Neural Network to learn the association between
speech features and gestures, as they are both sequential data, so that the result
can be used to automatically generate appropriate gestures for the input speech.
We plan on using Mel-Frequency Cepstrum Coefficients (MFCC), often used in
speech recognition, to vectorize the speech data to act as input data, and use
the time sequential joint rotation data of motion bvh data as label data.
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Abstract. The purpose of this study is to develop a biological model between
skin temperature change and cooling stimulation to prevent drivers from
becoming drowsiness. The traffic accident by an operation mistake or aimless
operation has occurred. A factor of these accidents has a driver’s nap. In recent
years, many researchers have studied eagerly this theme. The purpose of their
studies is to detect a driver’s drowsiness. On the other hand, the aim of our study
is to contribute to development of technology for safe drive assistance to
maintain a driver’s arousal levels. This technology may give a technical inno-
vation in the relevant area. In general, a change in blood volume in nasal part
depends on the vasoconstrictive effect of the sympathetic nervous system along
with changes in physiological and psychological conditions. The nasal skin
temperature changes depending on the blood flow, thus, the temperature reflects
the physiological state. The temperature also decreases as the blood flow in the
nasal area decreases during sympathetic hyperactivity. The temperature
increases as the blood flow in the nasal area increases due to sympathetic
suppression. Previous studies have showed a relationship between nasal skin
temperature reflecting autonomic nervous system activity and arousal level. The
experiment was conducted to gather data for constructing a biological model of
a driver and the relationship between cooling stimulation and nasal skin tem-
perature was modeled with system identification. And the usefulness of models
was examined with time response simulation and nyquist diagram. In summary,
it is possible to construct biological model based on relationship between
thermal stimulation and nasal skin temperature by using ARX, ARMAX and BJ
of low order.

Keywords: Nasal skin temperature � Autonomic nervous system activity �
Driver’s drowsiness � System identification � Biological model

1 Introduction

So far, we have studied safety driving support technology to reduce driver’s drowsiness
based on nasal skin temperature reflecting sympathetic nerve activity [1, 2]. Approx-
imately 30% of the total traffic accidents in Japan are inattentive accidents such as
mucking [3]. One of the factors is thought to be transient drowsiness. Therefore, it is a
social problem to reduce accidents caused by dozing driving. In general, the
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sympathetic nerve accelerates and the arterio-venous anastomoses shrinks when the
driver concentrates on his driving. The skin temperature becomes lower than the
temperature at rest. Also, the sympathetic nerve suppresses and the arterio-venous
anastomoses returns to previous size when the driver feels drowsy. Then, the nasal
skin temperature rises. Based on this physiological mechanism, our system had given
cooling stimulations to keep the driver’s nasal skin temperature at the lowest value. The
current system operates by switching biological models at regular intervals using Box -
Jenkins method. The biological signal is a nonlinear time-varying system. Therefore,
periodic switching of the biological model is effective. However, if biological signal
characteristics change immediately after switching biological models, it is difficult to
properly control them. Also, the current biological model is a high order number.
Therefore, stability cannot be guaranteed.

Therefore, the purpose of this study is to examine the possibility of adaptive
biological modeling which sequentially updates the identification algorithm. The
voltage to the thermoelectric element and the nasal skin temperature are measured for
driver in the experiment regarding this study. Based on these data, biological models
are constructed in which the applied voltage is an input signal and the nasal skin
temperature is an output signal. Then, the models are evaluated by time series analysis
and frequency analysis.

2 System Identification

The experiment is examined whether four modeling methods are effective for con-
structing biological model. The four models are Auto Regressie eXogeneous (ARX),
Auto Regressie Moving Average eXogeneous (hereafter, ARMAX), Output Error
(OE), Box and Jenkins (BJ) model. ARX, ARMAX, OE, and BJ model are polynomial
models. The parameters of these equations are shown in Table 1. The parameters are
determined based on the least squares method.

3 Experimental Method

The experimental system is shown in Fig. 1. A subject wears a thermistor (503 ET - 3
H 87 U, SEMITEC) at nose and an electrode (LT - USB 1, Gram Corporation) for
measurement of nasal skin temperature and a thermoelectric element (TEC 1 - 12706)
in neck. Afferent fibers from peripheral temperature receptors are transmitted to the
center of the brain by the spinal nerve. Therefore, the cervix is selected at the place to
stimulate. The skin temperature of subject’s neck is controlled by the thermoelectric

Table 1. Models of system identification.

Model G(q) H(q)

ARX B(q)/A(q) 1/A(q)
ARMAX B(q)/A(q) C(q)/A(q)
OE B(q)/F(q) 1
BJ B(q)/F(q) C(q)/D(q)
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element based on the nasal skin temperature change acquired from the thermistor.
When a voltage signal is applied to a component of a thermoelectric element, the nasal
skin temperature changes according to a cooling stimulation. The measurement time is
1800 s. A biological model is updated by sequentially performing system identification
with these data. These models are evaluated using time series analysis and frequency
analysis. In the time series analysis, the models are evaluated by the fitting rate of the
estimated value and the measured value. The formula the fitting rate is shown in (1). In
frequency analysis, the models are evaluated using the Nyquist diagram.

Fitð%Þ ¼ 1�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
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4 Result and Consideration

The estimation results of the model in the time series analysis are shown in Figs. 1 and
2. The estimated output value of the model is expressed as ye and the true value as y. In
the case of ARX model and the ARMAX model, the approximate value of the true
value y are estimated except for the start several seconds. The fitting rate of the ARX
model was 94.46% on average. The fitting rate of the ARMAX model was 96.07% on
average. On the other hand, when the OE model and the BJ model are applied, there
is a difference between the true value y and the estimated value. The fitting rate
was −2.63% on average for the OE model and 78.13% on average for the BJ model.
The biological signal about human is a nonlinear time-varying signal. The ARX model
and the ARMAX model is a linear model. The data suggest that these models are

Fig. 1. Experimental system. The nasal skin temperature is measured while subject is driving on
driving simulation. The measurement time is 1800 s.
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compatible with the sequential switching method. On the other hand, the OE model and
the Bj model are nonlinear models. It can be considered effective if modeling is
performed with a certain time width. However, there is a high possibility of becoming a
high-order model that cannot ensure stability. The results of the Nyquist diagram in the
ARX model and the ARMAX model are shown in Fig. 2. The Nyquist diagram shows
results at 400, 800, and 1600 s. The Nyquist diagram of all models is on the right side
of the real part of −1. That is, it can be seen that the controlled object is stable. At the
time point of 200 s, a circle is drawn around the origin. This indicates that there is a
dead time. In other words, it takes time to stimulate and react. The above results show
that sequential update is effective for lower order. Therefore, these data suggests that
the system contributes more stably than the conventional system. In addition, the point
that the skin temperature changes gradually is considered to be one of the factors that
the low order model functions effectively (Table 2).

5 Conclusion

In this study, the effectiveness of the low order biological model based on the iden-
tification algorithm was examined. As a result, we showed that it is possible to con-
struct biological models by sequential updating of system identification.

Fig. 2. An example of Nyquist diagram on driving. The Nyquist diagram of all models is on the
right side of the real part of −1 and a circle is drawn around the origin at the time point of 200 s.

Table 2. Fitting rate of each subject.

No ARX ARMAX OE BJ

No1 94.43 94.41 −3.23 59.89
No2 99.52 97.74 −5.55 99.77
No3 99.76 99.8 −2.19 61.68
No4 93.13 93.18 −2.22 93.19
No5 95.46 95.24 0.02 76.15
Average 96.46 96.074 −2.634 78.136
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Abstract. This research investigates the social implications of sensor driven
self-quantification technologies designed to direct user behaviors. These self-
sensoring prescriptive applications (SSPA’s), often referred to as “wearables,”
have a strong presence in healthcare as a means to monitor and improve health,
modify behavior, and reduce medical costs. However, the commercial sector is
quickly adopting SSPA’s to monitor and/or modify consumer behaviors as well
[1–3]. Interestingly, the direct impact biosensor data have on user decision
making, attitude formation, and behavior has not been well researched. SSPA’s
offer an opportunity for users to monitor the “self” in terms of quantitative,
objective, biological terms that may be beyond the user’s control. Research
suggests some states of the body (e.g. chronic pain, hunger) can affect under-
lying beliefs in free will (BFW), finding that the less control a person has over
those physical states, the weaker their BFW [4]. It is not known, however,
whether reminders about physical states of the body, such as heart rate monitors
used during exercise, may also serve to reduce BFW. This is an important gap in
knowledge when considering that reduced BFW can have numerous negative
impacts on individual behavior [5–7]. This preliminary work examined the
impact of such technologies on underlying BFW. Participants who monitored
their heart rate during a short walk using a wearable heart rate and activity
tracker had lower BFW than participants who merely look at the device’s var-
ious tracking features and participants in the control condition.

Keywords: Belief in free will � Wearable � Activity tracker �
Self-quantification � Self-sensoring

1 Introduction

Self-sensoring prescriptive applications (SSPA’s), often referred to as “wearables,”
have a strong presence in healthcare as a means to monitor and improve health, modify
behavior, and reduce medical costs. However, the commercial sector is quickly
adopting SSPA’s to monitor and/or modify consumer behaviors as well [1–3]. Inter-
estingly, the direct impact biosensor data have on user decision making, attitude for-
mation, and behavior has not been well researched. Social scientists and a number of
regulatory bodies have begun to tackle questions about how to manage the reliability
and value of these devices [8–11], however even if SSPA were designed with
benevolence and transparency, omnipresent and robust monitoring of the physiological
self may still have numerous unintended consequences. One of these is the activation of
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certain beliefs related to free will and determinism which have been shown to have
numerous negative impacts on individual behavior.

Definitions of free will vary, but generally tend to refer to an individual’s belief in
their ability to make deliberate choices and the belief that they are responsible for those
choices [12, 13]. The following section highlights experimental research as evidence of
the possible social impacts of altering individual beliefs through priming and draws
attention to how SSPA’s may contribute to altering these beliefs.

Early research related to BFW and deterministic world views demonstrated that
attributing learning outcomes to innate qualities of intellect rather than learned
behaviors (such as hard work) had a negative impact on personal effort and motivation
[5]. However, [6] examined whether the effects of priming such deterministic1 beliefs
could lead to overt negative moral behaviors. In their study, participants were asked to
read a series of statements that either supported a belief in free will, refuted such a
belief, or were neutral in nature. Participants then completed a set of problems in
reading, math, logic, and reasoning and were told they would receive $1 per correct
answer. In some conditions of the experiment participants were presented with an
opportunity to cheat by grading their own answers. Results showed that participants
who read the deterministic statements and were given an opportunity to cheat took
home more money than all other participants.

While research has demonstrated that BFW can influence behavior and perception,
to understand how this is related to SSPA’s it is important to understand what envi-
ronmental cues may reduce or enhance this belief. The studies mentioned above
employed written prompts, but other researchers have demonstrated that less explicit
cues play a role as well. For example, [15] found that BFW is related in a number of
ways to an individual’s perceived ability to make choices. They found that participants
who had been asked to recall past choices during a specific time period had stronger
beliefs in free will relative to participants asked only to recall specific actions they had
taken during a similar time period. In the same study they found that asking participants
to make simple choices (in this case, choosing between different pen types) also
increased BFW relative to participants who were asked instead to perform a series of
simple actions.

Consumer SSPA’s monitor and process a user’s sensor data and implicitly or
explicitly direct their actions based on this data. Research suggests that how these
directives are presented to the users could impact that user’s BFW. Directives presented
as a choice between two or more actions would be less likely to reduce the user’s BFW
than directives presented as a single command. For example, an SSPA that informs a
user his potassium is low could suggest the user take one of three actions (e.g. eat a
banana, drink a glass of fat free milk, or take a supplement) rather than just one.

Even more relevant to the discussion of free will and SSPA is research conducted
by [4] regarding physical states of the body and belief in free will. The perception of
conscious control over one’s bodily actions could be considered a form of “evidence”

1 [6] did not specifically define the relationship between “free will” and “determinism,” but the two
terms are treated similarly to antonyms in the paper, such that a prime characterized as
“anti-free-will” was also characterized as “deterministic.” Some philosophers argue that this is not
necessarily the case [12, 16].
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to strengthen belief in free will [14], but what happens when control of the body’s
actions seems difficult or impossible? [4] first compared the strengths of belief in free
will between individuals with medical conditions that cause physical symptoms beyond
conscious control (epilepsy and panic disorders) and individuals who did not have
these medical conditions. They found that participants who had epilepsy and partici-
pants who had a panic disorder had weaker beliefs in free will than participants who
had neither condition. In a follow up study they found that more temporary states of the
body can also affect BFW. Participants were first asked about their BFW and were
subsequently asked about the intensity of some of their physical needs at that moment,
including urination, sexual desire, fatigue, thirst, and hunger. They found that partic-
ipants who had reported more intense needs for urination, sexual desire, or fatigue had
expressed weaker beliefs in free will. For hunger, they found that this was also the case
for individuals who were not currently dieting2. [4] interpret their broader findings as
evidence that physical states can influence BFW. They also extrapolated that the less
control a person has over those physical states, the weaker their BFW.

[4] does not specify whether they believe physical states impact BFW because the
physical sensations create an unconscious awareness of those states (i.e. the stronger
the sensation the weaker the belief) or whether reminding a person about their physical
state in the past may have a similar effect even in the absence of sensations. In their
second study, [4] asked participants about physical states that are typically associated
with sensations that the participants could have been experiencing at the time (e.g.
hunger pains, fullness of bladder). However, in their first study it is not known whether
participants who identified as having a current or past diagnosis of epilepsy or a panic
disorders had been experiencing physical sensations at the time they completed the
online study or if, instead, the effect was a result of those participants having been
reminded about these physical states by being asked to identify as having that particular
diagnosis in order to participate. Due to the disruptive nature of seizure disorders and
panic disorders, intuitively it seems reasonable to believe that most participants would
not have been experiencing major symptoms at the time they completed the study.
What this suggests is that reminding participants about physical states that are beyond a
person’s control may also weaken BFW. This is particularly relevant to the discussion
of the social impacts of SSPA’s, because they are specifically designed to unmask the
hidden nature of our internal states. Being reminded (whether through physical sen-
sations or environmental cues) that our free will must sometimes be trumped by our
physical needs is an integral part of the human experience and, since most people
maintain a belief in free will [12, 13], the weakening effects are likely transitory as
these reminders come and go. But ubiquitous SSPA’s offer an unprecedented oppor-
tunity to remind users of the countless physiological states of the body that change
without willful intent. In this light, SSPA’s may serve to continually depress belief in
free will, even those that are genuinely meant to improve general wellness. To
investigate this potential risk, this study tests the hypothesis that participants using a

2 For individuals who were dieting, more intense hunger was correlated with stronger belief in free
will. The researchers suggested this is because these participants were more likely to be actively
engaging in control over hunger which is an expression of free will [4].
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wearable activity tracker to monitor heart rate for a short period of time will have
reduced BFW relative to participants who explore the menu’s of the device, and to
participants in the control condition.

2 Method

Sixty-nine Missouri University of Science and Technology students participated in the
study. The research was framed to potential volunteers as a short usability study for a
wearable activity tracker and modest compensation was offered. The final sample size
included 69 participants with a mean age of 20.49, mean of 2.5 years of secondary
education, 67% were male, 81% identified as white, 7% identified as Black/African
American, 7% identified as Hispanic, and 5% identified as Other.

The wearable technology used for the study was the Garmin vívoactive® HR which
tracks a number of activity types, including step count and heart rate [18]. To measure
Belief in Free Will (BFW), participants completed the twenty-seven item Free Will and
Determinism Plus scale (FAD+; [17]) that measure layperson’s beliefs not only in free
will but also related constructs of scientific determinism, fatalistic determinism, and
unpredictability. The items (e.g., “People are always at fault for their bad behavior.”)
were rated using a 5 point Likert scale from 1 (strongly disagree) to 5 (strongly agree).

The study used a between-subjects design with two groups plus a control condition
where the independent variable was the task performed with the wearable device (Task)
and the primary dependent measure was BFW.

Participants were randomly assigned to one of three Task conditions: Heart Rate,
Usability, and Control. In the Heart Rate condition, participants were asked to don the
wearable device on their wrist for about 30 s and then asked to read their heart rate as
reported by the watch. They were then asked to make a prediction about what their
heart rate might be if they were to walk at a moderate pace down the corridor of the
building in which the lab was located. Finally, participants in this condition walked the
corridor while wearing the device and were asked to retake their heart rate when
finished. In the Usability task, participants were asked to sit and complete a short list of
activities with the watch. The activities (e.g. identify what types of exercises you can
track with the device, identify what information you can track about the body) were
designed to ensure the user viewed the main functions of the device, without actually
taking their heart rate, and spent the same amount of time interacting with the device as
participants in the Heart Rate condition. In both the Heart Rate condition and the
Usability condition, after the task was completed, participants were asked to complete a
survey which was described to the them as containing questions about the watch and
questions completely unrelated to the watch.

The first set of questions presented was the FAD + scale [17]. This was followed
by a series of questions about design aspects of the device (e.g. look and feel,
brightness of screen, ease of use, etc.), but these were primarily meant as cover to
confirm the participants’ beliefs that the study was about usability of an activity tracker.
The survey also asked participants if they currently own a wearable activity tracker,
whether they have a chronic health condition that requires daily management, to what
degree they currently felt hungry, tired, in pain, in control of thoughts and feelings, and
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the need to use the bathroom. Demographic questions were included at the end of the
survey. Participants in the Heart Rate condition were also asked how accurately they
were able to predict what their heart rate would be after walking the corridor. In the
Control condition participants completed the same task and survey as those in the
Usability condition, however they completed the FAD + scale [17] prior to interacting
with the device. Upon completion participants were compensated and debriefed.

3 Results and Analysis

A factor analysis using maximum likelihood extraction, promax rotation, and four fixed
loadings indicated that of the 7-item subscale measuring layperson’s Belief in Free Will
(BFW) (included in the 27-item FAD + scale [17]) only 6 items loaded (a = .76).
These 6 items were converted to factor scores for each participant and used in further
analysis as a measure of BFW, however means scores of these 6 items are included for
readability.

An Analysis of Variance (ANOVA) on BFW indicated significant variation across
the three conditions, F(2, 67) = 7.73, p = .001, ηp = .197. Since all contrast were of
interest and sample sizes were nearly equal across all conditions, Scheffé post hoc
criterion for significance were conducted. Participants in the Heart Rate (M = 3.49,
SD = .68) condition had significantly lower scores on the BFW scale than the Control
condition (M = 3.79, SD = .63, p = .001) but not the Usability condition (M = 4.09,
SD = .52) and BFW scores did not significantly differ between the Usability condition
and the Control condition.

To better understand these findings a number of other analyses were conducted.
First, to determine if reduced BFW in the Heart Rate condition could be explained by
how accurate participants perceived themselves to be about predicting their heart rate, a
correlational analysis was conducted using the BFW factor scores and Perceived-
Accuracy rating (measured using a Likert scale from 1(completely inaccurate) to 5
(completely accurate)), however there was no significant correlation between the two
variables (p = .731).

To address the possibility that physical states of the body at the time participants
completed the study could explain any changes in BFW [4], an ANOVA was conducted
on the BFW factor scores for the five questions asking participants to rate the degree to
which they currently felt hungry, the need to use the bathroom, pain, tiredness, and in
control of their thoughts and feelings. Only the question about feeling in control of
thoughts and feelings varied by condition, F(4, 65) = 3.96, p = .006. However, when an
ANOVA on BFW and the Task variable was conducted using this new variable as a
covariate, it did not change the significance of effect of Task variable (p = .002).

Other potential covariate including gender, perceived socio-economic status, age,
and education were found to have no impact on BFW, nor did current ownership of a
wearable activity monitor, or perceptions about the perceived usefulness of wearable
activity monitors (all p’s > .05). The presence of a chronic health condition requiring
daily management did not have an impact on BFW, however only 17% of respondents
responded yes to this question so further investigation with a larger sample size is
needed.
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3.1 Discussion and Conclusion

These preliminary results suggest that monitoring heart rate with a wearable activity
tracker could, at least in the short term, lower BFW. However, it is worth noting that
participants in the Usability condition were not told to complete their list of activities in
a particular order so they, in fact had a slightly higher degree of choice than participants
in the Heart Rate condition. [15] found that allowing participants to make simple
choices (such as choosing between different pen types) increased BFW relative to
participants who were asked instead to perform a series of simple actions. It is possible
that participants asked to complete the Heart Rate task merely felt less choice than
participants asked to complete the Usability task. This could explain why BFW scores
were lower in the Heart Rate condition than the Usability condition, but it would not
necessarily explain why the Usability condition did not have lower BFW scores than
the Control condition.

Cutting edge wearables aim to employ sensor data to monitor states of the body that
users may have even less control over than heart rate, particularly in the short term,
such as vitamin deficiencies and cholesterol. In these cases, an ongoing state of
awareness of factors beyond one’s control may act to reduce BFW which could lead to
negative affect and a decrease in prosocial behaviors. Planned future research will
examine the duration of the effect that heart rate monitoring has on reducing BFW
scores and whether this reduction also leads to negative consequences found in past
research. Finally, examination of how the design of SSPA user interface impacts this
potential risk factors should be explored.

For SSPA’s (and too many other forms of technological innovation) the approach to
considering these broader social implications is often to bring products to market, see
what sticks around, and evaluate outcomes post-adoption. It is not immediately clear
whose should be held accountability for these social implications. Although engineers
are centrally located in reflecting on and responding to the ethical implications of SSPA
design and deployment, it is critical that regulatory bodies, such as the US Food and
Drug Administration and the US Federal Trade Commission, place a higher emphasis
on the risks of SSPA, one that goes far beyond the current focus on privacy, data
security, and to some degree, sensor reliability.

The economic success of consumer SSPA’s relies on convincing users that their
physiological states should not only be monitored, but also controlled. SSPA’s that
promise this affordance will no doubt be appealing to a consumer base driven to
evaluate, understand, and compare the “self” relative to others and socially constructed
notions of normality. It is this affordance and this drive that could lead to unprece-
dented ubiquity of SSPAs, making it that much more critical to get ahead of potential
negative impacts of such technologies before technological inertia takes hold.

On a final note, it will be tiresome to some and critical to others to point out that the
research and arguments presented here, though critical of SSPAs, do not, in fact,
constitute a luddite call to ban SSPA’s. Rather, it constitutes a call to acknowledge that
there may be social behavioral risk associated with SSPA design that are not considered
in existing ethical analysis and regulatory processes. And to underscore that the pro-
mises of user empowerment and personalized wellness stemming from advocates of
self-quantification rest not merely in the expansions of the variety and details of
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self-sensor data made available to users, but in the design and deployment of the
SSPA’s that use these data to influence user behavior and define the self.
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Abstract. Full flight simulators are mainly a domain of airliner pilots.
Such simulators with moving platform are high fidelity devices, which can
reliably replicate real flight experience. Unfortunately the cost of a flight
hour and maintenance is rather high and therefore not suitable for train-
ing of pilots of ultra-light aircraft. Yet there are accidents which might
have been prevented with extended flight hours and additional training,
like emergency landings, dealing with spiral spin, engine outage. Low
cost simulators can be a viable solution for additional training and prac-
tice. This poster is based on data taken from stress inducing experiment.
Poster presents analysis of physiological measurements taken from pilots
interacting with a low cost 6DOF flight simulator of ultra-light aircraft
with the goal to assess presence of stress and identify its generating fac-
tors. Proper identification and classification of these factors may help to
generate such state during training and testing. The goal is to evaluate
physiologically measurable response. The experiment attempts to gener-
ate stress with engine outage observing ECG and respiration signals.

Keywords: Simulation · Human factors

1 Introduction

The current work discusses the influence of external stimuli in form of in flight
engine failure to physiological state. Measurements are reflecting situation aware-
ness and workload [4]. It is assumed, that experiencing engine failure causes
mental and physical load. Pilot has to maintain airplane airborne for as long as
possible, select most convenient landing site, eventually communicate the situ-
ation. All these tasks are well managed by a well trained pilot, but in case of
a ultra–light aircraft or the light sport aircraft, the training is not so extensive
and the pilots do not receive many flight hours. Cost of an aircraft flight hour is
greater than cost of low end stimulator. Simulators have different fidelity classes
based on their interior, available systems, motion capabilities, and latencies.
Full flight simulators (FFS) of type D (type 7) are the most advanced simulators
allowing IFR training and testing. Although the FFS are well established there
c© Springer International Publishing AG 2017
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are experiments with using new ways of simulation such as the dynamic seat
by Sparko et al. [5]. FFS still remain the main simulation and training device,
but it seems likely to see more attempts to leverage virtual reality and other
ways of simulation to provide credible simulating environment. Assessing simu-
lator credibility in terms of HW was analysed by Ekk in [1]. This paper aims to
evaluate the credibility of flight experience.

The difference of FFS to a real cockpit is very small. Training in this simu-
lator has demands as flying a real airplane. Unfortunately for general aviation
pilots, there are no FFS, since there are too many types of aircraft with different
equipment. Therefore the interest is to create a low cost simulator which would
emulate glass cockpit and motion platform with 6DOF to simulate the move-
ment. The interior does not reflect a specific type of aircraft and uses generally
accessible control parts. Focus is to recreate an emergency situation with engine
outage and observe, whether the pilots will in any way react to the situation.
The more it is possible to induce stress or startle in pilots, the more credibility
can training on such simulator have and be used as a part of preparation of
pilots for a fraction of price.

It could improve general readiness to deal with complex situations such as
loss of control in flight, which is according to National transportation Safety
Board (NTSB) the most critical reason of accidents in general aviation. European
Aviation Safety Agency (EASA) states in the Annual Safety Review 2016, that
Aircraft upset in flight is responsible for 47% of fatal accidents. NTSB calls for
extensive training of pilots of such situations and European Union is attempting
to deal with the problem in similar way.

2 Methodology

Group of 20 pilots was selected for a simulated flight. The group was diverse
with different flight hours (200 in average) and age (30 in average). For each
pilot two different flights were planned. For the first flight pilots were seated
in the simulator and flew a simple navigation flight, where they were asked to
approach a city and then fly around it. The second flight they were asked the
same, but during the flight engine failure happened and the pilot was forced to
emergency landing.

During both flights pilot’s ECG and respiration was collected for evaluation.
These physiological values were used extensively to evaluate stress and work-
load as stated in [2] The goal is to assess whether there is any change in pilots
physiology while experiencing engine failure compared to normal flight.

Following parameters were extracted from ECG signal: SDNN, Standard
deviation of RR intervals in one segment of flight; SDANN, Standard devia-
tion of average RR intervals in 10-s intervals in a segment; RMSSD, Squared
root of average of squared difference of two consecutive RR intervals; SDSD,
Standard deviation of two consecutive RR intervals; LFHF, ratio Power ration
of high frequency and low frequency band of HRV.

Respiration recording was processed to provide following parameters: RF1,
Average power in frequency spectrum band 0 to 0.5 Hz; RF2, Average power in
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frequency spectrum band 0.5 to 1 Hz; RF3, Average power in frequency spectrum
band 1 to 1.5 Hz; RF4, Average power in frequency spectrum band 1.5 to 2 Hz;
FPVS, Average amplitude of minimum and maximum pairs in one breath cycle;
SDPVS, Standard deviation of amplitude of single breath cycles; ABF, Average
of breathing frequency; SDBF, Standard deviation of breathing frequency.

Analysis of variance was then carried out to evaluate significant parameters
on level α = 0.05. Flights were divided into four parts reflecting situation during
the flight. In the flight with engine failure, the first segment was flight before the
failing incident, second segment is 60 s starting with engine failure followed by
third segment glide. Fourth segment is approach and landing. Since in normal
flight there are no significant points in time as the engine outage, the flight is
simply separated into four equal parts to allow distinguishing the beginning,
cruise, and final part. The normal flight was flown first and pilots were given
time to get acquainted with the simulator.

3 Results

From all used parameters only four were found significant: standard deviation
of RR intervals (SDNN), average power in frequency spectrum band 0 to 0.5 Hz
(RF1), average power in frequency spectrum band 1 to 1.5 Hz (RF3), average
breathing frequency (ABF). Each Figure is showing comparison of flight without
engine failure denoted as flight 1, and the flight with engine failure as flight 2.

SDNN has significantly different means with respect to phase p = 0.018, to
flight p = 0.0175 and with phase against flight interaction p = 0.0433 which is
near to evaluated level of significance.

RF1 with interaction phase against flight of p = 0.018 is also below the
desired α = 0.05. The significant differences are noted to be in the phase 4 of
flight with engine failure and in the phase 1 of the free flight. Unfortunately the
absolute value of the power level of RF1 is too low to be considered important
for the assessment of actual effect of the stimuli.

With parameter RF3 the phase against flight interaction results in p =
0.0056. The phase and flight significance is p < 0.001. It appears as the phase 1
where the flight starts is the calm region and after the pilots takes over the plane
and must focus on its control, the power increases with the effort to control the
plane.

Average breathing frequency is significantly different in the fourth phase of
failure flight (p = 0.0011) and in the second and fourth phase of training flight.
It is not significant in flights and interaction.

4 Conclusions

The expectation was to observe more apparent changes in ECG, which was used
successfully to evaluate stress and workload in previous experiment according to
[2]. The only significant parameter was SDNN in Fig. 1. It exhibited large devia-
tion at the beginning of the first flight which seems to be related to unfamiliarity
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Fig. 1. Standard deviation of RR intervals.
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Fig. 2. Average power in frequency spectrum band 0 to 0.5Hz.

with the simulator and environment. Once the pilots gets familiar the deviation
decreases. In case of second flight the increase happens during the fourth phase,
which is related to approach and landing. In this phase it would be expected to
observe elevated heartbeat and increased breathing frequency. Unfortunately no
significant changes in heart rate variability were measured.

Average breathing frequency did change its level during both flights as seen
on Fig. 4. During the first flight the ABF remained elevated after the first seg-
ment around 26 breaths per minute. It would suggest increased effort and work-
load to maintain the trajectory. It could also be caused by getting used to new
environment. The second flight started with breath lower, at around 21 breaths
per minute and afterwards gradually elevated to 27 breaths per minute.

Average power in frequency spectrum in band from 1Hz to 1.5Hz on Fig. 3
shows similar trend.

As Fig. 2 suggests, the RF1 parameter is excluded, since the absolute change
is considered too small, though significant. On the other hand RF3 exhibited.

It seems that approach and landing impose more workload to pilot, but
at the moment of failure there does not seem to be directly visible change in
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Fig. 4. Average breathing frequency.

physiology. There is a significant change between the first and following phases
showing, that pilot needs to concentrate and put effort into flying even low cost
simulator, which is expected. The approach and landing appear to have more
stimulating effect on pilot than engine failure. The approach and landing most
likely requires pilot to focus on where to land the airplane and how to manage
the landing properly in emergency situation. Some pilots for example did n
manage to land in nearby airfield, but were forced to land to terrain. This will
be considered for further evaluation of the data.

For future evaluation of workload it will be considered to use other ways, such
as control stick movements. Unfortunately there is no keyboard to be directly
used as for keyboard dynamics evaluation [3], other control interfaces of glass
cockpit are possible to be used instead. Also considering better data segmenta-
tion might help to improve the results.
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Abstract. The REM (Rapid Eye Movement) sleep as one of the five stages of
sleep is the restorative part of the sleep cycle. During REM sleep, eyes move
quickly in different directions and most dreams occur. Why people need REM
sleep, why we dream, and what purpose our dreams serve are not known
exactly. RBD (REM Behavior Disorder), a parasomnia, involves abnormal
behavior during REM sleep phase, such as loss of muscle atonia. RBD is most
often associated with elderly and in those with neurodegenerative disorders such
as Parkinson’s disease, multiple system atrophy and Lewy body dementia.
A portable and user friendly REM sleep detecting system is proposed based on
differential shift of the eyeball localization using infrared optical sensor in this
study. The system consists of an optical source/detector, current regulator,
differential amplification, data acquisition, feature extraction, and classification
parts, where a 730 nm light emitting diode and two photo detectors were used in
the optical source/detector part, and wavelet transformation was applied in the
feature extraction and the classification parts. In the feature extraction part, sleep
time series data obtained from the data acquisition part was resampled to a
sampling frequency of 256 Hz and then filtered with a 1st order 0.16 Hz high
pass filter to remove dc offset and a 2nd order 60 Hz band limit filter. Finally,
the filtered data was transformed using Matlab dwt function to detect periods of
REM sleep. The performance of this REM sleep detecting system was evaluated
with overnight recordings of 5 subjects. The results showed sensitivity of 85%
and specificity of 92%, suggesting that this system can be a very practically
efficient in automatic detection of REM sleep stages in a mobile environment.

Keywords: REM sleep � Eyeball localization � Optic sensor � Wavelet
transformation
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1 Introduction

REM (Rapid Eye Movement) sleep as one of the five stages of sleep is the restorative
part of the sleep cycle. During REM sleep, eyes move quickly in different directions
and most dreams occur. Why people need REM sleep, why we dream, and what
purposes our dreams serve are not known exactly. RBD (REM Behavior Disorder), a
parasomnia, involves abnormal behavior during REM sleep phase, such as loss of
muscle atonia. RBD is most often associated with elderly and in those with neurode-
generative disorders such as Parkinson’s disease, multiple system atrophy and Lewy
body dementia.

There are many devices for monitoring sleep stages by measuring heart rate, res-
piration, motion, chest movement on breathe, sound of body movement on bed, body
temperature, galvanic skin response, etcs using a thin sensor pad under the mattress,
bedside sonar, sound sensor clipped onto pillow, or biosensors on wrist [1–5]. How-
ever, RBD detection is still accomplished on heavy expensive devices such as
polysomnography and/or videographical analysis.

This study suggests a portable REM sleep detecting system based on the local-
ization of eyeball using optical sensors.

2 Method

Figure 1 shows a diagram of the portable REM sleep detecting system in which the
principle of the localization of eyeball using optical sensors is represented. Optical
sensors used in the system consist of two infrared detectors and one infrared led source
in the middle of the detectors. The localization of the eyeball is estimated by the
difference of the reflected portion of the light emitted to the surface of the eyelid
between the two detectors while eyeball moves.

Figure 2 shows the circuit diagram of the portable REM sleep detecting system. The
system consists of an optical source/detector, current regulator, differential amplifica-
tion, data acquisition, feature extraction, and classification parts, where a 730 nm light
emitting diode and two photo detectors were used in the optical source/detector part.

Fig. 1. A schematic diagram of the principle of the localization of eyeball using optical sensors.
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3 Results and Discussions

A simulation study was carried out by the human eyeball model constructed using 3D
printer based on the design verified through rendering. Figure 3 shows the design and
the constructed human eyeball model.

The invasiveness of the system to human was tested for various durations of the
emitting of the optical source. The test was accomplished to the arm with the similar
skin type to that of eyelid. Table 1 describes the temperature measured on the skin for
various durations of the emitting of the optical source. The results showed the variation
of the temperature is not significant on the duration of the infrared led emitting as
shown in Table 1. The result suggests that the system has no harmful side effect on
human skin and proves its invasiveness and usefulness during real life sleep hours.

Wavelet transformation was applied in the feature extraction and the classification
parts of the system. In the feature extraction part, sleep time series data obtained from
the data acquisition part was resampled to a sampling frequency of 256 Hz and then
filtered with a 1st order 0.16 Hz high pass filter to remove dc offset and a 2nd order
60 Hz band limit filter. Finally, the filtered data was transformed using Matlab dwt
function to detect periods of REM sleep. Figure 4 represent the difference of the
spectrogram according to the speed of the eyeball. The performance of this REM sleep
detecting system was evaluated with overnight recordings of 5 subjects. The results

Fig. 2. The circuit diagram of the portable REM sleep detecting system.
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Fig. 3. A human eyeball model constructed using 3D printer based on the design verified
through rendering.

Table 1. The temperature measured on the skin for various durations of the emitting of the
optical source.

Duration (hrs) 1 2 3 4 5 6 7 8
Temperature (°C) 34.5 33.8 33.9 34.1 33.8 34.2 34.5 34.2

Fig. 4. The difference of the spectrogram according to the speed of the eyeball.
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showed sensitivity of 85% and specificity of 92%, suggesting that this system can be a
very practically efficient in automatic detection of REM sleep stages in a mobile
environment.

4 Conclusions

A portable and user friendly REM sleep detecting system is proposed based on dif-
ferential shift of the eyeball localization using infrared optical sensor in this study. The
system consists of an optical source/detector, current regulator, differential amplifica-
tion, data acquisition, feature extraction, and classification parts, where a 730 nm light
emitting diode and two photo detectors were used in the optical source/detector part,
and wavelet transformation was applied in the feature extraction and the classification
parts. In the feature extraction part, sleep time series data obtained from the data
acquisition part was resampled to a sampling frequency of 256 Hz and then filtered
with a 1st order 0.16 Hz high pass filter to remove dc offset and a 2nd order 60 Hz
band limit filter. Finally, the filtered data was transformed using Matlab dwt function to
detect periods of REM sleep. The performance of this REM sleep detecting system was
evaluated with overnight recordings of 5 subjects. The results showed sensitivity of
85% and specificity of 92%, suggesting that this system can be a very practically
efficient in automatic detection of REM sleep stages in a mobile environment.
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Abstract. Auditory and somatosensory evoked potentials (AEPs and SEPs) in
14 patients with pathological processes of the brainstem and in 24 healthy
subjects were recorded. The procedure of submission of relevant and deviant
signals was used for stimulation and registration of evoked potentials. Key
evoked potentials changes are as follows. Low amplitude of AEP in patients
during a simple rhythmic stimulation generalized was registered. Mainly
increasing of the middle latency AEP amplitude during activation of attention
was observed. Amplitude increasing of the SEP late components in the central
and frontal brain areas normally accompanied by a similar topomaps marked
earlier (N30) waves. When pathology increased the amplitude of the field
moved to the parietal and occipital cortex.

Keywords: Auditory evoked potentials � Somatosensory evoked potentials �
Perception � Selective attention � Corticofugal modulation

1 Introduction

“Excitation process drawn up and sent by braking” – wrote about 100 years ago
physiologist Ukhtomskii [12]. In the psychophysiology language such the organization
of excitatory processes is the basis of selective attention. Modern views on the possible
structural providing of selective attention mechanisms are formed largely due to the
results of the registration of fast auditory and somatosensory evoked potentials (EPs).
For example, there is information about the effects of efferent nerve centers of the
cerebral cortex on the initial (brainstem) signal processing stages. A long time it was
thought that the early (fast) waves of the EPs reflect only the transfer for specific
sensory information. Now facts about the modulation of endogenous have been
received. In other words, fast components have a connection with the processes of
sensory perception, selective attention and consciousness [1, 3, 10]. It should be noted
that similar results from the registration of EP in the pathology both in neurosurgery
and in psychiatry were obtained [4, 7, 8].

© Springer International Publishing AG 2017
C. Stephanidis (Ed.): HCII Posters 2017, Part I, CCIS 713, pp. 229–236, 2017.
DOI: 10.1007/978-3-319-58750-9_33



Modern intraoperative monitoring (IOM) of the sensory EPs aims to address three
practical problems. Firstly, IOM assists in accurate localization of the pathological
process area, secondly, minimizes the random access and (or) transcranial operational
corridors for neuronavigation procedures, and, thirdly, it serves for increase the
accuracy of registration processes at the physical and molecular levels. From the
physiological points of view IOM allows objectively evaluating the function of the
nervous system in real time [2].

According to brainstem auditory EPs (BAEPs) in three-dimensional brain space can
be calculated wave generators and separate as a result their influence on the patho-
logical lesions. For these goals there are evoked potentials mapping, method of dipole
localization (MDL) and method for constructing a three-dimensional Lissajous tra-
jectory (3-DLT).

The aim of this study was to analyze the fast, middle and late components of the
auditory and somatosensory evoked potentials in the performance of the psy-
chophysiological tests and evaluation of fast AEP and SEP waves on the results of
monitoring neurosurgical operations.

2 Methods

Evoked potentials in the psychophysiological test in 24 healthy subjects (right-handed
men aged 20–22 years) and patients with brainstem pathology (before operation, 14
patients aged from 38 to 56 years) in 19 monopolar points were recorded. Data for IOM
EPs only for patients on 4 monopolar points were analyzed. At the AEPs recording
technique to highlight the relevant background deviant signals having different fre-
quency tone was used. Deviant stimuli for SEPs registration incentives electric current
to 40 V above the individual absolute threshold supplied from the electrical stimulator
in the projection of the right median nerve were applied. The target (relevant) elec-
trocutaneous signals applied to the area of the right hand were used. Discriminant
analysis (F > 4.0) and MDL algorithm were applied.

3 Results

Statistical analysis of the AEPs spatiotemporal characteristics compared to healthy
subjects is as follows. In a simple rhythmic auditory stimulation significant relief N18
amplitude in parietal (F = 4.1 and F = 6.6) and a central cortex (sites Cz, F = 11.0 and
C4, F = 4.3), as well as reduction of N40 amplitude in P3 (F = 4.9) and C4 (F = 4.4)
points were registered (Table 1). Relevant stimulation in these cases does not cause
significant differences.

Rhythmic auditory stimulation has little effect on the N90 component. N145 wave
amplitude increases in left parietal site (F = 4.6), and the peak latency (PL) in the
vertex (F = 4.4). The perception of the target signal is accompanied by a generalized
increase of an amplitude and latency N90 (Table 1). At N145 amplitude component in
almost all points of registration is recovered, but remains elevated PL in C3 (F = 5.0)
and C4 (F = 6.3).
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Consider the most typical example of SEP mapping in healthy subjects in both tests
(Figs. 1 and 2). With a simple rhythmic electrical stimulation wave P22 of topomap is
accompanied by a uniform activation of the entire brain surface (Fig. 1, 22 ms).

In contrast, for the situation with the separation of a useful signal, a less sym-
metrical pattern is characteristic (Fig. 2, 24 ms). The N30 topomaps in both tests are
characterized by the symmetry of excitation of the neocortex with a difference in
quantitative values (Fig. 1, 34 ms; Fig. 2, 38 ms). For N60 in almost all parts of the

Table 1. The amplitude-time characteristics (A, uV/T, ms) of the N40 and N90 components
AEPs during auditory stimulation with the target signals in patients when compared with the
control group

Para-sites meters N40 N90
Control Pathology Control Pathology

T P4 40.4 ± 9.6 42.3 ± 9.5 83.8 ± 10.0 98.0 ± 14.0*
A 2.7 ± 0.4 1.7 ± 1.1 2.1 ± 0.7 2.5 ± 1.7
T P3 42.6 ± 8.2 44.0 ± 8.8 81.8 ± 8.1 95.0 ± 13.6*
A 2.5 ± 0.5 0.9 ± 0.2* 1.5 ± 1.2 2.7 ± 1.1
T Cz 41.0 ± 7.7 43.6 ± 9.0 84.0 ± 6.3 93.6 ± 11.5*
A 2.1 ± 0.7 1.6 ± 1.0 1.3 ± 0.6 3.4 ± 1.6*
T F4 43.0 ± 7.1 41.3 ± 4.3 87.4 ± 5.5 95.3 ± 9.2*
A 2.3 ± 1.1 1.3 ± 1.0 1.7 ± 1.0 4.6 ± 1.1*
T F3 43.0 ± 7.0 41.0 ± 2.4 88.0 ± 3.7 94.3 ± 13.4
A 2.2 ± 0.4 1.9 ± 1.2 1.3 ± 0.3 3.9 ± 1.6**

Notes. F-statistic value by compared to the control: *F > 4.0; **F > 10.0; in other, the
differences are insignificant F < 4.0.

Fig. 1. SEP topomaps in healthy subject in a rhythmic electrical stimulation, ms.
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brain reduction of the amplitude is typical in carrying out the task for attention, as is
confirmed by the results of brain mapping (Fig. 1, 56 ms; Fig. 2, 54 ms). The fol-
lowing topomaps are similar to each other (112, 128 ms). In addition, here for the first
time there is an asymmetry with a predominance of excitation in the hemisphere, a
contralateral stimulated hand.

Marking the wave N200 is characterized by a pronounced map with activation of
both hemispheres in the test with the selection of a useful signal (Fig. 2, 252 ms). The
topomaps of the component N350 (Fig. 1, 344 ms, Fig. 2, 346 ms) show symmetrical
excitations of the field with a difference in absolute values.

The amplitudes N30 and P40 of the SEPs are similar to the control values. At the
same time there is a reduction in N30 in the left parietal site (F = 4.5). In the test with
the allocation of a useful signal, a significant increase in the amplitude of the N30 in
both occipital sites (Table 2) and a marked reduction in the frontal regions are recorded
as compared to the first test in patients. In addition, PL lengthening in the occipital and
parietal areas of the neocortex is observed. In parallel, there is a reduction PL P40 in the
right occipital cortex (F = 4.8).

In conditions of rhythmic electric stimulation PL N200 increases (F > 4.0) only in
the parietal cortex. This fact is also characteristic in the attention task, where also an
increase in the amplitude of N200 in the occipital sites (F > 4.0) (Table 2) is also
observed. The temporal characteristics of N350 differ little from the control ones in
different tests (F < 4.0), however, in the second test there is a significant (F > 4.0)
relief of the N350 amplitude in the parietal cortex of both hemispheres and in the right
frontal cortex.

Fig. 2. SEP topomaps in healthy subject in the attention activation, ms.
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4 Discussion

There are quite contradictory information about middle latency AEPs (10–60 ms), their
source and localization. These waves can reflect the activity of the first relay neurons of
the auditory way or refer to the responses of the primary auditory cortex. There are data
that AEPs with PL 12–37 ms from the Hirschlian gyrus of both temporal lobes were
recorded. The same components may indicate the inclusion of subcortical delay
mechanisms [2–5].

Our data from registering middle latency AEPs (MLAEPs) in the time interval
15–40 ms under the action of the target signals in healthy subjects showed a significant
increase in the amplitude of these waves (F > 4.0) in the parietal, left temporal and
frontal areas of the neocortex. This fact testifies about intensification of consciousness
in the form of a mechanism of reverse influence of these parts of the brain cortex to
brainstem structures that generate MLAEPs in conditions of activation of attention.
Brainstem pathology increases the involvement of parietal cortex in providing feedback
afferent mechanisms. This is confirmed by hyperactivation N18 amplitude with pre-
dominance in the parietal cortex and the central fields.

The solution of back tasks in order to establish the functional significance of
brainstem and subcortical structures in the literature data are controversial. Our IOM
data recorded from the midbrain structures show the presence of negative waves in the
time sequence following the brainstem auditory EPs. AEPs near-field sequentially
recorded at the level of the brain stem and from scalp. These results confirm the
importance of brainstem formations in generation MLAEPs. It can be assumed about
the localization of the generator of these waves on the brainstem-thalamic level, where
cortex is given function of regulator for “volley” of the deep-generated potentials.

If the changes in the components of the MLAEPs in the time interval of 15–35 ms
in the control group were reliable, the amplitude-time parameters of N40 and P60 did

Table 2. The amplitude-time characteristics (A, uV / T, ms) of the N30 and N200 components
SEPs during electrical stimulation with the target signals in patients when compared with the
control group

Para-
sites

meters N30 N200
Control Pathology Control Pathology

T O2 35.4 ± 4.4 39.5 ± 2.6* 206.4 ± 26.4 232.0 ± 36.5
A 1.0 ± 0.6 3.9 ± 1.6* 2.3 ± 1.5 3.3 ± 2.7 *
T O1 35.4 ± 3.6 35.0 ± 3.7 206.1 ± 23.7 237.0 ± 31.0*
A 1.5 ± 1.1 3.9 ± 1.8* 1.9 ± 1.4 3.8 ± 1.4*
T Pz 33.8 ± 3.6 38.5 ± 5.9* 211.8 ± 29.0 243.3 ± 26.7*
A 1.0 ± 0.2 2.0 ± 1.7 1.9 ± 1.1 2.6 ± 1.3
T F4 34.0 ± 2.9 38.0 ± 6.9 211.5 ± 28.4 231.6 ± 16.5
A 1.0 ± 0.3 1.7 ± 0.5* 2.2 ± 1.6 2.5 ± 0.9*
T F3 35.2 ± 4.2 37.3 ± 7.3 215.1 ± 29.3 225.6 ± 20.2
A 1.5 ± 0.5 1.3 ± 1.1* 2.2 2.7 ± 0.6

Notes. See Table 1.
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not practically differ in both tests. These facts were regarded either from the point of the
identity of the mechanisms that ensure the transformation of auditory signals of varying
complexity, or the absence of influence of overlying formations on this interval of time
on the attention processes. N40 wave in brain pathology is generalized reduced with
rhythmic stimulation. However, the amplitude of the next component (P60) under these
conditions increases with brain damage mainly in the vertex. In the control group, a
noticeable reduction of the N90 AEP can be observed under the conditions of pre-
sentation of the target task in all brain areas. In contrast, brainstem pathology,
regardless of the nature and location of the lesion, is accompanied by a generalized
increase in the N90 amplitude.

The mechanism considered in many respects explains the results obtained by us,
where the amplitude of the N90 AEP in normal much higher with simple rhythmic
stimulation. Obviously, under such conditions the summation of the allocated signal is
more adequate. On the contrary, when the target signal is allocated with brainstem
pathology, the amplification of the N90 amplitude is recorded. Thus, for the auditory
system there is evidence of a possible selective corticofugal modulation already at the
level of the switching brainstem neurons [3, 5].

Researchers of the somatosensory systems [11, 13] are less single-valued to cor-
relate the early SEP components, reflecting the activity of the lemniscus pathways at
the level of the brainstem before the switching nuclei of the thalamus, with the target
test by subjects performing.

Usually the early somatosensory complex P25–30/N35–40 is considered as the first
specific sensory indicator recorded at the thalamo-cortical level. The source of the first
of these components (P22 in this work) is considered the switching nuclei of the
ventral-basal thalamus complex [2]. Wave N35–40 (N30 in our study) reflects the
specific sensory activity resulting from the arrival of afferentation to the primary
projection zone along oligosynaptic pathways from the relay thalamus nuclei. The
psychophysiological significance of these waves was previously commonly associated
with modulation by the physical characteristics of the signal. This is convincingly
confirmed by the results of studies with an increase in the intensity of the stimuli.
Recently, there have been reports indicating the cognitive role of early waves of SEPs
[6, 10, 11]. In particular, it is considered that the components P30 and P40 reflect the
activation of information selection mechanisms.

In this research the test with a relevant signal in healthy persons drew attention to
the reduction of early SEP waves (P22 and N30) in the frontal and parietal points of the
brain, as well as reducing N70 amplitude in frontal sites and in the vertex. It seems to
us these facts can be explained from two perspectives. Firstly, by adjusting the
peripheral switch to receiving certain information. And, secondly, due to the
descending influences from frontal brain to the ascending afferentation. The presence of
the descending influences at all levels of the somatosensory systems is currently not in
doubt. According to our data brainstem volume processes are accompanied by
increased amplitude of the N30 SEP in the occipital departments in the activation of
attention. This indicates about the inclusion of adaptive mechanisms with the move-
ment in the occipital cortex.

AEPs and SEPs at the epoch of 150–300 ms are caused both by nonspecific afferent
flows from the side of the reticular formation and thalamic nuclei, and from the
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mediobasal areas of the limbic cortex, the temporal and frontal lobes, and reflect the
decision-making processes [3]. As a rule, the integration center at this time interval
moves to the frontal cortex, which plays a key role in managing the processes of
attention [1, 9, 13]. In addition, healthy subjects showed similarity in the relationship
between excitable areas of the neocortex when labeling SEP waves with 38 ms and
346 ms, suggesting some identity of the processes occurring. Simple rhythmic electric
stimulation on these time intervals is also characterized by similar topomaps (34 and
344 ms). These facts can probably be viewed from the position of the mechanisms of
the redistribution of attention resources in the CNS with simple stimulation to the early
(brainstem) stages of signal processing, and in more complicated ones, to later ones.
This situation can also be traced in brainstem pathology where there is an increase in
amplitude at these time intervals – N30 and N200 in the occipital cortex of both
hemispheres, and N350 – in the parietal cortex.

5 Conclusion

During rhythmic sound stimulation for brainstem pathology generalized reduction and
disappearance of MLAEPs and N90 wave of AEP are recorded. Activation of attention
is accompanied by an increase in the amplitude of N40 and N90. In both tests PL of the
late components is extended. For auditory system there is evidence of a possible
selective corticofugal modulation at the level of the switching brainstem neurons.

The increase amplitude N200 and N350 in the central and frontal sites in healthy
subjects in both tests is accompanied by similar topomaps with the labeling of early
(N30) SEP waves, which is considered from the position of the mechanisms of
redistribution of attention resources in the CNS with simple stimulation to the early
(brainstem), and at more complex – to later processing. With brainstem pathology the
activation of attention strengthens this position, but regions of increased amplitude
move to the parietal and mainly to the occipital cortex of both hemispheres.
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Abstract. In this study, we developed a device for measuring skin
potential activity requiring the subject to only grasp the interface. There
is an extant method for measuring skin potential activity, which is an
indicator for evaluating Mental Work-Load (MWL). It exploits the fact
that when a human being experiences mental stress, such as tension
or excitement, emotional sweating appears at skin sites such as the
palm and sole; concomitantly, the skin potential at these sites varies.
At present, skin potential activity of the hand is measured by electrodes
attached to the whole arm. Alternatively, if a method can be developed
to measure skin potential activity (and in turn emotional sweating) by
an electrode placed on the palm only, it would be feasible to develop a
novel portable burden-evaluation interface that can measure the MWL
with the subject holding the interface. In this study, a prototype portable
load-evaluation interface was investigated for its capacity to measure skin
potential activity while the interface is held in the subject’s hand. This
interface, wherein an electrode is attached to the device, rather than
directly to the hand, can measure the parameters with the subject grip-
ping the device. Moreover, by attaching the electrode laterally rather
than longitudinally to the device, a touch by the subject, at any point
on the sides of the device, enables measurement. The electrodes used
in this study were tin foil tapes. In the experiment, subjects held the
interface while it measured their MWL. However, the amplitude of skin
potential activity (which reflects the strength of the stimulus admin-
istered on the subjects) obtained by the proposed method was lower
than that obtained by the conventional method. Nonetheless, because
sweat response due to stimulation could be quantified with the proposed
method, the study demonstrated the possibility of load measurements
considering only the palm.

Keywords: Skin potential activity · Autonomic nerve activity ·
Gripping device
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1 Introduction

Recently, Mental Work-Load (MWL), owing to the use of mobile phones and
tablet PCs, has become a major social problem. Although an appropriate level
of MWL positively affects human health, long-term excessive MWL can cause
fatigue, which adversely affects concentration and thus leads to human errors
and consequent health hazards. Evaluation of MWL of workers is critical for
preventing and reducing such effects. Autonomic nerve activity is closely related
to physical and physiological stress; its measurement or estimation using biolog-
ical information can serve as the foundation for methods of objectively assessing
bodily activity and physical and physiological stress in humans [2]. A method
is available for measuring the skin potential activity, which serves an index for
evaluating MWL. When humans experience mental burden such as tension or
excitement, emotional perspiration appears at skin sites such as the palm and
sole [3]. Skin potential varies according to this emotional state. The extant meth-
ods measure skin potential activity considering the entire arm, as illustrated in
Fig. 1. The probe electrode, reference electrode, and earth electrode are attached
to the palm, forearm refraction portion, and forearm portion, respectively. As
this method measures the parameters by attaching electrodes, it is suitable for
continued evaluation of MWL. However, as it necessitates pasting the electrodes
over the whole arm, it is not suitable for providing instantaneous feedback if
the subject requires it. If skin potential activity (and consequently emotional
sweating) can be measured with an electrode placed only on the palm and by
the subject gripping the device, development of a portable load-evaluation inter-
face for measuring MWL is feasible. Therefore, in this study, we developed the
prototype of a portable MWL evaluation interface and investigated whether skin
potential activity can be evaluated with an electrode of this device kept in con-
tact with the palm.

Fig. 1. Conventional method of attachment
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2 Emotional Sweating

Emotional sweating is a reaction to mental excitement. This reaction is rapid
and involves the cortical premotor cortex, limbic system, hypothalamus, etc.
It is evaluated by physiological indexes such as perspiration amount and skin
potential activity (SPA). SPA is categorized into: SPR (Skin Potential Reflex),
which is an alternating current (AC) component, and SPL (Skin Potential Level),
which is a direct current (DC) component. SPL is a reaction of arousal degree.
SPR responds with mental arithmetic and thinking. The amplitude reflects the
strength of the stimulus [1].

3 Developed Device

It has been confirmed in previous studies that the amount of perspiration differs
at each part of the hand such as fingers and mother-child spheres. Instead of
pasting the electrode on the body, we conceived a device that enabled measure-
ment by it being grasped. Figure 2 illustrates the proposed device. Considering
the nature of the actual application, a mobile terminal case was utilized. In addi-
tion, as illustrated in Fig. 2, by attaching the electrode to the side of the case
rather than vertically, measurement was possible by touching any point on the
side surface of the case. Electrodes were prepared using tin foil tape. The probe,
reference, and ground electrodes were attached to the side of the measurement
case. When gripping the case, the finger and palm were required to touch the
case at the electrodes. Consequently, we created two devices: (1) one in which
the electrodes were distributed and pasted over both sides faces of the case; and
(2) one in which all the electrodes were pasted over one side face of the case.

Fig. 2. The proposed device

In the case of (1), wherein electrodes are attached to both sides, there is a
possibility of measurement of the skin potential activity from the difference in
the amount of perspiration at the contacting parts. However, in the case of (2),
wherein the electrode is attached to one side, as the positions of all the electrodes
are close to each other, the amounts of perspiration recorded by them are highly
similar. Consequently, there is a possibility that large skin potential activity may
not be measurable. Therefore, we examined whether skin potential activity can
be measured by varying the widths and positions of the electrodes.
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4 Verification Experiment

4.1 Protocol

Subjects took rest for approximately 3 min before the experiment started. Then,
the subjects closed their eyes, and as a stressor, pain was stimulated on the
forearm by striking three times with a rubber hammer. To ensure uniform inten-
sity of stimulation, we unified the quality of rubber, length to extend (15 cm),
width to hook (5 cm). The subjects were five healthy male university students in
their twenties. For comparison of the proposed devices, measurement was car-
ried out simultaneously using a skin potential meter (Nishizawa Electric Co.,
Ltd. SPN-01). The skin electrometer was attached to the subjects’ left hand by
the conventional attachment method. On the subjects’ right hand, the proposed
devices were placed and grasped by the subject and measurements were taken.
The width and position of the electrodes are presented in Fig. 3 and Table 1.

Fig. 3. Position of electrodes

Table 1. Width and position of electrode

Proposed devices Probe Reference Ground

(1) Both side 1, 2 and 3mm 1mm 1mm

(2) One side 3 and 6 mm 3mm 3mm

4.2 Evaluation Method

Emotional sweating by pain sensory stimulation is evaluated by skin potential.
“Spr” signify the skin potential value measured by the extant research method,
and Nspr is that by the proposed device. The proposed method is evaluated
using the ratio of the amplitudes of Spr and Nspr.

4.3 Experimental Results and Discussion

(1) Electrodes Attached to both Sides: Figure 4 (a) illustrates the wave-
form when the width of the search electrode on Subject 1 is 3 mm, and Fig. 4 (b)
illustrates the waveform when the width is doubled to 6 mm. In the figure, the
time at which the stimulus is provided is set as 0 s. The reaction to the stimulus
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in the case of both Nspr and Spr occurred approximately 2 s after stimulation.
The fact that the reactions appeared simultaneously in the two methods indi-
cates that the proposed device has the capacity to measure mental sweating.
However, the proposed method recorded lower amplitude than the conventional
method. The amplitude ratio is presented in Table 2. Although there are individ-
ual differences, for three of the subjects, amplification was increased when the
area of the probe electrode was doubled. Moreover, the amplitude reversed for
all the subjects. The probable cause for this is that the amount of perspiration
was larger on the palm than on the finger.

Fig. 4. Results of case (1)

Table 2. Amplitude ratio of case (1)

Sub1 Sub2 Sub3 Sub4 Sub5

(A)/CM 0.19 0.65 0.59 0.12 0.41

(B)/CM 0.45 0.34 0.84 0.64 1.11

CM: Conventional method
(A): 3mm (Width of electrode)
(B): 6 mm (Width of electrode)

(2) Electrodes Attached to One Side: The results are illustrated in Fig. 5.
For this device, in the case of both Nspr and Spr, the reaction occurred

approximately 2 s after stimulation. This demonstrated that the proposed device
is capable of measuring emotional sweating. The amplitude ratio is presented in
Table 3. From Table 3, it can be observed that the amplitude measured using
this method is marginal when compared to that by the conventional method.
This marginal difference in impedance is attributed to the close proximity of the
measurement site. However, it was demonstrated that the amplitude increased
as the width of the search electrode was widened. An increase in the width of
the search electrode led to a decrease in the impedance. As a result, the poten-
tial fluctuation on the search electrode side becomes marginal. Thus, potential
fluctuation on the reference electrode side is considered to be emphasized.
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Fig. 5. Results of case (2)

Table 3. Amplitude ratio of case (2)

Sub1 Sub2 Sub3 Sub4 Sub5

(C)/CM 0.017 0.027 0.037 0.101 0.227

(D)/CM 0.047 0.022 0.059 0.178 0.270

(E)/CM 0.073 0.069 0.134 0.590 0.324

CM: Conventional method
(C): 1 mm (Width of electrode)
(D): 2 mm (Width of electrode)
(E): 3mm (Width of electrode)

5 Conclusion

In this study, we developed two prototype portable MWL evaluation interfaces
and investigated the effectiveness of measuring skin potential activity using hand
contact with the electrode. Fluctuations in the waveform were observed in both
the devices, one of which had electrodes attached on both sides of the device
and the other had electrodes attached to one side of the device. Moreover, the
feasibility of burden measurement in the palm area was demonstrated.
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Abstract. NeuroSky’s single-channel EEG sensor has drawn
researchers’ interest because the sensor offers higher usability at a sig-
nificantly lower cost. The sensor is minimally obtrusive, measuring the
brainwaves from a single location on the head. This is an excellent fea-
ture from a usability standpoint. Yet, the sensor needs to be evaluated for
specific applications. This paper presents preliminary assessment of the
sensor in detecting drowsiness. A simulated driving task was used as a
testbed. A total of 14 participants participated in the study. The results
reveal no statistically significant difference in brain activities between
the drowsy and the attentive states, indicating that the brainwaves used
in the analysis are unable to distinguish the two driving states.

Keywords: Driver’s distraction · Brain-computer interface ·
Brainwaves · Single channel EEG Sensor · NeuroSky

1 Introduction

Traditionally, electroencephalography (EEG) sensors are multichannel (with as
many as 256 channels in some cases), use wet electrodes, and transmit data
through a set of wires [24]. Although the sensors precisely record brain activities
with proper preparation, their usage is largely limited to the clinical and labora-
tory setups primarily because the sensors demand longer preparation time and
offer lower usability.

Recent development of the single-channel, dry-electrode EEG sensor tech-
nology has drawn researchers’ interest because the technology features higher
usability at a significantly lower cost, offering possibility of conducting studies
in informal environments such as schools and homes, and while mobile. One
such widely used sensor is MindWave Mobile from NeuroSky which we used in
this study [18]. iBrain Device from NeuroVigil is another single-channel EEG
sensor [19]. However, it was not available for purchase during the time of our
experimentation. Other commercial offerings are specific to certain applications
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including Zeo’s sensor for sleep monitoring, EmBand Headset from EmSense
for neuromarketing [8], and a seven-channel EEG sensor from Muse for medi-
tation exercise [17]. Emotiv’s EPOC+ is another off-the-shelf low-cost device,
which records brainwaves from 14 channels [12]. We did not use the sensor in
our study because the 14 channel configuration is not minimally obtrusive and
hence, may bring discomfort to some drivers, especially when it is required to
wear for a longer period.

The use of the NeuroSky sensor has been increasing for Human-Computer
Interaction (HCI) and Brain-Computer Interface (BCI) research. Marchesi and
Ricco proposed an e-learning system that customizes educational experience
according to the attention and meditation signals captured via the NeuroSky
sensor [16]. Al-Barrak and Kanjo used the same signals to distinguish relaxing
outdoor places from boisterous places [3]. Yoh et al. developed a Brain-Computer
Interface (BCI) game, called NueroWander, which uses the sensor’s attention and
meditation signals as game controllers [29]. Blondet et al. used the sensor in a
prototype system for detecting the user’s mental states in real-time [5]. Hal et
al. proposed a real-time stage 1 sleep detection system that uses the sensor [26].

In this research we investigated the applicability of the sensor in detecting
drowsiness. Specifically, we wanted to examine whether the NeuroSky’s Mind-
Wave sensor can differentiate machine operator’s attentive state from his/her
drowsy state. If it can, then the sensor can be a viable low cost solution to mul-
tiple applications where an operator’s drowsiness can potentially be harmful.
A case in point is security guards who are required to monotonously monitor
security video feeds. Other cases are operating airplanes or driving vehicles in
which drowsiness can cost lives.

We used simulated driving as a testbed because it is a cost effective setup
for a feasibility study such as this one. Driver’s drowsiness can be detected
in several ways. One approach focuses on monitoring of vehicle behaviors via
lane and steering tracking [4,14]. This approach offers good practicality in sense
that there is no need of attaching any sensors to the driver’s body. However,
this approach performs suboptimal in bad weather and for poor lane markings,
and requires additional hardware attachments to the vehicle. Machine vision is
another approach that is routinely explored for monitoring driver’s face and eyes
[15,20,27]. Yet, most vision-based methods are not very successful in handling
real-life challenges such as monitoring in the low light environments, under facial
occlusion, and for drivers with eyeglasses.

Multiple studies reported usefulness of EEG in drowsy driving detection.
Most studies, however, used multichannel EEG sensors which limit their practi-
cality [2,11,13]. Recently, Sarno et al. used Emotiv EPOC+ (14 channel sensor)
for the detection of driver’s fatigue [21]. A six-channel EEG-based drowsy detec-
tion system was demonstrated by Tsai et al. [25]. They placed the six electrodes
approximately at the Fp1, Fp2, T5, T6, O1 and O2 locations (see Fig. 1), and
reported 90% accuracy rate in drowsy state detection and 80% accuracy rate
in attentive state detection. SmartCap is a commercially available EEG-based
system for driver fatigue detection that uses only a few electrodes [23]. These
systems demonstrate that reduction in the number of electrodes improves EEG’s
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usability. In the current study, we focused our attention on a single-channel EEG
sensor for drowsiness detection.

Fig. 1. EEG Electrode locations of International 10–20 system. The letter codes F,
T, C, P and O stand for frontal, temporal, central, parietal, and occipital lobes,
respectively. The letter codes A, and Fp identify the earlobes, and frontal polar sites
respectively [28].

2 Experimental Design

2.1 Driving Simulator

We used simulated driving as a testbed. Specifically, we simulated monotonous
driving through a pc-based software tool, City Car Driving v1.3 [9]. The simula-
tor allowed us to stage a late evening highway driving scenario with medium to
low traffic. To control the simulator, we used Logitech’s G-27 controllers which
included a steering wheel, and gas and brake pedals. The controllers’ force feed-
back mechanism gives the feeling of actual driving.

2.2 Single-Channel EEG Sensor

We used a MindWave headset from NeuroSky to collect neuronal activities [18].
The headset consists of a single dry electrode which is attached to the driver’s
forehead at the Fp1 position and a ground electrode which is attached to an ear-
lobe (see Fig. 1). The sensor samples neuronal activities with a frequency up to
512 Hz and outputs EEG power of brainwaves (delta, theta, alpha, beta, and
gamma) at 1 Hz frequency. It also outputs proprietary eSense meters for atten-
tion and meditation. The sensor transmits the data wirelessly via a Bluetooth
connection.

2.3 Experiment

The experiment has been approved by the Institute’s Review Board. A group
of seven participants (5 males and 2 females) volunteered for a 30 min driving
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session and another group of seven participants (5 males and 2 females) vol-
unteered for a 60 min driving session. Their ages ranged from 18 to 40 years.
After completing the consent form, the participants explored the driving simula-
tor for about 10 min to acquaint themselves with the experimental setup. Next,
they performed the driving task for either 30 min (short session) or 60 min (long
session). The two driving sessions facilitated thorough evaluation of the sensor.
Specifically, the initial study was conducted for 30 min driving only, but after
observing indistinguishable brainwave patterns between the two driving states,
we expanded the experiment for 60 min driving period to make sure that the
driving period is not the affecting factor.

The lighting in the experiment room was dimed to make the driving environ-
ment conducive to drowsiness. Throughout the driving period, the participants’
faces were recorded via a Logitech HD C270 webcam. The videos were later used
to identify drowsy instances. In total, we collected 14 videos (14 participants× 1
recording per participant) and 14 sets of EEG signals (14 participants× 1 set
per participant) during the experiment.

3 Data Analysis

3.1 Face Videos

The face videos were used to mark drowsy instances. Specifically, each 10 s
driving period was annotated as Drowsy Driving if any facial clues of drossi-
ness were observed including frequent eye blinking, heavy eyelids, rubbing eyes,
constant yawning, and struggling to hold the head up. Otherwise, the period was
annotated as Attentive Driving. The drowsy indictors were chosen based on Sum-
mala et al. research on detecting driver’s drowsiness from video images [22]. The
annotations were done independently by the two coders and then synthesized
into a single binary signal of driving state per participant.

3.2 EEG Data

EEG data is typically divided into bands of frequency, including delta, theta,
alpha, beta and gamma bands. Each band represents certain mental states.
Specifically, the delta band (1–3 Hz) represents deep dreamless sleep, the theta
band (4–7 Hz) represents sleepy mental state, the alpha band (8–12 Hz) rep-
resents relaxed mental state, and the beta band (13–30 Hz) represents active
thinking.

Eoh et al. reported several EEG studies that showed a close correlation
between the EEG power of the alpha and theta waves and drowsy driving
[13]. Specifically, one study in their report showed that the EEG power of
the alpha and theta waves was increased as the alertness level of the driver
decreased [13]. Another study showed a decrease in the relative energy para-
meter (alpha+theta)/beta with drowsiness [11]. Craig et al. reported that the
alpha and theta waves are most typically associated with fatigue or drowsiness
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[10]. Therefore, in our analysis we decided to include the theta and alpha waves,
and the (alpha+theta) and the (alpha+theta)/beta parameters. We also used
the proprietary attention and mediation signals. In total, we utilized 6 signals
from each participant’s EEG data.

The EEG signals were averaged for a 10 s epoch, having 180 samples (6
samples per minute × 30 min) for each 30 min driving session and 360 samples

Fig. 2. (a) Boxplot diagrams represent analysis of the EEG signals for the 30min
driving sessions. The ∗ symbols in the box-plots indicate the mean values of the distri-
butions. n = 1027 (about 90% of the samples) for Attentive State (A). n = 127 (about
10% of the samples) for Drowsy State (D). (b) Boxplot diagrams represent analysis
of the EEG signals for the 60 min driving sessions. The ∗ symbols in the box-plots
indicate the mean values of the distributions. n = 2215 (about 90% of the samples) for
Attentive State (A). n = 253 (about 10% of the samples) for Drowsy State (D). (Color
figure online)
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for each 60 min driving session. Although the 10 s period was heuristically chosen,
the previous studies used similar sized periods [6,13,22].

4 Experimental Results

We observed an average drowsy driving period of 3 min for the short driving
sessions (30 min) and about 6 min for the long driving sessions (60 min). Thus,
the participants experienced episodes of drowsiness for about 10% of their driving
time.

We performed statistical analysis to examine whether the EEG signals can
reveal any statistically significant difference between the two driving states. For
each of the six EEG signals, we grouped the signal values into Drowsy Driving
and Attentive Driving according to the binary driving state signal. The distrib-
utions of the signals are shown in Fig. 2a for the 30 min driving sessions and in
Fig. 2b for the 60 min driving sessions. Qualitatively speaking, the distributions
of the two driving states are not much different in most cases.

Next, we performed a paired-T test on each pair of the EEG signals. Specifi-
cally, for every participant, we computed two mean values per EEG signal: One
for Drowsy Driving and another for Attentive Driving. Finally, we performed
a paired-T test on these values. These steps were repeated for each of the six
EEG signals. The test results (p values) are shown at the top of the boxplots
(see Fig. 2). The results reveal no statistically significant difference (p > 0.05)
in EEG energy between the driving states for all the signals, indicating that the
brainwaves used in the analysis are unable to distinguish the two driving states.

5 Conclusion

The preliminary assessment demonstrates that the brainwaves used in the analy-
sis fail to detect drowsiness. The primary reason of the failure, we believe, is
the location of the measurement site (Fp1 location). Typically, drowsy detec-
tion studies focus on the central (C) and parietal (P) measurement sites. For
instance, Brown et al. analyzed the C3, C4, Pz, P3, and P4 sites for identifying
drowsy driving periods [7]. Broughton et al. reported that theta activities of
drowsiness were maximum at the Cz and Fz sites [6]. Thus, the Fp1 location
alone was never used in the past drowsiness detection studies. The Fp1 location
is typically examined in conjunction with the other sites. For instance, Tsai et al.
for their six-channel EEG-based drowsy detection system used the Fp1 location
in conjunction with the Fp2, T5, T6, O1 and O2 locations [25]. Similarly, Eoh
et al. explored the Fp1 location along with the Fp2, T3, T4, P3, P4, O1, and
O2 locations [13].

The other possible reason for the failure in detecting drowsiness could be
the EEG data processing approach that we employed. We used only the mean
values (per ever 10 s) of the EEG signals. A recent study by Abdel-Rahman et. al
extracted multiple statistical features (max, min, mean, and standard deviation)
and a frequency-based feature (power spectral density) from the MindWave’s
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EEG signals [1]. They reported 98.5% accuracy for the awake state and 96%
accuracy for the sleepy state classifications.

Our future work includes exploration of other single-measurement sites, in
particular the Cz and Fz sites as they are reported to be relevant for theta
activities of drowsiness. We will also extract from our existing EEG signals the
features reported in [1] and reevaluate the sensor.

Acknowledgments. This material is based upon work supported in part by the
National Science Foundation (NSF) under Grant No. # CNS-1042341 and the Col-
lege of Sciences and Technology Dean’s Discretionary fund.
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Abstract. Technology continues to advance at exponential rates and we are
exposed to a multitude of electronic interfaces in almost every aspect of our lives.
In order to achieve seamless integration of both, human and technology, we must
examine the objective and subjective responses to such interactions. The goal of
this study was to examine neurophysiological responses to movement, com-
munication, and usability with a robot assistant, in comparison to human assis-
tant, in a real-world setting. OSHbot (robot assistants designed by Fellow
Robots) were utilized as mobile store clerks to identify and locate merchandise in
order to assist customers in finding items within a hardware store. By acquiring
neurophysiological measures (electroencephalogram; EEG and electrocardio-
gram; ECG) of human perception and interaction with robots, we found evidence
of Mirror Neuron System (MNS) elicitation and motor imagery processing,
which is consistent with other studies examining human-robot interactions.
Multiple analyses were conducted to assess differences between human-human
interaction and human-robot interaction. Several EEG metrics were identified
that were distinguishable based on interaction type; among these was the change
observed across the Mu bandwidth (8–13 Hz). The variance in this EEG correlate
has been related to empathetic state change. In order to explore differences in the
interactions related to gender and age additional analyses were conducted to
compare the effects of human-human interaction versus human-robot interaction
with data stratified by gender and age. This analysis yielded significant differ-
ences across these categories between human-human interaction and
human-robot interaction within EEG metrics. These preliminary data show
promise for future research in the field of human-robot relations in contributing to
the design and implementation of machines that not only deliver basic services
but also create a social connection with humans.

Keywords: HCI � HRI � Social interaction � Robots �Mu � EEG � Eye tracking

1 Introduction

Social interactions and relationships involve far more than facial recognition and
conversation; rather, exchanges between humans draw upon many aspects of com-
munication including language form and content [1], interrelation synchrony in
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gestures, postures, and tones [2–4], and social perspectives of trust [5]. Humans receive
both conscious and unconscious cues during social interaction. We are able to auto-
matically align on many different levels and adapt to various external factors during
these interactions [6]. Taken together, auditory and visual perceptions greatly impact
human emotional responses when placed in a social setting. However, little is under-
stood about the biological underpinnings that modulate the behaviors exhibited during
an interaction. Increasingly, technology is playing a significant role in this largely
unknown space of mechanisms governing intrapersonal connections. Technology is
being integrated into nearly every aspect of daily life; with capabilities of watching,
assessing, and even learning from our actions. Furthermore, advancements in tech-
nology are increasing at a rapid pace. According to the Nielsen Q1 Total Audience
Report for 2016, computers, cell phones, tablets, and touch screen devices consume
upwards of 11 h of the average person’s day, which is an entire hour more than
reported in 2015 [7]. While some science fiction writers offer a darker view of a future
where malevolent machines dominate, predictions have been made that one day
humans and technology will seamlessly live in synchrony [8]. By examining cognitive
and emotional effects of human-technology interactions, researchers are implementing
ways to modify these advancements for more cohesive integrations between humans
and technology, specifically examining human relationships with computers and robots
[9]. In bridging this gap, it is important to consider the impact of physical appearances,
movements, and social interaction perceptions which can vary dramatically across
cultures, generations, and genders [6]. As autonomous machinery is nearing integration
in many fields, such as medicine, the application of cortical responses is of utmost
importance. Robots, as well as other technological agents, are currently limited in their
capacity for autonomy. It is proposed that an influx of dependence on autonomous
machine agents, not only for health care, but for companionship and assistance with
daily functioning, will occur within the next century so it is important to anticipate and
plan for adaptations to the new social environment.

Human Robot Interaction (HRI) and the goal of seamlessly integrating robots to
live in harmony with humans is under exploration, with robots designed to reflect
human appearance, mannerisms, and motions [6]. The resulting technological chal-
lenges include improving our understanding of human-human social interactions as
well as human-machine interactions. An examination of our own social interaction can
be used as a calibration technique for understanding perception and objective responses
to technologies like autonomous robots [10]. Advanced Brain Monitoring, Inc. (ABM),
located in Carlsbad, California is a neurophysiologic research company, which, in
collaboration with Lowe’s Innovation Lab (LIL), Neurons Inc., and Fellow Robots has
completed three phases of a Human-Robot Interaction study. Our initial intent for the
study design was to explore how humans may respond to different personalities in
robot assistants to understand at what level humans experience an eerie–or uncom-
fortable feeling when interacting with robots, known as the “Uncanny Valley” [11]. We
concluded that it would be most beneficial to use somewhat extreme examples from the
human-likeness spectrum; one personality that was not human like, and one that
exhibited human friendliness, humor, and empathy. A collaborative project between
Fellow Robots, a robotics company based out of Silicon Valley, CA, and LIL, had
previously created an assistive retail robot named OSHbot. Although OSHbot has no
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physical resemblance to a human, it was used in the current study to interact with
human participants because of its programmability and ease of use. However, noting
this, many studies have shown that there are cortical response trends to non-visual
components of interaction, which is why this method was employed for this study [12].
OSHbot is also equipped with 2 large touch screen interfaces that a human can use to
interact with OSHbot; providing one more level of normality in the sense of
communication.

In conjunction with using ABM’s B-Alert® X10 wireless sensor headset for EEG
and ECG recording, our study incorporated focal attention assessment using the Tobii
mobile eye-tracker during several tasks performed by participants with human and
robot assistance in an Orchard Supply Hardware store in San Jose, CA. Neurons Inc.,
an applied neuroscience company based in Holbaek, Denmark, that focuses on neu-
rological responses from consumer-based studies for marketing research. EEG and
eye-tracking were integrated to characterize participants focal attention and assess the
neural signatures associated with key events and interactions [13]. Data were analyzed
by events to explore the neural responses to each of the multiple instances of recorded
human-human and human-robot interactions.

In exploring neurophysiological correlates of social interactions, previous work has
shown that slow theta (3–5 Hz) suppression has been linked to the “uncanny valley”
response of humans towards androids and robots [14]. Furthermore, mu suppression
(calculated from log ratios of power spectral densities (PSDs) across central sites C3,
Cz, and C4 from 8 to 13 Hz bins of the participant’s experimental and baseline tasks)
has been shown to be linked to the activation of the brain’s mirror neurons and empathy
responses in human-to-human interactions [15–17]. Additionally, midline theta (cal-
culated by summarizing PSDs from 3 to 7 Hz bins across sites Fz, Cz, Pz, and POz)
activity has been shown to be associated with encoding into, and retrieval from, long
term memory, visual stimuli matching, long term episodic memories, sustained or
concentrated attention, visual working memory, positive emotions, and decreased
levels of anxiety [17–19]. These neurophysiological and behavioral indices associated
with human-robot interactions can uncover aspects of social experiences to help shape
the design and function of future robots.

2 Methods

2.1 Participants

A total of N = 34 participants comprised of 47% male with an age range of 34–55 were
tested. Participants were recruited by LIL through a partnered external firm database,
whereby regular Orchard Supply Hardware (OSH) shoppers, upon meeting
pre-screening criteria (available upon request), were asked to participate in a study to
assess and better understand how they reacted to, and interacted with, products offered
in the store. The robot interaction was not disclosed to the participants prior to the study
to allow for unbiased demeanor towards the tasks and the robot (OSHbot; see Fig. 1A).
Participants were compensated for their participation with a $100 gift certificate to
OSH.
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2.2 Equipment

Psychophysiology. EEG and ECG were acquired simultaneously and in synchrony
throughout the study tasks, using the B-Alert® X10 wireless sensor headset (Advanced
Brain Monitoring, Inc., Carlsbad, CA). This system has 9 referential EEG channels
located according to the International 10–20 system at Fz, F3, F4, Cz, C3, C4, POz, P3,
and P4 and an auxiliary channel for ECG (Fig. 1B/C). Linked reference electrodes
were located behind each ear on the mastoid bone. Impedances were recorded below
40 kΩ for all sites before recording began. ECG electrodes were placed on the right
and left clavicles. Data were sampled at 256 Hz with a high pass at 0.1 Hz and a fifth
order, low pass filter at 100 Hz, obtained digitally with A/D converters. Data were
transmitted wirelessly via Bluetooth to the computer, where acquisition software then
stored the psychophysiological data. The ABM’s proprietary acquisition software also
included artifact decontamination algorithms for eye blink, muscle movement, and
environmental/electrical interference such as spikes and saturations.

Tobii Pro 2 Eye Tracking Glasses. Tobii’s Pro Glasses 2 is equipped with two
cameras for each eye that use a proprietary 3D eye model, full-HD scene camera for
wide field view for accuracy and precision with minimized gaze data loss. The
embedded accelerometer and gyroscope sensors allowed for differentiation between
head and eye movements which eliminated the impact of head movements on eye
tracking data. Eyes were tracked using corneal reflection of dark pupils with a 50 Hz
sampling rate. After the eye tracking glasses were situated on the participant, they were
calibrated using the eye tracking software and further calibration was automated
throughout duration of use.

OSHbot. Fellow Robots, in previous collaboration with LIL, created an assistive robot
enabled with the capacity of helping consumers in real-life OSH stores. It uses 2
LiDARs, a device that uses a combination of “light” and “radar” which also stands for
Light Detection and Ranging (1x 3D LiDAR and 1x 2D LiDAR), and 2 IR-based 3D
depth sensors to maneuver around the store, and simultaneously localize its position
(SLAM) so that it safely avoids obstacles/people. OSHbot is programmed with the
specific store information so that navigation and product information are accurate when

Fig. 1. Study equipment: (A) OSHbot; (B) EEG recording sites; (C) B-Alert® X10 headset
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it assists shoppers. Participants were able to interact with OSHbot via 2 touch screen
interfaces, a microphone and speakers (see Fig. 1A).

2.3 Procedure

Benchmark Testing. ABM’s B-Alert® X-10 EEG headset (See Fig. 1C) was applied
and participants completed the ABM benchmark neurocognitive tasks: 3-Choice
Vigilance Task (3CVT), Verbal Psycho-Vigilance Task (VPVT), and Auditory
Psycho-Vigilance Task (APVT), to individualize the model to support classification
and quantification of engagement and workload. The three-choice active vigilance task
(3CVT) is a 5-min long task that requires participants to discriminate one target (70%
occurrence) from two non-target (30% occurrence) geometric shapes. Each stimulus
was presented for a duration of 200 ms. Participants were instructed to respond as
quickly as possible to each stimulus by selecting the left arrow for target stimuli and the
right arrow for non-target stimuli. A training period was provided prior to the begin-
ning of the task in order to minimize practice effects. The VPVT and APVT tasks are
passive vigilance tasks that lasted 5 min each. The VPVT repeatedly presented a 10-cm
circular target image for a duration of 200 ms. The target image was presented every
2 s in the center of the computer monitor, requiring the participant to respond to image
onset by pressing the spacebar. The APVT consisted of an auditory tone that was
played every 2 s, requiring the participant to respond to auditory onset by pressing the
spacebar. The Tobii mobile eye-tracker was then applied, and calibrated to use in
tandem with the EEG headset to assess focal responses to the robot interaction during
the in-store tasks.

In-Store Tasks. Participants were randomly selected into two groups: Group 1
interacted with OSHbot which responded with the participants in a neutral, factual, and
robotic tone; Group 2 interacted with OSHbot which represented some human char-
acteristics- humorous, social, and empathetic (a script of these programmed speeches is
available upon request). The participants were instructed to follow the printed
instruction cards that were given to them once they reached the designated starting area.
They were asked not to read the consequential task until the technician instructed them
to do so. Each participant was given the same scenario and tasks for in-store shopping
and, depending upon the task, they were to ask either a robot or human for assistance.
The scenario: participants were told that they were working on a kitchen remodel,
specifically painting, and they would be shopping for items that would help them
complete their remodel. The shopping list is as follows: (1) paint; (2) sponge for
textural paint application; (3) screwdriver; and (4) vent covers. A game of bean bag
toss was used as a distractor task between task 3 and 4 in order to obtain repeated
measures of human-robot interaction in a short time frame, without asking the par-
ticipant to return a second time [20]. The participant was lead to a different area of the
store to play the game. Throughout the tasks, OSHbot was programmed to speak from
a script specific to the group participants were assigned. OSHbot was pre-programmed
before each in-store data acquisition to follow the same script outline, but depending on
the group and participant information, presentation differed.
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Unbeknownst to all participants, OSHbot was programmed with details about the
person that we intended to elicit an unexpected response. We intended for the partic-
ipants to experience something outside their perception of what a robot could do/know,
specifically, knowing somewhat personal things about the participant (e.g. how
frequently they shop at OSH, if they own/rent a house/apartment, their latest renovation
project, future projects, and the number of people in their households). These
participant-specific details were recorded prior to the in-store tasks during the pre-test
questionnaire, or upon arrival.

Analysis and Statistics. All analyses were conducted using the B-Alert® LabX
software. Data quality check and decontamination algorithms were used to identify and
remove epochs contaminated by electromyography (EMG), signal excursions, or other
environmental noise. Once the signals were decontaminated, the EEG data was con-
verted from the time domain to the frequency domain. The absolute and relative power
spectral densities (PSDs) were calculated for each 1 s epoch (1–60 Hz bins) for
standard EEG bandwidths (delta, theta, alpha, sigma, beta, gamma, and high gamma).
PSDs were summarized over the frontal, central, parietal, anterior, temporal, and
left/right (asymmetric) brain region. Participant data was excluded due to poor data
quality because of the intrinsic EMG signals caused by walking within each task
(N = 6), unlogged events within trials (N = 4), and inability to process data (N = 2).
The resulting analyses encompass the remaining N = 22 participants’ data.

3 Results

3.1 Interaction Type

To investigate how interaction type effects psychophysiological indices, several
one-way ANOVAs were conducted with Tukey adjustments made for multiple com-
parisons with the goal of establishing how a human interacting with another human
differed at a biological level from a human interacting with a robot agent. We revealed
that there was greater suppression of slow wave (3–5 Hz) theta, as calculated from
subtracting the antilog epoch-by-epoch PSD Bandwidth value of the OSHbot task from
the averaged antilog PSD Bandwidth value of the APVT task, in the frontal, midline,
and parietal regions during human-human interactions: F(1, 21) = 9.80, p = 0.003;
F(1, 21) = 9.49, p = 0.004; and F(1, 21) = 7.89, p = 0.008 respectively. Specifically,
slow wave theta activity was lower when a human interacted with another human, as
opposed to interaction with a robot. This agrees with recent work that has shown
humans experiencing heightened frontal theta activity upon observation of a robot [14].

This may indicate that theta activity is indicative of bridging the gap(s) of common
semantics and visual recall between conversing with a robot than with a human.
Another ANOVA indicated that the mu bandwidth (8 to 13 Hz EEG power recorded
over the sensorimotor region) was higher for human-human relations (M = 3.40,
SD = 0.52) than in human to robot (M = 3.09, SD = 0.31); F(1, 21) = 5.76, p = 0.02.
These data are reported in Table 1 and graphically represented in Fig. 2. As mu sup-
pression has not been shown to change much based on agent type upon observation
[14], our results showing increased mu activity while meeting with another human
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could suggest a sensory-motor mechanism reflecting preparation for engagement with a
like-being. Prior work has linked this EEG correlate to empathetic state change, active
concentration, as well as motor imagery and visual activation [17, 21]. These findings
prompted an exploration of how such metrics may vary as a function of age and gender.

3.2 Gender Differences

Additional analyses were conducted to assess how neurophysiological metrics varied
across gender identity (Females - N = 12; Males - N = 10) based on interaction type.

Table 1. One way ANOVA – interaction type

Metric Correlate Condition x̄
(Hz)

r2

(Hz)
F df P

PSD
Bandwidth

Frontal slow theta
(3–5 Hz); Sup

H 0.83 0.42 9.80 1, 22 0.003
R 0.50 0.24

Midline slow theta
(3–5 Hz); Sup

H 0.87 0.41 9.49 1, 22 0.004
R 0.55 0.24

Parietal slow theta
(3–5 Hz); Sup

H 0.98 0.43 7.89 1, 22 0.008
R 0.65 0.33

Mu alpha (8–13 Hz) H 3.40 0.52 5.76 1, 22 0.021
R 3.09 0.31

Sup = Suppression; x̄= mean; r2 = standard deviation H = Human interaction with Human;
R = Human interaction with Robot

Fig. 2. ANOVA results of Interaction type (�p < 0.05; ��p < 0.01); Error bars represent the
standard error from mean (SEM).
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Several unbalanced 2-way ANOVAs were conducted with Tukey adjustments made for
multiple comparisons. No PSD bandwidth, nor ECG, differences amongst gender
groups were found, however, upon further exploration of the metrics, significant
variances in EEG wavelets were revealed. EEG PSD bandwidths are composed of
frequency subbands which use statistical coefficients called wavelets [22, 23]. With
this, we unveiled statistically significant wavelets comprised of the theta and gamma
frequencies within the Parietal region: F(1, 21) = 9.04, p = 0.019 and F(1, 21) = 4.70,
p = 0.037, respectively. This could mean that throughout the tasks, an increase in
mental task load occurred, especially when participants anticipated decision making
from the other interacting agent, as found in other studies [24, 25]. Previous studies
reported increases in theta activity may indicate an activation of the superior temporal

Table 2. Two way ANOVA – indentity type X interaction

Metric Correlate Identity Condition x̄
(Hz)

r2

(Hz)
Interaction

F df P

Wavelets P3 h-sub-band F H 79.52 31.98 9.04 1, 21 0.019
R 30.12 7.65

M H 36.38 24.79

R 23.09 9.68
P4 c-sub-band F H 37.75 16.08 4.70 1, 21 0.037

R 14.59 7.32
M H 15.77 8.33

R 11.03 4.11

PSD
Bandwidths

Cz Slow theta (3–5 Hz); Sup 1 H 0.65 0.35 4.57 1, 21 0.039
R 0.66 0.33

2 H 1.04 0.35
R 0.64 0.15

Midline slow theta (3–5 Hz);
Sup

1 H 0.54 0.40 4.78 1, 21 0.035

R 0.50 0.27
2 H 1.06 0.36

R 0.66 0.16
Cz alpha (8–13 Hz) 1 H 3.83 0.59 4.97 1, 21 0.032

R 3.04 0.35

2 H 3.49 0.25
R 3.16 0.20

Mu alpha (8–13 Hz) 1 H 2.79 0.65 6.30 1, 21 0.017

R 3.03 0.36
2 H 3.52 0.29

R 3.20 0.21
Hemispheric frontal Alpha
(8-13 Hz)

1 H 3.17 0.61 4.60 1, 21 0.039
R 3.34 0.40

2 H 3.65 0.30
R 3.32 0.21

h = 4–8 Hz; c = 32–64 Hz; Sup = Suppression; x̄ = Mean; r2 = Standard Deviation
F = Female; M = Male; 1 = Age < 40; 2 = Age > 40;
H = Human � Human Interaction; R = Human � Robot Interaction
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sulcus (STS), which has been linked to observation of biological kinematics and social
cognitive tasks [26, 27]. Our findings are consistent with other reports in that com-
paring brain activity between organic and inorganic motion or interaction results in
stronger STS activation [26]. These data are shown in Table 2 and represented in
Fig. 3.

3.3 Age Differences

Like the gender analyses, further statistics were conducted to examine age-related
differences in human-human and human-robot interaction using two brackets: below
age 45 (n = 12) and over age 45 (n = 10). This analysis yielded significant differences
in greater Cz and midline slow theta suppression within the older cohort between
human-human interaction and human-robot interaction: F(1, 21) = 4.57, p = 0.039 and
F(1, 21) = 4.78, p = 0.035, respectively. This suggests that theta cortical responses
may be age-mediated and that perhaps younger individuals may find it easier dis-
cerning visual and social context between varying interactions. This seems plausible in
the sense that those who are younger have likely been exposed to this high level of
technological integration for longer, and at critical developmental periods, than those
from older generations–making the interaction with a robot less of a cognitive
demanding task. Furthermore, through this analysis, we also exposed differences in Cz,
mu, and hemispheric (F3–F4) frontal alpha. Namely, we observed higher Cz alpha for
the younger cohort; F(1, 21) = 4.97, p = 0.032, and higher mu and hemispheric frontal

Fig. 3. ANOVA results of Interaction type by Gender (�p < 0.05; ��p < 0.01; ���p < 0.001);
Error bars represent the standard error from mean (SEM)
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alpha for the older cohort; F(1, 21) = 6.30, p = 0.017 and F(1, 21) = 4.60, p = 0.039
respectively. These data are presented in Table 2 and represented in Fig. 4. General
findings suggest that theta activity may indicate differentiation and recognition of
movement and appearance between biological and non-biological agents as well as
semantic and memory related aspects thereof. Previous studies found greater theta
activity of robot observation when compared to android and human observation [14].
We suspect that both cohorts experienced an increase in processing load during their
interactions with OSHbot when compared to human-human interactions because
interacting with the robot was intrinsically more difficult than interacting with a more
biological agent. Yet, when comparing the younger to older cohort, the latter had more
theta suppression, suggesting they may have found the interaction more challenging
than those that most likely had more exposure to similar technologies. Recent HCI
research has found that ease of usability may be causing an increase in reluctance from
older adults towards using and adapting to new technologies [28]. A natural decline in
physical, perceptual, and cognitive ability could also affect an older cohort’s perfor-
mance when interacting with technology and interpretation of device use [28]. We
suspect that the observed differences across these cohorts may be reflective of the
reluctance to interact with OSHbot due to a lack of familiarity with robots (Fig. 4).

4 Conclusions

These neurophysiological indices associated with human-human interactions and
human-robot interactions across gender and age could be tapping into aspects of social
experiences which may potentially help shape the physical design and automation of

Fig. 4. ANOVA results of Interaction Type by Age (�p < 0.05; ���p < 0.001); Error bars
represent the standard error from mean (SEM)
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future robots. We decided to focus our analysis efforts on results showing higher levels
of frontal slow theta, and overall mu activity between different age cohorts and genders
because these significant findings were similar to the results of previous studies with
human-robot and human social interactions and could help substantiate current research
used to better autonomous technologies. We conclude from this dataset that social
interactions between humans and robots do indeed result in different temporal changes
in neural responses, which can be attributed to the gender and age of the individual.
Furthermore, we suggest these observed changes highlight important aspects of human
emotion and cognition during social interactions with humans and robots during a
real-world shopping experience.

Future analyses of this data are planned in hopes of revealing further, unique
aspects of robots and human social encounters. As we see that gender and age greatly
impact neurophysiology during these interactions, we also propose that an expansion of
this study be conducted whereby the appearance and vocal features of the robot are
varied to more closely align with different gender and age groups. This future work has
the propensity to establish how individuals perceive a robot when the autonomous
machine is programmed to elicit a greater sense of familiarity and comfort within an
interaction. In incorporating an analysis of EEG data in conjunction with eye-tracking
data, we also hope to view specific metrics in real time providing an opportunity for
adaptation of the robot behaviors based on the neural responses of the human during an
encounter. Thus, assistive agents will be more capable of characterizing features of
social meetings that can create a more seamless relationship between humans and
machine.
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Abstract. Bus driver is the only operator of bus, and bus stop is a driving stage
in which bus differs from other social vehicles. In this paper, bus driver’s
physiological characteristics in the process of bus stop-and-go were studied
which were analyzed by theoretical analysis, comparison and significant dif-
ference analysis to obtain the changes of drivers’ physiological and psycho-
logical characteristics and to provide the guide basis for drivers’ fatigue and
driving safety analysis. The real vehicle test was designed and put into effect,
and the bus drivers’ physical data were obtained by using physiological tester.
Then the comparison analysis of bus drivers’ physiological data such as BSA
and HRV between the real vehicle test and the natural state was carried out. The
results showed that there were significant differences in the changes of BSA and
HRV between the real vehicle test and the natural state. When the driver was
under natural state the characterization parameters of BSA were merely fluc-
tuating with time. The stable value of ECG, dz/dt and GSC was around 0.35 V,
0.3 X and 0.018 V respectively and changed very little. The characterization
parameters of HRV changed little. Heart rate stabilized at 70 beats/min and
breathing rate stabilized at 17.5 times/min; when the vehicle decelerated into
station, driver’s ECG declined from 0.4 V to 0.25 V, and dz/dt increased from
0 X to 3.5 X, at the same time, heart rate rose to 98 beats/min, which had
significantly fluctuations comparing with the natural state; when the vehicle
stopped, driver’s ECG of the driver increased from 0.3 V to 0.5 V, the dz/dt
declined from 0.5 X to 0.35 X, and the respiration rate also reduced to 14.7
times/min, which had significantly fluctuations comparing with the natural state;
When the vehicle accelerated to bus stop, the dz/dt increased from 0.3 X to
0.41 X. The change threshold of GSC was 0.09 V, which was much higher than
the stable value under natural state, and then GSC decreased to 0.17 V.
The experimental consequences indicated that the driver would be more

sensitive in the process of bus stop-and-go than in the natural state, due to the
external environment (platform setting, traffic flow, etc.) influences. The chan-
ges of electrical conductivity of the skin were caused by psychological changes;
In addition, with the stimulus increased, HR and RSA were increased, on the
contrary, the Resp Rate decreased. At the same time, the paired samples T-test
method was used to test the mean value, the maximum value and the root mean
square of the parameters of the driver’s physiological characteristics under the
natural state and real vehicle test of the import and export conditions. The results
showed that there were significant differences in the physiological characteris-
tics, with the exception of the minimum of dz/dt.
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It could be seen from the experiment that reasonable station environment
settings were conducive to improving drivers’ physiological state, reducing the
driving fatigue and providing a safer driving.

Keywords: Urban bus � Traffic environment � Station environment setting �
Bus driver � Physiological characteristics

1 Introduction

With the development of urbanization and motorization, the role of urban public
transport in the transportation system has been continuously improved, and the safety
of travel has become very important. According to statistics, 90% to 95% traffic
accidents due to the driver factors [1]. As the only manipulator in the process of
driving, bus driver has always been concerned about the physiological, psychological
and driving behavior [2].

Collet [3] tested the psychological workload of bus driver, and tested their electric
index by the degree of the bus automation system. The results showed that as the
workload was reduced, the workload of the driver was reduced; Southeast University
Tang Dengke found the road alignment and road traffic physiological psychological
needs of the inherent relationship and law through road driving test. According to the
change of heart rate in different driving conditions, the vehicle speed model was
established by combining the relationship between vehicle speed and heart rate, and the
corresponding recommended speed limit was obtained [4]. According to Li Xiansheng,
the driver’s behavior mechanism was established according to the theory of human
behavior error analysis of the driving behavior of the various physiological states of the
driver, and the driver’s physiological state caused by a variety of driving behavior
errors [5]. At present, the study of driver physiology at home and abroad mostly
focused on the relationship between road alignment, highway linearity and driver
physiology, and the research on the physiology of bus drivers was less.

This paper analyzed the physiological data of bus drivers by theoretical analysis
and statistical analysis, and compared the physiological characteristics of drivers under
natural state and real vehicle test. The psychological characteristics changing laws in
different driving stages were made into analysis and comparisons, which could help to
improve the driver’s physiological state, reduce driving fatigue, improve driving safety.

2 General Design of Bus Driver Test

2.1 The Composition of the Test Platform

The real vehicle test platform included the test vehicle and the test instrument, as
shown in Fig. 1. The physiological characteristic data BSA and HRV of the bus driver
were collected by using the BioLAB channel physiological recorder from Mind Ware
Company, USA, as shown in Fig. 2.
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2.2 The Selection of Test Personnel

The 15 road vehicles with high accident rate were selected as test vehicles. The test was
supported by Qingdao Zhenqing Bus Co., Ltd., which provided 25 bus drivers with
different ages and driving ages. The information of the tested persons was shown in
Table 1.

2.3 The Actual Vehicle Test Process

According to the test purpose and precautions, the test was designed in good process.
The time recording and staff division work should be done to ensure the accuracy of
data collection. Test flow chart is shown in Fig. 3.

GPS

Fig. 1. Real vehicle experiment platform

Fig. 2. Driver factors in data acquisition systems BioLAB

Table 1. Basic information of all subjects

Tester Age Driving age Accumulated
mileage

Range 27–40 Range 0.5–15 Range 10–105

25 professional
bus driver

Mean 31.04 Mean 5.68 Mean 39.76
Standard
deviation

3.57 Standard
deviation

3.79 Standard
deviation

26.52
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3 Driver Physiological Characteristics of Data Analysis

The basic signals (BSA), heart rate variability (HRV), cardiac impedance (IMP), skin
electrical activity (GSC), and EMG could be made into analysis by the BioLAB. In this
paper, we focused on basic signal (BSA) and heart rate variability (HRV).

3.1 BSA Analysis

There were four channels in BSA analysis, including ECG, impedance Z0, derivative
dz/dt and skin electrical GSC. In this paper, the changes of BSA physiological char-
acteristics of driver in natural state and real vehicle test were analyzed respectively, and
then the difference of BSA in different working conditions was found.

(1) Driver’s BSA basic laws in natural state
Figure 4(a)–(d) showed the physiological data of drivers entering and leaving
harbor stations in natural state. The test time was 30 s. In the figure, the horizontal

Prepara before 
test

Start the test

Install and commiss the instrument
(Acquire human-machine 
characteristic parameters)

Test human - machine 
characteristic parameters 

under actual test

Collect data when 
bus trip begins

Terminate the 
collection when bus 

trip ends

Save data

Test ends

Change
the

driver

The end

N

Y

Fig. 3. The real vehicle test flow chart
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axis represented time and the vertical axis represented amplitude. It could be seen
that ECG, impedance Z0, derivative dz/dt and skin electricity GSC were in a
stable state, with no significant fluctuations.

(2) Driver’s BSA basic laws in real vehicle test

The physiological data under the actual road environment were shown in Fig. 5.
In Fig. 5(a), at 1530 s, 1544 s, 1557 s, the driver’s ECG amplitude fluctuation
significantly increased. According to the actual vehicle test records, this three time
points corresponded to slowing down, stopping and accelerating outbound stages.
It could be seen from Fig. 5(b) and (c) that Z0 fluctuated obviously at 1530 s,
1537 s, 1544 s, and dz/dt also showed three large amplitudes. Indicating that in
these three time points, the driver accepted the external stimulus, and would take
some controlling. Figure 5(d) showed driver’s skin test results, corresponding to
the driver turning the steering wheel size. It could be seen that in 1537 s, GSC
curve decreased significantly, indicating that the driver turned the steering wheel
into the station; in 1557 s, GSC curve increased significantly, indicating that the
driver began to turn the steering wheel outbound.

(3) Comparison of driver’s BSA basic laws between the natural state and real vehicle
test.
When the driver drove in the natural state, the characterization parameters of BSA
were only fluctuating with time, and the stable values of ECG, dz/dt and GSC
were around 0.35 V, 0.3 X and 0.018 V respectively. The ECG of driver
decreased from 0.4 V to 0.25 V, the dz/dt derivative increased from 0 X to 3.5 X,
and the fluctuation of the vehicle was significantly enhanced compared with that

a ECG                                b Z0

c dz/dt                                d GSC

Fig. 4. The bus driver BSA data under standard conditions
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of the vehicle in the real vehicle test condition. During the braking process, the
driver’s ECG increased from 0.3 V to 0.5 V, and the dz/dt derivative decreased
from 0.5 X to 0.35 X, which was significantly different from the steady state
value in natural state. During the acceleration of the vehicle, the dz/dt arose to
0.41 X and the starting point for GSC changes was 0.09 V, which was much
higher than that in natural state, and then GSC dropped to 0.17 V with significant
fluctuations.

Test results indicated that the driver would be more sensitive under real vehicle
conditions than that in the natural state. There were significant increasing by the
psychological changes in skin electrical conductivity changes, which resulting in the
driver’s ECG, dz/dt and GSC fluctuations.

The mean, maximum, minimum, and root mean square values of the 22 test drivers’
BSA data were discussed in this paper.

(1) Comparison of ECG distribution laws
In order to obtain the distribution laws of driver’s physiological data in the
process of entering and leaving the bus station, the data were analyzed according
to the theory of mathematical statistics, and the result was described by box
diagram. As shown in Fig. 6, there was no significant difference between the
mean and RMS of ECG data, and the maximum and minimum in real vehicle test
data were higher than that in natural state.

(2) Comparison of Z0 distribution laws
As shown in Fig. 7, the Z0 means, maximum, minimum, and RMS data in the
natural state were 0.4 higher than those in real vehicle test, which indicated that
physiological indicators of cardiac impedance Z0 was subjected to interference
and stimulation in natural state with small values.

a ECG    b Z0

c dz/dt                                d GSC

Fig. 5. Real vehicle test driver BSA data
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(3) Comparison of dz/dt distribution laws
As shown in Fig. 8, there was no significant difference between the mean and
RMS of dz/dt data, and the maximum and minimum values in real vehicle state
were higher than that in natural state.

(4) Comparison of GSC distribution laws
As shown in Fig. 9, there was no significant difference between the mean and
RMS of GSC data. The maximum and minimum values of the actual vehicle test
data in real vehicle state were higher than that in natural state.

3.2 HRV Basic Law Analysis

The HRV analysis window showed six graphs: ECG, heartbeat interval, cardiac cycle
time series, heart rate power spectrum, respiratory time series and respiratory power
spectrum. In this paper, the changes of the physiological characteristics of the driver’s
HRV in natural state and in real vehicle test were analyzed respectively, and then the
differences were analyzed under different working conditions.
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Fig. 8. dz/dt comparative distribution
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(1) Driver’s HRV basic laws in natural state
The HRV data of bus driver in natural state was shown in Fig. 10(a)–(c). It could
be seen that the heartbeat frequency, heartbeat interval and respiratory rate were in
a steady state without significant fluctuation in natural state.

(2) Driver’s HRV basic laws in real vehicle state
The physical data of bus drivers in real vehicle test were shown in Fig. 11. From
Fig. 11(a) the heartbeat between the analog waveform, it could be seen that in the
374 s, 387 s, 401 s, the driver’s heart rate fluctuations significantly increased.
According to bus records, this three time points corresponded to the slowdown
stopping, braking and accelerating outbound stages. From Fig. 11(b) and (c), it
could be seen that in the same points, intermittent intervals and breathing signals
were significant fluctuations in the signal, indicating that the driver accepted the
external stimuli and would take some actions at this time. The above analysis
showed that when driver was in the inbound and outbound process under real
vehicle test, they due to the stimulation of the external environment, and then, the
physiological characteristics of HRV data would have a greater volatility.

(3) Comparison of driver’s HRV basic law in natural state and real vehicle state
When the driver drove in natural state, the characterization parameters of HRV
remained constant with time, and the stable value of heartbeat fluctuation fre-
quency was 7 times in 5 s. In real vehicle test, during the process of vehicle
deceleration, the heart rate increased from 0.2 to 0.4 times and the respiratory rate
increased from 0.01 to 0.021 times, up and down fluctuations than the natural state
significantly enhanced; in braking process, the driver’s heartbeat frequency
fluctuations decreased from 0.35 times to 0.15 times, and respiratory rate
decreased from 0.025 times to 0.011 times, which was significantly different

Heart rate between simulation waveform figure

(b)Heart Period Time Series (c)Respiration Time Series

(a)

Fig. 10. The bus driver HRV data standard conditions
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from those in natural state; in acceleration process, the heartbeat interval
decreased to −50, which was much lower than the stable fluctuations value in
natural state. The results showed that when the driver was in real vehicle test,
their alertness would be significantly increased than in natural state, and the heart
rate, respiratory rate and other physiological characteristics would fluctuate
significantly.

4 Conclusion

By comparing the BSA and HRV physiological characteristics of bus drivers in natural
state and real vehicle test, it could be concluded that the characterization parameters of
BSA and HRV varied with little fluctuation when drivers drove in natural state; in real
vehicle test, due to the external environment (platform set form, traffic flow and other
traffic conditions), the driver’s alertness would increased significantly than in natural
state, and the physiological characteristics of BSA and HRV of driver were obviously
fluctuated during deceleration, braking and acceleration.
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Abstract. Brain correlates of cognitive performance have received consider-
able attention in the area of augmented cognition. Studies focused on the cor-
relation between brain activations and cognitive load have laid their focus on
connections integrated by frontal region. Most of the studies have manipulated
visual or verbal cognitive load, though the effect of auditory memory load in
cognitive performance is still unknown. In this study, functional near-infrared
spectroscopy (fNIRS) of twelve subjects were measured when they were per-
forming a paradigm of auditory working memory task. For the auditory n-back
task, there are three experimental conditions, including two n-back task con-
ditions of memorizing the stimuli with different memory load, and a condition of
passive listening to the stimuli. The stimuli are sound combinations of major,
minor, and dissonant chords. Hemodynamic responses from frontal brain
regions were recorded using a wireless fNIRS device. Brain activations from
ventrolateral and orbital prefrontal cortex are measured with signals filtered and
baseline wandering removed. The fNIRS signals are then standardized with
statistical test and group analysis carried out. The results revealed that there are
significantly stronger hemodynamic responses in bilateral ventrolateral pre-
frontal cortex when subjects were attending to the auditory working memory
task with high load. This study demonstrated the possibility of incorporating
fNIRS as an index to evaluate cognitive performance regarding its benefit on the
flexibility for portable applications than other neuroimaging techniques. The
performance in cognitive function could therefore be quantitatively measured
with the proposed method.

Keywords: Functional near-infrared spectroscopy (fNIRS) � Auditory working
memory � Memory load

1 Introduction

In the past few years, functional near-infrared spectroscopy (fNIRS) is proved to be a
flexible and convenient device to record brain hemodynamic response during the per-
formance of cognitive tasks such as learning, memory, and motor reactions [1–3]. In
several studies of memory function, the hemodynamic responses recorded by a fNIRS
system from prefrontal cortex is claimed to be highly correlated with gray-matter
functional magnetic resonance imaging (fMRI) activities during a working memory task
[4]. Ogawa et al. have found that there is correlation between working memory
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performance and the neural activations measured using an fNIRS system. Subjects with
better working memory performance have higher levels of oxyhemoglobin activations
[5]. Consistent with the previous findings in fMRI, activations in lateral prefrontal cortex
(LPFC) recorded from fNIRS systems are also proved to be associated with working
memory in adults and even preschool children. The activations in the bilateral LPFC is
depend on the memory-load [6]. These evidences suggest that fNIRS is useful and
convenient for measuring the cognitive load and working memory performance [5].

Studies focused on the relationship between the brain activations and cognitive load
have laid their focus on connections integrated by frontal region [7, 8]. Most of the
studies have manipulated visual or verbal cognitive load, though the effect of auditory
memory load in cognitive performance is still unknown. In this study, hemodynamic
responses recorded from a fNIRS system of twelve subjects were measured when they
were performing a paradigm of auditory n-back working memory task [9]. Brain
activations from ventrolateral and orbital prefrontal cortex are measured with signals
filtered and baseline wandering removed. This study demonstrated the possibility of
incorporating fNIRS as an index to evaluate cognitive performance regarding its benefit
on the flexibility for portable applications than other neuroimaging techniques.

2 Materials and Methods

2.1 NIRS Experiment and Preprocessing

The fNIRS signals are recorded using a wireless and portable system, BRAIN-NIRS
Hb13 (ASTEM Co. Ltd., Japan), as shown in Fig. 1A. The concentration of oxy-
genated hemoglobin (oxy-Hb) and deoxygenated hemoglobin (deoxy-Hb) are recorded
from four locations of the scalp. The center of the probe is placed in the frontal area
(Fpz), and four sensors were set on Fp1, Fp2, F7, and F8 according to the international

Fig. 1. The four locations of fNIRS sensors on the subject’s scalp (A). These electrodes are
corresponded to F7, F8, Fp1, and Fp2 in the 10–20 system, which are localized over left and right
ventrolateral prefrontal cortex (VLPFC) and orbital prefrontal cortex (OPFC).
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10–20 system for electroencephalography, as illustrated in Fig. 1B [10]. These four
positions are corresponded to the left/right dorsal and ventral prefrontal cortex (DLPFC
and VLPFC), respectively, based on an anatomical cranio-cerebral correlation study
[11, 12]. The concentration change of oxy-Hb is used for further analysis since it is
more sensitive to the changes of cerebral blood flow.

Twelve subjects were recruited in the experiment with their fNIRS data recorded in
a shielded room. The raw data are band-pass filtered (0.01–0.1 Hz) to attenuate the
high frequency noise, respiration, and cardiac cycle effects [13–15]. The data recorded
from each subject are checked for any potential saturation when light intensity at the
detector was higher than the device limit. The signals are then standardized with
baseline-wandering removed. Group analysis and statistical test are then carried out to
compare different conditions of working memory load.

2.2 Auditory N-Back Working Memory Task

The subjects are requested to participate in a paradigm of auditory n-back working
memory task [9]. The memory load are manipulated in this auditory task with different
type of emotional stimuli. There are three conditions with distinct memory load during
chord listening: 1-back (1B), 2-back (2B), and a task of passive listening (PL) to the
stimuli. Each music stimulation is composed of four sound combinations of one of the
major, minor, or dissonant chords. A random combination of task conditions (PL, 1B or
2B) and chord categories (major, minor or dissonant) is designed as a stimulation in
each trial. Each participant are requested to attend a 2-session experiment with a 2-min
rest with each session consists of 18 blocks. Twenty trials were presented in a block
with each trial constructed of a sound lasting 1000 ms, followed by a 1500-ms silence
before the next trial. Participants were instructed to press the left button in the n-back
task when they recognized the chord matching that of the last n trials.

3 Results and Discussions

The behavior results in the auditory n-back task revealed that the average correctness of
the 1-back task is 85.6 � 7.1%, which is 17.8% larger than that of the 2-back task
(67.8 � 7.5%). As illustrated in Fig. 2, the hemodynamic responses recorded by the
fNIRS system are standardized to z-score. Stronger activations were observed from
channel 1 and 4, which are localized over VLPFC. Activations are more pronounced in
higher working memory load. In left VLPFC (channel 1), significant difference
(p = 0.01) was found between PL and 1B. The difference is more pronounced in right
VLPFC with significance between PL and 1B (p = 0.006), and also PL and 2B
(p = 0.004). The results revealed that there are significantly stronger hemodynamic
responses in bilateral VLPFC when subjects were attending to the auditory working
memory task with higher memory load. The findings in this study showed consistent
results with previous studies in visual working memory study [6]. The cognitive per-
formance could therefore be quantitatively and consistently measured.
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4 Conclusions

This study demonstrated the flexibility of incorporating fNIRS as an index to evaluate
cognitive performance. In addition, fNIRS can potentially be applied to functional
mapping in childhood or patients with mental disorder [6]. Since it imposes fewer
constraints on behavior than fMRI, fNIRS appears to be more practical than fMRI for
investigating cognitive neuroscience on the primate cortex [16]. In addition to the
studies of brain functions, fNIRS may also be a useful tool to the development of
brain-computer interface [17–19] or the validation of drugs for mental diseases that can
cause reduction in lateral prefrontal activities accompanied by improved cognitive
performance [20].
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Abstract. Thermal referral (TR) and thermal grill illusion (TGI), known as
illusions of thermal sensation, have been well studied. In a previous study, an
experiment using two thermal-tactile stimulations to the forearm revealed that
these illusions simultaneously occurred. In this experiment result, a few subjects
perceived a hot stimulation as a cold sensation and/or a cold stimulation as a hot
sensation. This paradoxical phenomenon of thermal sensation, which is not
discussed specifically in the previous study, could be a fatal problem in the case
presenting thermal stimulation on multiple spots intentionally. Therefore, we
decided to analyze this paradoxical phenomenon. In this paper, we confirmed
that this phenomenon occurs when we present thermal stimulation on two spots
and three spots. In comparing the results of thermal stimulation on two spots and
three spots, the occurred probability increased on three spots.

Keywords: Thermal sensation � Thermal referral � Thermal grill illusion

1 Introduction

Thermal referral (TR) and thermal grill illusion (TGI) are known as illusions of thermal
sensation. TR is a phenomenon in which thermal sensation changes when thermal
stimulation is presented to one location and tactile stimulation is presented to another
[1–3]. TGI refers to paradoxical sensations of heat and pain resulting from the
simultaneous application of interlaced hot and cold stimuli [4, 5].

In a previous study, an experiment using two thermal-tactile stimulations to the
forearm revealed that these illusions simultaneously occurred [6]. From the result of
this study, we noticed that a few subjects perceived a hot stimulation as a cold sensation
and/or a cold stimulation as a hot sensation. This paradoxical phenomenon of thermal
sensation, which is not discussed specifically in the previous study, could be a fatal
problem in the case presenting thermal stimulation on multiple spots intentionally.
Therefore, we decided to analyze this paradoxical phenomenon of thermal sensation.

As a first step (experiment 1), we verified that this phenomenon occurred by
presenting thermal stimulation on two spots in a manner similar to the previous study.
In the next step (experiment 2), we investigated whether this phenomenon occurred
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when we expanded the stimulation from two spots to three spots. Also, we compared
the results of experiments in cases of thermal stimulation on two spots and three spots.

2 Thermal Stimulations

In our experiments, hot and cold stimulations are presented by using Peltier devices
(size: 40 � 40 mm) and temperature controller sets (VPE-20-5 V, VICS Ltd., Fig. 1).
Considering the stability of the temperature stimulation, we sat the devices on a table
and asked subjects to put the inside of their forearms on them. Three devices were set
100 mm apart in a row on the table. Each device had contact with the wrist, the center,
and the elbow spot of the forearm (Fig. 2). Also, two pillows were prepared for each
subject’s wrist and elbow to hold and stabilize his or her forearm.

Thermal stimulation becomes painful when the temperature is too low or too high
(the cold stimulation: 10 °C, the hot stimulation: 45 °C) [7]. We selected 11 °C and
44 °C as the cold and hot stimulations to avoid pain. The experiments were conducted
in a room with a constant temperature of 25 °C.

Fig. 1. Device for presenting thermal

Fig. 2. Experimental scene
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3 Experiment 1: Presenting Thermal Stimulation on Two
Spots

3.1 Objective

In the previous study, a few subjects perceived a hot stimulation as a cold sensation
and/or a cold stimulation as a hot sensation when a hot stimulation and a cold stim-
ulation were presented simultaneously to two spots on the forearm. In experiment 1, we
reevaluated this phenomenon.

3.2 Condition

In experiment 1, the hot and cold stimulations were presented to two of the three spots
and a null stimulation, which was neither hot nor cold, was presented on the remaining
spot of the forearm. This null stimulation was set to 32 °C because the indifferent
temperature (when humans do not feel hot or cold sensations) is known to be between
30 °C and 36 °C. In our preliminary experiment presenting this null stimulation on
three spots (the wrist, the center, and the elbow), we confirmed that none of 10 subjects
feel hot and/or cold.

The center of subject’s right forearm was placed on the Peltier device as shown in
Fig. 2. At the same time, the remaining two devices had contact with the wrist and the
elbow of the forearm. After a 20-second interval of placing his forearm on the devices,
the subject was asked to describe the sensation he perceived (hot, null, or cold) at each
of the three spots. We also asked whether the subject felt pain at any of the spots.
A series of the 12 combinations (Table 1) was presented in random order. The subjects
included 10 males in their 20 s to their 30 s.

3.3 Procedure

The experimental procedures were as follows:

(1) Measure the center position of the forearm.

Table 1. Answer rate of temperature and pain sensations in each pattern when thermal
stimulation is presented on two spots (subjects = 10)
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(2) Set the temperature and wait until the temperature is stabilized.
(3) Put the subject’s forearm on the devices and wait for 20 s.
(4) Determine the subject’s sensation on each of the three spots.
(5) Provide sufficient intervals (more than 2 min) to eliminate the effects of tem-

perature change on the skin.
(6) Steps (2) to (5) are repeated 12 times.

If the subject wanted to redo procedure (4), then we provided a sufficient interval
and repeated the same trial.

3.4 Result and Discussion

The results are shown in Table 1. The letters “H”, “N”, and “C” in the table indicate the
presented hot, null, and cold stimulations, respectively. These characters are described
in the order of the wrist, the center, and the elbow. The values in Table 1 show the
answer rate of the temperature and pain sensations perceived at each spot. The dotted
values are the correct answers, and the double underlined values indicate the opposite
answers.

(i) When only the hot or the cold stimulation was presented, the subjects correctly
answered the presented stimulation.

In the patterns (HHN, HNH, NHH, CCN, CNC, NCC) that present the same
thermal stimulations (e.g., hot and hot/cold and cold), the subjects perceived the pre-
sented thermal stimulation accurately. However, the null stimulations were substan-
tially affected by the neighboring thermal stimulation (TR phenomenon).

(ii) When both hot and cold stimulations were presented, a few subjects gave opposite
answers.

In the patterns (HCN, HNC, NHC, CHN, CNH, NCH) that present the opposite
thermal stimulation, especially in the patterns (HCN, NHC, CHN, NCH), the answer
rate that correctly perceived the presented thermal stimulation became lower than the
result of (i). A few subjects commented that “I could not feel some of the hot/cold
spots” or “Perceived the temperature reversely to the presented stimulation.” Particu-
larly in the center spot of HCN and NHC, the occurrence of the paradoxical phe-
nomenon of thermal sensation was 30%. Most of the null stimulations were under the
influence of the neighboring stimulation (TR phenomenon).

(iii) A few subjects perceived pain sensation on the center spot.

From the results of this experiment, we confirmed that the influence of the TR
phenomenon made the null stimulation inaccurate. Furthermore, the thermal stimula-
tion was not necessarily perceived accurately, and even paradoxical perception could
occur.
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4 Experiment 2: Presenting Thermal Stimulation on Three
Spots

4.1 Objective

In experiment 2, we evaluated the incidence of paradoxical phenomenon of thermal
sensation when thermal stimulation was presented on three spots on the forearm.

4.2 Condition and Procedure

In experiment 2, the hot or cold thermal stimulation was presented on three spots. The
null stimulation was not used. Eight combinations of hot and cold stimulations on the
three spots (Table 2) were presented to the subjects in random order. Other experi-
mental conditions and procedures were the same as those in experiment 1.

4.3 Result and Discussion

The results are shown in Table 2.

(i) When only the hot or the cold stimulation was presented, the subjects correctly
answered the presented stimulation.

Similar to the result of experiment 1 (i), in the patterns (HHH, CCC) that present
the same thermal stimulations, the subjects perceived the presented thermal stimulation
accurately.

(ii) When two identical thermal stimulations were aligned side by side, a few subjects
perceived the presented stimulation reversely.

Similar to the result of experiment 1 (ii), in the patterns (HHC, CHH, HCC, CCH),
which present two of the same thermal stimulations side by side, the answer rate that
correctly perceived the presented thermal stimulation was lower than the result of (i).

(iii) When the hot and cold stimulations were aligned alternately, half of the subjects
reversely perceived the presented stimulation.

Table 2. Answer rate of temperature and pain sensations in each pattern when thermal
stimulation is presented on three spots (subjects = 10)
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In the patterns (HCH, CHC) that present the thermal stimulations alternately, the
incidence of paradoxical phenomenon of thermal sensation increased more than the
result of experiment 1 (ii) and the result of experiment 2 (i) and (ii); 40% in the center
spot of HCH and CHC, and 50% in the elbow spot of CHC.

(iv) Some subjects perceived pain sensation at the center spot.

Particularly, in the patterns (CHH, HCC, HCH) that aligned the hot and cold
stimulations side by side, more subjects perceived pain sensation than the result of
experiment 1 (iii).

From these results, we found that the paradoxical phenomenon of thermal sensation
also occurred in experiment 2. In addition, we found that increasing the number of
spots of thermal stimulation increased the incidence of paradoxical phenomenon of
thermal sensation and TGI.

5 Conclusions and Future Work

In experiment 1, we confirmed that paradoxical phenomenon really occurs when we
present thermal stimulation on two spots. In experiment 2, we evaluated the incidence
of paradoxical phenomenon of thermal sensation when thermal stimulation is presented
on three spots on the forearm. As a result, this phenomenon occurred in the patterns
that alternately present thermal stimulation with a probability of 50%. In comparing the
results of two spots and three spots, the incidence increased on three spots.

In the future, we want to investigate why this paradoxical phenomenon of thermal
sensation occurs by changing some parameters, such as presentation temperature and
positions, to determine how we can avoid this.
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Abstract. This study described a method of using glance behavior as design
indices of In-Vehicle Visual Support (IVVS) system. The method was imple-
mented to evaluate information content of the IVVS to facilitate operation of a
mobile crane, which was challenging due to depth perception and load oscil-
lation. The results suggested information content was well-discriminated using
gaze behavior, which indicated its feasibility as design indices. Most impor-
tantly, emotional response was well-defined using gaze behavior. By not
requiring self-evaluation of emotional response after the experimental proce-
dure, design of IVVS could be evaluated by observing gaze behavior simulta-
neously during the experiment. In addition, elements of bias and social masking
could be minimized because gaze response is sub-conscious.

Keywords: Gaze behavior � In-Vehicle Visual Support system � Crane
operation � Operator psychology and distraction � Dynamic Area-of-Interests

1 Introduction

The main challenges of crane operation are load oscillation [1–3] and depth perception,
where it is difficult for operators to estimate the radial distance of the load from
obstacles in the environment. In-Vehicle Visual Support (IVVS) systems are able to
provide information to facilitate human-machine interaction and to make crane oper-
ation easy. Implementation of IVVS in other applications such as driving, have been
beneficial [4, 5]. The objective of this study is to evaluate the impact of IVVS design on
crane operator’s emotion (Kansei) and gaze response, and to find the correlation
between them. This correlation enables estimation of Kansei from gaze behavior which
is important because sub-conscious gaze is less affected by bias and influence of
cultural difference and social masking [6, 7].

Previous studies have discussed about improving design of crane cabins [8–10].
However, these studies mainly focused on anthropometric assessment. To our best
knowledge, specific design of IVVS for crane cabin was not evaluated by previous
studies. Nonetheless, IVVS design was not a new area of study and has been proven to
be important to enhance human-machine interaction. Its implementation has been
discussed for fighter cockpit [11] and driving [12]. In both cases, gaze response was
used for evaluation. Despite this, it was noteworthy that these implementations did not
consider estimation of subjective emotion based on sub-conscious gaze behavior. This

© Springer International Publishing AG 2017
C. Stephanidis (Ed.): HCII Posters 2017, Part I, CCIS 713, pp. 287–292, 2017.
DOI: 10.1007/978-3-319-58750-9_40



novelty is beneficial to reduce reliance on subjective user response. In essence, it allows
simultaneous evaluation of IVVS design without having to carry out post-operation
analysis such as self-evaluation tests and analysis of gaze data.

In this study, a model was established using multiple linear regression to estimate
emotion using gaze behavior. This model was useful to reduce reliance on self-
evaluation response such as questionnaires and interviews. Different information
contents of IVVS were evaluated using the crane simulator. Gaze behavior was mea-
sured simultaneously during the experiment and the 3D perspective projection was
used for autonomous mapping of gaze fixations to dynamic Area-of-Interests (AOIs),
and these transitions were analyzed using the first order Markov model [13].

2 Materials and Methods

2.1 Participants

There were fifteen participants who were novices, and each of them performed the
same task for eight trials, which were randomly distributed across four different
positions to evaluate spatial consistency of gaze behavior with respect to same infor-
mation content. At each position, two types of information content were tested. This
study focused on novices because crane operation was particularly challenging for
them. Gaze behavior was measured simultaneously during the experiment and Kansei
response was observed after each trial using the Semantic Differential (SD) method
with seven-level Likert scale. There were five pairs of Kansei adjectives –

“Tense-Relax”, “Difficult-Easy”, “Disappointment-Satisfaction”, “Unclear-Clear”, and
“Inconvenience-Convenience”, and they were commonly understood by a group of five
participants during the pre-test.

2.2 Crane Simulator System

The dynamics model of the crane was built on the Simulation X software based on the
Modelica modelling language. Figure 1a shows the experimental setup of the system,
where Fig. 1b and c shows the Tobii Pro X3-120 eye tracker and the operation levers,
respectively. The simulator was designed to mimic the actual crane operation envi-
ronment as much as possible. First, an 80-in. screen was used as the display to show the
operator’s view. Objects such as the load and the cabin’s frame were scaled according
to the operator’s view in a real crane. Secondly, the seat and operation levers were built
according to real crane. In this case, the same seat and operation levers were used.

Figure 2a and b shows the operator’s view of a real crane and that of the simulator.
Similarity between the real and virtual environment could be observed from the scale of
the objects in the environment. This is vital to provide similar user experience to
minimize the gap between the lab and real environment. There were two types of
design – the conventional (Fig. 2c) and the revised version (Fig. 2d) with the view of
an overhead camera, herein referred to as “NoTV” and “TV”, respectively. The latter
provided bird’s eye view of the environment to address the issue on depth perception.

288 J.Y. Chew et al.



Fig. 1. (a) The experimental setup of the crane simulator system, (b) Tobii Pro X3-120, and
(c) operator’s seat and operation levers of simulator system mimicking setup of the real crane.

Fig. 2. (a) The IVVS of real crane, (b) the IVVS of simulator, (c) the conventional IVVS –

“NoTV”, and (d) the revised IVVS with camera view from the top end of the boom – “TV”.
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3 Results

Gaze behavior analysis was done in two steps. First, gaze fixations were mapped to
dynamic AOIs using the 3D perspective projection method. This method enabled
autonomous mapping of gaze fixations onto discrete AOIs, which was better than most
of the existing methods provided by makers of eye-tracking devices. Their methods
usually required dynamic AOIs to be moved frame-by-frame, which was time-
consuming. Thus, using the 3D perspective projection method significantly improved
the processing time of gaze data. Secondly, gaze transitions between dynamic AOIs
were analyzed using metrics from the preceding work [13]. These metrics provided a
reasonable representation of gaze behavior in terms of uniformity and randomness.

As the result, gaze behavior was represented using six metrics, and the forward
sequential feature selection method was used to identify the subset which best mini-
mized the objective function. The Principal Component Analysis (PCA) was used for
feature transformation to represent five pairs of Kansei adjectives as smaller number of
components. This simplified the multivariate SD results for regression analysis.

Correlation between subset of gaze metrics and the first principal component (PC1)
of Kansei was evaluated using the multiple linear regression. The results were repre-
sented using a 2D map as in Fig. 3. In this case, the x- and y- axes represents subset of
gaze metrics. The diagonal lines which are parallel to each other represent the first
principal component of Kansei adjectives. The preferred IVVS design is visualized by
plotting the average of each trial (n ¼ 15) on the contour. The shaded labels represent
IVVS with the view of an overhead camera (Fig. 2d), which was consistently preferred
by novice operators. On the other hand, the non-shaded labels represent the conven-
tional IVVS (Fig. 2c), which was least preferred.

Fig. 3. Visualization of the correlation between subset of gaze metrics and the first principal
component of Kansei using a 2D map.
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4 Summary and Conclusions

The results indicated cases of TV and NoTV was successfully discriminated from each
other, where TV obtained higher PC1 score compared to NoTV, which consistently
scored lower (Fig. 4). In other words, different information content of IVVS were
well-discriminated using Kansei adjectives. The addition of the view from an overhead
camera to show the surrounding environment of the load has successfully addressed the
issue on depth perception. This was reasonable and within expectation. Most impor-
tantly, this distinction between different information content was also reflected by gaze
behavior (Fig. 4), where statistical significant difference was also observed by every
gaze metrics.

Fig. 4. Comparison between NoTV and TV for Kansei adjectives (top) and gaze metrics
(bottom). Paired t-test was carried out and statistical significant difference (p < 0.05) was
indicated using asterisk on the smaller counterpart. Statistical significant difference were
observed from five pairs of Kansei adjectives and six gaze metrics.
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Preliminary results (Fig. 3) of the estimation model showed clear distinction
between different IVVS information content, which suggested the feasibility of using
gaze behavior to estimate Kansei of crane operators. This finding is significant because
design of IVVS could be evaluated by observing gaze behavior simultaneously during
the experiment and self-evaluation of emotional response after the experiment is not
necessary. In addition, elements of bias and social masking could be minimized. It was
noteworthy the methods for autonomous gaze mapping and Kansei estimation were
general solutions which could be implemented on different case studies.
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Abstract. In the curriculum of product design education, some teaching
materials for demonstrating and discussing case studies are always presented in
images with monocular depth cues. However, using this approach to train stu-
dents with different spatial abilities is a great challenge. It was reported that
stereoscopic 3D (S3D) displays were helpful for the performance of
depth-related tasks. Some research groups had tried to use stereoscopic visu-
alization for teaching Descriptive Geometry, and some research reported that the
effect of stereoscopic displays on science learning was related to the spatial
ability of the viewer. In product design education, identifying proportion and
manipulating proportional relationships were important practices of form-giving
training. Whether the correctness of proportion judgement would be influenced
by different displays remained an open question. Therefore, this study aimed to
explore the performances of students with different background across three
display modes, i.e. M3D, S3D, and head-mounted display (HMD). In the
experiments, physical chairs and the corresponding digital models with different
proportions were used as the stimuli. The participants were asked to identify the
correct digital models of chairs. The results indicated that HMD approach could
facilitate the reflection and adaptation of dimensions and proportions, com-
pensating the differences of spatial abilities, and therefore enhancing the
learning effects significantly.

Keywords: Design education � Spatial ability � Stereoscopic 3D �
Head-mounted display

1 Introduction

In the field of design education, students learn how to estimate proportion and to
manipulate proportional relationships of an object is a very important training. How-
ever, using conventional 2D displays with monocular depth cues, namely the so-called
monocular 3D (M3D) images, to train students with different spatial abilities is a great
challenge. Although, some literature has indicated that stereoscopic 3D (S3D) displays
are helpful for depth-related tasks, whether S3D is helpful for proportion estimation is
an open question. Therefore, the objective of this research is to study whether using
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S3D for design department students could assist them in improving their ability to
interpret the proportions of product shapes.

In our daily life, the display technique has been developed from monocular 3D
(M3D) to stereoscopic 3D (S3D) technology with binocular depth cues. With the S3D
technology, the system could display not only colorful and high-resolution images, but
also process the depth of space. Furthermore, head-mounted display (HMD) with
virtual reality (VR) even makes it easier to immerse the viewer in the proposed reality
environment. Stereoscopic 3D displays have been used by some research groups to
present learning contents for medical, geological research, entertainment, games and
education. This project hopes to explore the benefits of research on the students with
different spatial abilities for design education through S3D or HMD devices.

2 Literature Review

Stereoscopic images were used not only in audiovisual entertainment and the game
industry, but also in medicine, geology, education, and other research fields. Unlike a
monocular 3D (M3D) display, an S3D display increased the composite of visual depth
cues. Existing S3D display technologies comprised two types, i.e., stereoscopic with
glasses and autostereoscopic without glasses [1, 2]. In addition, the head mounted
Virtual Reality system offered an alternative stereoscopic display without wearing
glasses [3]. Although these systems differed in the technologies of facilitating depth
perception [4], overall, stereoscopic 3D displays were helpful for the performance of
depth-related tasks. For example, the comprehension, memorization, and recall of 3D
scenes and objects could be enhanced [5, 6]. The estimation of depth was more
accurate compared to M3D display [7]. In the processes of product design education,
the teaching materials and sample cases for demonstration, explanation, and discussion
were always presented using images with monocular depth cues [8]. The depth cues of
these graphics were identified based on the relative attributes of objects and heavily
relied on the experiences and complicated cognition processes of the observers. For
freshman and sophomore students of universities, their capabilities of drawing,
observation, and spatial imagination are still under construction, design educators need
to consider the impact of stereoscopic technologies on traditional design education [9],
and try to reduce the gap between communication methods and learning performances
[10, 11].

3 Experiment

The stimuli of experiments were drawn from five masterpiece chairs that students in the
Department of Industrial Design were familiar with (Fig. 1). The digital models of
these chairs were then imported into Unity 3D to construct the experimental system
(Fig. 2).

At the beginning of experiments, participants were asked to observe the physical
chairs and tried to memorize the proportions of each chair (Fig. 3). After the stage of
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observations, these physical chairs were removed before the digital models of chairs
were displayed on the screen, so that no physical chairs were available for reference.

Each computer experiment started with displaying a 3D digital chair with correct
proportion. The model rotated with respect to the vertical axis to enhance the

Fig. 1. Five masterpiece chairs

Fig. 2. 3D digital models in the Unity 3D system

Fig. 3. Participants observing the physical chairs
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impression of the masterpiece (Fig. 4). Then four digital chairs, with one in correct
proportion and three with the adjustment of width, height, and depth, were put together
(Fig. 5). The participants were asked to identify the correct chair within designated
time.

There were three experiment conditions, i.e., M3D, S3D, and HMD (Fig. 6).
An LG Cinema 3D TV was used for M3D and S3D. While in in S3D, the display mode
was switched to stereoscopic and viewed with polarized 3D glasses. An HTC VIVE
was used for HMD. The experiments were conducted in a room with illumination
controls.

4 Results and Discussions

Ten students, 6 female and 4 male, were invited to participate in the experiments.
Among them, five students majored in industrial design, and five students were from
other departments. Each participant was asked to identify the correct digital models of
five masterpiece chairs, with three deformation rates (20%, 10%, and 5%) in three
viewing conditions. The scores were counted based on the correctness of judgement for
each task. The results were shown in Table 1.

Fig. 4. A 3D digital chair with correct proportion and rotating animation

Fig. 5. Four digital chairs, with one in correct proportion and three in different proportion

Fig. 6. M3D, S3D, and HMD experiment conditions
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The results indicated that the scores decreased with the increase of task difficulty
levels. However, the HMD condition yielded less performance drops in both user
groups compared to M3D and S3D conditions. HMD was more helpful for proportion
judgements.

In M3D and S3D conditions, the performance drops from 20% to 5% deformation
rates were consistent. The threshold for students from design department was the
deformation changes from 10% to 5%. The threshold for students from other depart-
ments was the changes from 20% to 10%. However, in the HMD condition, the
performance drop from 20% to 5% was less than the performance drops of M3D and
S3D conditions (Fig. 7).

In the M3D condition, the performance gaps between two student groups increased
as the level of difficulty increased (Fig. 8). However, in the HMD condition, the gaps
between two student groups did not increase significantly. This result indicated that 3D
displays with disparity depth cue, a binocular depth cue, could compensate the per-
formance gaps for students with different education background and different spatial
abilities.

Table 1. Descriptive statistics for computer-based test with different deformation rates

Deformation rate 20% 10% 5%
Conditions Groups N Mean SD Mean SD Mean SD
M3D Design 5 4.0 0.71 3.2 1.10 1.6 1.14

Non-design 5 3.4 1.82 1.6 1.52 1.2 0.84
S3D Design 5 3.6 1.52 3.6 1.67 2.2 0.84

Non-design 5 3.8 0.84 2.0 0.71 1.0 1.22
HMD Design 5 3.8 1.10 3.2 1.48 2.6 0.55

Non-design 5 2.6 0.55 2.8 0.84 2.0 0.71

Fig. 7. The performance line charts for participants with design and non-design background
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5 Conclusion

The result of experiment indicated that the advance of technologies could provide with
new solutions for traditional design education. Compared to traditional M3D teaching
methods with two-dimensional displays, S3D or HMD teaching methods offer the
experiences of the third dimension, i.e. perceived depth. This approach could facilitate
the reflection and adaptation of dimensions and proportions, compensating the differ-
ences of spatial abilities, and therefore enhancing the learning effects significantly.
Although the outcome of preliminary experiment had revealed the opportunities, the
number of participants was limited. In the future, more participants will be invited to
consolidate the results.
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Abstract. Interaction systems with complex sensors are often required to
operate in a social context, and hence need to respect social rules of engagement.
We propose that reasoning about such systems, and designing them, can be
supported by the mirrored-perception-cognition-action model that we introduce
in this paper. We illustrate the model and the associated design approach for the
specific case of a surgery assist system containing both a graphical and a tan-
gible user interface. Tests were performed to establish how successful users
were in making sense of this sensing system.

Keywords: Complex sensors � Social interaction � Tangible user interface �
Leap motion � MPCA model

1 Introduction

Ubiquitous computing is a vision on how technological systems can integrate into our
daily life in a socially acceptable way. Such systems need to be able to collect infor-
mation about identity, position, activity, etc. of the users that are present and of events
that occur within the environment. They use complex sensors such as cameras with their
accompanying image analysis software (e.g., Real Sense from Intel [10]) or tracking
sensors (e.g. Leap Motion hand tracking [7]). However, complex sensors tend to be hard
to understand by users as they demonstrate intelligent (or at least interactive) behaviour
in aspects that they are trained for, but limited or no understanding in other aspects.

In this paper the Mirrored-Perception-Cognition-Action (MPCA) is proposed as a
model that can assist designers when reasoning about complex sensing systems. MPCA
emphasizes that all interactions between the user and the (digital) system need to pass
through a shared physical environment. Rules of social behavior play a role in this
interaction, while the designer also needs to take into account the asymmetry in abilities
of the user and the system.

The proposed framework has been adopted in the design of a surgery assist system
named TPSurgery (Fig. 1). This system allows a surgeon operating in a sterile envi-
ronment to control both a patient information system and the surgery lighting in a
touch-free manner. The MPCA framework has not only been used in the design of the
system, but also as a reference framework when analyzing the feedback from a pilot
user test.
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2 Background

Perception Cognition Action (PCA) is a widespread model for describing the infor-
mation processing within the human brain. It considers three main steps: a human
perceives his environment through diverse senses (hearing, vision, touch, smell),
interprets these perceptions, combining them with past experiences stored in memory,
and plans possible actions, after which such actions are executed using his motor
system [8]. This model is clear and simple and has for instance been adopted in robotics
[3, 5], human-computer interaction [1] and neuroscience [4].

Several models of interaction have been developed based on this PCA model. For
instance, ACT-R [1] is a theory for “simulating and understanding human cognition”.
The EPIC [6] architecture models “human multimodal and multiple-task performance”
and includes “peripheral sensory-motor processors surrounding a production-rule cog-
nitive processor to construct precise computational models for a variety of human-
computer interaction situations”. Ullmer and Iishi [11] in turn have presented MCRpd as
a conceptual framework for tangible user interaction. They promote a system perspective
that simultaneously considers the physical and the digital side of the interface.

These models provide insight into how a cognitive process is embedded in
human-machine interaction. However, they do not show how information is passing
back-and-forth between a user and a system, and how the human and technical system
need to be matched to each other at every stage in the interaction.

3 MPCA Framework in Design

Designers are expected to integrate complex sensors in the user context in a way that
these sensors can attain optimal performance. They also need to organize the
feed-forward and feedback information such that the occurrence and effect of accidents
in the interaction are minimized. Bellotti et al. [2] provide an interesting set of ques-
tions to consider when assessing the social behavior of such sensing systems:

Fig. 1. An overview of TPSurgery
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• Address: how to initiate interaction with a system
• Attention: establishing that the system is attending
• Action: expressing what the system needs to do
• Alignment: monitoring system actions
• Accident: recovering from interaction errors or misunderstandings

These steps already indicate that an interaction involves one or more loops in which
the PCA system of both the human and the system are involved. The MPCA model
emphasizes the need to clarify the status of both systems at any time through a single
diagram (Fig. 2). It adopts an identical structure for both the cognitive (human) side and
the digital (computer) side involved in the interaction, but also emphasizes the asym-
metry in the interaction. The Perception (Senses) - Cognition (Reasoning) - Action
(Motoric) points at an active stance of the human in the interaction, while the Perception
(Control) – Cognition (Model) – Action (Display) points at a more subservient role for
the system. Another aspect that the model emphasizes is that both partners in the
interaction can only understand each other’s intentions when they are expressed in
changes in the physical environment that they can both perceive and interpret.

The MPCA loop starts with the perception of the user. The user senses the system
and tries to understand the options offered by the system, which is the cognition stage.
After that the user formulates a goal and tries to express it by interacting with the
system in the action stage. This leads to some changes in the physical world that the
system can sense and interpret in the control stage. Adaptations to the model main-
tained by the system are executed accordingly. These changes in the model are
reflected through feedback with actuators in the display stage. The physical world
undergoes some changes that the user can observe for the next loop.

Fig. 2. Mirrored Perception Cognition Action (MPCA) model.
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This MPCA model emphasizes that the system does not only need to provide
feedback about the actions that it has performed itself, but also feed-forward that can
help the user understand better what actions he can perform in response [12].

The MPCA model is intended to help the designer in making explicit the issues that
need to be considered in each stage of the interaction:

• What a system can do and how it communicates its abilities (assist the user
perspective)?

• Sensors: how the system is controlled, i.e., how does it sense what is expected of it?
(input variables)

• Actuators: what are adequate ways for the system to display its response? (output
variables)

• Transformations: how does the system use the incoming variables (+memory) to
extract meaningful information? (mapping from variables to information)

• Which information needs to be maintained in order to demonstrate intelligent
behavior (i.e., behavior that does not only depend on the input variables, but also on
past events)? (memory)

We illustrate how to apply the MPCA model in an interaction design with the leap
motion sensor.

4 Designing with a Complex Sensor

An existing surgery assist system [9] was redesigned using the MPCA model. The
redesigned system will be called TPSurgery. It is an interactive surgery assist system
that supports browsing patient information and adjusting the lighting within the surgery
room. Because of the sterile environment, all interactions need to be accomplished
without touching. The system is controlled by hand gestures that are sensed by the leap
motion, while the feedback and feed-forward are accomplished through a combination
of a tangible user interface (TUI) and a graphical user interface (GUI).

The context is described in the following sentences: Once the surgery begins, the
system is powered on and is waiting for interaction. The surgeon holds his/her hand in
a position that can be detected in order to activate the system. He/she uses the system to
adjust the surgery light. He/she stops adjusting and starts performing surgery. When
he/she needs patient information, he/she re-activates the system and switches it to
information browsing mode. After browsing patient information, he/she stops looking
at the display and continues with the surgery. When the surgery ends, the system is
switched off.

Different stages in the interaction for which an MPCA model need to be considered
are the following:

• When the system is on, it provides feed-forward information in both the GUI and by
means of LEDs blinking in the TUI to inform the user to start interaction through hand
gestures (perception) (Fig. 3-a). For simplifying the interaction, only single-hand
gestures are allowed. Warning is provided in both the GUI and the TUI when
detecting two hands.
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• If the user considers his/her left hand as the ‘default hand’ (cognition), he/she will
put his/her left hand above the leap motion and holds it still for a little while
(action). The sensor can detect the hand and identify it as a left hand (control). The
system stores that the left hand is the default hand and keeps track of the time that
the hand was held still (modeling). The GUI provides feedback for both parameters
once the time that the hand is detected exceeds a set threshold (display). On the
TUI, the LED with the left hand shape is turned on, informing the user that the left
hand has been detected as the preferred hand and that the system is ready to accept
input from it. Note that forcing the user to hold his hand still above the leap motion
for a little while before starting to interact with it has a very positive influence on
the performance of the sensor to correctly interpret hand gestures (Fig. 3-b).

• In the ‘infomapping’ stage displaying patient information, a blue dot on the screen
indicates that the system is attending to the hand and is tracking hand gestures. The
LEDs on the TUI indicate the detection range of the leap motion. If the hand starts
crossing one of the borders of the detection range, the LEDs on this border turn
from blue to red, urging the user to adjust the position of his hand (Fig. 3-d). When
the ‘infomapping’ stage is inactivate, the human body displayed on the GUI is white
to inform the user that the system is not accepting hand gestures (Fig. 3-e).

• The user can use a pinch gesture to interact with the GUI display (action). The
system decides whether the pinch is intended or not by comparing the pinch strength,
which is derived from how well the thumb and forefinger form a closed loop, to a
preset threshold (control & modeling). If the user action is interpreted as intentional,
the color of the displayed human body will change to blue (display). This informs the
user that the system is attending to him (perception & cognition) (Fig. 3-c).

• The user can move his/her default hand to change the position and orientation of the
displayed human body. In order to prevent that the system responds to unintended
movements, the user has to keep pinching. So from the point of view of the user, the
action to be performed is ‘pinch and move’. If the user unintentionally moves the
display to an unwanted orientation, he can extend his hand and hold it for a little
while, which will return the display to its original orientation (Fig. 3-f).

Fig. 3. Workflow of TPSurgery. From left-top to bottom-right is: (a) TPSurgery starts working,
(b) setting default hand, (c) browsing patient information with pinch gesture, (d) out of detection
warning, (e) not reacting to wrong gestures, (f) rolling hand to recover from error, (g) switching
between different modes, (h) controlling surgery light with pinch gesture.
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• If the user wants to change the lighting, he/she needs to move his/her hand to the
location of the button ‘switch’ (Fig. 3-g). Then he/she has to hold his/her hand on
that button for a few seconds to switch the mode for avoiding unintended action.
During this time the button will turn blue to tell the user it is paying attention to his
hand gesture (Fig. 3-h). The gestures used for positioning the surgery light are
similar to the gestures used to control the displayed human body, so that the user is
not expected to learn two separate sets of gestures.

This above description clarifies how design decisions for the prototype have been
influenced by the MPCA framework. A small user test was also performed with the
protoype. Most users thought the system made sense in telling the detection range
while trying to establish interaction by means of having their hand being recognized.
The feed-forward and feedback offered through both the graphical user interface and
tangible user interface were mostly deemed appropriate. In short, they could quickly
made sense of the sensing system. Some subjects were however confused by the
context of the application, which was however not the primary topic of the reported
study.

5 Discussion and Future Work

This paper proposes the MPCA model as a useful framework when designing inter-
action systems with complex sensors. An example of how to design an interaction
system with the help this model was explained in some detail. User tests were per-
formed in order to establish whether or not users were able to make sense of the sensing
system. Results showed that users praised the GUI and TUI feed-forwards and
feedbacks.

More design examples and user tests are obviously required to more firmly
establish that this MPCA model is indeed useful for designers and leads to designs of
complex sensor systems that users can understand and appreciate. The model is
therefore actively promoted in a design courses at our department. This paper describes
one of the student project outcomes from this design course.
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Abstract. In this paper, temperature fluctuation in the room which was tested
in which environment is built by the domestic air conditioner Different air
conditioning set temperature may cause different temperature fluctuation in each
position. From the subjective assessment results it can be known that, under the
thermal comfort environment condition, the biggest acceptable temperature
fluctuation is obtained and is 0.6 °C in summer and 0.8 °C in winter. In summer
working condition, temperature fluctuation in each test point is compared with
the acceptable temperature fluctuation (0.6 °C) and then the satisfaction rate for
each working condition can be obtained. The test results show that the highest
satisfaction rate about temperature fluctuation is 94% when the indoor air
temperature is about 26 °C. Air temperature higher or lower than 26 °C will
reduce the satisfaction rate about temperature fluctuation. Working condition in
the winter, using the same method, the satisfaction rate about temperature
fluctuation for each working condition can be obtained, it is higher than the
summer, it can reach to 90% in every working condition. It is because that tester
wears a lot of clothes in winter, the clothes can reduce the body’s sensitivity to
the environment temperature changes. Test results are matched well with sub-
jective assessment. The research in this article can provide basis for thermal
comfort evaluation of typical residential air conditioning room and also can
guide the design of air condition system in order to ensure the thermal comfort
of the room.

Keywords: Household environment � Thermal comfort � Temperature
fluctuation � Satisfaction rate
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1 Introduction

According to statistics, more than 80% of the time in a person’s life is spent indoors,
and indoor environment quality such as sound, light, heat environment and indoor air
quality have significant impact on people’s physical and mental health, comfort and
work efficiency [1]. As shown by physiological studies, when a person is in thermal
comfort conditions, his thought, observation ability and operational skills, etc. are at the
best state [2]. There are two kinds of methods to evaluate the thermal comfort: sub-
jective assessment and objective assessment [3]. Subjective assessment about thermal
comfort can be obtained by subjective evaluation questionnaire and the result is usually
discrete [4]. Temperature fluctuation is a very important parameter in thermal comfort
evaluation index. Temperature fluctuation means the range of changes in the indoor
temperature with a specified period of time after the indoor temperature reaches the
state of thermal stability. With significant temperature fluctuations, the human body
will feel hot and cold, affecting the body’s thermal comfort sensation. In order to study
the range of comfort environment parameters, subjective assessment and objective
assessment are combined and used in this article.

In this paper, the thermal environment laboratory was used to test the temperature
fluctuations of indoor environment caused by ordinary household air conditioner at
temperatures set differently. In addition, the subjects’ subjective evaluation method was
adopted to determine the acceptable temperature fluctuation within the typical residential
air conditioned room under the thermal comfort conditions in winter and summer.

2 Test Equipment and Method for Household Environment
Temperature Fluctuation

2.1 Artificial Environment Laboratory

The artificial environment room used in the thermal comfort experiment of residential
air-conditioned room was 4.20 m long, 3.8 m wide and 2.5 m high with the wall
structure fully consisting of insulation storage boards. Room windows were 1.6 m
long, 1.4 m wide and 1 m from the ground. The air conditioner in laboratory was
installed at the height of 2.2 m. The temperature and other parameters of the external
environment of laboratory were controlled by the environmental control unit, so as to
simulate the climates in winter and summer. The temperature measurement points in
laboratory were arranged according to the 5 � 5 � 5 temperature measurement point
layout method, and the room layout diagram and the temperature measurement point
distribution are shown in Fig. 1(a) below. According to people’s daily major postures
of indoor activities, room temperature measurement points of this experiment room
were determined to be arranged with five measurement points in the vertical direction
of, as shown in Fig. 1(b). The temperature measurement points are located at the four
walls and ceiling in the room, the air outlet and return air inlet of air conditioner and the
outdoor wall. In order to test radiation temperature in the room, a black ball ther-
mometer was placed inside and outside the air conditioning sector respectively and a
hygrograph was placed above the black ball to record the humidity.
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The model air conditioner used in this evaluation was a variable frequency air
conditioner, which could automatically provide the cooling (heating) capacity required
based on the room environment temperature; when the indoor temperature reaches the
expected value, the air conditioner operated at a constant speed to accurately maintain
the temperature and achieved “non-stop operation” so as to ensure the stability of
ambient temperature. There was, however, a range of changes in its cooling (heating)
capacity, so the indoor temperature also had a range of changes, i.e. the temperature
fluctuation. Although there are definitions of scope set out in the internal standard
specifications of some enterprises in respect of the exact temperature fluctuation
acceptable by human body, there is no specific description about their basis and source,
so there is no uniform definition now. This research is aimed at determining the
temperature fluctuation acceptable by human body based on the human thermal sen-
sation experiment and the related theoretical calculations.

2.2 Selecting and Test of Subjects

This research was performed on the basis of residential air conditioner, so the region,
age, gender, BMI and other differences should be taken into account when the subjects

Indoor side
Inner room on indoor side
Air conditioner 

1 2 Representing Black Balls 1 and 2
Environment control unit 
Ground 

Fig. 1. Diagram of thermal comfort test room
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were selected, and they should have the mentality to provide positive cooperation,
certain basic knowledge of thermal comfort, healthy body and serious attitude. The
specific information of subjects are listed in Table 1.

Specific experimental steps:

(1) The indoor temperature and humidity were adjusted to achieve the expected
values and remained stable. The specific steps are as follows: the environmental
control system outdoors was started; the temperature and humidity were adjusted
to the expected value and remained stable, with the temperature fluctuation within
the scope of ±0.2 °C; the temperature difference of two black balls indoors was
no more than 0.2 °C with humidity fluctuation value of ±3%.

(2) The subjects wore winter/summer test clothes. The summer clothes included
underwear, short sleeve, shorts and shoes, with the total thermal resistance of
0.26col; the winter clothes included underwear, three-layered cotton pajamas,
socks and shoes, with total thermal resistance of 0.9clo.

(3) The subjects entered the experiment room to experience the environment comfort,
and they were allowed to walk or stand at any position in the room to feel the
temperature, humidity and wind speed. Subjects experienced for 10 min, and the
completed the subjective questionnaire after the end of experience.

(4) Subjective questionnaires were collected and the temperature and humidity of the
next experiment were adjusted. The subjects returned to the transition room for a
break. After the new experiment temperature and humidity were stabilized (about
40 min), the subjects entered the experiment room for experience again. Con-
sidering the long duration of one experiment, if one subject experienced multiple
temperatures at the same time, the total experiment duration would be too long,
causing subjects’ negative emotions such as agitation. Therefore, each subject
experienced only 3 or 4 temperatures.

Test picture is shown in Fig. 2.

Table 1. Information of subjects selected

Category of subjects Number (person)

The senior (55–70) Male 3
Female 3

The middle-aged (33–35) Male 3
Female 3

Young people (16–35) Male 3
Female 3

Children (7–15) Male 3
Female 3
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3 Test Results of Indoor Temperature Fluctuation

In the natural environment, the temperature will not have significant change in a
relatively short period of time (such as 1 h). In the artificially created environment,
such as the use of air conditioner, heating radiator or fan as environment creating
equipment, it is also hoped that they could be simulated in the work and such effect
could be achieved. In the actual operation of the air conditioning equipment, however,
the temperature will have in significant fluctuations in a relatively short period of time
because of the mechanical cycle problems (such as fan blade swing problem of vertical
air conditioner). This temperature fluctuation may cause discomfort in the human body,
and it will also result in discomfort of being sometimes hot and sometimes cold. The
temperature distribution in the test room is shown in Fig. 3,

In order to evaluate the temperature fluctuation acceptable by human body, the
temperature fluctuation experiment was performed in the summer operating conditions.
The maximum acceptable temperature fluctuation at different environment tempera-
tures was determined through the subjective evaluation of subjects. In this experiment,
the temperature fluctuation period was set at 7 min. The temperature fluctuation of air
conditioner was observed by subjects at the positions with vertical distances of 2 m and
2.5 m from the outlet of air conditioner. It is found through the experiment that the
distance from the air outlet has no significant impact on the acceptable temperature
fluctuation range. According to the preliminary research results of our research group,
the comfortable temperature range within residential room is 25–28 °C in summer and
22–25 °C in winter [5]. On this basis, the research on the temperature fluctuation
acceptable by human body in comfortable environment was performed. Under oper-
ating conditions in summer, the experimental results of acceptable temperature

Fig. 2. Test picture
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fluctuation when the environment temperature changes in the range of 25–28 °C are
shown in Fig. 4. Under operating conditions in winter, the experimental results of
acceptable temperature fluctuation when the environment temperature changes in the
range of 22–25 °C are shown in Fig. 5.

As shown by the experiment results in Fig. 4, there is a small range of changes in
temperature fluctuation acceptable by human body with the current environment
temperature in the comfortable temperature environment of summer, and the range of
temperature fluctuation acceptable by human body is about 0.6 °C; in Fig. 5, however,
there is a large range of changes in temperature fluctuation acceptable by human body
with the environment temperature in the comfortable temperature environment of
winter, and a large range of temperature fluctuation acceptable by human body, which

Face 1 Face 2

Face 3 Face 4

Face 5

Fig. 3. Temperature distribution in the test room
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is about 1 °C. The range of temperature fluctuation acceptable by human body
becomes larger with the rise of environment temperature. The clothes worn in winter
are thicker with larger thermal resistance, resulting in decreased sensitivity to tem-
perature of the human body, so the range of temperature fluctuation acceptable by
human body in winter is larger than that in summer.
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Fig. 4. Acceptable temperature fluctuations under summer operating conditions
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According to the aforesaid experiment results, it is determined that the temperature
fluctuation acceptable by human body is 0.6 °C in summer and 1.0 °C in winter. Based
on this temperature fluctuation range, the human body’s acceptability of this temper-
ature fluctuation at different environment temperatures was tested, with the test results
shown in Fig. 6:

As shown by Fig. 6, when the temperature fluctuation acceptable by human body at
different comfortable temperatures is 0.6 °C in summer and 1.0 °C in winter, the
majority of people’s thermal comfort need can be satisfied and the human body’s
acceptability rate of temperature fluctuation is higher than 80%. There is the highest
satisfaction rate, which is 97%, when the room temperature is 23 °C in winter operating
conditions, and the highest satisfaction rate, which is 94%, when the room temperature
is 26°C in summer operating conditions. In winter operating conditions, the overall
satisfaction rate is still higher than that in summer even with large temperature fluc-
tuation, indicating that the increase in clothes will expand the range of temperature
fluctuation acceptable by human body and improve the body’s thermal comfort.
Wearing too much clothes, however, will cause the decline in action capability of
human body and increase discomfort in other aspects, so the clothes worn should also
meet the requirements of activities performed by the human body.

4 Conclusion

Through the combination of objective test and subjective evaluation, the range tem-
perature fluctuation acceptable by human body in comfortable indoor thermal envi-
ronment has been researched, and the range of temperature fluctuation acceptable by
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Fig. 6. Human body’s acceptability rate of temperature fluctuation at different environment
temperature
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human body has been determined in winter and summer operation conditions,
respectively, providing a theoretical basis for developing air conditioning control
strategy for thermal comfort. The specific conclusions are set out below:

1) From the subjective assessment results it can be known that, under the thermal
comfort environment condition, the biggest acceptable temperature fluctuation is
obtained and is 0.6 °C in summer and 0.8 °C in winter.

2) The highest satisfaction rate about temperature fluctuation is 94% when the indoor
air temperature is about 26 °C in summer; working condition in the winter, the
satisfaction rate about temperature fluctuation is higher than the summer, it can
reach to 90% in every temperature.
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Abstract. This research proposed the continuous affect rating method that rated
the affective states by joystick in the Cartesian space from two dimensions of
pleasure-displeasure and arousal-sleepiness without visual feedback. This
research also examined the effectiveness of the proposed method through two
experiments.
In Experiment 1 an edited video, which consisted of four video clips, was

prepared as the dynamic visual and auditory stimuli. Twelve participants were
required to manipulate the joystick in the Cartesian space without any visual
feedback so as to make the coordinates (pleasure-displeasure, arousal-sleepiness)
correspond to their affective states while watching the edited video. In Experi-
ment 2, the same four video clips as in Experiment 1, were prepared as the
dynamic stimuli. Eleven participants were required to manipulate the joystick
while watching each clip and also required to describe their current mood after
watching each clip with the PANAS.
The results of Experiment 1 revealed that the coordinates obtained by the

proposed method changed according to the changes of the dynamic visual and
auditory stimuli, and that the coordinates could reflect the changes of the
affective states caused by the dynamic stimuli. The results of Experiment 2
revealed that the proposed method could rate the difference of the affective states
between the different dynamic stimuli confirmed by the results of the responses
of the self-reports. The results also suggested that the coordinates obtained by
the proposed method were highly consistent with the response of the
self-reports.

Keywords: Continuous affect rating � Joystick � Without visual feedback

1 Introduction

Many methods that self-reported the affective states have been developed with ques-
tionnaires [1–5]. The methods with the questionnaires, however, have the common
limitation that they cannot provide continuous affect rating with a real time resolution.
Some continuous affect rating methods have been developed in order to overcome this
limitation [6–10]. Some of them rated the affective states only on one particular
dimension [6, 7, 10]. Russell [2, 11–13] demonstrated that affective states could be
mapped in the Cartesian space from two bipolar dimensions of pleasure-displeasure
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and arousal-sleepiness. It meant that one dimensional rating methods could not rate
general affective states but a specific affective state (positive-negative [6, 7],
pleasure-displeasure [10]). On the other hand, Shubert [8] proposed the continuous
affective rating method in two dimensional space of happiness-sadness and
aroused-sleepy with multiple visual feedbacks. Nigel et al. [9] also proposed the
continuous affective rating method in two dimensional space of positive-negative and
arousing-calming with visual feedback. Both of the methods had the visual feedbacks
to the participants about the cursor position when they manipulated the device such as
the joystick or the mouse. These feedbacks might make it easy for the participants to
manipulate the device to the cursor position they wanted and also keep the participants’
workload for manipulating the device low. These methods were applied to rating the
affective states caused by temporally static stimuli or music. However, the visual
feedbacks might interfere with watching the stimuli if the dynamic visual and auditory
stimuli such as a movie was used. The continuous affect rating method in two
dimensional space of pleasure-displeasure and arousal-sleepiness without visual feed-
back might be valuable for rating the affective states caused by the dynamic visual and
auditory stimuli though it might be difficult for the participants to manipulate the device
to the cursor position they wanted.

This research proposed the continuous affect rating method that rated the affective
states by joystick in the Cartesian space from two dimensions of pleasure-displeasure
and arousal-sleepiness without visual feedback and examined the effectiveness of the
proposed method for rating the affective states caused by the dynamic visual and
auditory stimuli through two experiments.

2 Proposed Continuous Affect Rating Method

In this session, we describe the construction of our proposed continuous affect rating
method. The participants are required to manipulate the joystick in order to rate their
affective states in the Cartesian space from two dimensions of pleasure-displeasure and
arousal-sleepiness [2]. The joystick is placed at the origin of the pleasure-displeasure
(x) axis and the arousal-sleepiness (y) axis written on the desk. In order to express the
maximum pleasure state, for example, the participants are required to tilt the joystick to
the right as possible and in order to express the maximum arousal state the participants
are required to tilt the joystick forward as possible. If the participants release the
joystick, it returns the neutral position. The original software records the joystick
movements within the virtual square ranging from −100 to 100 in increments of 10 on
each axis and the sampling rate is 100 ms. For example, the maximum pleasure state is
recorded as 100 on x axis and the maximum arousal state is recorded as 100 on y axis.
The neutral position of the joystick is recorded as (0, 0). The relationship between the
orthogonal projection of the tilt angle of the joystick to each axis and the recorded
coordinate of each axis in the virtual square is the linear relationship. When the par-
ticipants manipulate the joystick, there is not any visual feedback except in the training
mode. In the training mode, the coordinates box on the screen provides the numerical
feedback about the coordinates (x, y) in the virtual square which the manipulated
joystick expresses.
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3 Experiment 1

The aim of the first experiment was to examine whether the coordinates obtained by the
proposed method could reflect the changes of the affective states caused by the changes
of the dynamic visual and auditory stimuli.

3.1 Method

Participants. Twelve participants (mean age 21.8, SD 0.39, 6 females and 6 males)
who were voluntary right-handed undergraduate students and were not provided any
payment, took part in Experiment 1. They received a thorough explanation about the
method of Experiment 1 and signed the consent form.

Apparatus. The original software for the proposed continuous affect rating method
was written in Visual Basic 2015 and was made operational on the windows 10. The
software controlled the presentation of the dynamic visual and auditory stimuli, the
transformation from the tilted angle of the joystick (Defender Joystick Cobra R4 USB
12 buttons) to the coordinates in the virtual square, and the records of the joystick
movements. In the training mode, the software provided the coordinates box on the
screen as a visual feedback.

An edited video was prepared as the dynamic visual and auditory stimuli. The edited
video consisted of four video clips, “M1 Grand Prix”, “The Champ”, “Juon”, “Mal-
dives Beach” in this order. “M1 Grand Prix” (“M1”) was the contest for comedy duos
and was expected to make Japanese participants delight [14]. The clip was edited to
4 min 14 s. “The Champ” (“Champ”) was the famous American movie in 1979 and
expected to make the participants sad [15]. The clip was edited to 2 min 52 s. “Juon”
was Japanese horror movie in 2003 and was expected to make the participants afraid
[16]. The clip was edited to 1 min 26 s. “Maldives Beach” (“Beach”) was the back-
ground video and was expected to make the participants satisfied [15]. The clip was
edited to 40 s.

The training video was also prepared for the training mode. The video consisted of
100 sets of the coordinates (x, y) generated randomly between −100 and 100 in
increments of 10. The interval between every two sets was 20 s.

Procedure. At first the participants manipulated the joystick in the training mode in
order to be able to manipulate the joystick at will. They were required to manipulate the
joystick in order to make the values of the coordinates box correspond to the presented
coordinates (x, y) as soon as possible and, after that, also required to make the joystick
keep the same position till the next set of the coordinates was presented. After training,
the participants were required to manipulate the joystick to correspond to their affective
states which were caused by the dynamic visual and auditory stimuli.
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3.2 Results and Discussions

Unfortunately, the data of one participant (male, 22 years old) could not be recorded
correctly. The data of eleven participants were adopted as the results of this experiment.
Figure 1 shows eleven participants’ averaged time series of the coordinates in the
virtual square which the manipulated joystick expressed. The sampling rate of these
time series was 1 s by obtaining the average data from every 10 data whose sampling
rate was 100 ms.

Both of the coordinates of pleasure-displeasure (x) axis and arousal-sleepiness
(y) axis showed the positive intermediate value in “M1” and coordinates almost cor-
responded to the position of “DELIGHTED” in a circumplex model of affect [11, 12].
Both of the coordinates showed the negative intermediate value in “Champ” where
coordinates almost corresponded to the position of “SAD”. The coordinate of x axis
showed the negative intermediate value and the coordinate of y axis showed the
positive intermediate value in “Juon”. The coordinates almost corresponded to the
position of “AFRAID”. The coordinate of x axis showed the positive intermediate
value and the coordinate of y axis showed the negative intermediate value in “Beach”.
The coordinates almost corresponded to the position of “RELAXED”. These results
revealed that the coordinates obtained by the proposed method changed according to
the changes of the dynamic visual and auditory stimuli, and that the coordinates could
reflect the changes of the affective states caused by the dynamic stimuli.

However, these results are only the trend by eleven participants’ average and it
cannot be examined whether the obtained coordinates were consistent with the sub-
jective response. Experiment 2 was held in order to examine statistically whether the
proposed continuous affect rating method could rate the difference of the affective

Fig. 1. Averaged time series of the coordinates expressed by the joystick
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states between the different dynamic visual and auditory stimuli and whether the
obtained coordinates were consistent with the response of the self-reports.

4 Experiment 2

4.1 Method

Participants. Eleven participants (mean age 21.8, SD 0.40, 6 females and 5 males),
who participated in Experiment 1 and whose data of Experiment 1 were adopted,
participated in Experiment 2. They received a thorough explanation about the method
of Experiment 2 and signed the consent form.

Apparatus. The original software for the proposed continuous affect rating method,
which was the same as for Experiment 1.

Four different four video clips were prepared as the different dynamic visual and
auditory stimuli as follows; “M1”, “Champ”, “Juon”, and “Beach”. These video clips
were the same as for Experiment 1.

Positive and Negative Affect Schedule (PANAS) Japanese version [17] was pre-
pared as the self-reports of the current mood immediately after watching the
clip. The PANAS Japanese version consists of two scales: Positive Affect (PA) and
Negative Affect (NA), each with 8 items. The response format provided six alternatives
from “1. Not at all” to “6. Extremely”. PA score and NA score were respectively
obtained by adding the scores on each 8 items.

Procedure. Experiment 2 consisted of four sessions composed of four different video
clips. In each session, the participants were required to manipulate the joystick to
correspond to their affective states which were caused by a video clip. After watching
through the clip, the participants were required to describe their current mood with the
PANAS Japanese version. The order of the sessions was the same for all the partici-
pants as follows: “M1”, “Champ”, “Juon”, and “Beach”.

4.2 Results and Discussions

Affective States Ratings by the PANAS. The results of one way repeated measures
ANOVA revealed that the averaged scores were significantly different between four
different clips (PA score F(3,30) = 25.84, p < 0.01, NA score F(3,30) = 55.70,
p < 0.01). The results of the multiple comparison by Bonferroni revealed that the
averaged scores between any two clips has the significant difference in one at least of
the PA and NA scores as shown in Table 1. These results of the responses of the
self-reports of the current mood confirmed that the four different clips caused the
different affective states immediately after watching the clips each other.

Affective States Ratings by the Proposed Method. The results of one way repeated
measures ANOVA revealed that the averaged coordinates were significantly different
between four different clips (Pleasure-Displeasure F(3,30) = 17.86, p < 0.01,
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Arousal-Sleepiness F(3,30) = 23.15, p < 0.01). The results of the multiple comparison
by Bonferroni revealed that the averaged coordinates between any two clips has the
significant difference in one at least of the coordinates as shown in Table 2. From these
results the proposed continuous affect rating method could rate the difference of the
affective states between the four different clips confirmed by the results of the responses
of the self-reports.

Relationship of Affective States Ratings Between by PANAS and by the Proposed
Method. As mentioned above, the proposed continuous affect rating method could rate
the difference of the affective states between the four different clips, which was con-
firmed by the results of the PANAS scores. However, the relationship between the
coordinates obtained by the proposed method and the PANAS scores was not exam-
ined directly because the dimensional space, pleasure-displeasure and arousal-
sleepiness, for rating by the proposed method was different from the dimensional
space, positive affect and negative affect, for the PANAS scores. As the dimensional
space labeled positive affect and negative affect could be produced by 45° rotating the
dimensional space, pleasure-displeasure and arousal-sleepiness [18], the new averaged
coordinates ðPA0;NA0Þ were produced by rotating the obtained averaged coordinates
(x, y) of each clip and each participant by −45°. And the correlation coefficients
between the new averaged coordinates and the PANAS scores of each clip and each
participant were calculated.

Table 1. The results of multiple comparison by Bonfferoni for the averaged PA and NA scores

Table 2. The results of multiple comparison by Bonfferoni for the averaged coordinates
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Table 3 shows the results of the correlation analysis between the new averaged
coordinates and PANAS scores. There were the significant correlations between PA
and PA0 and between NA and NA0. It suggested that the coordinates obtained by the
proposed method were relatively consistent with the response of the self-reports.

Though the correlation between PA and PA0 was significant, the correlation
coefficient was not so high as shown in Table 3. Fredrickson and Kahneman [7]
suggested that the responses of the self-reports after watching the clips correlated more
highly to the peak of the continuous affect rating than to the average. So the peak
coordinates ðxpeak; ypeakÞ of each clip and each participant were obtained and the new
peak coordinates ðPA0

peak;NA
0
peakÞ were produced by −45 ° rotations. The results of the

correlation analysis between the new peak coordinates and the PANAS scores were
shown in Table 3. There were the significant correlations between PA and PA0

peak and
between NA and NA0

peak. It suggested that the coordinates obtained by the proposed
method were highly consistent with the response of the self-reports.

5 Conclusion

This research proposed the continuous affect rating method that rated the affective
states by joystick in the Cartesian space from two dimensions of pleasure-displeasure
and arousal-sleepiness without visual feedback. The effectiveness of the proposed
method for rating the affective states caused by the dynamic visual and auditory stimuli
was examined through two experiments. The results of Experiment 1 revealed that the
coordinates obtained by the proposed method changed according to the changes of the
dynamic visual and auditory stimuli, and that the coordinates could reflect the changes
of the affective states caused by the dynamic stimuli. The results of Experiment 2
revealed that the proposed method could rate the difference of the affective states
between the different dynamic stimuli confirmed by the results of the responses of the
self-reports. The results also suggested that the coordinates obtained by the proposed
method were highly consistent with the response of the self-reports. From these results
of the experiments, it seemed that the proposed continuous affect rating method was
effective though the proposed method had no visual feedback.

This research could not confirm sufficiently the validity of the time series variation
of the coordinates obtained by the proposed method. In the future research, the

Table 3. The correlations between the new (averaged, peak) coordinates and the PANAS scores

322 M. Karashima and H. Nishiguchi



coherence between the time series of the coordinates by the proposed method and the
time series of some physiological data such as heart rate will be tested [6].
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Abstract. In recent years, movie advertisements in digital signages have been
shown at various places, such as train stations and street corners. Digital sig-
nages are installed in busy environments where people come and go. Therefore,
people watch advertisements in digital signages in a shorter time than they do on
TV commercials at home. Accordingly, movie advertisements shown in digital
signages should attract attention the moment people look at them. In this study,
we discuss the attention value of colors, which is mainly utilized in still media,
and combine this concept with motion graphics elements.

1 Introduction

In recent years, movie advertisements in digital signages have been shown at various
places, such as train stations and street corners. Digital signages are installed in busy
environments where people come and go. Therefore, people watch advertisements in
digital signages in a shorter time than they do on TV commercials at home. Accord-
ingly, movie advertisements shown in digital signages should attract attention the
moment people look at them. In this study, we discuss attention value of colors, which
is mainly utilized in still media, and combine this concept with elements of motion
graphics elements. We propose a method for effectively attracting attention, create
original advertisements using the method, and conduct experiments on a digital signage
in the Kanagawa Prefecture Office (Fig. 1).

Fig. 1. Digital signage in the Kanagawa Prefecture Office
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2 Attention Value of Motion Graphics in Digital Signages

2.1 Attention Value of Motion

Human beings have a peripheral visual field used for taking in the first impression and
the entire view before gazing at a target and adjusting the focus. In the peripheral visual
field, the sight is not sharp and the resolution is low. The ability to recognize the details
is inferior, but one can see more than 90% of the view. Through this peripheral visual
field, people have excellent ability to sense movement and have a high possibility of
instinctively noticing faint movements at the edge of the field of vision (Hayafuku et al.).

The direction of human eyes tends to move naturally. The eyes move from top to
bottom naturally because people are used to reading characters and from left to right
because of a sense of gravity. The eyes also move naturally from the upper left to the
lower right because they are accustomed to reading characters and because of a sense of
gravity.

2.2 Psychological Effect of Motion

Sijll [1] argued that movements could make people feel either comfortable or uncom-
fortable. People generally feel comfortable when seeing movement from left to right. On
the contrary, people feel uncomfortable when seeing the movement from right to left
(Fig. 2). With regard to diagonal motion, people feel comfortable when seeing the
motion from upper left to bottom right and slightly comfortable from upper right to
bottom left. By contrast, people feel uncomfortable when seeing the motion from bottom
right to upper left and slightly uncomfortable from bottom left to upper right (Fig. 3).

2.3 Motion Graphics that Attracts Attention

Based on an investigation of visual attraction and a psychological action to a motion,
we explored the direction of motion graphics to be used for a movie advertisement for
display in a digital signage. A study showed that human eyes have a natural movement
that could be felt as either comfortable or uncomfortable. Moreover, people receive a

Comfortable

Unomfortable

Lifting = Difficulty

Falling = Ease

Fig. 2. Comfortable and uncomfortable horizontal motions
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strong impression from the movement that makes them feel uneasy. Therefore, using
the eye direction that is not natural and an uncomfortable movement in motion graphics
can attract attention and make the audience feel uncomfortable. However, making an
uncomfortable motion become noticeable from a movie produced only with an
unnatural eye movement and uncomfortable motion was difficult. Thus, we combined
them with the natural eye movement and comfortable motion to be noticeable.

3 Movie Production for the Experiment

In this study, we created movie advertisements for the Kanagawa Prefecture TV pro-
gram shown daily from Monday to Friday. We combined the rules and determined
which movement would attract attention.

3.1 Motion Graphics Through the Transformable Animation of Figures
(Movie 1)

When a motion is sensed in the peripheral visual field, humans tend to try to see it in
the center visual field. Taking advantage of this feature, clear transformable motion
graphics was used for the balloon shape in the movie. In this study, we produced an
advertisement movie that draws visual attraction and that audiences can watch without
getting tired by changing the shape of the balloon and expanding the TV program title
on the screen. For the motion graphics for the characters of the TV program title, the
motion in which the characters appear and expand from the back and line up in front
quickly was created.

1: Comfortable
2: Slightly Comfortable
3: Slightly Uncomfortab
4: Uncomfortable

Fig. 3. Comfortable and uncomfortable diagonal motions

Fig. 4. Motion graphics process of the TV program title expansion
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For the transformable animation of shapes, the motion of a polygon’s changing
vertex position was created.

Figures 4 and 5 illustrate the processes of the motion graphics for a TV program
title expansion and balloon shape transformation, respectively.

3.2 Motion Graphics Using Comfortable and Uncomfortable Directions
(Movie 2)

In the advertisements, we showed TV programs and applied effective movie transitions
between each program to attract attention using the proposed method. We made the
audience feel uneasy by introducing complicated, pleasant, and uncomfortable move-
ments and changing up their combinations to attract attention. We hypothesized that
repeating comfortable and uncomfortable motions creates the effect of attracting
attention. Two kinds of movie transitions were used: a transition that combines a
slightly uncomfortable motion that moves from the lower left to the upper right and a
comfortable motion that moves from the upper right to the lower right and then to the

Fig. 5. Process of the balloon shape transformation

Fig. 6. Example of a movie transition in the experiment
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upper left, and a transition that combines an uncomfortable motion that moves from the
lower right to the upper left and a slightly comfortable motion that moves from the
upper right to the lower left.

Figure 6 shows an example of a movie transition from the cut. The program title is
presented to the cut, which shows the introduction sentences.

4 Experiment

We conducted an experiment to determine whether or not the produced Movie1 and
Movie2 could attract attention. The movies were displayed on the digital signage in the
Kanagawa Institute of Technology, which had a similar environment to the Kanagawa
Prefecture Office.

As comparative targets in the broadcasting experiment, the Movie1-A and
Movie2-A versions, the effective motions of which had been taken from Movie1 and
Movie2, respectively, were prepared. In the broadcasting experiment, Movie1,
Movie1-A, Movie2, and Movie2-A were repeatedly broadcast for 1 h for five days.

The result of the five-day experiment showed that while Movie1 was showing, 277
pedestrians walked by the digital signage and 33 (12%) actually watched the movie.

While Movie1-A was showing, 339 pedestrians walked by the digital signage and
35 (10%) actually watched the movie.

While Movie2 was showing, 519 pedestrians walked by the digital signage and 65
(13%) actually watched the movie were 65.

While Movie2-A was showing, 525 pedestrians walked by the digital signage and
48 (9%) actually watched the movie.

The result of the broadcasting experiment is illustrated in Fig. 7.
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Fig. 7. Result of the broadcasting experiment
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Overall, the percentage of people who watched Movie1 and Movie2 was higher
than that of those who watched Movie1-A and Movie2-A. Motion graphics was able to
successfully attract attention.

5 Conclusion

In this study, two advertisement movies of the Kanagawa Prefecture were created for
showing in a digital signage in the Kanagawa Prefecture Office. The result showed that
more people could be attracted to watch advertisement movies in digital signages
installed in an environment where people come and go by using effective visual
attraction.

However, when visual attraction is emphasized too much, decreased visibility
becomes a problem. Moreover, understanding the contents of the movie becomes
difficult because of excessive use of complicated colors, motions, and shapes. Visual
attraction sometimes defeats its own purpose. In future research, the appropriate bal-
ance of colors, motions, and shapes should be determined to explore more effective
motion graphics for digital signages.
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Abstract. Research on human factors in the cyber domain is lacking.
Metacognitive awareness and regulation have been shown to be important
factors in performance, but research integrating metacognitive strategies in
socio-technical systems is lacking. This study aims to investigate metacognition
as a potential index of evaluating individual cognitive performance in cyber-
space operations. Cyber military cadets were tested during a cyber-exercise to
see how metacognitive awareness and regulation influenced performance in the
Hybrid Space conceptual framework. Findings suggest that metacognitive
strategies could explain Hybrid Space performance outcomes and support the
development of a cognitive agility index for cyber operators. Future research and
training programs for cyber officers should incorporate metacognition as mea-
surement outcomes and in training to help index development and performance.

Keywords: Cognitive agility � Metacognition � Cyber operations �
Performance � Hybrid Space

1 Introduction

Introduction of cyber as a domain of operations [1] places enhanced metacognitive
demands on individuals as task characteristics require effective coordination between
multiple agents and asset types (human, technical and intangible). Human factors in
cyber defence are getting increased attention from research communities (see. e.g.
[2–5]), however there are currently no available performance measures to evaluate
human performance in cyber operations [6, 7]. Consequently no common best practice
or guidelines are found in the area of education and training for cyber defence indi-
viduals and teams [8–10].
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1.1 Hybrid Space

This contribution aims to address the issue of performance measurement by utilising
the versatility of the Hybrid Space framework (HS) (Fig. 1a; [11]). The HS frames the
interconnection between cyber-physical (x-axis) and the strategic-tactical (y-axis)
dimensions. The adaptability of the HS framework allowed researchers to visualize the
location of a cognitive focus, at a given point-in-time, based upon the subjects’
self-report. Understanding the processes and actions required to enhance performance
in a hybrid environment may rely on metacognitive skills in human computer inter-
action and consequently how these skills aid cognitive agility in the HS.

1.2 Metacognition

Metacognition refers to ‘thinking about thinking’ and includes the components
knowledge of one’s abilities, situational awareness, and behavioral regulation strategies
[12]. Individuals with high metacognitive skills have more accurate and confident
judgment of their own performance in relation to task demands and are better able to
accurately describe their strengths, weaknesses, and their potential to improve.
Metacognition is considered as having two dimensions: metacognitive awareness and
metacognitive regulation [12].

Metacognitive Awareness and Regulation: Metacognitive awareness refers to what
learners know about learning and includes knowledge of one’s own cognitive abilities
(e.g. ‘I have trouble remembering dates in history’) and knowledge of the particular
tasks (e.g. ‘The ideas in this chapter that I’m going to read are complex’). High
metacognitive awareness of own cognitive processes (planning, monitoring, evalua-
tions) can facilitate accurate judgment of performance levels [13]. Metacognitive
regulation refers to how people monitor their learning and control their cognitive
processes while learning, for example, realising that a particular strategy is not efficient
in reaching one’s goals and being able to change to more efficient strategies. In a cyber
operations context this can mean recognising a potential threat in cyberspace as
exceeding individual technical abilities and consider activating additional personal or
technical resources in the physical domain. Developing a metacognitive understanding

(a) (b)

Fig. 1. (a) The Hybrid Space. (b) Exemplary visualization of cognitive agility
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of own behavior can be understood as becoming aware that the outcomes of previous
actions were taken under immense time pressure to serve short-term goals serving
primarily tactical purposes, then re-adjust previous short-term goals to focus on more
strategic and long term goals. The ability to be metacognitively aware of own per-
formance without underestimation of own capacities or inappropriate over-confidence
is considered a relatively stable personality trait that can be quantified and made subject
to training and improvement [11].

1.3 State of Art

While much research is found in the field of metacognition, critical thinking and
learning (see [14] for full review), there is a growing interest focusing on metacognitive
strategies within the cyber security domain.

The ability of decision-makers and problem-solvers to maintain cyberspace oper-
ations can be affected by changes in the information environment [15]. To mitigate this,
cognitive constructs should be included into future simulations and modeling of cyber
attacks to increase the understanding of the effects of the attacks [15].

Problem solving involves several cognitive processes. Problems that require
high-order cognitive processes can be characterized into well-, semi-, ill-, and severely
ill-structured problem [16]. Critical thinking and metacognition are needed when semi-,
ill-, and severely ill structured problems are solved successfully. In the extended paper
of their original study, [17] the authors discuss further the need to develop learning
tools that elicit sense-making and metacognitive processes. Empowering novices’
sense-making skills and metacognitive processes would accelerate their path to become
expert.

The above research can also be applied when attempting to improve human per-
formance in Cyberspace operations. The challenges presented via cyber come in many
known and still to be discovered forms. Typically they can vary from well-structured to
severely ill-structured.

What is a ‘good’ performance in cyber tasks is still under discussion [6, 7]. Earlier
research shows that measuring performance in cyber security training scenarios
requires more than simply ‘capture-the-flag’ type competitions [18, 19]. Increasingly
the importance of developing human abilities to grasp threat complexities, understand
and minimize consequences and communication are taken into consideration when
performance is evaluated [20].

Good situational awareness is a factor that increases the probability for good per-
formance, though it does not guarantee it, it is a good starting point [21]. This
emphasizes the benefit of education and training methods that build on cognitive
processes capable of improving human capacities to gain and maintain situation
awareness. For example, an experiment that contains four elements for measuring
performance that are measured at random times: mission, cyber solution, metrics and
game, can support prospects of improved cyber situational awareness [22]. The fol-
lowing two examples are techniques capable of measuring situational awareness in
cyber training scenarios.
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SAGAT [23] protocol contains several questions on three different situational
awareness levels: perception, comprehension, and projection. Answers are compared to
the selected variables and the more accurate the answers are the higher-level awareness
a person has. The results are provided on each situational awareness level.

QUASA [24] is a quantitative, combined probe and self-evaluation technique,
where a person is required to answer ‘probe statements’ by either agreeing or dis-
agreeing. After agreeing or disagreeing, the subject evaluates to what degree of con-
fidence the prior assessment was made and states which of the other teams
(participating the same experiment) will most likely give a correct answer to this probe.

In our study, the HS framework was used as a tool to measure cognitive focus
movements, aka. cognitive agility, with the aim of relating these movements to
metacognitive strategies. Focusing on these strategies during pre-training and educa-
tional programmes could support long-term development and application of high order
cognitive skills during cyber defence scenarios, resulting in improved performance.

1.4 Hypothesis

Based on these previous findings and our assumptions, we hypothesized that higher
metacognitive awareness would be positively associated with more movement in the
HS. We further expected stronger metacognitive regulatory skills to be positively
related to HS movements.

Focusing on metacognitive strategies as means of evaluating cognitive performance
gave us the opportunity to validate the above core assumptions on which the HS is
based. We tested how metacognitive strategies, as measured by meta-cognitive
awareness and self-regulatory processes influence HS movement.

2 Method

This study operationalized and quantified cyber operators’ subjective movements in the
HS as a function of metacognitive abilities in individual officers during a cyber defense
exercise (CDX).

2.1 Cyber Defense Exercise

Data was collected during the Norwegian Defense Cyber Academy’s (NDCA) annual
Cyber Defense Exercise (CDX). This is an arena that facilitates the opportunity for
fourth year cyber engineer students to train in tactics, techniques and procedures for
handling various types of cyber attacks. The exercise contributes to improving
appreciation for the human and technical competences necessary to establish, manage
and defend a military information infrastructure under simulated operational condi-
tions. The students worked in four teams of 9 or 10 members (of a total of 37 students,
31 participated in the study), took decisions and acted in order to strengthen operational
freedom, mission assurance and control in the cyber domain. The four teams partici-
pating in the exercise worked independently from each other but not against each other.
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Success was given in the form of expert feedback to the decisions and actions taken
during the exercise. Intrusions were initiated by an affiliated agency engaged to help the
NDCA with their education.

2.2 Measurements and Metrics

The teams were composed of 31 cyber officer cadets (Mage = 22.7 years, SD = 0.71)
resembling a complete cohort enlisted in the NDCA. The exercise lasted four days and
data was collected on the third day.

The HS is mapped on a Cartesian plane visualizing the cyber-physical and
tactical-strategic dimensions. Participants were asked to simultaneously mark their
cognitive location within the HS [11] (see Fig. 1b) each hour from 08:00 to 20:00. In
addition, students noted their current task at each position, to give context to further
analysis (Fig. 2).

Hybrid Space Operationalization: Movement in the HS is operationalized through
four constructs and represents the dependent variables in the study. Four dependent
variables were created:

• HSDT: distance traveled in the Cartesian Plane measured by Euclidian distance
• HSQC: Number of quadrant changes
• HSxM: Movement along the cyber-physical domain (x-axis)
• HSyM: Movement along the strategic-tactical domain (y-axis)

To measure metacognitive awareness, the Metacognitive Awareness Inventory [25]
was used. It is a self-report scale comprising of 52 items that includes several subscales
assessing knowledge of cognition (declarative knowledge, procedural knowledge,
conditional knowledge) and regulation of knowledge (planning, information manage-
ment strategies, monitoring, debugging strategies and evaluation). Items are assessed
on bipolar responses (true/false) and then ratios are computed from the subscales.
Sample items include ‘I find myself using helpful learning strategies automatically’
(procedural knowledge) and ‘I ask myself if I have considered all options when solving

Fig. 2. Hybrid space movements
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a problem’ (comprehension monitoring). The test shows high reliability on all sub-
scales (Cronbach’s a = .90).

To measure metacognitive regulation, the Self-Regulation Questionnaire [26] was
used. The SRQ-63 is a 5-point Likert self-report scale ranging from strongly disagree to
strongly agree. The scale has 7 subscales that consist of receiving, evaluating, trig-
gering, searching, formulating, implementing, and assessing. Sample items include; ‘I
usually keep track of my progress toward my goals’ and ‘I have sought out advice or
information about changing’. The test shows high reliability (test-retest: r = .94,
p < .0001; a = .91).

2.3 Statistical Analysis

To test the hypothesis multiple regression analyses on each of the HS dependent
variables was performed. Metacognitive awareness and self-regulatory scores were
entered as the independent variables and HS operationalizations were entered as the
dependent variables. Alpha (a) significance levels are set to .05.

3 Results

To test the hypothesis, four regression analyses were performed where each of the
Cognitive Agility Indices were entered as dependent variables and MCAI and SRQ
correlates was entered as independent variables. Results are shown in Table 1.

Table 1. Descriptive Statistics (N = 31)

Cognitive Agility Indices (CAI) Mean SD Min. Max.

HSDT 8.32 2.58 3.29 13.39
HSQC 3.00 2.07 0.00 7.00

HSxM 1.27 0.69 0.29 2.78
HSyM 1.27 0.68 0.15 2.84
Metacognitive Awareness Inventory (MCAI)

Declarative knowledge 1.30 0.18 1.00 1.63
Procedural knowledge 1.41 0.25 1.00 1.75

Conditional knowledge 1.30 0.19 1.00 1.80
Planning 1.55 0.22 1.14 1.86
Comprehension 1.57 0.27 1.14 2.00

Information management 1.29 0.15 1.00 1.60
Debugging 1.16 0.17 1.00 1.40

Evaluation 1.52 0.29 1.00 2.00
Metacognitive self-regulation (total) 213.00 13.86 178.00 241.00

Receiving 30.65 3.50 23.00 37.00

Evaluating 30.29 4.73 19.00 39.00
Triggering 30.45 2.95 23.00 37.00

Searching 33.00 3.06 27.00 38.00
Planning 29.52 3.96 21.00 37.00
Implementing 29.32 4.10 18.00 37.00

Assessing 29.77 3.53 23.00 36.00
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Hybrid Space distance travelled (HSDT): Metacognitive awareness (debugging
b = −.235, t = −1.317, p = .199) and total scores on self-regulation (b = .293,
t = 1.644, p = .111) explained 17.8% of the distance moved in the Hybrid space
(F = 3.040, p = .032, R2 = .178, Adjusted R2 = .120).

Quadrant changes (HSQC): Self-regulation predicted quadrant changes (F = 3.407,
p = .023, R2 = .345, Adjusted R2 = .243) but only evaluating (b = .259, t = 1,484,
p = .075), triggering b = .347, t = 1.964, p = .030), searching (b = .198, t = 1.122,
p = .136) and implementing (b = −.229, t = −1.323, p = .099) were the only factors
that contributed in explaining the variance.

Only self-regulation (evaluation r = .371, F = 4.640, p = .040, R2 = .138, Adjus-
ted R2 = .108,) was positively associated with cognitive movements relative to the
x-axis.

Neither metacognitive awareness nor self-regulatory processes could explain cog-
nitive movements relative to the y-axis.

4 Discussion

Metacognition could predict movement in the HS, but not for y-axis movements. Y-axis
movements may be dependent on fundamental cognition (i.e. rumination, worry, and
self-efficacy) that may better explain vertical maneuvering. Metacognitions did have
positive relationships to all other HS operationalizations but it was specific processes
that could predict changes. Total distance travelled in the Hybrid Space (HSDT) was
predicted by metacognitive debugging strategies, defined as a regulation of cognition
used to correct comprehension and performance errors, and self-regulation. Evaluative
metacognitive regulatory behaviors predicted x-axis movements, and along with trig-
gering behaviors, searching for solutions, and implementing new strategies was asso-
ciated with more quadrant changes.

This empirical contribution supports implementing the OLB pedagogic model as
pathway to improved communication performance in socio-technical cyber-physical
environments [27]. Formal teaching programmes designed to build metacognitive
competence could facilitate cyber cadets’ use of intrinsic cognitive agility, as planned
action. By measuring these performance metrics during cyberspace education and
training scenarios - as cadets make planned conscious cross-quadrant maneuvers in the
HS - the results can be collated into Cognitive Agility Index. It is hoped that this work
will lead to the first science based performance indicator scale for cyber teams and
individuals.

5 Conclusion

This research demonstrate that metacognition - measured as movements in the Hybrid
Space framework - can be a useful method of evaluating individual cognitive perfor-
mance in cyberspace operations.

The findings indicate impulsive cognitive movement due to the sample group
acting without conscious thought. This is typical for people who have not undergone
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formal educational programmes of metacognitive learning. The participants reported
movements could be defined as representing an intrinsic cognitive agility index. Given
that metacognitive ability is trainable, the results of this experiment clearly indicate
techniques to improve performance in a complex environment: such as that presented
by the Hybrid Space framework.

Acknowledgements. The authors wish to specify that Benjamin J. Knox and Ricardo Lugo are
equal lead authors.
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Abstract. Although FAR/CCAR25.1523 addressed the accessibility and ease
of operation of necessary controls in addition to individual workload, the
methods of evaluating workload are far less straightforward, and usually dom-
inate the determination of the minimum flight crew.
This paper sets a Practice for the certification of minimum flight crew

workload. With respect to the construct of “Workload” there are no absolute
norms available to test against. Workload has many contributing factors such as
the tasks at hand, ease of use of the equipment, working and flight conditions,
automation etc. Task load can be predicted, however workload is what is
measured (and experienced) in flight. Pilot workload may be evaluated using a
number of techniques: Direct comparisons, indirect comparisons and standalone
evaluation techniques.

Keywords: Flight deck � Minimum flight crew � Workload � Certification

1 Introduction

This rule has been in place since 1993 and was used to prevent possible workload
overload in flight crew due to reduced crew complement from three to two crew
members and the advent of advanced flight deck automation. Automation sometimes
unexpectedly increases task load. Furthermore the complexities of flight deck
automation were also of such nature, that a special new rule was introduced on flight
deck error, EASA Certification Specification 25.1302. That rule addresses much more
complex issues in comparison with 25.1523 where the focus is on workload and overall
ease of operation.

FAR/CCAR 25.1523 Minimum flight crew
The minimum flight crew must be established so that it is sufficient for safe oper-

ation, considering

(a) The workload on individual crew members;
(b) The accessibility and ease of operation of necessary controls by the appropriate

crew member; and
(c) The kind of operation authorised under FAR/CCAR 25.1525. (IFR)

The criteria (see 5.d. this document) used in making the determinations required by
this paragraph are set forth in Appendix D.
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According to the AC 25.1523-1, The purpose of the evaluations conducted under
25.1523 is to corroborate by demonstration the predicted crew workload submitted by
the applicant to substantiate compliance with 25.1523, and to provide an independent
and comprehensive assessment of individual crewmember workload in a realistic
operating environment. Any problems encountered would probably be resolved by
system redesign or procedural changes to redistribute workload more evenly.

2 Certification Approach

With respect to the construct of “Workload” there are no absolute norms available to
test against. Workload has many contributing factors such as the tasks at hand, ease of
use of the equipment, working and flight conditions, automation etc. Task load can be
predicted, however workload is what is measured (and experienced) in flight.

What is used for workload assessments are comparisons of experimental designs
with known and/or accepted designs under equivalent test conditions. Such a baseline
for heart rate, as an example, could be relaxation, standard computer work, a relaxed
flight segment like cruising or flying the same scenario in another well known aircraft.

If there is no existing data or experience to build on. It is envisaged to select a
reference aircraft that is already certificated on a similar or equal basis. Selection of the
final reference aircraft needs to be agreed at an early stage of the certification process
with the authority.

In general, the approach proposed will require pilots to fly the same scenarios in the
certificated aircraft and in the aircraft which to be certified. If the crew results on
workload and ease of operation are similar, certification can be requested [1].

Personal preferences and habits can play a subjective role in such an evaluation. It
is therefore recommended to also use both objective measures such as heart rate to
verify any difficulties indicated.

The basic workload function in Appendix D to CCAR/FAR 25.1523 comprise

(1) Flight path control.
(2) Collision avoidance.
(3) Navigation.
(4) Communications.
(5) Operation and monitoring of aircraft engines and systems.
(6) Command decisions.

The basic workload factors in Appendix D to CCAR/FAR 25.1523 comprise:

(1) The accessibility, ease, and simplicity of operation of all necessary flight, power,
and equipment controls, including emergency fuel shutoff valves, electrical
controls, electronic controls, pressurization system controls, and engine controls.

(2) The accessibility and conspicuity of all necessary instruments and failure
warning devices such as fire warning, electrical system malfunction, and other
failure or caution indicators. The extent to which such instruments or devices
direct the proper corrective action is also considered.
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(3) The number, urgency, and complexity of operating procedures with particular
consideration given to the specific fuel management schedule imposed by centre
of gravity, structural or other considerations of an airworthiness nature, and to
the ability of each engine to operate at all times from a single tank or source
which is automatically replenished if fuel is also stored in other tanks.

(4) The degree and duration of concentrated mental and physical effort involved in
normal operation and in diagnosing and coping with malfunctions and
emergencies.

(5) The extent of required monitoring of the fuel, hydraulic, pressurization, elec-
trical, electronic, de-icing, and other systems while en route.

(6) The actions requiring a crewmember to be unavailable at his assigned duty
station, including: observation of systems, emergency operation of any control,
and emergencies in any compartment.

(7) The degree of automation provided in the aircraft systems to afford (after failures
or malfunctions) automatic crossover or isolation of difficulties to minimize the
need for flight crew action to guard against loss of hydraulic or electric power to
flight controls or to other essential systems.

(8) The communications and navigation workload.
(9) The possibility of increased workload associated with any emergency that may

lead to other emergencies.
(10) Incapacitation of a flight crewmember whenever the applicable operating rule

requires a minimum flight crew of at least two pilots.

To comply with the requirements of FAR/CCAR 25.1523, AC25.1523-1 clearly
states that: “… The test program should address all workload functions and factors
listed in 25.1523 and Appendix D…”, and also should consider the following
circumstances:

(1) On a series of representative routes with a representative mix of navigation aids,
airports, instrument approaches and Air Traffic Control (ATC) services.

(2) The routes should be selected to provide the likelihood of encountering types of
adverse weather appropriate to the aircraft’s intended operation (IMC conditions,
night, turbulence, icing, etc.).

(3) The test crew should be assigned to a daily work schedule that is representative of
the type of operations for which the airplane was developed. The program should
include the duration of the work day and the maximum expected number of
departures and arrivals, flights which begin at night, maximum allowable duty
times, and minimum rest periods.

(4) With representative dispatch configurations with inoperative equipment from the
minimum equipment list (MEL). Combinations of these representative dispatch
configurations with probable subsequent simulated malfunctions should form the
basis of many of the evaluation scenarios.

(5) The airplane should be operated on routes that would adequately sample high
density areas in both IMC and VMC and should also include precision and
non-precision approaches, holdings, missed approaches, and diversions to alter-
nate airports.
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(6) With an incapacitated demonstrating that workload remains acceptable during the
total incapacitation of a crewmember at any point in a given flight. It must be
shown that the airplane can be operated safely and landed safely with the
remaining crew at a planned or unplanned destination. Incapacitated crewmember
tests need not be additive to all other “dispatch plus subsequent failure” scenarios.
Incapacitation should be viewed as another example of “subsequent failure” to be
included within one or more scenarios beginning with a dispatch configuration
which includes selected items from the proposed Minimum Equipment List.

(7) With system failures demonstrating the workload consequences of changes from
normal to failed modes of operation. Both primary and secondary systems should
be considered and representative combinations of failures should be included.

Crew procedures are designed in such a way to evenly distribute the task load over
crew members under normal flight conditions and/or to redistribute tasking under
abnormal and emergency conditions. Next to the system design, these procedures
determine or influence the actual and predicted task loading of the crew members. Bad
procedures produce high workload. Similarly, the flight manual influences the way that
crews will operate the airplane. Complex flight manuals will result in less effective and
safe operations. It is therefore recommended to review the existing material or amend it
(if required) before actual data collection is set in motion.

The minimum flight crew workload scenarios should be addressed including var-
ious aircraft configurations based around the requirements of the Minimum Equipment
List (MEL).

3 Workload Data Collection

Workload evaluations will be undertaken by both Test Pilots and line pilots currently
qualified on the reference aircraft. As in many instances the aircraft will be operated in
either a degraded condition, during particularly high workload phases of flight or
during emergency situations, undertaking data collection in a simulator is preferred for
reasons of safety. These data will, however, be validated from in-flight data collected
during later route proving flights.

Workload is a dynamic and varying state during stages of the flight. Task load can
be increased by many factors such as ATC requests or a Runway change. Such events
need to be monitored and stored on file in order to allow tracking of the event and
evaluating the crew responses. As a general backup, video recordings are used that
provide an overall flight deck view of both crew members and also separate views on
each crewmember showing on-going activities

Workload will be measured at three levels:
Performance

(1) Aircraft performance (deviations from track, altitude, speed, heading)
(2) Control inputs (column & rudder activity, timing of switches, Display pages)
(3) Task completion times of assigned test tasks (chronometer)
(4) Task completion of selected operability tests (initial flight deck evaluation)
(5) Communications (RT external, intercom internal)
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Subjective ratings

(1) Workload/Spare mental capacity Bedford scale
(2) ISA estimates of momentary workload, response 1–5 triggered by evaluator

call out.
(3) Form to collect Pilot vehicle interface and Workload data (AC 23.1523-1)
(4) Form to collect Pilot comments and feedback in open format. (AC 23.1523-1)

Subjective approaches to the assessment of pilot workload come in two basic types:

(1) uni-dimensional measures of workload, usually based upon modified
Cooper-Harperscales (e.g. the Bedford Scale by Ellis and Roscoe, 1982), see
Fig. 1.

(2) multi-dimensional measures (e.g. the NASA Task Load Index – TLX; Hart and
Staveland 1988). See Fig. 2 [2].

Physiological

(1) Heart rate recordings with accurate R-wave determination, each beat stored.
(2) Respiration to control for effects on heart rate and check speech utterances
(3) Activity recording via motion sensor(s) on wrist of one or both hands (in simu-

lator only)

Fig. 1. Bedford workload rating scale
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Data Synchronization
Data will be recorded from and on different storage devices (Hard disks, recorders, data
loggers). Means must be provided that allow the time synchronisation of such data.

Data Collection
To undertake the time line analysis of crew activities in each of the workload scenarios
described in the scenario appendix it will be necessary to observe and record the
activity of both pilots during flight (either in ‘real’ flight in the aircraft or in simulated
flight in the simulator). Data will need to be recorded for pilot behavior in both aircraft.

A video data record will be required of both pilot’s activities. It is suggested that at
least two cameras are used per pilot (looking from above and behind over both
shoulders) and a further camera is used giving a full flight deck view (using a wide
angle lens). All cameras will need to be synchronised to a common time base (po-
tentially recording to 1/10 s) and with the output of the flight simulator to coordinate
pilot activity with simulator events. The flight deck on most simulators is quite dark, so
cameras will need to be able to operate in low light conditions [3].

Conversely, if cameras are used in the aircraft itself during route proving flights,
glare may be a major problem. All external (radio) and internal (intercom) commu-
nications should be recorded on the audio component associated with the video record.

A trained observer (an experienced pilot) should be present on the flight deck
during all trials to make structured notes of the pilot’s activities (for example recording
any errors made). It is recommended that this observer is equipped with an ‘event
marker’ to electronically mark on the audio/video record and significant events that
occur during trials.

In flight (real or simulated) the fundamental rule is never to interfere with the
performance of the primary task. As a result only simple, uni-dimensional workload
scales can be used in these circumstances. Uni-dimensional scales can be very quick
and easy to complete, and because they can often be completed on-task, even in flight it

Fig. 2. NASA task load index
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is proposed to supplement the task load analyses with regular subjective workload
assessments (a workload ‘speedometer’).

Verbal subjective workload ratings will be taken from the PF and PNF at regular
intervals during a task (for example one minute intervals) using the Bedford scale (this
workload scale has been used on previous certification programmes, for example the
BAe 146). These ratings will be elicited and recorded by the trained observer (however,
they will also be recorded on the audio record as well). An example of the Bedford
workload scale is included in the appendix Rating scales.

At the end of each scenario an overall workload assessment will be made using a
multidimensional workload scale. The NASA TLX (Hart and Stavelend 1988) requires
workload ratings to be made on three explicit dimensions; mental demand (how
mentally demanding was the task); physical demand (how physically demanding was
the task) and temporal demand (how hurried or rushed was the pace of the task)? In
addition to these ratings concerning the sources of workload, three further ratings are
also required: performance (how successful were you in accomplishing what you were
asked to do; effort (how hard did you have to work to accomplish your level of
performance) and frustration (how insecure, discouraged, irritated, stressed, and
annoyed were you)? The latter group of ratings represent an interaction of the partic-
ipant’s performance with the task at hand. The importance of each of these dimensions
to the task being undertaken is then rated by making a series of 15 pair wise com-
parisons (see Appendix Rating scales) the idea being that different sources of workload
are more important in different situations. The ratings for each scale are then multiplied
by their associated importance weightings derived from the pair wise comparisons and
summed to provide an overall workload score. In this way the NASA TLX can also
provide a diagnostic workload profile for any particular task [4].

4 Conclusion

In general, the certification approach requires pilots to fly the same scenarios in the
certificated aircraft and in the aircraft which to be certified. The test program should
address all workload functions and factors listed in FAR/CCAR25.1523 and
Appendix D. If the crew results on workload and ease of operation are similar, certi-
fication can be requested. It is proposed to demonstrate compliance with the workload
requirements required in FAR/CCAR25.1523 using a combination of task load and
workload evaluation techniques.

This minimum flight crew certification procedure has been successfully used in
some civil aircraft in China.
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Abstract. In our previous research, we expanded the range to be analyzed to
the entire face. This was because there were regions in the mouth, in addition to
the nose, where the temperature fluctuated according to the mental workload
(MWL). We evaluated the MWL with high accuracy by this method. However,
it has been clarified in previous studies that the edge portion of the face, where
there is no angle between the thermography and the object to be photographed,
exhibits decreased emissivity measured by reflection or the like, and, as a result,
the accuracy of the temperature data decreases. In this study, we aim to auto-
matically extract the target facial region from the thermal image taken by
thermography by focusing on the temperature distribution of the facial thermal
image, as well as examine the automation of the evaluation. As a result of
evaluating whether the analysis range can be automatically extracted from 80
facial images, we succeeded in an automatic extraction that can be analyzed
from about 90% of the images.

Keywords: Mental work load � Facial thermal image � Nasal skin
temperature � Face detection

1 Introduction

In recent years, the proportion of mental work in everyday life has been increasing
owing to the advancement of information technology in society. The load and burden
due to mental work is called mental workload (MWL) [1], and it is said that the
continuation of excessive MWL has effects such as fatigue, monotonous feelings,
decreased attention, mental saturation, etc. Appropriate evaluation and management of
the MWL is important for reducing human error and health damage [2–5].

We have evaluated the MWL using nasal skin temperature. Nasal skin temperature
is an indicator that reflects autonomic nerve activity well and has demonstrated the
capacity for MWL evaluation. However, there were also regions in the mouth, in
addition to the nose, where the temperature fluctuated according to the MWL.
Therefore, in order to capture the areas other than the nose area where the temperature
fluctuates, we expanded the range to be analyzed to the entire face, and have proposed
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an MWL evaluation method and study [6, 7]. By this method, we can evaluate the
MWL with higher precision than in the previous research. On the other hand, it has
been clarified in previous studies that at the edge of the face, where there is no angle
between the thermography and the object to be photographed, there is decreased
emissivity measured by reflection or the like, and, as a result, the accuracy of the
temperature data decreases. In extracting facial regions from thermal images by pre-
vious methods, it was found that the estimation accuracy was degraded by the manual
extraction that included edge areas.

In order to solve this problem we performed face detection using machine learning;
however, since there were many occurrences of false detection of clothes and back-
ground, the automatic extraction of facial regions was not accomplished. Therefore, in
this study, we examined a facial-region extraction algorithm focusing on the temper-
ature distribution characteristics of facial thermal images and aimed at the automatic
extraction of the analysis range.

2 Proposed Method

Several methods for automatically detecting a facial region from a general visible light
image have been proposed [8]. However, the conventional face detection method
cannot be applied to thermal images because thermal images express temperature
distribution as color information. Therefore, we propose a unique face detection
method. Figure 1 shows the flow of the proposed method, which is as follows:

1. Take a thermal image, including facial region, with thermography.
2. Set the temperature range to extract the region of the facial skin temperature from

the background temperature. In this study, we set the threshold as the skin tem-
perature range from 31 to 36 °C because we assume from 18 to 28 °C as the room
temperature in the laboratory environment.

3. Scan the thermal image horizontally and vertically to determine the maximum area.
The maximum area is defined as the largest thermal area among areas that are
determined by multiplying every vertical length by every horizontal length. The
length equals the number continuous pixels within the skin temperature range.

4. Create a histogram of the temperature distribution within the maximum area in
order to find the most frequent temperature and the maximum temperature.

5. Extract the pixels included in the temperature range w or w′ within the maximum
area to remove noise, such as hair and background. The temperature range between
the most frequent temperature and the maximum temperature is defined as w. The
temperature range obtained by subtracting w from the most frequent temperature is
defined as w′.

6. Determine the facial region based on the edge of the area extracted in step 5. The
facial region includes all of the pixels inside of this edge.

7. Extract a facial thermal image from the original image based on the region obtained
in step 6.
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3 Evaluation Experiment

In order to evaluate the proposed algorithm, we use a facial thermal image. In this
research, we aim to evaluate the MWL. Therefore, we evaluate the proposed method by
using a series of facial thermal images in which the subject’s mental state changes. We
take the facial thermal image of the subject before the experiment, every 2 min from
the start of the experiment, and finally after the experiment. We use eight thermal
images per subject.

3.1 Experimental Protocol

The following experiment was conducted to take facial thermal images of different
mental states when a test subject is under an MWL. In our experiment, ten 22-year-old
test subjects in good health were tasked with performing mental arithmetic calculations
in order to impose an MWL. Specifically, they were asked to solve two-digit number
addition problems displayed on a PC. They were given 3 s for each problem, after
which the next problem appeared, regardless of whether or not their answer was
correct. After the test subjects relaxed for a few minutes in a seated position, the
measurement commenced with 3 min of the rest, followed by 10 min of mental

Fig. 1. Outline of algorithm
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arithmetic calculation tasks, and then 3 min of rest. At the end of this 3-min rest, the
measurement was stopped. The total length of the experiment was 16 min. In the
measurement, infrared thermography (XA 0350 manufactured by View Ohre Imaging
Co., Ltd.) was used. The thermal image size for this apparatus was recorded as
320 � 256 pixels, and the sampling period was recorded as 1 s. The facial skin
emissivity was 0.98. The apparatus was set at a distance of 0.5 m from the subject’s
face. The subject was sitting at room temperature kept at 24 ± 1 °C.

3.2 Experiment Results

The results are shown in Fig. 2. We were able to extract facial regions as targets of
analysis in 10 subjects. According to Fig. 2(a) and (b), we could extract the facial
region clearly. On the other hand, it can be seen from the extraction result of Fig. 2(c)
that the cheek and mouth could not be extracted. These are considered to be removed
along with the edge because the cheek is low in temperature. In addition, Fig. 2(d)
shows that the neck had a temperature distribution similar to the face, and the neck and
cloth part were extracted together with the face. As a result of evaluating whether the
analysis range can be automatically extracted by using 80 facial thermal images, we
succeeded in an automatic extraction that can be analyzed in 77 images.

4 Discussion

The proposed MWL evaluation method requires the temperature of the nose and mouth
and the average temperature of the entire face. However, despite testing with the same
protocol, the nose and mouth were not extracted with several thermal images. There are
several possible reasons for this, which are outlined below:

Fig. 2. Results of extraction of facial region
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• In some subjects, there were individual differences in the influence of the MWL
resulting from the task, and the differences in the temperature exposed on the face
caused by these individual differences prevented the appropriate extraction of the
facial region.

• There were individual differences in the areas of the face where the low temperature
occurred.

• There is the possibility that the proposed method has a weakness related to the
inclination of the face in the horizontal direction.

To investigate the first and second hypotheses, it will be necessary to impose a variety
of experiment conditions. The third hypothesis stems from the result of Fig. 2(c). The
results show that the proposed method makes it possible to estimate autonomic nerve
activity. In our future studies, it will be necessary to automatically correct the direction
and tilt of an input image. If the facial region from the thermal image is extracted from
an input image whose tilt is corrected, it is possible to extract the facial region with
relatively more stability.

5 Conclusion

In this paper, we proposed an algorithm to automatically extract facial regions from
thermal images by focusing on the temperature distribution of the thermal image. We
succeeded in an automatic extraction that can be analyzed in 77 images out of 80 facial
thermal images. As a result, we showed that facial regions can be automatically
extracted using the proposed method, and, by using this method, our study is closer to
the evaluation of the MWL in real time. However, the extraction of the face from
several thermal images did not go well: something prevented the extraction of the
cheek and mouth from the thermal image. Therefore, we continue to aim for the stable
extraction of the facial region.

In future, in order to estimate the autonomic nerve activity in a real environment,
we aim for a stable facial region extraction. For that purpose, we will develop algo-
rithms that can respond to high temperature environments, such as in summer, and the
effect of the subject’s hair style and clothing. We will examine facial region extraction
for facial thermal images taken in various environments.
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Abstract. In virtual environments, it is known that synchronizing the
actions of an avatar with the operator causes a change in the operator’s
self-perception, resulting in a change of behavior. This phenomenon is
called the Proteus effect. In the research concerning the Proteus effect,
researches on the behavior change have been actively conducted. How-
ever, the difference between the self-perception changed by the Proteus
Effect and the physical sense in real world has not been sufficiently dis-
cussed. Therefore, in this research, we prepared two different kinds of
avatars with different appearances, and investigated the influence of the
change of self-perception changed for each avatar on the evaluation of
physical sensation. As a result, a significant difference in the evaluation
of weight between the two conditions was found. It was clarified that the
Proteus effect affects the evaluation of physical sensation.

Keywords: Proteus effect · Self-perception · Virtual reality

1 Introduction

1.1 Background

In virtual environments, it is known that synchronizing the actions of an avatar
with the operator causes a change in the operator’s self-perception, resulting in
a change of behavior. This phenomenon is called the Proteus effect [4,5]. It has
been clarified that the reason why this change occurs is because the operator
infers the attitude and role expected of the avatar from its appearance [1] (e.g.
When the operator uses an avatar that is expected to behave attractively, the
operator’s behavior becomes attractive.). Also it has been clarified that this phe-
nomenon lasts for some extent even after stopping using the avatar [4]. Riva [3]
clarified that self-perception can be distorted and malformed when accepting
the improper evaluation from others and become locked. So, the Proteus effect
is looked forward to a treatment method for such mental diseases.
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1.2 Related Works

Nicks [1] investigated whether opinions on the cause of sexual assault will change
in accordance to how revealingly dressed the used avatar is. The results showed
that, more participants using avatars that were less revealingly dressed stated
that the cause of sexual assault is the revealing dressing of the victim. Nicks
assumed that these opinions were a result of self-defence, as the participants
reflected on the avatars as “themselves” and did not want to be subject to sex-
ual assault. Konstantinas [2] used three kinds of avatars, wearing a formal suit,
dressed in casual wear, and hands without a body, to investigate how the avatar’s
appearance affects how the participants play the drum. The results revealed that
whether or not the avatar is assumed “suited” for the task has more influence on
the change of behavior than simply inferring the avatar’s behavior. In addition,
due to more sense of body ownership leading to an increase of drumming perfor-
mance variety, the sense of body ownership found to have a significant effect on
the magnitude of the occurring Proteus effect. This body-ownership is a state
in which a particular body is perceived as one’s own body. It is known that this
can transfer to objects other than your body when synchronized with a tactile
stimulus. According to these studies, the Proteus Effect affects real people if
the motion of the avatar and the motion of the operator are synchronized with
movement or tactile information.

1.3 Purpose

Although self-perception can be changed in Proteus Effect, physical sensations
such as tactile sense and vision stays the same such as tactile sense and vision
does not change (e.g. Even if you use a muscular avatar in virtual space, it
doesn’t mean you actually gain strength in real space). This, together with a
change in the perception of physical sensation due to a change in self-perception
may cause an illusion. Therefore, there is a possibility that a physical representa-
tion that causes improper self-perception may cause a malformation of physical
sensations by treatment actions such as psychological rehabilitation. As a result
of changes in the evaluation of physical senses, there may be a possibility of
the appearance of new psychological diseases such as objects feeling heavier
than they actually are. So, in this research, we aim to investigate the effects of
changed self-perception due to the Proteus Effects on the evaluation of physical
senses by examining the influence of an avatar’s arm thickness on the evaluation
of weight in a VR space.

2 Method

In this research, a system as shown in Fig. 1 was constructed. The flow of data
is explained below.

We used Leap Motion to track and acquire the avatar operator’s hand skele-
ton information. The skeleton Information is sent to unity to update the avatar’s
movement. To track other information such as the position of the weight held
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Fig. 1. System overview

Fig. 2. Avatars in each condition (left: C1, right: C2)

by the operator, we used a web camera. The image information from the web
camera is sent to Unity, then image processing is performed to binarize the colors
in the image using binary preset thresholds. Based on the processed image data,
the movement of the ball is updated in Unity. Finally, the constructed VR space
is drawn with oculus (Fig. 2).

2.1 Design

In order to investigate the change in the subjective evaluation of the weight
caused by the avatar’s arm’s appearance, the experiment was conducted under
the following C1 and C2 conditions.

C1: Avatar that seems to be strong with a thick arm
C2: Avatar that seems to be weak with a thin arm
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Fig. 3. The evaluation of weight

2.2 Procedure and Hypothesis

Experiments were conducted with 25 university students subjects, according to
the following procedure under C1 and C2 conditions. After that, we compared
the result.

1. Memorize reference weight in HMD turned off
2. Turn on HMD
3. Synchronize work to make the Proteus effect occur
4. Compare the weight to the reference one
5. Evaluate in 7 steps

We hypothesized that operator will evaluate more heavy than the reference
under C1 and more light than the reference under C2.

3 Results and Discussion

An average t-test with a pair of specimens was performed for the difference
between the average of the evaluations of C1 and C2. The results are shown in
Fig. 3. There was a significant difference in the change in the subjective evalua-
tion of the weight due to the change in thickness of the t avatar’s arm.

The change in the evaluations can be explained as follows. First with the
HMD turned off, the weight is memorized as body knowledge based on the par-
ticipant’s mental body representation the real space. Next, after turning on the
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HMD and performing the synchronization task in the VR space, operators per-
ceived the avatar’s arms as their own arm. After that, by evaluating the arm of
the avatar that he is manipulating, the Proteus effect occurred, and the partic-
ipants mental body representation changed (the arm of avatar is evaluated to
be more muscular than their actual arm). Nonetheless, the participants evalu-
ated a weight that is the same weight as the previous one in VR space. Finally,
operators had an illusion that the weight they have now is heavier than the
reference.

4 Conclusions

In this research, we investigated the influence of the change in self-perception
by the Proteus effect on subjective evaluation of weight in VR space. In the
experiments, participants made an illusion in the perceiving of physical sensation
due to a change in self-perception. Therefore, in environments where the Proteus
effect occur, there is a possibility that the appearance of the avatar may cause an
illusion on the evaluation of physical sensations, so the appearance of the avatar
must be selected carefully. Further investigation on how to reduce the duration
and magnitude of the illusion of physical sensations is needed.
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Abstract. Monitoring of industrial production plants is a complex task, which
requires a hight level of knowledge about the interrelations in the production
process in many cases. This knowledge on the one hand, is available as hand-
books, process models or process data. On the other hand, the plant’s staff has
implicit knowledge in the form of mental models. Experienced process engi-
neers and operators have improved these mental models over years of working
with the process.
In this paper, a procedure is described, of how implicit knowledge can be

made explicit by the acquisition of plant’s staff mental models. The aim is to
build a cause-effect model for different quality parameters, which can be inte-
grated into a decision support system (DSS), which helps the operator in
decision-making.

Keywords: Mental model � Knowledge acquisition � Decision making � Plant
manufacturing

1 Introduction

In spite of increasing automation of industrial production plants, there are challenges
and task fields as well as unexpectedly occurring problems, which can only be handled
by operators and their implicit knowledge about the plant. The operator collected this
knowledge over years of experience. Consequently, the investigation, preservation and
processing of this valuable knowledge is very important to increase product quality and
plant availability. Hence, it would be beneficial to transfer the implicit knowledge into
explicit knowledge through several steps [1].

An important component of this procedure is the collection of knowledge. It is
realized through the acquisition of mental models, which are subjective, virtual images
of how a system works. A distinction between different mental models, e.g. the
implemented and presented model, depending on the knowledge and the task fields of
the user groups can be made [2]. The mental model of a process engineer, the so-called
implemented model, contains the knowledge about the actual functioning of the system
and process at a technical level. Depending on his/her task field, the mental model of an
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operator (the presented model) is how the system can be influenced and should behave
in a particular use case during operation. Depending on the system, both kinds of
mental models can deviate strongly from each other [2]. In addition, the mental models
within one user groups can deviate, due to the level of knowledge or educational levels
of the user.

In this paper, an approach to acquire knowledge from the engineering and operating
staff of plant manufacturing companies is described to preserve implicit knowledge and
to process the empirical knowledge collection for the implementation into a Decision
Support System (DSS). The DSS provides services, especially on monitoring and
process control. Particularly, for quality control of quality features that are not directly
observable within the production process, a DSS could be a valuable tool. As auto-
matically learned models from available quality parameters cannot contain the whole
plant behavior, expert knowledge will be added to complete the model [3].

2 Related Work

Implicit knowledge is one of the most valuable as well as most challenging assets of
organisations [1, 4]. Specifically, industrial manufacturing plants face challenging task
areas and problems, which require the accumulated implicit knowledge of operators. In
order to enable the preservation and transfer of such knowledge, and therefore aug-
menting the plants productivity, it needs to be transformed into explicit knowledge [1].

Rooted in the research field of psychology, mental models are seen as internal
reflections of explicit knowledge about the components and structure of a system [5].
Therefore, mental models constitute as appropriate concepts to represent the com-
plexity, subjectivity and abstractness of the interaction between a person’s implicit and
explicit knowledge [4, 5]. Moreover, they inhere the reflection of “beliefs, values, and
assumptions that we personally hold” [6] and are linked assertions which explain how
systems work [7]. Hence, an individual depends on subjective mental models which
facilitate cognition, problem solving and decision-making by simplifying external
reality with a “small scale model” [8].

Butz and Krüger [2] suggest that mental models can depend on different model
types, namely conceptual, implemented and presented model. Designing a system or
device requires a mental model about how it is supposed to work, making it a con-
ceptual model. The implemented model describes the most detailed model, as it rep-
resents a technologist’s or process engineer’s mental model, which is needed in order to
realize the design on a technical level. Finally, the presented model describes an
operator’s mental model, which is limited to the information needed to use the device
or system. The implemented and presented model can be identical or deviate strongly,
depending on the system itself and the difference in operators and process engineers
level of knowledge and education [2].

While explicit knowledge can be documented, implicit knowledge is stored in
mental models [4]. In conclusion, the implemented model can inhere explicit and
implicit knowledge and the presented model is based on an individual’s, subjective and
implicit knowledge.
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In the context of this paper, it is important to understand how and why the
acquisition of plant staff’s mental models is needed in order to detect errors and
optimize plant availability. Although the acquisition of technical data is of utter
importance for a plant’s operation, analysis of implicit knowledge, particularly the
process engineer’s and operator’s mental models, comprises valuable information. For
instance, an operator’s implicit knowledge of the usage of a new machine is crucial but
very difficult to documented [4]. In conclusion, acquiring mental models can contribute
to the externalization of implicit knowledge and thus supports operators in
decision-making during process control.

2.1 Elicitation of Mental Models

In order to capture the core of mental models, solely elicitation techniques that meet the
requirements to gather tacit knowledge are taken into consideration. Card sorting
allows extraction of implicit knowledge and concepts about the participant’s mental
information organization, categories and priorities [9]. The adjacent Software Engi-
neering domain has been utilizing card sorting as an effective method to gather data
from experts [10]. Additionally, card sorting has been successfully applied in
requirement engineering [11, 12].

Card sorting is an elicitation technique where test subjects arrange the cards
according to their subjective structure of the provided information [13]. There are two
types of card sorting, open card sorting and closed card sorting. In open card sorting,
the participants create their own cards and categorizations, which enables the subject to
rank the topics in order of their importance [14, 15]. Contrary to this, in closed card
sorting, categories are given by the test conductor. This method is used to gather more
in-depth information about the selected topics. In addition to the structured procedure,
closed card sorting also facilitates the comparability of results [15]. According to the
information mentioned above, closed card sorting is to be conducted after an initial
elicitation of topics using open card sorting [16].

While research has been addressing the methods of obtaining data on mental
models [11, 17, 18], none of them has particular focus on the field of industrial
manufacturing plants. For recording a knowledge base only analyst leading methods
are taken into consideration. Amongst analyst leading methods, interviews generally
unveil explicit knowledge [17] and processes [19], which emphasized to be eligible for
the first step of our concept.

Literature has been indicating that a combination of different data collection
methods can be beneficial. Hussain and Ismail [10] and Vásquez et al. [9] suggested
that card sorting and interviews supported by protocol analysis might be a suitable
method to obtain data on mental models. While card sorting can provide a structure to
collect implicit knowledge, interviews provide an adequate framework for explicit
knowledge collection in a more detailed fashion.
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3 Concept of Plant Staff’s Mental Model Acquisition

To acquire plant staff’s mental models and make them usable for integration in a DSS,
a two-step procedure with several sub steps is chosen (Fig. 1). Firstly, the knowledge
of process engineers, the implemented model, has to be collected as process engineers
possess the knowledge about the theoretical dependencies and a wider knowledge base
regarding the functionalities of the technical process. Secondly, the mental model of the
operator, the presented model, has to be acquired, to get more detailed information
about controlling a specific plant and its possibilities of influencing the quality of a
specific product. Since the DSS is primarily intended to support quality control, quality
parameters of a process form a basis for the knowledge acquisition. The aim of this
concept is to build a cause-effect model for different quality parameter, which can be
integrated into the DSS.

3.1 Knowledge Acquisition with Process Engineer – The Implemented
Model

As stated in the related work, a combination of card sorting, interview and protocol
analysis is a promising choice to acquire mental models. For the collection of a broad
knowledge base, open card sorting is suitable. An advantage of this method is that the
process engineer is able to emphasize the topics, which are most important in his/her
opinion. Only a few labeled cards regarding the quality parameters of the processed
product are provided in order to gain more information about the production process.
The provided cards represent a guide for the subjects’ answers and improve the
compatibility and comparability of the results. The task of the subjects is to fill out
cards with (1) the part of the plant in which a quality parameter is influenced, (2) the

Fig. 1. Procedure of plant staff’s knowledge acquisition
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influencing factor and (3) an action recommendation in case of a failure. An interview
complements the card sorting method. A large amount of data collected during the card
sorting and the interview is desired to build a comprehensive knowledge base. An
additional protocol analysis enables a detailed evaluation and thus the collection of all
data generated in the interview with the process engineers. The protocol analysis can be
realized in the form of photos and audio recordings during the interview.

Subsequent to the knowledge collection, it is beneficial to present the knowledge
base in form of master models for each quality parameter from the card sorting model
and the acquired protocol data comparing the models of all process engineers. The
master model represents the shared mental model, i.e. the specific mental model of one
user group. The resulting master models form the basis for the following step, the
knowledge acquisition with the operator.

3.2 Knowledge Acquisition with the Operator – The Presented Model

In this step, a deepening of knowledge regarding the possibilities to influence quality
properties in the specific areas is to be achieved. Similar to the first step, a combination
of card sorting, interviews, and protocol analysis can be chosen. However, this time
closed card sorting is more suitable, because the existing master models are to be
certified and supplemented by the operators. Especially the causes and effects of
changing values of process parameters influencing product quality are to be supple-
mented in the given master models, because these parameters are important information
for implementing the knowledge base into the DSS. In addition, the interviews and
protocols complement the card sorting method by collecting additionally information.

In the last step of the knowledge externalization, a cause-effect model can be
created by the comparison of the different card sorting models.

4 Mental Model Acquisition Within the Company

The procedure of knowledge acquisition was applied in a manufacturing plant for
plastic film production. Quality properties describe the resulting product. During the
production, the process is monitored by operators, which are able to influence the
quality of the film in the different sub plants, based on the current process data and
his/her experience.

For the first step of the described concept, knowledge acquisition with process
engineers, experts of the company had chosen eight properties that described the
quality of the final product to collect a broad knowledge base for these properties. The
knowledge acquisition was conducted with four process engineers with different levels
of knowledge. The knowledge acquisition of each process engineer lasted two and a
half hours and contained the card sorting method, interviews and the protocol analysis.
Outputs of this step were collected as pictures of the card sorting model and audio files
of the interviews. The collected knowledge of the different process engineers was
compiled into different concept maps and represents the individual implemented
models of the technical system. The different concept maps were compared and
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combined into a master model, containing all information of all acquired concept maps.
Similarities, meaning aspects mentioned by more than one process engineer, were
combined and highlighted. The completed master model was validated by the process
engineers and key aspects for the following steps were selected.

In the second step, the validated and selected master model was modified for the
knowledge collection of the operators. This step was conducted with two operators,
both operation staff employed in the company and regularly monitoring the respective
plant. Due to the limited time of the knowledge acquisition, the properties were pri-
oritized and limited to three core properties. As a template for the closed card sorting,
the modified master model of the process engineers were presented to the operators.
The operator only described the process without using the card sorting method, so that
the outputs of this step were only audio files of the interviews. During the interview, the
interview leader repeatedly requested the operator to provide a recommendation for
each influencing variable related to the quality parameters. Based on the audio files, the
master models were extended and cause-effect models for each quality parameter were
created.

5 Results and Discussion of the Knowledge Acquisition

The combination of card sorting, interviews and protocol analysis were well received
by all of the process engineers, but the weighting of card sorting and explaining the
process differed. All process engineers used the card sorting method to structure their
description of the influencing parameters to the quality properties and to assign them to
the different sub parts of the manufacturing plant. A consistent semantics in the
structuring could not be achieved. However, the method of card sorting was unknown
for the subjects and a previous training in the method did not take place. All process
engineers have described the processes comprehensively and agreed to audio recording
of the interviews. Therefore, it can be assumed that the knowledge acquisition was not
a problem, but solely the card sorting method being unknown to them.

In some topics, only few similarities were found when comparing the different
interview results of the process engineers. The validation of the master model showed
that even though some influencing parameter were only mentioned by one subject and
not the others, this was not due to it being incorrect. Instead, many differences in the
master models were possibly caused by the wide range of information, collected in a
limited time slot in the first step of the elicitation of the mental models.

A similar result could be observed by the operators, with the difference that none of
the subjects used the card sorting method. Nevertheless, the operators were also
comprehensively describing the processes and explaining their description directly
during operation at the demonstrator plant. Thus, it was shown that the combined
method of card sorting, interviews and protocol analysis was a suitable choice, because
it was possible to create cause-effect models for three quality properties from the
resulting data, despite the differing use of the individual methods.
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6 Conclusion and Outlook

This article described a two-step concept for the acquisition of manufacturing plant
staff’s mental models (process engineers and operators) within an industrial manu-
facturing plant. The aim was to develop a cause-effect model for different quality
properties, which can be integrated into a decision support system [3]. For this purpose,
a combined method of card sorting, interviews and protocol analysis was chosen.
During the knowledge acquisition, card sorting showed to be partly suitable without
previous training. Prior to further investigations, these methods should be sufficiently
trained to acquire more structured results. Furthermore, for the elicitation of the
implemented models with the process engineers, the number of quality properties
should be limited, to allow the acquisition of more in-depth knowledge in the available
amount of time.

Acknowledgement. The project leading to this application has received funding from the
European Union’s Horizon 2020 research and innovation programme under grant agreement
No. 678867.
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Abstract. With the presence of ubiquitous devices in our daily lives,
effectively capturing and managing user attention becomes a critical
device requirement. While gaze-tracking is typically employed to deter-
mine the user’s focus of attention, gaze-lock detection to sense eye-
contact with a device is proposed in [16]. This work proposes eye contact
detection using deep neural networks, and makes the following contri-
butions: (1) With a convolutional neural network (CNN) architecture, we
achieve superior eye-contact detection performance as compared to [16]
with minimal data pre-processing ; our algorithm is furthermore validated
on multiple datasets, (2) Gaze-lock detection is improved by combining
head pose and eye-gaze information consistent with social attention lit-
erature, and (3) We demonstrate gaze-locking on an Android mobile
platform via CNN model compression.

Keywords: Eye contact detection · Human-Computer Interaction ·
Convolutional neural networks

1 Introduction

The importance of eye-contact in non-verbal human communication cannot
be understated. Right from infanthood, humans use eye-contact as a means
for attracting and acknowledging attention, and can effortlessly sense others’
eye-gaze direction [5]. In today’s ubiquitous computing environment, it becomes
critical for devices to effectively attract and manage users’ attention for proactive
communication and information rendering. Therefore, HCI would greatly benefit
from devices that can sense user attention via eye-contact– a phenomenon termed
gaze locking in [16].

Gaze locking is a sub-problem of gaze-tracking, where the objective is to
determine where the user is looking. Gaze tracking has been extensively studied
by the HCI [11,12], psychology [14,20], medical [7] and the multimedia/computer
vision communities [10,19]. Gaze-tracking techniques (with the exception of few
such as [8]) have inferred the point-of-gaze using eye-based cues even though
social attention literature has identified that other cues such as head orientation
contribute significantly to this end [9].
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This paper proposes gaze-locking using deep convolutional neural networks
(CNNs), which have recently become popular for solving visual recognition prob-
lems as they obviate the need for hand-crafted features (e.g., expressly modeling
head pose). Specifically, our work makes the following research contributions:

(1) Even though the gaze-locking methodology outlined in [16] detects eye-
contact from distant faces, it requires an elaborate processing pipeline which
includes: eye region rectification for head pose compensation, eye mask
extraction, compression of a high-dimensional eye appearance feature vector
via dimensionality reduction and a classifier for gaze-lock detection. Differ-
ently, we leverage the learning power of CNNs for gaze-locking with minimal
data pre-processing. We validate our model on three datasets, and obtain
over 90% detection accuracy on the Columbia Gaze (CG) [16] test set. In
comparison, [16] reports 92% accuracy on the CG training set.

(2) Different from [16] and most gaze-tracking methods, we use facial appear-
ance, which implicitly conveys face pose, in addition to eye appearance. As
seen in Fig. 1, face orientation crucially determines if the user is gaze-locked
with a (reference) camera or not. The eyes in the left and right images have
very similar appearance; however, eye-contact is clearly made only in the
right instance when one infers gazing direction as the eye orientation relative
to head pose. Combining face and eye cues achieves superior gaze locking
than either of the two as demonstrated in prior works [17].

(3) CNNs are implemented on CPU/GPU clusters given their huge computa-
tion and memory requirements; their implementation on mobile platforms is
precluded by the limited by the computation and energy resources in these
environments. We demonstrate gaze-locking on an Android mobile platform
via CNN compression using ideas from the dark knowledge concept [6].

Fig. 1. Left image is non-gaze-locked, while right image is gaze-locked. Their eye
crops however look very similar.

2 Methodology

Figure 2 presents our proposed system and the convolutional neural network
(CNN) architecture. CNNs automatically learn problem-specific features, obvi-
ating the need for devising hand-crafted descriptors like HoG [3]. Furthermore,
replacing the largely independent feature extraction and feature learning mod-
ules by an end-to-end framework allows for efficient handling of classification
errors. System components are described below.
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Fig. 2. Overview of our gaze-lock detector. Inputs include 64 × 64 left eye, right eye
and face images, and the detector outputs a binary label assigned as either gaze-locked
or non-gaze-locked. CNN architecture has three parallel networks each comprising four
convolutional layer blocks (denoted as filter size/number of filters): CONV-L1: 3 ×
3/64, CONV-L2: 3 × 3/128, CONV-L3: 3 × 3/256, and CONV-L4: 3 × 3/128, and
three fully-connected layers denoted as FC1 (of size 2048 inputs × 128 outputs), FC2:
384 × 128 and FC3: 128 × 2. (Color figure online)

2.1 Image Pre-processing

We essentially use the face and eye appearance to detect eye-contact, and pre-
processing is limited to extraction of these regions. A state-of-the art facial
landmark detector [1] is used to obtain 64 × 64 left and right eye patches.
Since face pose serves as an additional cue, a 64 × 64 face patch obtained using
the Viola-Jones detector [18] is also fed to the CNN. The red, green and blue
channels for each patch are z-normalized prior to input.

2.2 CNN Architecture

Our system comprises three parallel networks (one each for face, left eye and right
eye) with a VGGnet [15]-like configuration. CNNs are stacked with convolutional
(Conv) layers composed of groups of neurons (or filters), which automatically
compute locally salient features (or activations) from input data. Conv layers
are interleaved with max pooling layers, which isolate the main activations on
small data blocks and allow later layers to work on a ‘zoomed out’ version of
previous outputs facilitating parameter reduction. Convolutions are also usually
followed by a non-linear operation (called rectified linear unit or ReLU [13]) to
make the CNN more expressive and powerful. Finally, in a fully-connected (FC)
layer, neurons have access to all activations from a previous layer as against a
Conv layer whose neurons only access local activations.

Each of our three networks have four blocks, with each block including two
Conv layers, a ReLU and a max-pooling layer (only Conv layers are shown
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in Fig. 2). Similar activations are enforced for the left and right eye networks
by constraining their neurons to learn identical/shared weights. The filter size
or spatial extent of activations input to a Conv layer neuron is 3 × 3 for all
blocks, and there are 64, 128, 256 and 128 neurons respectively in the four
blocks. A stride length of 1 is used while convolving (computing dot product
of) the filter with the input patches. The Conv-L4 outputs are vectorized to a
2048 dimensional vector, which is input to the FC1 layer with 128 outputs. FC1
outputs from the three networks are combined and fed to FC2 followed by FC3,
which assigns the input label as either gaze-locked or non-gaze-locked. The CNN
model was implemented on Torch [2], and trained over 250 epochs with a batch
size of 100. An initial learning rate of 0.001 was reduced by 5.0% after every
epoch. To avoid overfitting, a dropout technique was used to randomly remove
40% of the FC layer neurons during training. Interested readers may refer to [15]
for further details.

3 Experiments and Results

3.1 Datasets

To expressly address eye-contact detection, authors of [16] compiled the
Columbia Gaze (CG) dataset which comprises 5880 images of 56 persons view-
ing over 21 different gaze directions and 5 different head poses. Of these, 280
are gaze-locked, while 5600 are non-gaze-locked– sample CG images are shown in
Fig. 3 (left). The CG dataset is compiled in a controlled environment, and con-
tains little variation in terms of illumination and background. The limited size
of the CG dataset makes it unsuitable for training CNNs, and we therefore used
two large datasets to train our CNN, namely, (1) MPIIGaze [21] comprising
213,659 images compiled from 15 subjects during everyday laptop use. As shown
in Fig. 3 (center-top), MPIIGaze images vary with respect to illumination, face
size and background. However, only cropped eye images (center-bottom) are
publicly available for MPIIGaze; (2) The Eyediap dataset [4] (Fig. 3 (right))
contains 19 HD videos with more than 3000 images each captured from 16 par-
ticipants. We ignore the depth information available for this dataset, and only
use the raw video frames for our purpose.

Fig. 3. (left) Sample images from the CG dataset. (center-top) Original exemplars and
(center-bottom) publicly available eye-only images from MPIIGaze. (right) Sample
images from Eyediap.
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3.2 Data Synthesis and Labeling

As only 280 gaze-locked images exist in the CG dataset, we generated 2280
gaze-locked and 5900 non-gaze-locked samples by scaling and randomly perturb-
ing original images as described in [16]. On the contrary, we downsampled the
number of images for the MPIIGaze and Eyediap datasets. MPIIGaze comprises
images with continuous gaze direction from 0◦ to −20◦ pitch (vertical head rota-
tion) and −20◦ to 20◦ yaw (horizontal rotation). The 3D gaze direction (x, y, z)
is converted to 2D angles (θ,φ) as θ = arcsin(−y), φ = arctan(−x,−z). Then,
gaze-locking implies (θ, φ) = (0, 0). This way, we obtained 6892 gaze-locked and
12000 non gaze-locked images from MPIIGaze. Likewise, Eyediap images show
users making eye-contact with various screen regions on a 24′′ PC monitor. We
labeled images with the target looking straight ahead (around screen center) as
gaze-locked, and others as non gaze-locked. Table 1 presents the training and test
sets statistics for the three datasets. We now discuss gaze-locking results with
different train and test sets.

Table 1. Training and test set details for the various datasets.

Attribute CG MPIIGaze EYEDIAP

Total images 5880 214076 125000

Synthesized 8180 18892 24575

Training set 7000 15000 19660

Test set 1180 3892 4915

Experiment 1 (Ex1). To begin with, we used only the CG dataset for model
training1. Specifically, we trained our detector with (a) images of only one eye;
(b) images from both eyes; (c) only face images, and (d) face-plus-eye images as
in Fig. 2.

Experiment 2 (Ex2). Here, we repeated Ex1(a) and (b)2, but first pre-
trained the CNN with MPIIGaze and fine-tuned the same using CG. Fine-tuning
involved modifying only the FC layer weights by re-training with CG images,
assuming that the learned Conv-L4 activations were relevant for both MPIIGaze
and CG.

Experiment 3 (Ex3). We repeated Ex1(a–d), but pre-trained the CNN with
Eyediap followed by fine-tuning on CG.
1 The CNN was trained and validated with a 80:20 split of the training set in all

experiments.
2 Since MPIIGaze does not contain face images, we could not repeat Ex1(c) and (d).
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Table 2. Detection performance for Ex1(a)–3(d) and comparison with [16]. Model
tested on CG in all cases. [16] reports results only on the training set.

1(a) 1(b) 1(c) 1(d) 2(a) 2(b) 3(a) 3(b) 3(c) 3(d) Smith et
al. [16]

Acc (%) 70.8 70.6 68.4 64.4 86.1 90.8 85.5 90.2 88.4 92.7 92.00

MCC 0.69 0.72 0.67 0.36 0.74 0.81 0.74 0.80 0.78 0.83 0.83

Experiment 4 (Ex4). To examine the effect of our framework on datasets
other than CG, we repeated Ex1(a–d) with a CNN trained on CG and fine-
tuned with Eyediap.

3.3 Results and Discussion

Gaze-locking results are tabulated in Tables 2 and 3. Detection performance is
evaluated in terms of accuracy, and the Mathews correlation coefficent (MCC).
MCC is useful while evaluating binary classifier performance on unbalanced dat-
sets, as with our case where the number of gaze-locked instances are far less than
non-gaze-locked ones. In Ex1, accuracy and MCC decrease as more information
is input to the CNN (e.g., face = plus-eyes vs eyes/face only), contrary to our
expectation. This reduction is attributable to overfitting due to the small CG
dataset size in comparison to the number of CNN parameters.

However, the benefit of using additional information for gaze-lock detection
is evident from Ex2, Ex3 and Ex4 (Ex2 and Ex3 involve pre-training of the CNN
model with larger and visually richer datasets). Using two-eye information as
against one-eye in Ex2 improves accuracy and MCC by 4.7 and 7% respectively.
Ex3 and Ex4 results are consistent with social attention literature. They confirm
that while gaze direction is more critical than head pose for inferring eye contact,
combining head and eye orientation cues is optimal for gaze-locking. Our system
achieves a best accuracy of 93% and MCC of 0.83 on the CG dataset. Table 2
also compares our results with the state-of-the-art [16]. [16] reports detection
results on the training set, while our results are achieved on an independent
test set. With minimal data pre-processing, our model performs similar to [16]
using only eye appearance, and outperforms [16] with face-plus-eye informa-
tion. Finally, while the results for Ex4 again confirm the insufficiency of the
CG dataset for training the CNN, the gaze-locking performance significantly
improves on incorporating facial and binocular information.

Table 3. Detection results for Ex4. Model trained on CG and fine-tuned/tested on
Eyediap.

Input One eye Both eyes Face only Face & eyes

Acc 62.9 65.6 64.5 66.9

MCC 0.57 0.58 0.57 0.61
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3.4 Visualizing CNN Activations

Figure 4 illustrates four neuronal activations learned in the Conv-L1 layer of our
CNN model for the input eye and face images. Conv-L1 activations are informa-
tive as ReLU network activations are dense in the early layers, and progressively
become sparse and localized. As eye gaze direction is given by the pupil ori-
entation, the eye activations capture edges and textures relating to the pupil.
Similarly, the face network activations encode face shape and structural details
for pose inference.

Fig. 4. Exemplar Conv-L1 neuron outputs for input eye (top) and face (bottom)
images.

4 CNN Implementation on Android

While our CNN based gaze-lock detector requires minimal pre-processing, the
end-to-end framework obviates need for heuristics as with the eye mask extrac-
tion phase in [16]. Our system achieves 15 fps throughput on an Intel Core
I7 2.6 GHz, 16 GB RAM PC with GeForce GTX 960M GPU. However, CNNs
require large computational and memory resources which precludes their imple-
mentation on mobile devices with limited computation and energy capacity.

Fig. 5. Compressed version of our model working on an Android (Quad-core, 2.3 GHz,
3GB RAM) phone. Green rectangle denotes gaze-locking, while red denotes non-gaze-
locking. (Color figure online)

This problem can be circumvented by compressing knowledge in a large,
complex model to train a simpler model with minimal accuracy loss using the
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dark-knowledge concept [6]. Figure 5 shows our gaze-lock detector on an Android
platform, which has a throughput of 1 fps. A more efficient implementation
described in [8] can achieve upto 15 fps throughput.

5 Conclusion

This work exploits the power of deep CNNs to perform passive eye-contact
detection with minimal data pre-processing. Combining facial appearance with
eye information improves gaze-locking performance. Our system can also run
on an Android mobile device with limited throughput. Our end-to-end system
with minimal heuristics can be leveraged by today’s smart devices for captur-
ing and managing user attention (e.g., a smart selfie application), as well as in
image/video retrieval (detecting shots where a certain character is facing the
camera). Future work involves implementation of a seamless, real-time vision-
voice system for assistive applications such as photo-capturing for the blind.
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Abstract. Creativity is becoming increasingly important for personal and
business success, thus cultivating creativity should be an indispensable goal for
education programs at all levels. As learning is increasingly taking place on
IT-supported learning systems, these learning systems should explore what
functions can be made available to foster creativity. This study tries to inves-
tigate this topic from a novel perspective, based on recent psychological findings
that engaging in unrelated tasks that exhibit mind wandering can foster cre-
ativity. This positive effect emerges because mind wandering triggers successful
incubation intervals, during which fixating elements that impair creativity are
released and more importantly the default brain network and unconscious
associative processing are activated. Specifically, we try to demonstrate that
people’s creative performance can be improved after an incubation interval with
external task (a computer game in this study) introduced by distracting IT
features.

Keywords: Creativity �Mind wandering � IT-based interruption � Unconscious
thought

1 Introduction

Creativity is the cornerstone of human civilization. The story of human progress is
always written by our ability to change existing thinking patterns, break with the
present and build something new [1]. With the ever-accelerating information boom,
technological advances and cultural evolution, the world is becoming more and more
complex. Creativity is thus more important now than ever before because it can enable
one to remain flexible when facing advances, opportunities, and changes [2, 3]. In
addition, creativity has also become one of the key strategic differentiating factors in
organizations’ pursuit of creative business solutions and innovative products. These
social and business realities dictate that educators should have a better understanding
about how to nurture creative potential. Cultivating creativity should be an indis-
pensable goal for education programs at all levels. As learning is increasingly taking
place on IT-supported learning systems, these learning systems should also explore
what functions can be made available to foster creativity in the learning and thinking
process. Prior information systems research has mainly examined the effects of the use
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of computer systems (e.g. decision support systems) on individuals’, groups’ and
organizations’ creativity and how these effects are affected by various internal and
external factors (e.g. personal difference, leadership) [4]. However, few studies have
investigated how to facilitate creative thinking with distinct IT system design, although
it has been highlighted that the effectiveness of computer-mediated creativity depends
on how we intelligently design interfaces and skillfully leverage the capabilities of
various IT features for enhancing creativity [5]. Hence, this study draws on psycho-
logical findings of incubation effect to explore a novel perspective of IT design to
facilitate individuals’ creative thinking.

Recent psychological literature has indicated that mind wandering can escalate the
incubation effect and thus foster human creativity performance [6, 7]. Mind wandering
triggers successful incubation intervals, during which the brain can be rested, fixating
elements are released, and more importantly the default brain networks and uncon-
scious associative processing are activated. Then, when getting back to the problem
after successful incubation, people can generate more creative ideas. We extend these
findings to explore whether IT learning and education systems can utilize IT feature to
introduce mind wandering for incubation to take place and thus facilitate creative
thinking. Specifically, we will experiment with common IT artifact distracting features
(e.g. pop-ups) and seek to understand whether appropriate use these features can
improve people’s creative performance. Based on the theory of incubation, we expect
to show that when people are performing creative tasks, their creative performance can
be improved after an incubation interval with external tasks (a computer game named
whack-the-mole in this study) introduced by distracting IT features, and the level of
mind wandering during the incubation mediates the effect.

2 Theoretical Background and Hypothesis Development

The theoretical foundations of this paper are the theories of incubation effect and how
mind wandering facilitates this effect. The basic phenomenon of incubation effect is a
familiar one: when we are working on a problem and can’t solve the task, we leave it
aside for some period of time, named the incubation period, and when we return
attention to the task we can have some new insight that helps us to solve the problem.

Several causes have been proposed to account for the incubation effect and they
mainly can be divided into two views: conscious work and unconscious work [7, 8].
Conscious work holds that it is the absence of conscious thought that drives creativity.
Because of absence of conscious thought, incubation helps creative performance by
relaxation or reduction of mental fatigue, additional covert problem solving, and
facilitating cues from environment [9–11]. More recently, researchers find that absence
of conscious thought cannot explain that incubation effects also happen when people
are distracted by cognitive demanding tasks [12], thus the unconscious work attracts
more attentions recently. This stream suggests that unconscious problem solving
processes occur when individuals shift their attention away from the problem to other
mental activities. This idea is supported by the unconscious thought theory which
systematically differentiates conscious and unconscious thought process and suggests
that unconscious processing is more adept at associating and integrating information
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than conscious processing is [13]. Three different unconscious processes have been
proposed to account for incubation effects: facilitating remote association, weakening
fixating elements, and problem restructuring [9, 10, 14–17]. The unconscious and
conscious work theories are not necessarily mutually exclusive. That is, both uncon-
scious and conscious work may occur during incubation intervals, and both may
contribute to the resolution of creative problems [18] (Table 1).

Previous research also has found that the incubation effect can be facilitated by
mind wandering, as it’s highly related with unconscious thinking [7]. Mind-wandering
is a state of mind that occurs spontaneously, and largely autonomously, whenever an
individual is not engaged in a cognitively demanding task. When the mind wanders,
people will engage more in unconscious thoughts. Recent neuroimaging studies have
found that during mind wandering a network of regions in the frontal and parietal
cortex, named as the default of mode network, is activated, which is highly related to
complex, evaluative and unconscious forms of information processing [19]. The default
network actually has greater volume in the counterpart of the cognitive control network
[20]. This is also the reason why unconscious thought can perform better than con-
scious thought when people are doing complex tasks [21]. Mind wandering increases
the activation of the default network, and thus activate ones’ unconscious thoughts. In
the incubation with mind wandering, people can be more divergent to spread their
mental thoughts to previously ignored but relevant items and also their mental repre-
sentation of the creative problem will be reorganized into more appropriate and stable
form after the initial thinking [7].

Nowadays, the high penetration rate of computers and mobile devices exposes
people to different kinds of interruption introduced by distracting IT features, such
pop-ups. Distracting IT features can interrupt users’ concentration on a primary task,
driving their cognitive resources to other alternative activities [21]. For example, a

Table 1. Two mechanisms of the incubation effect

Conscious work
• Relaxation or reduction of mental fatigue: Being well-rested, one can do better the next
time one engages in the problem

• Covert work: Problems are more easily solved after incubation because they are reflected on
during the intervening interval

• Facilitating cues from environment: Environmental cues trigger retrieval of previously
un-retrieved relevant information

Unconscious work
• Facilitating remote association: Unconscious processes facilitate eliciting new knowledge.
Compared with conscious thoughts, unconscious thoughts are more associative and divergent
that activation spread to previously ignored but relevant items

• Weakening fixating elements: Unconscious processes can lead to mental set-shifting that
wrong cues or activation of inappropriate solution concepts become less accessible during
initial attempts, leading to a fresh, new and unbiased start

• Problem restructuring: An individual’s mental representation of a problem will be
reorganized into more appropriate and stable form after initial unsuccessful attempts by
unconscious thoughts. Problem restructuring mostly emerge from switching strategy which
can happen unconsciously
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notification of email may suddenly jump out, which can attract people’s attention from
their focus task; video advertisement can easily distract users’ attention when they are
browsing webpages. These IT-based interruptions can prevent people from focusing on
their focal tasks and create a period of incubation. We expect that they can increase
performance in creative thinking tasks by triggering the incubation effect. First,
according to conscious work theory, with an interruption, people’s pressure of mental
activity on the creative problem is attenuated. The mental fixation caused by initial
thinking of the creative problem is released. With relaxation and less mental fixation,
one can do better the next time one engages in the problem [7]. In addition, during the
incubation introduced by IT-base interruption, people can also enter into unconscious
thinking process [7]. As people are interrupted suddenly, some core elements of cre-
ative problem are still stored in their brains. When they turn their cognitive resources to
the task induced by IT-based interruption, their unconscious thoughts will continue to
work on the creative problem. We also argue that the incubation effect of IT-based
interruption with external task on creativity may be more positive over the incubation
introduced by taking a same time of rest. Some studies have shown that taking a rest
can enhance ones’ creativity because an absence of conscious thought on the creative
problem can help them relax and recover from fatigue [9]. However, when people take
a rest, there is no unconscious thought processing which can further enhance creativity
by shifting mental fixation, restructuring the focal problem, and associating new
elements.

Some psychological studies have confirmed the effect of distracting incubation on
creativity. For example, Baird et al. [6] investigate how mind wandering facilitates
incubation effect on participants’ unusual uses task (UTT). In this study, participants
who have a break to do other task can list more unusual uses for a common house hold
item (e.g. a brick can be used as door stop, weapon) than those who either take a same
time of rest or no break. Therefore, we hypothesize that:

H1: Incubation introduced by IT-based interruption with external task can lead to
better creativity performance than taking a same time of rest or having no break.

H2: The degree of mind wandering mediates the effect of incubation introduced by
IT-based interruption on creative performance.

Different types of distracting task could induce various levels of mind wandering.
In this study, we propose that when the distracting task is undemanding which needs
less cognitive effort, people could have more opportunities to wander their mind during
the distracting incubation. The relationship between the degree of cognitive demand of
the task and incubation effect has been examined in previous studies [8]. The default
mode of network, which responsible for the unconscious thought and mind wandering,
competes resources with the control network. Usually, one network is activated, the
other is deactivated [7]. When the distracting task demands more cognitive resources,
there is less space and resources for people to wander their mind. The incubation effects
would be stronger when the incubation period is filled with a low cognitive demand
task, because the undemanding distracting task gives more opportunities for people to
mind-wandering, and allows the occurrence of some unconscious problem solving
processes [6]. Hence, we hypothesize the following:
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H3: IT distractions with undemanding tasks can induce stronger incubation effect on
creativity than those with demanding tasks.

3 Methodology

We will conduct a lab experiment to test the three hypotheses. Students from an Asian
university will be recruited to participate in the study with monetary bonus. In the
experiment, we will prepare two idea generation tasks as focal creative tasks, which are
adapted from previous study [22]: generating ideas to increase tourism or reduce
pollution within a fictitious city. To finish the tasks, participants will be instructed to
generate as many useful solutions as they can think of for the given problem. Students
from departments related to the two creative problems, such as environment and
tourism, will be excluded from our experiment.

Stimuli: There will be four between-subject conditions: two experimental and two
control conditions. Participants in the experimental groups will be interrupted by IT
distraction (pop-up) with different tasks to create incubation. We will prepare a
whacking mole game with two difficult levels as stimuli of IT-based interruption: a
mole comes out on screen from one of the five holes randomly, and participants have to
force the mole back into its holes by hitting them on the head with a click using mouth.
Every mole will stay on the computer screen for 750 ms, and the interval between two
moles will be randomly set between 1,000 ms to 3,000 ms. The relatively simple one is
a choice reaction version which demands less cognitive effort: participants can click the
mole whenever it come out on the screen. The relatively difficult version is a 1 back
memory game that demands more cognitive effort: there are five moles with different
colors; only when the mole has the same color to the previous one, participants can
whack the mole. Studies have shown that the reaction choice task without a working
memory induce more mind wandering than 1-back working memory task [23]. In the
first control condition, participants will also have a period of incubation that they are
asked to take a same time period of rest that they can sit quietly or walk around in the
lab. This control condition is to imitate a real life case that students have several
minutes of break between two classes. The participants in the second control condition
will not receive an incubation break from the creative task.

Procedure: The experiment will be conducted in a computer system developed by the
authors. The experiment procedure will follow a pattern of learning-testing that par-
ticipants will first learn basic knowledge from videos by themselves and then answer
relevant objective and subject questions. At the beginning, participants will be ran-
domly assigned to two creative tasks: pollution and tourism. They will be presented
with a 15 min long video of the corresponding topic. The videos will describe basic
knowledge of pollution/tourism and the situations in a factious city. After watching the
videos, participants will be asked to take a test with objective questions about
pollution/tourism and the corresponding idea generation task. 16 min will be given to
generate as many as useful solutions to the creative problem. The text box for typing
the answers will expire after 16 min automatically.
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When the participants enter into lab, they will be assigned to one of four
between-subjects conditions (incubation with demanding game, incubation with
undemanding game, incubation with rest, and no break). These incubations will be
triggered by a pop-up window with different tasks after they answer the creative
problem for 8 min. The incubation interval will also last 8 min. Immediately following
the incubation interval in the demanding game and undemanding game conditions,
participants will be directed to fill a commonly used self-report measure of mind
wandering, the Dundee Stress State Questionnaire [24], to confirm the manipulation of
the difference in mind wandering of the experimental conditions. In order to keep
consistent with the incubation conditions, participants in the rest incubation condition
will also be asked to complete the same questionnaire.

After the incubation interval (or following the first 8 min of creative problem
solving, in the case of the control group of no break), participants will be informed that
they can continue to work on the same creative problem. Then, the participants back to
the same computer with the same problem. Once completing, participants will be
directed to another survey to collect their demographic information (e.g. age, gender)
and control variables, including their previous knowledge in the domain of pollution or
tourism, general propensity to mind-wander, and emotion.

Data Analysis: Our dependent variable is percentage improvement of post-incubation
creativity performance relative to the baseline performance. This is calculated as
[(post-incubation creativity performance – baseline creativity performance)/(baseline
creativity performance)] * 100. We will measure creative performance from four
dimensions: fluency, workability, novelty and relevance. We will calculate their
improvement percentage respectively and obtain four dependent variables for each
participant. To assess participants’ performance, we will invite independent raters to
score. In the term of fluency, two independent will be instructed to identify all of the
non-redundant ideas proposed in each submission. For the other three creative per-
formance variables, we first will pool all the unique responses to each problem to create
two master idea lists. Other two independent variables will be instructed to score each
idea. According to the coding scores, we will calculate the baseline and post-incubation
performance of all the three dimensions for each participant. To examine our
hypotheses, we plan to use multivariate analysis of covariance (MANCOVA) to
analyze the data.

4 Conclusion

The current study tries to provide evidence that when individuals are distracted by a
computer game which introduces mind wandering, they can have better creative per-
formance in idea generation problem. If the hypotheses are supported, the current study
may contribute to previous literature from the following ways. First, by extending
psychological findings of the effect of mind wandering on creativity into IS domain,
this study makes an important contribution to the growing debate surrounding
computer-mediated creativity. Previous studies mainly focus on whether computer
systems benefit creativity and how to use them properly to improve innovativeness in
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workplace. It’s also meaningful and important to find ways to utilize IT-related features
to improve people’s creative ideation. Our study also confirms the importance of
flexibly using IT artefacts that these existing common technologies still have significant
potentials to enhance human performance. Last, this paper increases our understanding
of distracting IT features such as pop-ups, animated banners and floating advertise-
ments. Most previous studies support the negative effects of them. These IT features
could distract users’ attention and evoke frustration in users, resulting in unintended
consequences. This paper provides evidence to support a balanced perspective of using
distracting IT features [21].

This study may also have important practical implications if the hypotheses are
supported. It provides inspiring cues for the design of educational and online learning
software. The population who uses information technologies to support education and
learning has exploded in recent years. For instance, there are millions of interesting
education applications on Apple store and Google Play for children to use. This paper
calls for practitioners’ attention to introduce incubation effects into their software
design. We believe that incubation with simple computer games inducing mind wan-
dering may contribute more creative thinking rather than incubation of taking a rest.
This paper provides a meaningful design juice for educational software designers.
Beside to IT based education, we believe our research can also be applied to the design
of other systems that support creative problem solving (e.g. electronic brainstorming
software).
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Abstract. Many attention retargeting methods based on a visual
saliency model of bottom-up attention for guiding a human’s attention
to a region of interest (ROI) have recently been proposed. However, con-
ventional attention retargeting methods focus only on modulating an
image or a movie that is presented on a display device. In this paper, we
propose an attention retargeting method used with a projector-camera
system to realize attention retargeting in real space. We focus on the
realization of an appearance control method for attention retargeting to
the plane of a real space as a first step of our research.

Keywords: Attention retargeting · Visual attention · Saliency map ·
Projector-camera system

1 Introduction

Human beings typically choose to direct their attention to a region of interest
(ROI) on the basis of the information obtained from their peripheral vision [1,2].
In a system that supports the activity of humans, a visual attention retargeting
method that naturally guides a human’s gaze to an ROI is required for realizing
the natural interaction between the system and the human. A user can easily
find and access the necessary and important information by guiding his/her gaze
so that improvement in the usability of the system can be expected. Therefore, it
is commonly believed that guiding a human’s gaze to a particular region allows
many types of human activities to be effectively facilitated and directed [3].

Humans choose important information from an enormous volume of visual
information; this is called “visual attention.” The traditional attention retarget-
ing approach that is used in television and movies is to present visual stimuli
such as arrows or a bounding box in the peripheral visual field [1]. This tra-
ditional approach is more coercive than effective from a viewer’s standpoint. A
better approach would be to smoothly and effectively direct a human’s attention
toward an ROI without impeding his/her current visual attention.

Several attention retargeting methods that use visual saliency maps to guide a
human’s attention to an ROI have recently been proposed, which are divided into
c© Springer International Publishing AG 2017
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two groups: color-based methods and orientation-based methods [4–9]. The color-
based methods modify each color component so that the visual saliency inside
the ROI increases, whereas that outside the ROI decreases. The advantage of this
method is that it generally guides the attention to the ROI while maintaining a
high resolution for the non-ROI. Veas et al. [4] proposed a saliency modulation
technique that prompts attention shifts and influences the recall of the ROI
without a perceptible change to the visual input. Mendez et al. [5] proposed a
method for dynamically directing a viewer’s gaze by analyzing and modulating
the bottom-up salient features. Recently, Takimoto et al. [6] used a novel saliency
analysis and color modulation to create modified images in which the ROI is
the most salient region in the entire image. The proposed saliency map model
that is used during the saliency analysis reduces the computational costs and
improves the naturalness of the image by using the L*a*b* color space and
a simplified normalization method. On the other hand, the orientation-based
methods guide the viewer’s attention to a non-blurred region by blurring the
colors outside the specified region. Hitomi et al. [7] proposed a saliency map
based on a wavelet transform and an image modification method to direct a
viewer’s gaze to a given region in an image. These methods adaptively modified
the visual features based on bottom-up visual attention by reverse engineering a
typical visual saliency map model. However, these attention retargeting methods
focus only on modulating an image or a movie that is presented on a display
device. Therefore, it is difficult to guide a viewer’s gaze toward any region in real
space.

In this paper, we propose a novel attention retargeting method used with
a projector-camera system for realizing attention retargeting in real space. We
focus on the realization of an appearance control method for attention retarget-
ing to the plane of a real space as a first step. First, we capture the region where
we can control the appearance by using a projector-camera system. Second, a
target image that matches the ideal saliency map of the ROI that has the high-
est saliency is created from the captured image by reverse engineering a visual
saliency model for bottom-up attention. Third, we calculate an optimum pro-
jection pattern for attention retargeting by using a projector-camera dynamic
feedback system.

2 Proposed Method

The aim of this study was to create an effective attention retargeting method
in real space that is strictly based on a bottom-up computational model of
visual attention by using a projector-camera system. Our method consists of
three phases: calibration of the projector-camera system, image modulation
for saliency enhancement, and pattern projection. A flowchart of the proposed
method is shown in Fig. 1.
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Fig. 1. Flowchart of the proposed method

2.1 Calibration of the Projector-Camera System

It is necessary to estimate the relationship between the projector and the camera
in a projector-camera system. We project and capture two simple patterns to
determine the correspondence between the projected pattern and each pixel in
the captured image.

First, a whole black image and a whole white image are continuously pro-
jected and are then captured as images IB and IW , respectively. Second, the
subtracted image IS is calculated from both the IB and IW images. From the sub-
tracted image IS , the four corners of the projected region can be easily detected
by using a snake model combined with a Hough transform.

Finally, the projected region in the captured image IB is extracted from the
coordinates of the detected four corners. In addition, a projective transformation
is applied to the extracted region so that the region has the same size as that of
the projected pattern. Henceforth, this transformed image TB is defined as the
actual and original appearance. The term “original” means any pattern that is
not projected. The transformed image TW is created from the captured image
IW in the same way as for TB .

2.2 Image Modulation

Visual saliency may be defined as an estimation of how likely a given region can
attract human visual attention. Itti et al. [10] proposed a computational model
of visual saliency based on Koch and Ullman’s early vision model [11]. They
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demonstrated in their study, wherein they measured actual human gazes, that
a saliency map matches well with the distribution of actual human attention.
Therefore, an ROI with high saliency can attract attention if we adjust the
features of the whole image on the basis of a saliency map.

We can indirectly adjust the saliency of the original image by changing each
RGB component for guiding visual attention, which is done by reverse engi-
neering a visual saliency model for bottom-up attention. To achieve this, our
proposed method repeats two phases: saliency analysis and color modulation.
In the first phase, we create a visual saliency map from the input image, and
in the second phase, we modulate the color components by using the obtained
saliency map.

A basic concept of our color modulation method is that the saliency inside the
ROI increases, whereas that outside the ROI decreases by iteratively modulating
the RGB color components. The procedures of our color modulation method
based on a saliency map are as follows. In the preprocessing step, a user selects an
ROI where he/she wants to guide the viewer’s attention to. In addition, a target
image T , which is the initial image used for image modulation, is calculated by
averaging TB and TW . Let T t be the modulated image updated t times from T .
Let kt

ij be the color component kij (k ∈ {R,G,B}) of the input image T t at
pixel (i, j).

Step 1: The saliency map SM t of image T t is calculated.
Step 2: The intensity coefficient wt

ij and the modification value Qt
(k,ij) are

calculated.
Step 3: Each pixel value kt

ij is temporarily modulated by the following
equation:

kt+1
ij =

⎧
⎪⎨

⎪⎩

k0,B
ij kM

ij ≤ k0,B
ij

kM
ij k0,B

ij < kM
ij < k0,W

ij

k0,W
ij otherwise

(1)

kM
ij = kt

ij + αwt
ijQ

t
(k,ij) (2)

where α is the weight coefficient used for color modulation and k0,B
ij and

k0,W
ij are the color component of TB and TW at pixel (i, j), respectively. Even

though the processing time decreases with the increase in the parameter α,
the image quality gradually decreases because there is a trade-off between
these two. Therefore, this parameter is optimized by a subjective experiment.

Step 4: If the saliency SM t+1 inside the ROI is the highest in the modu-
lated image T t+1, image modulation is finished after the following equation is
applied; otherwise, kt

ij is set to kt+1
ij and the procedure goes back to Step 1.

The intensity coefficient wt
ij , which is the weight of the modulation values of

each pixel in the target image T t, is defined by

wij =
{

SMROI (i, j) ∈ ROI
−Sij otherwise

(3)
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Here,

SMROI =
1
m

∑

(i,j)∈ROI

SMij (4)

where m is the number of pixels in the ROI.
On the other hand, the modification value Qt

(k,ij) is defined by reverse engi-
neering the saliency map calculation. Qt

(k,ij) reflects how much a feature influ-
ences the saliency and is obtained by back-calculating the saliency map. This
indicates the influence rate of the saliency for each color component.

By using the proposed image modulation method, we can obtain the modified
image TProp, which is the ideal appearance for attention retargeting.

2.3 Pattern Projection

We calculate a pattern that is projected onto a plane. Here, the projector and
camera devices may have nonlinear characteristics such as gamma characteris-
tics. In addition, the pattern light projected from a projector may be attenuated
before it arrives at the plane. For these reasons, it is difficult to change the
actual appearance to the optimum appearance by projecting a subtracted pat-
tern between the actual appearance TB and the ideal appearance TProp onto the
actual plane only once.

Therefore, the actual appearance is imitated to look like the ideal appearance
TProp by iteratively calculating the optimum projection pattern on the basis of
the projector-camera feedback system. The procedures of the pattern calculation
are as follows.

Step 1: The projection pattern P between the actual appearance TB and the
ideal appearance TProp is calculated.

P = TB � TProp (5)

where � indicates the corresponding pixel-wise subtraction.
Step 2: The current appearance is captured after the subtracted pattern P

is projected onto the plane. The captured appearance, which is the actual
appearance, is transformed by projective transformation as T act

cap.
Step 3: The subtracted pattern D between the captured image T act

cap and the
ideal appearance TProp is calculated.

D = TProp � Tcap (6)

Step 4: If the following conditions are satisfied for D, the iterative projection
is finished:

∑i ∑j
Dij

n
< Th (7)
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where n is the number of pixels in D and Th is the threshold.
On the other hand, if the condition is not satisfied, the projection pattern P
is updated by applying the following equation and the procedure returns to
Step 2.

P = P ⊕ D (8)

where ⊕ indicates the corresponding pixel-wise summation.

(a) Target image TB
(b) Result of the proposed

method TProp
cap

(c) Result of the spotlight
TSpot
cap

(d) Saliency map of (a)
SM(TB)

(e) Saliency map of (b)
SM(TProp

cap )
(f) Saliency map of (c)

SM(TSpot
cap )

Fig. 2. Examples of the target image, result of the proposed method, result of the
conventional approach, and their saliency maps

Table 1. Example of the saliency analysis inside/outside the ROI

Inside the ROI Outside the ROI

SMI
min SMI

max SMI
ave SMO

min SMO
max SMO

ave

Target image SM(TB) 0.102 0.758 0.380 0.000 1.000 0.385

Proposed method SM(TProp
cap ) 0.102 1.000 0.555 0.000 0.794 0.269

Spotlight SM(TSpot
cap ) 0.130 1.000 0.504 0.000 0.806 0.332
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3 Experiments

3.1 Experimental Setup

To show the effectiveness of the proposed attention retargeting method, we com-
pared our method to a conventional technique. In the conventional technique,
we projected a white pattern only on the ROI. In other words, this approach is
like a spotlight.

We employed an EPSON EB-935W projector and a Logicool B910 HD web-
cam. In this experiment, nine A4-sized pictures were arranged on a gray board.
The target image Tcap and its saliency map SM(Tcap) are shown in Fig. 2. In
the saliency map, a whitish pixel indicated that the saliency was high. The
watermelon in the upper left part of the image was chosen as the ROI.

3.2 Experimental Results and Discussion

Bottom-up attention induced by visual features obtained from a visual stimulus
dominantly influences visual attention in the early stages, i.e., immediately after
the visual stimulus is presented. Itti et al. [10] proposed a visual saliency com-
putation model based on the early vision model proposed by Koch and Ullman
[11]. Using human gaze measurements, they demonstrated that their saliency
map matches well with the distribution of actual human attention. Therefore,
we evaluated the effectiveness of each method for attention retargeting by using
a saliency map.

The result of the proposed method TProp
cap , the result of the conventional

method TSpot
cap , and their saliency maps are shown in Fig. 2(a) and (d). The

detailed results are listed in Table 1. In this table, the average, maximum, and
minimum values of the saliency map inside or outside the ROI are shown.

The average value of the proposed method SM(TProp
cap ) inside the ROI was

higher than that of the spotlight SM(TSpot
cap ). In addition, the average of the

proposed method SM(TProp
cap ) outside the ROI was lower than that of the spot-

light. Here, the larger the difference was between the saliency inside the ROI and
that outside the ROI, the easier it was to direct a viewer’s attention to the ROI.
The effectiveness of the proposed method for attention retargeting was sufficient
compared with that of the conventional approach.

4 Conclusions

In this paper, we proposed a novel attention retargeting method used with
a projector-camera system to realize attention retargeting in real space. We
focused on an actual appearance control method for attention retargeting to the
plane of a real space as a first step. On the basis of the evaluations results, we
have confirmed that the proposed method achieved efficient and effective atten-
tion retargeting compared with the conventional approach. It is necessary to
evaluate the effectiveness of the attention retargeting method by using an eye
tracking system as a future work.
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Detection System of Unsafe Driving Behavior
Significant for Cognitive Dysfunction Patients
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Abstract. Cognitive dysfunction patient could have symptoms such as atten-
tion disorder, execute function disorder and so on. These symptoms may cause
unsafe driving in daily life. The degree of these symptoms can be evaluated by
neuropsychological examination, however, the correspondence relationship
between these symptoms and unsafe driving is uncertain. Therefore, it is difficult
to judge the patient’s driving capability with only neuropsychological exami-
nation. Though evaluation methods such as driving simulator are also used
alongside neuropsychological examination, driving simulator has limitations on
reproducibility of the acceleration shift, visual resolution or coverage angle of
the display. To solve this problem, we are developing an unsafe driving
detection system to be used in a real car, based on an analysis of the cognitive
dysfunction patient’s behaviors. It requires some small wireless sensors mea-
suring triaxial angular velocity and acceleration to be attached on user’s head
and steering wheel, and GPS sensor on a car. This experiment which uses a real
car was conducted in our designed “private course” in Toyama Driving Edu-
cation Center Japan. In order to confirm various expected driving actions, the
subject, 13 cognitive dysfunction patients and 12 adults without cognitive
dysfunction, were equipped with small wireless sensors. As a result of video
analysis, two hypotheses can be made about the difference between the cogni-
tive dysfunction patients and adults without cognitive dysfunction. One is the
sequence of the “safety checking action” and “lane changing operation” when
changing lane, and another is the reacceleration when decelerating on planned
slowdown from high speed. According to the result of the sensor data analysis,
the significant difference is confirmed on chi-square test same as in video
analysis.

Keywords: Cognitive dysfunction �Wearable sensor � Deceleration behavior �
Driving Skill

1 Introduction

When a part of the brain is affected by apoplexy, brain tumor or injury to the head,
cognitive dysfunction symptoms including attention disorder and execute function
disorder may appear. Although these symptoms may improve through medical treat-
ment, it may be dangerous to drive a car in daily life depending on the degree of the
symptom. In Japan, under the road traffic law, driving licenses may be suspended or
canceled in case of problems with recognition, judgment and operation, identified
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through aptitude tests. However, there are no standard guidelines to judge the driving
ability of the patients with cognitive dysfunction. In some hospitals, neuropsycho-
logical examination is used to evaluate the degrees of symptoms and driving simulators
are used to measure the reaction time to sudden dangers on the road when pedestrians
run out onto the road and avoidance operation such as braking and steering to avoid
collision. However, the correspondence relationship between these symptoms and
unsafe driving is uncertain and such simulators do not give the sense of acceleration
and deceleration to the user, and visual resolution or coverage angle of the display is
limited, so there is a certain gap between real and virtual driving. We have been
developing the Driving Skill Evaluation System [1] for cognitive dysfunction patients,
which acquires the driver’s behaviors through the use of wearable and wireless motion
sensors and GPS sensor. In this paper, we focus on the difference of deceleration and
lane change behavior between cognitive dysfunction patients and adult drivers without
cognitive dysfunction. We report the result of analysis on patients’ driving data
acquired from the experiments by using our system on a designed “private course”.

2 Experiment on Designed Driving Cource

The experiments are conducted with subjects equipped with wearable wireless motion
sensors using real cars on “private course” in Toyama Driving Education Center Japan.
Figure 1 shows the designed “private course” for the experiment with the aim to test
our hypotheses. The course includes several kinds of road conditions, such as
signalized/nonsignalized, with/without stop sign intersections and lane change point,
and roads with several kinds of speed limitation that take 10–15 min to drive. The
subjects are 13 cognitive dysfunction patients and 12 adults without cognitive dys-
function. They drive the course with wearable wireless motion sensors in order to
generate their motion data. Six video cameras are installed inside and outside of the car
in order to record driving behavior in detail. These video cameras record the drivers
from forward, side and backward. One video camera is also attached near the driver’s
foot in order to record pedal action.

Fig. 1. Designed “private course”
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3 Hypotheses from Video Analisis

As a result of the video analysis, two hypotheses can be made about the difference
between the cognitive dysfunction patients and adults without cognitive dysfunction.
The first hypothesis concerned with the sequence of “safety checking action” and “lane
changing operation” when changing lane. We find that many of the cognitive dys-
function patients tend to do their “lane changing operation” earlier than “safety
checking action”. This sequence is unsafe if the following car is in the progress of
overtaking a slower car. Hypothesis 1: Although the steering wheel should be operated
after a safety checking, cognitive dysfunction patients sometimes are unable to follow
this sequence. Another hypothesis is concerned with the reacceleration when decel-
erating on planned slowdown from high-speed. We find that many cognitive dys-
function patients tend to reaccelerate when decelerating on planned slowdown from
high-speed. Reacceleration on planned slowdown from high speed is unsafe because if
the following car expects gradual deceleration and keeps minimum distance between
cars, then rear-end collision would occur. Hypothesis 2: decelerating on planned
slowdown from high-speed should be gradual but cognitive dysfunction patients
sometimes decelerate more than they intend to, and therefore, must reaccelerate again.

4 Unsafe Driving Detection System

Figures 2 and 3 shows wireless wearable motion sensors (Objet sensor [2, 3]) used in
our Unsafe Driving Detection System. All sensors can measure triaxial angular velocity
and acceleration. We put the sensors on the driver’s head and toe, as well as the car’s
steering wheel and body in order to measure their movements. The black one also has
GPS sensor inside.

4.1 Detection of a Reacceleration

In order to detect a reacceleration of the car, we acquire latitude and longitude values per
second from GPS sensor. The car speed is calculated from them. To avoid the influence
of GPS data error, we set the threshold value. If over threshold speed acceleration occurs
when decelerating on planned slowdown, we would determine the car to be
reaccelerating.

Fig. 2. Wireless wearable motion sensors
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4.2 Detection of a Driving Operation Sequence

We obtain yaw angle (relative angle around the vertical axis from the ground) of the
head from sensor data of acceleration and angular velocity by Kalman filter, where
constant offset of angular velocity is removed based on the data while the car stops
before starting. In order to obtain relative yaw angle from the car body, we subtract yaw
angle of a car body from that of the driver’s head. However, there still remains irregular
offset drift of angular velocity, which affects the estimated yaw angle. To remove the
irregular offset, we calculate the reference value from the middle point between the
minimal and maximal values of the yaw angle obtained above in a certain period. We
obtain a corrected yaw angle (face direction) by subtracting the reference value from
the yaw angle. Furthermore, we also obtain rotation angle of the steering wheel from
sensor data of acceleration and angular velocity by Kalman filter.

5 Deference Detection by the Sensors

5.1 Detection of Reacceleration When Decelerating on Planned
Slowdown from High-Speed

The GPS sensor was leave near the driving course for an hour as a preliminary
experiment. Figure 4 shows the GPS sensor error translated to the velocity. This shows
errors over 3.5 km/h merely occurred. Therefore, we defined the threshold of reaccel-
eration as over 3.5 km/h. Table 1 shows the number of people who make reacceleration
over 3.5 km/h when decelerating on planned slowdown from high-speed.

All the people without cognitive dysfunction gradually decelerated. The significant
difference is confirmed on chi-square test from the data in Table 1. v2(1, N = 24) =
4.042, p < .05.

Fig. 3. Attached position of sensors
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5.2 Detection Result of Sequence of the Safety Checking Action
and Steering Wheel Operation

Figure 5 shows a safety checking action when changing lane was calculated from the
attached sensor data. An evaluator decides the threshold on each subject’s face angle,
which indicates the starting of “safety checking action”, and threshold on each sub-
ject’s steering wheel indicating the start of “lane changing operation”.

The threshold value used to judge the start of “safety checking action” and “lane
changing operation” is calculated by averaging these values. Table 2 shows the number
of people who make the wrong/good sequence of “safety checking action” and “lane
changing operation”.

Only 1 person without cognitive dysfunction makes wrong sequence. The signif-
icant difference is confirmed on chi-square test from the data in Table 2. v2(1,
N = 25) = 4.033, p < .05.

Fig. 4. GPS sensor error

Table 1. Number of people reaccelerate

Reaccelerate No reaccelerate Total

Without cognitive dysfunction 0 12 12
With cognitive dysfunction 5 7 12
Total 5 19 24

Fig. 5. Face and steering wheel angle when changing lane
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6 Conclusion

We established two hypotheses from the results derived from the driving experiment
video analysis. To confirm these hypotheses, we proposed the method of the car
reacceleration judgement and the sequence checking for the element of the unsafe
driving detection system. As a result of the experiment, we identified some significant
differences between cognitive dysfunction patients and adults without cognitive dys-
function on the action of car reacceleration, and the sequence of “safety checking
action” and “lane changing operation”.

Acknowledgment. We would like to thank Toyama Driving Education Center and Toyama
rehabilitation Hospital for the cooperation in the experiments. This work was supported by
JSPS KAKENHI Grant Number 15K01472.
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Abstract. As cognitive dysfunction can cause unsafe driving, it is necessary to
evaluate the driving skills of the cognitive dysfunction patients. We have been
studying the safe driving skill evaluation system with wearable sensors, and
found some characteristics of the unsafe driving behavior of the cognitive
dysfunction patients. In this paper, we focus on the eyeblink frequency that is
said to be affected by cognitive processes. We carried out the driving experiment
in real traffic condition at Kanazawa, Japan in Oct. 2015. When we extracted the
eyeblink frequency from the EOG (electrooculography) data of the experiment,
there was a difference between healthy subject and cognitive dysfunction subject
in the degree of eyeblink frequency variation in the situation that requires
attention. From this results, it is possible that the eyeblink frequency while
driving includes useful information for analyzing the driving skill of cognitive
dysfunction patients.

Keywords: Cognitive dysfunction patients � Driving skill � Public road �
Eyeblink frequency

1 Introduction

Cognitive dysfunction can be caused by organic brain damage from cerebral stroke,
traumatic head injury and/or the other kind of cerebral events. Its symptoms such as
attention disorder, executive dysfunction and so on may cause unsafe driving. As the
symptoms become lighter, some patients will need to drive a car for the necessity of life
and social participation.

The attention disorder patients have difficulty to concentrate one’s attention and/or
to give one’s attention for the surroundings, and the executive dysfunction patients
have difficulties in planning, flexibility and/or execution in required time. Although the
degree of symptom can be evaluated by neuropsychological examination, the effects of
these degrees of the symptom to the safe driving behavior are hard to tell. Therefore,
the objective evaluation method of the cognitive dysfunction patient’s driving skill is
necessary.

There is driving simulator for this purposes, but it has lack of the acceleration/
deceleration feedback and limitation of view angle in most cases. Tada et al. developed
the automatic evaluation system of driving skill, which uses a real car and wearable
sensors and identifies shortcomings in driving skills [1]. However, their subjects ware
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healthy adults and elderly, and not cognitive dysfunction patients. Therefore, we have
studying the safe driving skill evaluation system with wearable sensors for cognitive
dysfunction patients. From the experiments on private road in the driving education
center, we found the difference in the driving operation sequence at lane change and the
deceleration control on the planed slowdown [2–4].

In this paper, we focus on the eyeblink frequency which is said to be affected by
recognition process [5]. The eyeblinks while driving is an unconscious behavior,
whereas the differences mentioned above relate to conscious behavior. So the eyeblink
frequency variation from time to time may indicate the attention from the risk pre-
diction, and become an indicator of safe driving skill. In the following sections, we
describe the method of eyeblink frequency measurement, the experiments on the public
road and its results.

2 Method of Eyeblink Frequency Measurement

There are several methods to detect eyeblinks such as using wearable camera, using
camera installed in the environment and using EOG (Electrooculography). Although
the method using EOG has a disadvantage of taking much time and effort to install, it
has an advantage that it is not affected by ambient light. In this experiment, we took the
method using EOG since the installation can be supported by the assistants of the
experiment and the subject can be in direct sunlight while driving.

Figure 1 shows the position of the EOG electrodes attached on the subject.
The EOG electrodes are connected to the biometer/logger “Polymate Mini” (Miyuki
Giken Co. Ltd.) and the EOG is recorded in it with 200 Hz sampling rate.

The eyeblink frequency can be extracted from the recorded electrical potential of
the EOG. The procedure is as follows:

1. Subtract moving median value from Ch.1 of EOG data in order to remove the
effects of eye movement. The window length of median is 1 s, which is a suffi-
ciently long time compared to a normal eyeblink.

2. Detect eyeblinks by threshold. In this study, the threshold value is −200 uV. This
value was determined from the obtained data.

3. Calculate eyeblink frequency at each moment from the number of eyeblinks in a
certain time window. The time window for this calculation is between 5 s before
and after.

Fig. 1. Electrodes attached on the subject
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3 Experiment and Result

In Oct. 2015, we carried out the driving experiment on the public road at Kanazawa,
Japan1. The subjects of this experiment were a cognitive dysfunction patient and a
healthy adult. The subjects wore the wearable acceleration/gyro sensors on one’s head
and right foot, and the Electrodes of EOG around the eyes. The acceleration/gyro
sensor, GPS receiver and the video cameras was install on the car in order to record the
movement of the car, the surroundings and the driver’s behavior. The car used in the
experiment was the car for driving school and has an additional brake on the floor of
the front passenger seat.

The subjects drove on the predetermined course (shown in Fig. 2) under the
direction of the driving instructor in the front passenger seat. The course is about 7 km
in length and takes about 20 min driving. It includes various road widths, lane numbers
and intersection conditions. However, because of the public road, we could not control
other cars, pedestrian and signal conditions.

After the experiment, the eyeblink frequency was extracted from the recorded EOG
data and synchronized with the video data and the GPS data. By this synchronization,
we can see the frequency variation associated to the specified scene determined by
location or by video surveillance.

We chose two scenes that require carefulness for safe driving. One is the scene
passing straight at the intersection with low visibility and no signal. The other is the
scene changing lanes when other cars were in the vicinity.

Figure 3 shows the eyeblink frequency around the intersection. The left graph in
the figure is of the cognitive dysfunction subject and the right graph is of the healthy
adult subject. The bi-directional arrow in the graph indicates the region of the

Fig. 2. The course map of the experiment in Kanazawa, Japan.

1 This experiment was approved by the ethics committee in Toyama Prefectural University.

Measurement of Eyeblink Frequency Variation 399



intersection passing. The horizontal dashed lines is the average value of the eyeblink
frequency of the whole course for each subject. The dotted line shows the value adding
the standard deviation of the eyeblink frequency of the whole course to the average.
The eyeblink frequency of the cognitive dysfunction subject did not vary so much
while that of the healthy adult subject varied much in the region of the intersection.

Figure 4 shows the eyeblink frequency around the lane changing. The left graph in
the figure is of the cognitive dysfunction subject and the right is of the healthy adult
subject. The bi-directional arrow in the graph indicate the time region from the start to
the end of lane-changing action. The dashed line and the dotted line mean same as
above. As in the case of the intersection passing mentioned above, the eyeblink fre-
quency of the cognitive dysfunction subjects did not vary so much while that of the
healthy adult subject increased in the region of lane changing and decreased after the
lane changing.

(a)  The cognitive dysfunction patient                   (b) The healthy adult

Intersection Intersection

Average+σ

Average

Average

Average+σ

Fig. 3. The eyeblink frequency when passing straight at the intersection.

(a)  The cognitive dysfunction patient                     (b) The healthy adult

Average+σ

Average
Average+σ

AverageLane-changing

Lane-changing

Fig. 4. The eyeblink frequency while lane-changing
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4 Discussion and Conclusion

In the experiment on the public road, there were differences in the eyeblink frequency
variation between the cognitive dysfunction subject and the healthy adult subject in the
scenes which requires carefulness for safe driving. This may indicate that the cognitive
dysfunction subject was unable to predict the risk in those scene and had difficulties in
paying appropriate attention to the surroundings. If so, it may be possible to use the
measurement of the eyeblink frequency as one of the indicator of the safe driving skills.
Since there are eyeglasses type devices for measuring EOG on the market, the cost of
installation can be reduced. However, as there is possibility that it is simply due to the
individual differences, so the experiments by more subject and verifications are nec-
essary for the further study.
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Abstract. To establish the depth perception database of Chinese armored crews
and provide base information for the selection and training of the related pop-
ulation. The depth perception data of 565 Chinese young males from seven
natural areas were collected. The Participants’ age range from 17 to 32. The data
were statistically analyzed and compared with related researches in China and
abroad. Within a certain range, the distance between the variance simulation and
the standard constant stimulation had no significant effect on the depth
description. A significant difference existed among the monocular and binocular.
Depth perception in armored crews of different education and living areas did
not exhibit significant different. Depth perception of armored crews was better
than general population, seamen and drivers. By sampling on a national scale,
the depth perception database is established for Chinese armored crews. This
study provides the basic data for the training and selection of armored crews and
can be also used as reference for cognitive parameters researchers.

Keywords: Armored crews � Parallax angle � Sampling � Depth perception

1 Introduction

Depth perception is a vital index to evaluate human cognitive function, and also an
important basis for selecting and training some professional positions. Kellman et al.
[1] designed the visual cliff experiment and proved that human beings have good
ability of deep perception since birth. Johson [2] proposed that the depth perception
have certain relevance with complex social perception. By experiment Walk and
Gibson [3] proved that the most important factor affecting the depth perception were
binocular disparity and the integration ability of brain. Individual genes, depth per-
ception training and psychological quality were also proved by them to be related to the
depth perception. By virtual scene experiment, Poyade et al. [4] proved that the
influence of the size of the target object on the perception of depth is greater than that
of binocular disparity, and they put forward the position of the target object and
binocular cues will affect depth perception simultaneously. When the binocular par-
allax is fixed, the closer the target is, the smaller the depth perception error is. By disk
experiment, Tai and Inanici [5] demonstrated that the increase of contrast between the
target and the surrounding environment can enhance the depth perception. Bell et al.
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[6] showed that human depth perception will slightly weaken at the age of 40 and
significantly impaired at the age of 45 due to degradation of retinal metabolic function.

Hao et al. [7] tested the depth perception of 245 seamen and 87 marine students,
and proved that the depth perception of seamen was significantly higher than that of
ordinary marine students. By measuring the depth perception of basketball players,
Yuede [8] proved that depth perception is related to professional training. Testing the
depth perception of 248 male truck drivers by depth perception instrument, Weili et al.
[9] proved that the depth perception accuracy of drivers in safe group was significantly
higher than that of accident group in motion state. Liben et al. [10] experiment showed
that the depth perception had certain relevance with traffic accidents.

There is no related research on the depth perception of armored crew till now. This
paper will analyze the influence of variance simulation position, monocular or binoc-
ular, education and living area on the depth perception of armored crew, hoping to
provide reference for the testing and training of armored crew’s depth perception.

2 Method

2.1 Participants

The depth perception test covered seven natural regions, the north China, east China,
central China, south China, southwest China, northwest China and northeast China and
the depth perception data of 565 armored crews were collected. Participants’ ages range
from 17 to 32, with an average age of 23.3. All participants’ vision was normal or
normal after corrected and they were not color blinded. During experiment, 150 par-
ticipants were selected randomly to test depth perception of monocular.

2.2 Apparatus and Test Method

The device in this experiment for testing depth perception was BD-V-104A depth
perception tester, which is based on the principle of Haime Hertz’s three needles
experiment. During the experiment, two needles were fixed as standard simulation and
the third needle was mobile as variance stimulation. The participants kept a certain
distance to the standard stimulations and adjust the variance stimulation to make all the
needles in the same plane.

The parallax angle PA (arc.sec) was used to evaluate depth perception and the
calculation formula of PA is as follows:

PA ¼ 206265 � b � d= D � d þ Dð Þð Þ ð1Þ

In the formula, b is the distance between two eyes, which is about 65 mm; D is the
observation distance, which is 2000 mm, and d is the parallax distance, namely
judgment error.

In the experiment, the subjects kept the head static and sit 2000 mm away from
observation window where they can see the central part of the variance simulation. The
distance between the variance simulation and the standard stimulation was 100 mm,

Experimental Research on the Armored Crew’s Depth Perception 403



600 mm, 700 mm, 1200 mm respectively. The subjects Held the handle to adjust the
position of the variance simulation and they would stop the adjustment when they think
that the variance stimulation and the two standard stimulations are in a horizontal line.
Then experimenter recorded the actual distance error and the parallax distance of the
variance stimulation and standard stimulation. To eliminate the interference of speed,
the variance stimulation moved at same speed. The distance between variance stimu-
lation and standard stimulation were recorded in 4 positions respectively.

2.3 Statistical Analysis

After eliminating abnormal values of the samples by triple standard difference method,
the effective samples of 405 monocular and 142 binocular were obtained. The influence
of position of variance stimulation on depth perception and difference among the
monocular and binocular were analyzed. The influence of education and living areas on
armored crew’s depth perception were also analyzed with the binocular data.

3 Result and Discussion

3.1 The Effect of Initial Position of Variance Stimulation on Depth
Perception

The monocular and binocular parallax angle of four points, which were respectively at
a distance of 100 mm, 600 mm, 700 mm, and 1200 mm from variance stimulation to
standard stimulation, were tested and the descriptive statistic analysis shown the mean
value and standard deviation in Table 1. The monocular and binocular parallax angle at
different position was analyzed by One-Way ANOVA. The results of binocular data
were F(31616) = 0.004, the level of significance was P = 0.996 > 0.05, and the result
of monocular data was F(3564) = 1.064, the significance level was P = 0.496 > 0.05.
Therefore, it could be concluded that the distance between the variance simulation and
the standard constant stimulation has no significant effect on the depth description.

By experiment based on the virtual reality technology, Poyade et al. [4] proved that
the position of the variance stimulation had influence on depth perception, that the
closer the position of the variance stimulation is, the smaller the depth perception error
is Zhongxian and Xiuru [11] proved that the distance of 2/4 is the most accurate when
judging relative distance between two objects. because of the limitations of the

Table 1. Monocular and binocular parallax angle data of different location

Distance (mm) Binocular parallax angle
(arc•sec)

Monocular parallax angle
(arc•sec)

Average Standard deviation Average Standard deviation

100 2.53 1.98 10.01 6.43
600 2.47 2.03 9.24 4.81
700 2.42 1.31 10.23 5.03
1200 2.52 2.21 9.63 6.98
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experimental conditions that the change of the position of variance stimulation is too
small to has a significant effect on the depth perception, The results of this study were
different from that of Xiuru Sun. Binocular convergence is the most important factor of
distance judgment. The experimental results showed that with the increase of the
distance between the variance simulation and the standard constant stimulation, the
angle of the convergence was smaller, and the effect of binocular convergence was
gradually weakened. However, it still plays an important role in the range of 30 m and
subjects’ assessment of the distance was still accurate [12]. The observation distance of
this experiment was 2 m, under this premise, it is believed that the position of variance
stimulation of this research have no significant effect on depth perception.

3.2 Depth Perception Analysis of Monocular and Binocular

Statistical analysis of parallax angle of 405 monocular and 142 binocular subjects was
made and means, maximum, minimum value, standard deviation and 3 percentile (5,
50, 95th) that commonly used in cognitive measurement were obtained that are shown
in Table 2.

Comparison between monocular and binocular parallax angle was done with
independent sample T-test. The results shown that a significant difference(p < 0.05)
existed among the monocular and binocular depth perception limens and the results are
the same as those of previous studies [13]. The main reason was that binocular parallax
plays an more greater role than monocular cue when judging the relative distance.

Compared with the depth perception of general population, seamen and drivers, the
parallax angle of armored crews was smaller [7, 9, 13]. The reason for this may be
related to the special environment and working properties of the armored crews who
must be trained to finish the task and to some extent the level of depth perception was
raised.

3.3 Analysis of Binocular Parallax Angle in Different Education
and Living Area

The maximum, minimum and mean values of binocular parallax angle in different
educational backgrounds and living areas were shown in Tables 3 and 4. One-Way
ANOVA was made to analyze the influence of the two factors on binocular parallax
angle. The test results of education and living areas were F(3,6) = 0.541, P = 0.654 >

Table 2. Monocular and binocular parallax angle data (arc•sec)

Average Standard
deviation

Minimum
value

Maximum
value

P5 P50 P95

Binocular 2.46 1.73 0.00 26.32 0.0 1.67 7.30
Monocular 9.31 6.56 0.33 44.28 0.67 6.36 29.10
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0.05 and F(2,6) = 0.387, P = 0.680 > 0.05. Therefore, it could be concluded that
education and living areas have no significant influence on depth perception.

There was no report about influence of education and living areas on depth per-
ception and couldn’t find data to compare. However, researchers have proved that
depth perception training program could improve one’s depth perception [7, 8]. The
results showed that training can improve the individual depth perception, excluding the
experimental environment factors (brightness, experimental instruments, object size,
clues etc.), so it could be concluded indirectly that education level and living areas have
no correlation with depth perception.

4 Conclusion

This is the first study on the depth perception of armored crews that sampling in
nationwide with large sample. Based on the sampling and statistical analysis of data of
seven natural regions, the following conclusions can be drawn: (1) Depth perception of
armored crews is better than general population, seamen and drivers. (2) There is
significant difference between binocular and monocular depth perception and binocular
depth perception is better than that of monocular depth perception. Therefore, the work
relate to depth perception need for people concern with normal vision. (3) Within a

Table 3. The binocular parallax angle data of different living areas

Living areas Number of samples Average (arc•sec) Maximum
value (arc•sec)

Minimum
value (arc•sec)

North China 58 2.46 22.23 0.00
East China 81 2.43 26.32 0.27
Central China 99 2.35 21.62 0.35
South China 34 2.32 22.91 0.26
Southwest China 64 2.21 21.32 0.00
Northwest China 35 2.39 23.61 0.33
Northeast China 34 2.29 21.31 0.27

Table 4. The depth description data of different education

Education Number of
samples

Average
(arc•sec)

Maximum
value
(arc•sec)

Minimum
value
(arc•sec)

Middle school 70 2.23 19.65 0.87
Secondary special
school

78 2.67 22.01 1.03

High school 148 2.37 26.03 0.00
Vocational university 89 2.41 25.92 0.15
University 30 2.45 23.98 0.23
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certain range, the distance between the variance simulation and the standard constant
stimulation have no significant effect on the depth description. (4) Depth perception in
armored crews of different education and living areas do not exhibit significant
different.
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Abstract. In this paper we analyze how effective the learning of the method-
ology proposed by Data Journalism could be assimilated by Mexican inves-
tigative journalists with the use of a proposed information system. This
information system is called “Dataísta” -in Spanish-, which main function is to
provide the investigative journalists main concepts and practical skills to inte-
grate the reasoning behind Data Journalism methodology into their own
knowledge. By following a process based on User-Centered Design, the main
user’s needs were identified. Also, prototypes were built and tested in order to
know the relevance of the information system proposed. Besides, Dataísta can
be used by the journalists to practice the skills they learned using some tools
developed to filter, analyze and visualize information.

Keywords: Data Journalism � Information system � User-Centered Design �
Learning environment

1 Introduction

During the last few years, the journalism has faced different kind of challenges mainly
related with the technological innovations. The addition of Information and Commu-
nication Technologies (ICT) in the world has changed the way journalism is practiced
being confronted to a big amount of information in real time.

Nowadays the journalists have a huge variety of information sources, there are a lot
of data bases published by governments, NGO’s reports, even information obtained
from social media networks like Twitter or Facebook. It’s needed to emphasize that
most of the journalists use Open Data to begin their investigations. The Open Data
Handbook defines Open Data as “data that can be freely used, re-used and

© Springer International Publishing AG 2017
C. Stephanidis (Ed.): HCII Posters 2017, Part I, CCIS 713, pp. 411–419, 2017.
DOI: 10.1007/978-3-319-58750-9_57



redistributed by anyone – subject only, at most, to the requirement to attribute and
sharealike” [1]. That means that the Open Data Bases must be available as a whole and
preferably by downloading over the Internet; must be provided under terms of re-use
and redistribution and that everyone must be able to use, re-use and redistribute without
discrimination about fields, endeavor, persons or groups.

The use of several information sources could be a great support for the journalists,
however, the truth is that a certain level of specialization is required in order to be able
to process all the information obtained from them. In our days, data is no longer used as
facts to make more interesting the articles, now they take the main role; stories can be
found through data bases. The mix between the traditional way to make journalism and
the technological advance gave rise to a new kind of journalism specialization called
“Data Journalism”.

To have a better understanding of what Data Journalism is, we can use Aron
Pilhofer’s definition, “an umbrella term that, encompasses an ever-growing set of tools,
techniques and approaches to storytelling. It can include everything from traditional
computer-assisted reporting (using data as a “source”) to the must cutting edge data
visualization and news application and analysis to help inform us all about important
issues of the day” [1]. This definition describes the way journalism meets technology in
order to face the digital era. Data Journalism is not replacing the process followed by
journalists through decades, it’s just a new methodology and possibility that could help
journalists to approach other disciplines to produce wider and robust investigations [2].

The transition from traditional journalism to Data Journalism has been given in a
slow way. Mostly because the journalists don’t have the time, the knowledge or the
infrastructure needed to begin with their specialization [3]. According to the Global
Investigative Journalism Network, Data Journalism has become relevant mostly
because “governments and business become increasingly flush with information, more
and more bigger data is getting available from across the globe” [3]. Thus, we observe
a research opportunity to collaborate in the generation of skills and tools related to Data
Journalism.

Our paper is composed as follows: in Sect. 2, where we analyze the state of art of
the handbooks, articles and tools that were created to introduce the journalists to the
methodology proposed by the Data Journalism. Section 3, presents the contextual
study, the explanation of the process and the methodology followed to develop the
prototype and the evaluation with the final user: Mexican Journalists. In that last stage
is demonstrated the relevance of the proposal and the usability. Section 4 is dedicated
to present the prototype, how it works and the evaluation. Finally, we present the future
work and the conclusions.

2 State of Art

On 2011, the European Journalism Centre (EJC) circulated a survey in order to identify
the training needs for Data Journalism. They found that there was a growing group of
journalists interested in further investigation of datasets, unfortunately there are some
knowledge gaps that must be filled. It is needed a systematic approach, there is a
common misinterpretation of numbers and statistics. Wrongly extrapolating trends,
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misinterpretation of complex developments and lacking of information are often
encountered mistakes in journalistic disclosure. Trainers and institutions in the jour-
nalistic field shouldn’t skip the basics when working with numbers and statistics. There
is a need for diligence and accuracy [4].

As a result of that survey, on 2011 MozFest the first Data Journalism Handbook [5]
was born. It is an effort leaded by the European Journalism Centre and the Open
Knowledge Foundation with the collaboration of media like Australian Broadcasting
Corporation, the BBC, the Chicago Tribune, Deutsche Welle, the New York Times,
ProPublica, the Washington Post, the Texas Tribune, Verdens Gang, Wales Online,
Zeit Online and many others. In this handbook, the reader can find what does Data
Journalism means, how does journalists works with it, and by analyzing some cases,
it’s explained how to obtain, understand and spread data [6]. Even though, this
handbook is useful, most of its contents are focus on how certain Data Journalists
solved their investigations by the use of the methodology and some tools. It is not clear
the way researchers approach the problem and the thinking behind all the research.
Examples are great, but it’s crucial to help investigative journalists understand why
following Data Journalism methodology would help them to improve their investiga-
tions and more important, they need to know how to approach data bases.

By 2013, the Spanish version of the handbook was released by the newspaper “La
Nación” from Argentina. It was translated in order to help Spanish speakers to improve
their news by the use of “data” [1]. This handbook was the first one about Data
Journalism in Spanish, unfortunately, as it was a translation from the original in
English, most of the contents were about cases and situations that can’t be applied to
Latin America. Both versions, can be downloaded for free, also they can be shared and
reuse as a base to develop new contents.

It took two more years until a handbook generated by and for the Latin American
journalists were available. Edited by Felipe Perry and Miguel Paz, in collaboration with
more than 40 journalists, designers and programmers from countries like Chile,
Argentina, Brazil, Venezuela, Spain and some others. It is a collection of articles about
the actual situation of information access and the challenges that Data Journalism has to
face in the region. The “Manual de Periodismo de Datos Iberoaméricano” intends to be
a support material to help journalists, media and organizations to reduce the digital gap,
mainly cause most of the tools and online tutorials are under a different language -most
of them are written in English- [6].

Written by Hidalgo and Torres, journalists who worked at the digital newspaper
“Ojo Público” from Peru. “La navaja Suiza del Reportero y el Método de Ojo Público”
is a handbook that contains the knowledge and the methodologies that “Ojo Público”
had obtained since its foundation. It mainly focusses on suggesting a change in
investigative journalists’ mentality in relation to the technological advance and the
necessity to process huge amounts of data [7].

Also, Crucianelli, with the support of Google and the Knight Center in Texas have
made available a Massive Open Online Course (MOOC) for those journalists who
wants to learn more about Data Journalism. It was focused on digital tools for the Data
Journalism practice. There are also some courses available to learn how to apply the
Data Processing at Courseraor YouTube. Unfortunately just a few, like Knight Center’s
MOOC are fully created thinking on the Spanish speakers’ journalists’ needs.
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The review of all the available material created to learn the Data Journalism process
helped us to identify the methodology followed by most of the Data Journalists around
the world. It is based on 5 steps: (1) data retrieve, (2) filter or cleaning, (3) analysis,
(4) verification of the information and (5) data visualization.

According to Giannina Segnini, this steps could be described as [8]:

1. Data retrieve: it’s the first part of the methodology, it could be seen like the easiest
part of the process. The truth is that it’s getting harder, mainly because there are
some public servants that don’t understand why journalists ask access to a data
base.

2. Filter or cleaning: once the journalists have the data base, it’s necessary to review
and standardize them according to the investigation. Usually, data can be dupli-
cated, wrong written or with incorrect codes, that’s why this part of the process it’s
the hardest for the journalists. It must be done very cautiously because it is the input
for the next steps of the methodology.

3. Analysis: this is the most important step in the Data Journalism process. Here, the
journalists have to compare the information obtained from the data base, match it up
with others, exchange data to identify tendencies, patterns and atypical behaviors.

4. Verification of the Information: once the journalists obtain the results of their
analysis, it’s necessary to verify the information. The journalists have to keep in
mind that the data bases not always have the absolute truth.

5. Data Visualization: this is the final step of the methodology. Here the journalists
have to think how are they going to show up the information to the readers.
Nowadays, the journalists need to think as a designer, because a good data visu-
alization could help the readers’ to a better understanding.

The survey run by the EJC showed that the journalists has a huge gap of knowledge
that must be filled, also that the lack of time, resources and support are the main barriers
they face.

As it was described above in this section, there is a lack of contents thought for the
Latin American journalists. Most of them are focus on telling success cases or to
suggest the importance of having Data Journalism’s teams in every redaction, some
others assume that the journalists have already some basics knowledge on the use of
searching engines, statistics or even programming languages. Journalists must have an
information system that provides them the fundamentals of Data Journalism method-
ology, so they can figure out how to approach Open Data Bases and use them.

In the next section, the contextual study is showed up in order to identify users’
needs to propose a prototype that fits to them.

3 Contextual Study

Based on the User-Centered Design method (UCD), a contextual study was applied as
a methodology to identify the investigative journalists’ needs. Using participative
observation, interviews and surveys it was possible to get to know the main charac-
teristics that must be included in a learning environment in order to help investigative
journalists to introduce them into Data Journalism Methodology.
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UCD method was chosen to help the development of a more accurate information
system. In this case, the presence of the user, the investigative journalist, its crucial to
identify their needs and have a successful prototype. The contents must be based on
their experience, not on our assumptions, because at the end of the day, we want to
make their work easier.

To identify the users’ main needs, we interviewed a group of Mexican data jour-
nalists who are well known in their community. They helped us to identify first the real
final user, the investigative journalists. We realized that there was a huge gap of
knowledge that doesn’t let them to learn in an adequate way, the Data Journalism
methodology so they can apply it during their daily investigations. That’s the main
reason why in Mexico there are so few media with data working groups.

Once the final user was defined, we look for a group of investigative journalists
willing to work with us. We apply a survey to know how much they knew about Data
Journalism, how many parts of the methodology they have used in their investigations,
which were their main problems when they tried to apply it. Also, we asked our users
about which topics related to Data Journalism do they want to learn more. Figure 1
shows the steps that the investigative journalists are more interested to learn. We found
that most of the topics that they were more interested to learn were related to the
difficulties they had when they tried to apply the methodology.

As seen on the figure above (Fig. 1) the users’ needs are related to the Data
Journalism methodology, reason why we decided that the contents of the information
system are going to be related to the whole methodology and the working process. The
information obtained helped us to create more accurate contents.

3.1 Rapid Prototyping

Including all the users’ needs we develop a digital prototype that was tested by some of
the Data Journalists interviewed at the very beginning.

To develop the prototype, we were inspired by some information systems and also
courses related to the learning of Data Processing, mainly for their interfaces and the
recommendations given by the group of journalists we interviewed.

Interviewed users had different backgrounds and level of expertise. All of them
agreed that the best option was a website to access the Information System, even

Fig. 1. Investigative journalists knowledge needs.
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though, they use their mobile phones for almost all of their activities. They realized that
for data management and learning, it’s more comfortable to work on a computer. In
Figs. 2, 3, 4 and 5 we can see some screens of the prototype. The first one shows the
home page. Figures 3, 4 and 5 show the main structure of one of the steps of Data
Journalism methodology, showing a tutorial video, a support tool to practice the
practical skill reviewed and the external links to try other tools to keep practicing.

During our research, we found out that most of the users don’t have the time to read
long texts, because of that, it’s important to keep the contents fast and easy to process.
Tutorial videos are a great way to explain in a few minutes the main and key topics of
every step of the methodology.

Our users need to have tools that help them to accomplish specific tasks of their
work, unfortunately some of them are expensive, in other language or requires certain
level of programming knowledge. So, Dataísta is a support tool, according to jour-
nalists needs, that is easy to manage and designed to help them to learn the method-
ology by practicing.

Fig. 2. Dataísta home page

Fig. 3. Scrapping section – tutorial
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During the research, our users claimed to need where to find tools created to help
them during every Data Journalism methodology step. That’s why we include in the
Information System, a classification of tools, in order to provide them suggestions to
keep learning.

4 Dataísta: Information System for the Introduction to Data
Journalism Methodology

Dataísta is an information system to help the understanding of the steps marked on the
Data Journalism methodology. Based on bibliographical review and our users’ com-
ments, we identify most of the problems the investigative journalists faced when they
try to apply that methodology in their day by day investigations. In our hypothesis we

Fig. 4. Scrapping section – support tool

Fig. 5. Scrapping section – external links
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tried to prove that “the lack of theoretical basis and knowledge about Data Processing
by the Mexican investigative journalists is the main barrier to give a better use to the
Open Data”. In this way, the conception of an Information System, based on the users’
needs, will allow their training on the Data Journalism methodology application,
making easier the built of more investigations based on data.

The main objective of Dataísta is to allow the investigative journalists recognize the
activities behind the steps of Data Journalism methodology in order to be able to create
investigations by the use of the different Open Data Bases that are available.

The prototype contains basic concepts of every step of the methodology, by the use
of the interactive infographics, the user is able to identify how all the parts of the
methodology are connected. Some parts, have a tutorial to explain very clearly and fast
how to do something, like scrapping for example. Also, each part has their own tool
developed by us. The point of including a tool is to help the user to practice the
practical skills they just got. Our users are very interested on learning how to use online
tools in order to work faster and easier. Finally, at the end of every step, there is a
classification of tools, this part is important for the journalist, because they want to keep
practicing an improving, so providing them a catalogue of tools makes their work
easier.

There is also a forum, where users can write their doubts and interact with other
journalists. During our observation, we found out that the Data Journalisms community
is really close and committed to help other trough their specialization journey.

The application of the User-Center Design method was very effective to know in a
complete way our users, we were able to identify their needs, habits, barriers, levels of
knowledge and the way they work and learn. We are certain that applying this kind of
methods are key during the development of Web Sites or any kind of digital tool in
general, UCD saves a lot of time and resources if you get the time to know exactly what
your user wants.

In the future, we are going to test a second version of the prototype with some focus
groups. This time we want to evaluate the contents, how much they can learn from
Dataísta, how well the methodology is explained and how well the tools works. This
could provide us information to polish contents or to know if Dataísta is ready to be
online.

5 Primary Conclusions

We conclude that the investigative journalists have a lack of knowledge which limit
them to use the Open Data Bases available. By studying by their own, using books and
online tools they can’t acquire the basics because an understanding of the process is
needed as punctual explanations knowing that Data Journalism is an interdisciplinary
work which needs knowledge from other fields. Also, they don’t have enough time or
the institutional support to begin their specialization.

The development of an information system in Spanish might help to reduce this
gaps, until the schools and media realize how important is the investment on this new
way to make journalism.
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Articles based on data can explain clearly how numbers impact could help the
citizens of any nation to change public policies, also can bring new readers to the
media’s web site or could help to convince media to include a Data Journalism team
under their editorial department.
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Abstract. In this article, we propose a system able to implicitly assess
a user’s expertise in a particular topic based on her publications (e.g.,
scientific papers) on it and available through online bibliographic data-
bases. This task is performed through two different approaches, both of
them based on a graph-based model. The first approach (content-based)
considers the text content, the second one (collaborative) analyzes the
relationships in the same content in terms of co-citations. Preliminary
experimental results are encouraging and raise several interesting con-
siderations. In particular, they show that the best solution is obtained
by integrating the two approaches above, in which each of them allows
the system to overcome the limitations of the other one.

Keywords: Expertise retrieval · User profile · Graph model

1 Introduzione

Among the various information that a user profile in adaptive systems may
include, there is also her competence in a specific knowledge domain. In this
article, we propose a system able to implicitly assess the user’s expertise in a
particular topic based on her publications (e.g., scientific papers) on it and avail-
able through online bibliographic databases, such as Scopus1, Google Scholar2,
and ResearchGate3. The proposed system takes in input a candidate user u and
a specific knowledge area ka and returns a score(u, ka) expressing the level of
competence of u in ka. This task is performed through two different approaches,
both of them based on a graph-based model. The first approach (content-based)
considers the text content, the second one (collaborative) analyzes the relation-
ships in the same content in terms of co-citations. Specifically, the content-based
approach retrieves the most relevant documents for a given knowledge area ka,
extracts the most significant entities and stores them in a graph database. Then,
it performs the same operations on the documents generated by u on ka and
1 https://www.scopus.com.
2 https://scholar.google.com.
3 https://www.researchgate.net.
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builds a second graph. Finally, the similarity between the two graphs is computed
in order to estimate score(u, ka). The collaborative approach always involves
the collection of documents related to the topic ka, but takes into account only
the co-citations among them and, therefore, their authors. The evaluation of
score(u, ka) is performed through a version of the well-known Hyperlink Induced
Topic Search (HITS) algorithm [16], which considers the incoming and outgoing
edges among nodes.

2 The Proposed System

Nowadays, the increasing availability of online material has led to the need for
adaptive systems for its personalized selection [6,7,10], based on the target user’s
characteristics. Those systems can take into account the personality [8,17], the
context [4,5], as well as the effective nature [11–15] and the temporal dynam-
ics [1,3,9] of users’ interests. Some adaptive systems also consider the informa-
tion on the user’s expertise in specific knowledge areas. Such information may
be obtained through the so-called expertise retrieval systems [2]. Approaches to
expertise retrieval can be categorized in two main classes, inherited from the
Information Retrieval techniques: the first one based on the information content
(content-based) and the second one independent of it (collaborative). The for-
mer ones take advantage of the information extracted from the domain of the
individual’s knowledge to create a profile of her experiences, where the relevance
of her documents to the specific field is evaluated. Differently, in collaborative
systems user’s expertise is assessed based on the authority inferred by analyzing
her social network. Both of these approaches have been implemented within the
proposed system.

Content-Based Approach. In Fig. 1 the diagram of the overall content-based
approach is depicted. Specifically, the first step consists in extracting a set of

Fig. 1. Content-based approach schema.
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documents related to the subject from the knowledge database. A topic anno-
tator4 is used to extract the entities that characterize those documents. Such
entities are stored in a graph database along with information about authors,
abstract, affiliations, tags, and categories. When a user has to be profiled, the
system performs steps similar to the previous ones but only comprising informa-
tion regarding her content. Figure 2 illustrates a snapshot of the graph database
with regard to the content-based approach. Note the different types of node,
such as authors, papers, abstracts, entities, and categories.

Fig. 2. Snapshot of the graph database in the content-based approach.

Once the domain is defined, different strategies can be applied to evaluate a
user’s expertise. More specifically, the following four strategies have been imple-
mented in the proposed system:

– Occurrences. The first method performs the analysis of occurrences by com-
paring the keywords extracted from the user’s profile with those extracted
the stored domain within the graph. The ratio is then between the absolute
value of their intersection set and the set of keywords that characterize the
domain, as expressed in the Eq. 1, where KWka identifies the set of keywords
describing the knowledge area, KWu denotes the set of keywords related to
the topic used by the user. Such ratio gives a score, which expresses the user
u’s expertise level in that specific knowledge area.

score(u, ka) =
|KWu

⋂
KWka|

|KWka| (1)

– Weighed Occurrences. The second method is a variant of the first one, in
which it is also considered the weight that each identified entity within the

4 https://tagme.d4science.org/tagme/.

https://tagme.d4science.org/tagme/
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domain and the user’s profile has associated according to how much that
entity is relevant to the topic under examination. Such weight is calculated
by estimating the distance, namely, the number of levels between pages and
categories, between the Wikipedia page associated with the extracted term
and the page related to the domain of interest. The weight is also stored inside
the edge that links the tag to its abstract within the graph. The method can
be described through the following equation:

scoreweight(u, ka) =
|WeightedKWu

⋂
WeightedKWka|

|WeightedKWka| (2)

– Log-Entity. It relies on the comparison through the cosine-similarity metric
between the vector representing the candidate user and the one represent-
ing the topic. For the weighting function a version of the TF-IDF model,
well-known in Information Retrieval, has been employed. In particular, the
equation for weighing the user is as follows:

u =
〈(

e1, log
( |Du|
|d : e1 ∈ d|

) · we1,t

)

, . . . ,

(

en, log
( |Du|
|d : en ∈ d|

) · wen,t

)〉

(3)

while the equation for weighing the domain is as follows:

ka =
〈(

e1, log
( |D|
|d : e1 ∈ d|

) · we1,t

)

, . . . ,

(

en, log
( |D|
|d : en ∈ d|

) · wen,t

)〉

(4)

The vectors so obtained are then compared using the cosine-similarity metric.
The obtained results, comprised between 0 and 1, describe the user’s expertise
level in that specific knowledge area.

– Entity Frequency. This method, as the previous one, relies on the computation
of the cosine-similarity between vectors, but differs from the previous one
for the weighing of the vector. In this case, the vector describing the user’s
profile is constituted by elements which, for each entity belonging to the
user’s profile, have associated the number of user’s documents that contain
that entity.

u =

〈(

e1,

( |d : e1 ∈ du|
|Du|

))

, . . . ,

(

en,

( |d : en ∈ du|
|Du|

))〉

(5)

The weighing of the vector related to the knowledge area takes place analo-
gously and is described as follows:

ka =

〈(

e1,

( |d : e1 ∈ d|
|D|

))

, . . . ,

(

en,

( |d : en ∈ d|
|D|

))〉

(6)

The two vectors are then compared through the cosine-similarity technique,
which returns a score expressing the user’s expertise in that specific subject.
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Collaborative Approach. The system developed according to the collabo-
rative approach analyzes information concerning co-citations among documents
related to a particular topic. More specifically, a graph containing documents and
their co-citations is built. Such a graph is then analyzed via the HITS algorithm,
which for each entity p within the graph calculates the authority score A(p) and
the hub score H(p). Once the ranking of documents is obtained, sorted by their
authority value, the ranking of the authors corresponding to those documents
is generated. Assuming the possibility that several documents can be written
by the same author, it was decided to assign the authority value to the user
according to the Eq. 7, which allows us to modify how much weight to assign to
the sum of all the authority values of the documents produced by the author or
the maximum authority value among the user’s documents:

Authority(u) = A · λ + B · (1 − λ) (7)

The λ parameter identifies a value between 0 and 1. A and B are respectively the
values given by the sum of authority values and the maximum authority value
among documents written by the candidate user. In Fig. 3, the diagram of the
overall collaborative approach is shown. In this approach, unlike the previous
one, the edges of the graph database are only related to the co-citations among
documents.

Fig. 3. Collaborative approach schema.

2.1 Experimental Evaluation

To evaluate the performance of our system, we carried out some experimen-
tal tests on six candidate users using both approaches. Those candidates were
selected so that u2, u3, and u5 were to be considered actually experts on the
knowledge area of interest, while the other candidates were less experienced.
As to the content-based approach, we obtained the results shown in Table 1. In
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particular, the first two columns show data when the candidates were evaluated
through the co-occurrence of terms and those occurrences were subsequently
multiplied by the weight that entity obtains related to the subject, based on the
ontology extracted from Wikipedia. The third column shows the results by com-
paring by means of the cosine-similarity the vectors weighed through a weighing
based on the Log-Entity. The vector is weighed by the occurrences of the entities
within the user’s production and the product with the relevance value that given
entity obtains with respect to the topic under consideration. The last columns
show the results obtained with the Entity Frequency method while varying the
reference domain, that is, taking into account the first n elements of the list of
entities in descending order of frequency within the graph.

Table 1. Experimental results of the content-based approach

User Occurr. Weighed occurr. Log-Entity Domain elements

Total Top40 Top30 Top20 Top10

u1 0.63 0.66 0.72 0.58 0.73 0.73 0.71 0.67

u2 0.59 0.61 0.68 0.80 0.87 0.87 0.90 0.93

u3 0.59 0.62 0.73 0.67 0.78 0.77 0.81 0.88

u4 0.63 0.64 0.69 0.50 0.58 0.57 0.55 0.47

u5 0.43 0.46 0.62 0.67 0.78 0.77 0.79 0.87

u6 0.29 0.30 0.21 0.41 0.53 0.52 0.57 0.68

Table 2 shows the results obtained for the same candidate users through
the collaborative approach. Notice the maximum authority value obtained by
a document produced by the candidate user, the sum of the authority values
related to each document of the graph associated with the candidate user u, and
the value given by Eq. 7 with λ = 2.

Table 2. Experimental results of the collaborative approach

User λ = 0.2 Maximum authority value Sum of authority values

u1 0 0 0

u2 0.16 0.10 0.39

u3 0.12 0.10 0.20

u4 0.02 0.01 0.03

u5 0.01 0.01 0.02

u6 0.02 0.01 0.06

The obtained data allow us to make some interesting observations. It can be
noted that the content-based method considering the occurrences, whether not
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weighed or weighed by the relevance of the entities within the context, does not
seem to produce results as expected. The Entity Frequency method, especially in
its filtered version (i.e., based on the extraction of the top-n entities belonging to
the domain), instead shows satisfactory results. The candidate users, which were
assessed based on their generated content, were evaluated on their experience so
to obtain positive values but differentiated, and the score gap between the expert
users known to us and the other candidates is a faithful picture of the supposed
accuracy of this method. Especially in the version with n = 10, the results show
reliable values. Finally, the scores obtained through the collaborative approach
show that the algorithm built through the HITS implementation performs rather
trustworthy evaluations of expert candidates, but only if within the dataset (i.e.,
the graph built on the co-citations among the different documents) the expert
candidate u’s documents were found. For instance, the collaborative approach
was not able to assign a value to the candidate u1’s expertise, which is therefore
set equal to 0.

3 Conclusions

In this article, we have described a system for the implicit assessment of a user’s
expertise in a specific knowledge area. The development of two main approaches
allows us to choose between one or both of them, thus enabling the system to
overcome their individual weaknesses. The experimental results show that in
some situations the content-based approach can be better, in others the col-
laborative one is to be preferred. Hence, the best results may come from an
integrated solution. The heterogeneous structure of the graph database chosen
for the system implementation actually enables complex queries to be satisfied
based on the different stored information.

Among the possible future developments, we would like to increase the num-
ber of knowledge bases (i.e., available documents) to enhance the reliability of
the system output. As for the experimental evaluation, we plan to test our sys-
tem on other domains and allow testers to provide explicit feedbacks on the
received results.
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Abstract. The micro-blogging platform Twitter is increasingly applied for
breaking news dissemination and commentary. The users become so-called cit-
izen journalists, as in some cases they are the first ones to report on breaking
events. This paper investigates the tweeting behavior of Twitter users in view of
three terrorists’ attacks that stroke Europe in 2015 and 2016, the attacks on
Charlie Hebdo in January 2015, in Paris in November 2015, and in Brussels
in March 2016. These attacks were triggering events for a wave of tweets
showing support (#PrayForParis, #PrayForBelgium), solidarity (#JeSuisCharlie,
#JeSuisBruxelles) or promotion of values like freedom of speech and press
(#FreedomofSpeech). This study sheds light on the basic information behavior of
English-speaking Twitter users participating in the information exchange on
these three events.

Keywords: Twitter � Information behavior � Terrorist attacks � Tweeting

1 Introduction

Social media have become an important channel for people to share information [8].
Especially since 2006, when the social media platform Twitter got online [3] and the
users started answering the question on Twitter’s interface: “What are you doing right
now?” [5]. With time, it became a “microphone”- platform, where millions of users
constantly post their opinions, comments and thoughts. “Users literally post everything
going through their minds in an almost unconscious manner, making the [social media]
stream facts-reach but also feelings-intensive at the same time” [4]. Twitter users have
exactly 140 characters to express what they feel, what they do and what they think
about. They are not limited to posting the so-called “tweets,” but due to Twitter’s
hybrid nature, can make use of the push and pull service. They can search for tweets,
they are interested in by using hashtag (#) or user accounts, they can also follow other
users and news channels [7]. Furthermore, they can include diverse multimedia (pic-
tures, videos), links to external websites (outside the Twittersphere) and linkages to
other Twitter accounts through the so-called “@”-mentions (hence, links within the
Twittersphere) in their tweets [5]. Letierce et al. [9] categorized Twitter user into
subcategories “from experts to amateurs by participants, media and so on” there are no
limits – everyone can use Twitter.
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People do not only want to consume content provided by others, but rather to
produce own tweets. Java et al. [6] investigated reasons for which interactions on
Twitter take place. They categorized these reasons into “daily chatter”, “conversa-
tions”, “sharing information/URLs” and “reporting news”. According to Mano and
Milton [10], the user-generated content on breaking news or events is a key factor of
the so-called citizen journalism. Niekamp [11] defines the citizen journalism as “the
involvement of non-journalists in gathering, writing and disseminating information.” It
could be understood as “an active role in the process of collecting reporting, analyzing
and disseminating news and information” [2].

This was also the case during the Charlie Hebdo attacks. All over the world, people
sorrowed for victims and their family members by using Twitter. After the first tweet
with the hashtag #JeSuisCharlie, reports by news agencies, YouTube videos and, in
general, global reactions of the community followed [5, 12]. In very short time, the
introduced hashtag became a symbol for solidarity with the victims and unity against
terror. Salovaara-Moring [12] explains the #JeSuisCharlie as follows: “These three
words became a metaphor for organizing news flows, opinions, affects and participa-
tory events in the digital media ecosystem. It became a global slogan adopted by
supporters of the freedom of expression.” According to An et al. [1], the “hashtags
#CharlieHebdo and #JeSuisCharlie (‘I am Charlie’) became an explicit endorsement of
freedom of expression and freedom of the press, and travelled fast and wide in
Twitter.” In this study, we will investigate the tweeting (or information) behavior of
Twitter users in view of these terrorist attacks and two subsequent attacks that took
place in Paris and Brussels.

The first triggering event chosen for the investigation is the already mentioned
terrorist attack on the editorial office of Charlie Hebdo in Paris in January 2015. The
second triggering event are the attacks in Paris in November 2015, and the third one are
the attacks in Brussels in March 2016. We aim to investigate how the Twitter com-
munity tweeted about these events. Are there recognizable differences in user behavior
between the three investigated attacks? And, are there changes in user behavior during
the seven days after the attack? This investigation is based on the following research
questions:

• RQ1: What is the dissemination and impact level (number of RTs and likes) of the
tweets on the three triggering events and how does it change over the period of one
week?

• RQ2: How often do the users include external links (normal links) and links within
the Twittersphere (@) in the tweets on the three triggering events and how does this
information behavior change over the period of one week?

• RQ3: Is there an association between embedding links (external and internal) and
the dissemination and impact level (number of RTs and likes) of the tweets on the
three triggering events and how does it change over the period of one week?

• RQ4: Is there an association between embedding external and internal links in the
tweets on the three triggering events and how does it change over the period of one
week?
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2 Methods

With the help of the Python application Tweepy and partially manually via Twitter
advanced search interface, we have collected 21,000 tweets from English-speaking
Twittersphere. From all “top” tweets for each day of the week after the attack we
randomly selected 1,000 tweets. We have chosen only the “top” tweets since they are
the most popular ones with the potentially highest impact and dissemination level. We
searched for the tweets by using the most trending hashtags. For the first terrorist attack
in Paris we selected tweets posted from 7th to 13th of January 2015 which included the
hashtags #JeSuisCharlie or #CharlieHebdo. For the second investigated attack, which
also took place in Paris and involved suicide bombers and several mass shootings
across the city, we selected tweets posted from 13th to 19th of November 2015, which
included hashtags #PrayforParis, #PeaceforParis or #NousSommesParis. The last
investigated terrorist attack was the one in Brussels that occurred at the Brussels airport
and the Maalbeek metro station in the city center, here, the gathered tweets were posted
from 22nd to 28th of March 2016 and included hashtags #PrayForBelgium,
#JeSuisBruxelles, or #BrusselAttacks.

The gathered Twitter data was saved into a database and further processed with
Excel and Python. All external links (starting with http://) and all internal links,
mentions (marked with “@”), were automatically extracted with Python. After the data
was prepared, we conducted statistical analysis with SPSS. Besides the descriptive
statistics, we applied Pearson’s point-biserial correlation to investigate potential cor-
relations between embedding external or internal links and the number of retrieved
likes and RTs. We also computed the chi-squared values for the association between
embedding external and internal links in one tweet.

3 Results

The first research question concerns the dissemination and impact level (number of RTs
and likes) of the tweets about the three triggering events and its change over a period of
one week. As we can see in the Fig. 1 (left column), the tweets on triggering event got
the most likes and RTs on the second day after the first triggering event (Charlie
Hebdo). For the other two triggering events the tendency is different. The tweets got in
average the most tweets on the 1st day, followed by an abrupt drop on the second day
and low levels of dissemination throughout the whole week. The second research
question concerned the embedding of external links (“link”) and links within the
Twittersphere (“@”) in the tweets on the three triggering events. As we can see in
Fig. 1 (right column), there were more internal links on the first two days considering
the first triggering event. From the 3rd day, the tweets included more external links
(34%–46% of the tweets) than internal ones (31%–33%). Looking at the second
triggering event, only on the first day there were slightly more internal (7.4%) than
external links (6.9%). On the remaining days, 31% to 45% of the tweets included
external and 22.9% to 33.4% internal links. As for the last triggering event, there were
more external (30.9%–52.1%) than internal links (18.6%–29.4%) included in the
tweets on all seven days.
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The third research question regards the association between embedding links (ex-
ternal and internal ones) and the dissemination and impact level (number of RTs and
likes) of the tweets. Table 1 shows the overall correlation values between these vari-
ables for all three triggering events. The only significant correlations are given for the
second triggering event, the Paris terrorist attacks. There appear to be weak and neg-
ative correlations between embedding internal and external links and the number of
retrieved likes and retweets. This means that tweets with links are more likely to
receive less likes or retweets. There were no significant correlations for the other two
triggering events.

Table 2 presents the correlation values between embedding internal links (“@”)
and the number of retrieved likes for all three triggering events (TE1–TE3) and each of
the seven days. When investigating the association for each day separately, the only
significant correlations appear to be given for the third triggering event on the 5th

(positive correlation) and 7th day (negative correlation). However, both are very weak.
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Fig. 1. The dissemination and impact level of tweets represented by the average number of likes
and retweets per day (on the left) and percentage of tweets including external and internal links
(“link” and “@” respectively) (on the right).
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When considering the association between internal links and the number of RTs
(Table 3), the only significant correlation is given for the third triggering event on the
7th day. This correlation is negative and weak.

The correlations between embedding external links and the number of retrieved
likes are shown in Table 4. Here, again, the only significant values are given for the
third event on the 7th day. The correlation is negative and weak. There were no
significant correlations between embedding external links and the number of RTs
(Table 5) for any of the triggering events.

Table 1. Overall correlation values between embedding external and internal links (“link” and
“@”), and the level of impact and dissemination (“like” and “RT”) of the tweet for the three
investigated triggering events

Charlie Hebdo Paris attacks Brussels attacks

@ x like −0.011 −0.03* −0.005
@ x RT −0.011 −0.031** −0.008
link x like 0.005 −0.032** −0.015
link x RT 0.008 −0.035** −0.014

*p < 0.05, **p < 0.01, ***p < 0.001

Table 2. Correlation between embedding internal links (@) and the number of retrieved “likes”
for each triggering event (“TE”) and each of the seven days.

@ x like 1st 2nd 3rd 4th 5th 6th 7th

TE1 0.003 −0.021 −0.04 −0.02 −0.035 −0.036 −0.017
TE2 −0.033 −0.022 −0.029 −0.037 −0.024 −0.027 0.037
TE3 −0.015 0.019 −0.007 −0.041 0.073* −0.004 −0.07*

*p < 0.05, **p < 0.01, ***p < 0.001

Table 3. Correlation between embedding internal links (@) and the number of retrieved “RTs”
for each triggering event (“TE”) and each of the seven days.

@ x RT 1st 2nd 3rd 4th 5th 6th 7th

TE1 0.02 −0.021 −0.037 −0.022 −0.047 −0.032 −0.008
TE2 −0.034 −0.02 −0.043 −0.036 −0.024 −0.032 −0.009
TE3 −0.015 −0.01 −0.031 −0.049 0.039 −0.013 −0.069*

*p < 0.05, **p < 0.01, ***p < 0.001

Table 4. Correlation between embedding external links and the number of retrieved “likes” for
each triggering event (“TE”) and each of the seven days.

Link x like 1st 2nd 3rd 4th 5th 6th 7th

TE1 −0.62 0.034 −0.042 −0.052 0.008 −0.032 −0.009
TE2 −0.01 −0.01 0.023 −0.034 −0.03 −0.034 −0.006
TE3 −0.022 −0.061 0.019 0.032 −0.06 −0.041 −0.078*

*p < 0.05, **p < 0.01, ***p < 0.001
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The fourth research question concerned the association between embedding
external and internal links simultaneously in the tweets. As we can see in Table 6, for
all investigated triggering events the most tweets including external links did not
include internal “mentions” at the same time (60.9%, 70.9% and 72.4% respectively).

4 Discussion

In this study, we investigated the tweeting behavior of users in English-speaking
Twittersphere in view of three triggering events being terrorist attacks. The analysis of
average number of RTs and likes that the analyzed tweets included showed a tendency
of higher impact and dissemination on the day of the triggering events, followed by an
abrupt drop on the following six days.

Regarding the embedding of links, the users include more external links than
internal ones (links to other Twitter accounts). Also, there are more users who only
include one type of link in the tweet. There were only few weak correlations between
embedding links (either internal or external) and the number of received likes or RTs.
This confirms our previous findings that including links in tweets in the context of such
triggering events does not necessarily affect the number of received RTs or likes [5].

Interesting aspects to investigate in future research would be a content analysis of
tweets, which is another possible factor influencing the number of likes and RTs.
Furthermore, a more detailed characterization of the link types included in the tweets
could explain the higher or lower dissemination levels. Finally, an analysis of hashtags
and the context words included in the tweets could shed light on the attitudes and
emotions of the users towards the breaking news.

Acknowledgments. We would like to thank Dr. Elmar Lins for his assistance during the data
analysis and Prof. Wolfgang G. Stock for his supervisory support.

Table 5. Correlation between embedding external links and the number of retrieved “RTs” for
each triggering event (“TE”) and each of the seven days.

Link x RT 1st 2nd 3rd 4th 5th 6th 7th

TE1 −0.038 0.037 −0.033 −0.046 0.015 0.009 0.033
TE2 −0.017 −0.017 0.055 −0.028 −0.031 −0.039 0.039
TE3 −0.018 −0.053 −0.003 0.043 −0.056 −0.043 −0.054

*p < 0.05, **p < 0.01, ***p < 0.001

Table 6. Chi-squared table for association between embedding external links and embedding
internal links for all three triggering events (TE1-TE3).

Link x @ @ not included @ included Sig.

TE1 60.92% 39.10% 0.000
TE2 70.90% 29.10% 0.000
TE3 72.41% 27.59% 0.001

*p < 0.05, **p < 0.01, ***p < 0.001
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Abstract. The interactive essence of Web2.0 impacts news industry: users are
extensively engaged in content creation and value contribution, yet a growing
concern is that users’ interaction may amplify the negativity bias, resulting in a
worrying media environment such that negative news drive out positive news.
Focusing on interactive spiral of online news, this study examined the rela-
tionship between title sentiment and users’ different-stage reactions, including
reading, commenting, like/dislike voting and forwarding. Against the traditional
view that “negative news travels fast”, this study harvests opposite influence of
title sentiment in different stages: although attracting users to read, title nega-
tivity decreased both the number of forwards and forwarding ratio.

Keywords: Web 2.0 � Online news � Title sentiment � Interactive spiral

1 Introduction

Web2.0 has changed the way of human-computer interaction, switching users from
passive audiences to active participants in information communication and broad-
casting. The interactive essence of Web2.0 significantly impacts the news industry.
According to a 2016 Pew Research report, over 38% of Americans were online news
consumers [1]. In China, 61.9% Internet users check online news every day [2].
Compared to printed news, online news adopts interactive features, which allow users
to express opinion, give feedbacks and easily share news to social media friends. Users’
active behaviors have transformed the propagation of news from a linear line to an
interactive spiral in which users’ serial actions (reads, comments, likes, dislikes and
forwards) combine to shape news diffusion process.

Despite of the prosperity of online news industry, a growing concern is that users’
interaction may amplify the negativity bias, resulting in a worrying phenomenon that
negative news drive out positive news in Web2.0-based news media space. Given the
limited screen, news titles–which are the abstract of news content–give the first
impression and influence users’ decisions to whether click into the news. Under the
pressure of information overload, users are more attracted to news with negative and
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irritant titles. Recognizing this fact, journalists and editors are motivated to produce
negative news titles, sometimes even inconsistent with news content.

However, whether negatively-titled news can travel fast is still an open question to
be answered. From negativity bias perspective, negative-titled news does attract more
attention and reaction. Yet from impression management perspective, users are
reluctant to transmit negatively-titled news, especially when their behavior is visible by
social media friends. Under this condition, the “travel path” of negatively-titled news is
cutoff. Through the lens of interactive spiral, this study divided users’ interactive
response into three stages: attention (whether to click to read news), reaction (click
like/dislike, leave comment) and sharing (forward news to social media friends). This
study aimed to shed light on the above conflicting conjectures by answering the fol-
lowing questions:

1. Does negative-titled news dominate online news market, as we are worried about?
2. How does the sentiment of news titles influence users’ different-stage behaviors?
3. Is users’ feedback of news content consistent with title sentiment? (more likes for

positively-titled news and more dislikes for negatively-titled news)
4. Does the interactive spiral of news vary across different news types?

The rest of this study proceeds as follows. We first reviewed literature on negativity
bias and impression management theory, which guide the theoretical logic for this
study. Then we described data preparation and analysis works. Preliminary results were
reported. We finally listed future research plan.

2 Literature Review

Online news portals adopt interactive features to engage users into the diffusion of
news [3]. Online news is read, voted, commented and shared to reach new audience,
circulating into interactive spiral of news communication. Focusing on negatively-titled
news, this study investigated the effect of title negativity on interactive spiral based on
two streams of research: negativity bias and impression management theory.

2.1 Negativity Bias

Negativity bias refers to people’s asymmetric response to negative and positive
information [4]. In general, negative information is more potent and dominant than
positive or neutral information. Negativity bias is evident in many domains, including
public opinion [5], product review [6] and economic decisions [4]. It is notable that
negative information catches more attention and executes greater impact in people’s
attitude and behaviors.

Negativity bias is also evident in online news. The limited reading time and small
screen demand users’ quick decision upon news titles to determine whether to click into
the details. As predicted by negativity bias, users tend to be attracted to
negatively-titled news which catches their eyes at the first place. Users are also more
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likely to react to negatively-titled news. For example, they click the like or dislike
button, or comment to express their opinion or criticize the reported event. Noticing
this trend, journalists and editors deliberately package news titles to appeal to their
news consuming audience.

Enlightened by negativity bias, this study would like to empirically test the guess
about title negativity. Three propositions were developed.

Proposition 1 (P1): Titles of online news are more likely to be negative than be
positive or neutral.
Proposition 2 (P2): Compared to positively- or neutrally-titled news, negatively-
titled news wins more reads.
Proposition 3 (P3): Compared to positively- or neutrally-titled news, negatively-
titled news gets more user reactions. Specifically, negatively-titled news gets more
comments and more votes. Due to its negative nature, negatively-titled news get
more dislike votes and less like votes.

2.2 Impression Management Theory

Impression management theory describes the process whereby people attempt to
manage the impression others form about them [7]. In particular, people tend to convey
positive information to establish good self-image and avoid transmitting negative
information in fear of negative evaluation perceived by audiences. The latter tendency
is also noted as MUM effect, which depicts how people keep mum about negative
events. Previous work found that negative information has a greater impact on
impressions than positive information does [8]. Researchers found that MUM effect is
more salient when the audiences are socially relevant [9].

Users’ motivation to manage impression determines what news they share. Many
online news portals adopt the interactive feature that allows users to share news to their
social media friends. Although users may be interested in negatively-titled news by
themselves, they prefer to keep this as private behavior. Therefore, negatively-titled
news may not receive a lot of forwards as the sharing feature is designed for. Instead,
title negativity is likely to cut off the travel path of news. Taking the impression
management perspective, this study proposed that:

Proposition 4 (P4): Negatively-titled news received less forwards than positively-
or neutrally-titled news.

Besides the four above propositions, this study also expected a type-varied effect of
title negativity on interactive spiral of news. Specifically, the effect of title negativity
may be less salient in some “cool” news type, such as technology. Also, when news are
tagged as “hot”, forwards may increase as users are less concerned about their
impression given the thought that many others are interested in the news.

Figure 1 depicted the research framework of this study.
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3 Data Preparation

This study tested propositions based on online Chinese news from Jinritoutiao.com, a
popular daily news portal in China. We tracked news that were posted in March 2015,
and sampled 10942 news distributed in three categories (technology, society and hot
news with high popularity listed in a separate page). We snapshotted the number of
users’ reads, like/dislike votes, comments and forwards 24 h after the news were
published, constituting dependent variables used in our analysis. These variables
provide objective and accurate measurements of users’ different-stage interactions.

We conducted sentiment analysis on news titles using Boson NLP. Boson NLP is a
Chinese-based open-source content analysis tool (http://bosonnlp.com/) [10, 11].
Boson NLP is popular because it provides context-specified lexicons such as news,
social media content and word-of-mouth reviews in different industries. Based on its
news lexicon, we calculated the negative probability of each news title. A news title
was categorized as negative or positive if the negative probability was above 0.6 or
below 0.4. Otherwise the news title was categorized as neutral. Two dummy variables,
title negativity and title positivity, were used to represent the three sentiment categories.
The interaction between title sentiment and reads was included in our analysis as
another key independent variable on user reaction and sharing behaviors. The inter-
action term measured how title sentiment expands or narrows the effect of users’ reads
on their following actions emerged later in the process of interactive spiral. We also
controlled for another three variables: title length, the number of previewed images,
and news type (hot, technology and society), as they may impose effect on the inter-
active spiral. Variable descriptions were showed in Table 1.

Fig. 1. Research framework
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4 Estimation and Preliminary Results

To investigate P1, we counted the number of news titled positively, neutrally and
negatively. Among the total 10942 news, the number of negatively-titled news was
5189 (47%), which was larger than the number of positively- and neutrally titled ones,
which are 3675 (34%) and 2078 (19%) respectively. We furtherly conducted t-test
between title negativity and title positivity, and the t value was 21.0574, which sig-
nificantly rejected the null hypothesis that title negativity had a smaller means com-
pared to title positivity. Results consistently indicated that online news was more likely
to be titled with negative sentiment. Therefore, P1 was supported (Fig. 2 and Table 2).

Table 1. Variable descriptions

Variables Variable measurements Mean (standard deviation)

Reads Number of reads 105208.6 (334424.5)
Like Number of “like” votes 317.7268 (1892.75)
Dislike Number of “dislike” votes 295.6057 (1510.75)
Comment Number of comments 924.6115 (4963.25)
Forwards Number of forwards 412.607 (1522.13)
Title positivity 1-positive title, 0-negative or neutral 0.3358 (0.47)
Title negativity 1-negative title, 0-positive or neutral 0.4742 (0.49)
Number of Image Number of previewed images 0.57 (1.17)
Title Length Number of words in title 18.9341 (5.35)

Fig. 2. Distribution of title sentiment
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Ordinary least squares (OLS) regression was used for data analysis. We ran
regression on reads, like, dislike, comment and forwards respectively to investigate the
impact of title sentiment on users’ different-stage interactions. Table 3 showed the
estimation result.

Table 3, Column 1. We first assessed the relationship between title negativity and
user reads. The estimated coefficient of negatively-titled news (Negativity) on users’
reads was positive and significant. This result suggested that negatively-titled news

Table 2. T-test of title sentiment

Group Obs Mean Std. err. Std. dev. [95% Conf.Interval]

Negativity 10942 0.474228 0.004774 0.499358 0.46487 0.483585
Positivity 10942 0.335862 0.004515 0.472312 0.327011 0.344713
combined 21884 0.405045 0.003319 0.490912 0.39854 0.411549
diff 0.138366 0.006571 0.125487 0.151245
diff = mean(negativity) − mean(positivity) H0: diff < 0
t = 21.0574

Table 3. Impact of title sentiment on user interaction

(1) (2) (3) (4) (5)
DV Reads Like Dislike Comment Forwards

Reads 0.00325*** 0.00297*** 0.00569*** 0.00356***
(4.60e − 05) (3.21e − 05) (0.000136) (2.97e − 05)

Positivity −39,003*** 195.1*** −93.26*** −272.3** 46.35*
(8,842) (41.79) (29.20) (123.8) (27.05)

Negativity 14,898* −84.14** 75.30*** 200.9* −70.34***
(8,363) (39.50) (27.60) (117.0) (25.57)

Reads*negativity −0.0015*** 0.00128*** 0.00162*** −0.00038***
(0.000113) (7.87e − 05) (0.000334) (7.29e − 05)

Reads*positivity 0.00267*** −0.0007*** 0.00265*** 0.00105***
(0.000129) (9.00e − 05) (0.000381) (8.33e − 05)

Number of image 11,775*** −17.75 −12.87 −33.70 29.57***
(2,712) (12.82) (8.954) (37.95) (8.295)

Title length 2,522*** 0.836 1.205 −19.12** 1.917
(581.7) (2.749) (1.920) (8.139) (1.779)

Society −220,170*** −96.62*** 3.397 −1,645*** −51.00**
(7,476) (36.67) (25.62) (108.6) (23.73)

Technology −250,947*** −23.68 20.74 −1,363*** 81.62***
(9,746) (47.46) (33.16) (140.6) (30.72)

Constant 222,526*** 23.61 −51.94 1,860*** 24.83
(14,380) (68.66) (47.97) (203.3) (44.44)

Observations 10,942 10,942 10,942 10,942
R-squared 0.094 0.370 0.517 0.196

***p < 0.01, **p < 0.05, *p < 0.1; Standard errors in parentheses
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were more likely to capture users’ attention and further translate into more reads, which
supported P2.

Table 3, Column 2–4. With regard to user reactions, title negativity significantly
decreased like votes (Column 2), increased dislike votes (Column 3) and number of
comments (Column 4). Title positivity got the exactly opposite influence on users
like/dislike votes, but increased comments, just like negatively-titled news. The results
showed that (1) news with clear sentiment (either negative or positive) attract users to
comment to express their opinions; (2) users’ like/dislike feedbacks are consistent with
title sentiment. Therefore, P3 was supported.

Table 3, Column 5. With regard to user forwards (Column 5), the coefficient of
Negativity and Reads*Negativity were both significantly negative. Although more
reads received, the negatively-titled news obtained less forwards and less forward ratio
compared to positively- or neutrally-titled ones. The spiral from reads to forwards is
notably shrunk for negative-titled news. Therefore, P4 is supported.

The result also indicated a type-varied trend in users’ different-stage interactions.
Society news (Society) were found to be less likely to receive reads, comment, and
forwards. Technology news (Technology), received less reads compared to hot issue
type while winning more forwards.

5 Additional Insights

It is notable that some control variables were significant in our results and provided
additional insights. First, Number of Image had a significantly positive effect on user
reads (Table 3, Column 1) and forwards (Table 3, Column 5). With regard to length of
news title, its coefficient (Title Length) was significantly positive in the regression of
reads (Table 3, Column 1), suggesting that a long news title may catch user attention.

6 Future Research Plan

We will extend this study in several aspects. Firstly, content analysis will be used to
compare the consistence between title sentiment and content sentiment. Secondly, the
type-varied effect will be the focus of our future research. A guess is that users have
different expectation of news title and content style across news types. Thirdly, user
experiment will be conducted to examine the under-covered decision-making mecha-
nism. By doing these, we aim to develop a systematic framework for the interactive
spiral of online news.

Acknowledgement. This work was supported by the China Ministry of Education-China
Mobile research grant (#MCM20150402).
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Abstract. Combining and assembling different search results to achieve
a clearer focus and better organization is a challenging research issue of
aggregated search. The goal of this research is to assemble useful and relevant
in-formation from one or multiple sources and then present it via one interface,
rather than as a ranked list. That is, we propose a framework and then develop
the WikiMapp application based on the three main components of an aggregated
search framework. In this research, we adopt the concept and principle of the
program theory evaluation (PTE) and extended evaluation measure (EEM) to
refine our application and use zero-order state transition (ZOST), and multiple
lengths of maximal repeat patterns (m_MRPs) (i.e., a re-fined MRPs method) to
observe and analyze users’ search move behaviors with the interface, as well as
the relationship between those moves and task accomplishment. In this way, we
aim to identify the best sequences of search move patterns that lead to successful
searches. Our preliminary evaluation results show that WikiMapp actually helps
users achieve better task performance by using the topic map tool in the
interface.

Keywords: Aggregated search � Extended evaluation measures � Pattern
analysis � Search moves

1 Introduction

Users who set certain queries find the search engine does not fulfill their information
needs, especially when users cannot explain exactly what they are looking for. For
instance: when the user submits the query “iPhone7”, they may want to see a pro-
motional video of the iPhone7, not just the pages related iPhone7. In addition, a user’s
information needs are quite often spread across several pages that are hyper-linked due
to the distributed characteristics of web content. Thus, assembling search results from
multiple sources has been an important research area for many years [1]. This is why
there are aggregate searches.

Aggregated search is a general term for cross-vertical aggregated search (cvAS),
whose aim is the retrieval of different types of useful information or topics from
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multiple sources, which are then assembled into a unitary interface. A cvAS engine not
only presents web pages, but other types of information as well (e.g., images, videos,
and blogs). Basically, research on aggregated search has taken three main directions:
source (vertical) selection, result aggregation and presentation, and interest and eval-
uation [2].

We design a series of user-oriented search tasks [4] based on the concepts of the
program theory evaluation [5] and the extended evaluation measure [6]. In this research
we focus on a proposed framework based on the concepts of the aggregated search and
then conduct the evaluations. We also consider the outcomes provided by the tools of
the system, or conceptualize differently, the benefits searchers derive from using the
observed tools. The objectives of this research are listed below.

1. Interface implementation and improvement: Based on our previous research, we
refine one of the information visualization (IV) tools of the WikiMapp; i.e., topic
network (TM). The TM is regarded as a useful IV tool for helping users find
relationships among concepts for a subject. However, it still lacks flexibility, so we
add features to the tool based on our previous observations.

2. In IR evaluation there are modest attempts to standardize search tasks. In this study,
we conduct a user study to evaluate the aggregated search interface for a specific
topic based on the program theory evaluation (PTE) and extended evaluation
measures. We also propose m_MRPs based on ZOST and MRP concepts [3] to
analyze sequences of search move patterns made by searchers.

We develop the presented WikiMapp application based on the refined generic
framework of the aggregated search. Through the objectives, we aim to find the best
sequences of search move patterns that lead to successful searches.

2 The Framework

We propose a framework based on the three main components of an aggregated search
system: query dispatching (QD), nuggets retrieval (NR), and result aggregation
(RA) [2]. We introduce the concepts as below.

Query Dispatching: Query dispatching (QD) is the beginning of the query processing
mode. It can choose to respond from the query source and then trigger a specific
answer. In the proposed applications, the first article that a user finds interesting is
defined as a seed article (query), and an article related to a seed query is called a
link-related article of n degrees. The proposed framework retrieves all link-related
articles within n degrees.

Nuggets Retrieval: Nuggets retrieval (NR) is the process between QD and result
aggregation. It can retrieve entire or parts of documents; not just textual retrieval, but
also a word, a document, a web page, an image, a video, or sentences [2]. In this work,
we assemble the results from the search engine and Wikipedia. We adopt link strength
(LS) measure and NGD algorithm to analyze the relationship between articles, and then
construct the final topic network. For the information retrieved from the web pages we
adopt the Google search API to retrieve pages related to the user query.
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Result Aggregation: That is, the system can assemble the search results with more
than a ranking action and the actions can be used alone or combined. We summarize
the aggregate functions in Table 1.

3 Changes to the Application

In this study we adopt Program Theory (PT) as the evaluation framework, which
evaluates systems and search behaviors. The main process in PT can be divided into
four categories: inputs, activities, outputs, and outcomes. For instance, the input value
sets a search query. When the user inputs a search action there are two or more
independent variables that affect each other through call activity, caused by the
interaction of actors and their behaviors, information items, collections, and context [5].
The result the user receives is called output, which is ultimate in the process of inquiry
to generate understanding and knowledge (outcome).

As shown in Fig. 1, WikiMapp provides three different visualization tools (Wiki-
pedia (②), Topic Hierarchy Tree (TM) (⑨), and Topic Map (⑩)). (③) is the “Google
search tool”. When searchers type the key words in the search bar they click the search
button (④) (⑤) and sixteen search results appear, including titles and abstracts. Term
suggestions are given (⑥) based on the records of the web pages browsed by searchers.
The TF-IDF calculates after sorting and chooses the top 12 words shown in (⑦), and
the searcher can click the left button to automatically add these words to the search
column.

As addressed earlier, searchers reflect that the TM could be useful, but the layout is
not easy to operate. To help searchers improve task performance with the aid of the
application, we refine the TM in this research. In the TM tool WikiMapp (⑩), when the

Table 1. Aggregate actions of WikiMapp

Actions Tools or features in WikiMapp

Sorting Uses the search bar to search for keywords. When the user
finishes entering a query they click the search button. The
keyword is split and nuggets of useful information make a
new merging result and then extracts the information the user
needs; e.g., title and abstract

Grouping Topic Map (TM) – we use Link Strength Measure (LSM) to
build the initial network, and then Normalized Google
Distance (NGD) analysis to determine the degree of
association of two term concepts
Topic Hierarchy Tree (HT) – We adopt k-clique based on
social network analysis (SNA) to construct the topic hierarchy
tree generated from the TM

Merging/Splitting/Extracting Semantic Paths suggestions - in the proposed interface we
first integrate the semantic path suggestions with TM. The
semantic paths are based on our proposed “Hybrid Topic
Based Semantic Path Inference” algorithm (HTSPI). The
algorithm finds the most representative paths in the TM
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searcher selects “picking” mode they can collapse and expand the nodes easily. When
the searcher selects the “transforming” mode they can drag the subject map by using
the left button of the mouse wheel, zoom in or zoom out the TM, and click the left
button on the node to open the Webpage.

4 The Evaluation Design and Results

4.1 The Evaluation Design

A total of twenty participants at Fu-Jen Catholic University (Taipei) performed the
search tasks during the evaluation. All participants had similar learning backgrounds
and computer skills when the test was conducted. Students taking the Information
Retrieval (IR) course were selected because they had at least a basic background
knowledge of the IR subject. We designed four types of tasks: indirect relationship,
direct relationship, topical knowledge, and an open question about topical knowledge.
Due to page limitations, we did not report the rationale used to design the tasks. This is
the same as in our previous work, which has proven that the tasks can reflect how the
interface helps users search, explore, or gain knowledge [6].

In this research we analyze the users’ task performance by using our proposed
interface - i.e., WikiMapp - compared to the basic Wikipedia.com. We mainly adopt
gain function, as shown in Eq. (1), to verify if the user can accomplish the task
correctly and efficiently.

Gain ¼ Score=TimeCost ð1Þ

Fig. 1. A snapshot of the interface of WikiMapp
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4.2 The Task Performance

Herein, we show the results of task performance.

Observation 1 (Tasks 1 and 2): For Task 1, the users of the WikiMapp interface
performed significantly better than those using the basic interface (Wikipedia) for
searching the indirect relationship task. For Task 2, the users’ value gain in WikiMapp

is the highest, whereas their gain values in Wikipedia is the lowest. However, this did
not pass the significance test. We found WikiMapp provided IV tools that users used to
take less time to finish the task, which helped users get better scores for the
relationship-based tasks.

Observation 2 (Tasks 3 and 4): For Task 3, the users of the WikiMapp interface
performed significantly better than those using the basic interface (Wikipedia) for
searching topical knowledge. Users became more familiar with IV tools and were
willing to spend time on node collapse, expand functions, and viewing the pages. For
Task 4, the users of both interfaces achieved similar results for an open question for the
topic (Table 2).

4.3 The Search Move Analysis

In this section we mainly analyze the users’ search behaviors by using the IV and
search tools. We first conduct the correlation coefficient analysis to verify how the tools
support the users to accomplish each task. We then present some of the search move
results of the ZOST and MRP analysis [3].

Observation 1 (IV tools vs. Gain): Fig. 2 shows that all of the tasks are positively
correlated with the topic map (TM), whereas some of tasks may have negative cor-
relation with the tools, especially in Task 1. This indicates that our refined TM tool can
help users successfully finish tasks. Of note is that Task 1 is the most difficult of the
four tasks; however, it is highly correlated with the TM tool.

Herein, we present the results of Task 1 by using ZOST and m_MRP analysis.

Observation 2 (ZOST): Fig. 3 shows there are four search moves in the Google
Search Tool, and five search moves in Topic Map (TM), initially. Moreover, there are

Table 2. The t-test results of the gain value

WikiMapP Wikipedia Wikipedia
compare with
WikiMapP

Avg. Std. Avg. Std. t-test Sig.

Task 1 2.03 1.65 0.14 1.55 4.213 0.002***
Task 2 1.33 0.46 0.91 1.11 1.048 0.321
Task 3 1.42 1.01 0.30 0.98 2.362 0.042**
Task 4 0.55 0.23 0.45 0.45 1.588 0.1467

*Significant at p < 0.1, **Significant at p < 0.05,
***Significant at p < 0.01
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some moves between the Hierarchy Tree (HT) and TM. The video shows the users
prefer using the TM tool to find the answers in Task 1. Thus, we confirm that our
refinement of the TM tool can help users quickly understand the concepts of the task.

Observation 3 (MRP): According to Table 3, users always use [A+ (Topic Map) or
C+ (Search)] as their primary tool to find the answers. This is because “A+” provides
more functionality and interactive interface to satisfy the user’s needs. “C+” is the tool
they usually use in their daily lives. A+ and C+ can be used interchangeably for
searches, which can help users increase their own knowledge. Users that search through
IV tools can have a more enhanced answer rate. This can close the gap with users in the
process of information searching.

Fig. 2. The correlation analysis between IV tools and gain in WikiMapp

Fig. 3. The frequencies of the zero-order transition in Task 1

Table 3. The MRPs in WikiMapp

M_MRP Task 1

1-Pattern TM, Search, TM!HT, Search!TM, HT!TM
2-Pattern TM TM, TM TM!HT, Search, Search
3-Pattern TM TM, TM, Search, Search, Search
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5 Conclusions

The main goal of this research is to explore users’ search processes and task outcomes
with each different IV tool and with the improvement application WikiMapp. Based on
an analysis of the results of the IV tools, we find that users ofWikiMapp can achieve the
best task performance, as using the IV tools can help them get a higher gain value. In
addition, our improvement of the Topic Map helped users achieve better search per-
formance. Aligned with this research, we will conduct large scale evaluations and
report on the results in detail in the future.

Acknowledgments. This research was supported by the National Science Council of Taiwan
under Grant MOST 105-2410-H-003-153-MY3.
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Abstract. In this article, we propose a chat system that helps users
remember and resume past conversations by using tags. In computer-
mediated communication such as online chat, it is often difficult in com-
munication to continue conversations regarding issues that have been
discussed in the past because they may have forgotten the contents of
the issue. We focus on the nouns as the information on the topic and
we develop a chat system “tag chat” that helps users remember past
conversations. Our system adds tags for each chat logs based on words
that were used in the chat and displays the tags when users restart the
interrupted chat. As a result of two experiments with the proposed sys-
tem, it revealed that by showing tags the proposed system helps users
to virtually effortlessly recall the topics of past conversation.

Keywords: Chat · Tag · Topic · Reminder · Morphological analysis

1 Introduction

In this paper, we propose a chat system that uses tags to help users recall and
resume past conversations.

In mediated synchronous communications such as online chat, conversational
contents are often mixed because users typically discuss several topics in the
same session. Users are also apt to forget what they were talking about with
their online interlocutors. Therefore, it is often difficult in such scenarios to
resume conversations about issues that were being discussed in the past.

Several related systems focusing on online chat or memory recall have been
proposed. However, the systems proposed to date do not have functions to help
users recall past conversational topics [1–3], or assume that users do not reread
past logs to recall the contents of past chats [4]. By contrast, our system shows
words associated with an ongoing chat topic onscreen to the user at any given
time. The words presented are nouns extracted from chat logs by morphological
analysis. Users can select multiple words as tags to represent the topic, and which
help to subsequently remind them of the content of the relevant conversation.
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This paper is organized as follows: in Sect. 2, we describe the related work on
chat communication focusing topics. In Sect. 3, we explain our proposed system,
which supports recommencement of past chat topics by tagging chat logs. A vali-
dation test for our system will be given in Sect. 4. Finally, we discuss conclusions
and future work in Sect. 5.

2 Related Work on Chat Communication Focusing
on Conversational Topics

Opportunities of computer mediated synchronous communication are increasing
and many remote communication systems have already been proposed. One of
existing typical chat services are Skype1 and LINE2.

Skype allows users to register their icons, user names, and notifications indi-
cating their statuses or moods. A chat history is shown once the user logs out.
Users are also allowed to restart conversations with chat partners. LINE is a
communication application that allows text and multimedia image communica-
tion. A message is shown in a balloon-shaped textbox, along with a timestamp
and “message read” mark. New messages are inserted under old ones in the
same window. In these services, it is possible to save each conversation as a
text file. However, only the messages and their transmission times are recorded.
Thus, users need all conversation logs while relying on their memory to deter-
mine where the relevant conversation was interrupted, or what they were talking
about at the time.

Kawabata et al. proposed a system that extracts chat topics from a chat
room using a history of messages [1]. This system presents suitable words for an
ongoing conversation in a chat room in order to introduce other users, who have
not yet joined the conversation, to the chat contents. In this system, a chat log
saved every five minutes is divided into three parts - a “current conversation”
(i.e., the conversation ongoing at the time), a last-minute conversation, and a
past conversation. This system extracts nouns from each log using the Japanese
morphological analyzer MeCab [5]. The log for a “current conversation” is used
to obtain the characteristics of the conversation in the relevant chat room. Since
last-minute topics tend to shift to a current topic, the last-minute log is analyzed
to extract the characteristics of the current topic. For users who have conversed
about specific subjects in the past, the system considers it likely that they will be
chatting about similar issues at any given time. In order to incorporate the fea-
tures of user participation in the conversation at this stage, the system extracts
nouns from chat logs and gleans the conversational theme at the time. Users’
intentions are not reflected in this classification since the results of analysis in
this system are only used to classify conversations into broad topics such as
food, hobbies, politics, and economic. Moreover, Kawabata et al.’s system does
not help remind users of past chat topics.

1 skype: https://www.skype.com/en/.
2 LINE: https://line.me/en.

https://www.skype.com/en/
https://line.me/en
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In all prevalent chat and instant messaging services, users can simultaneously
pursue multiple topics in a conversation. At the same time, it is sometimes dif-
ficult to accurately grasp the flow of the conversation when multiple topics are
being discussed, especially if several users are participating in the conversation.
Collective Kairos Chat [4] is a chat support system where users can determine
the degree of importance of each message. This system allows users to delete chat
messages from the log at different speeds. The chat screen in the system has three
columns, and messages are divided in accordance with their degree of importance
as determined by all users. When chat participants have off-topic conversations,
they assign the relevant messages to the column containing relatively less impor-
tant messages. The log of the column containing highly important messages flows
slowly, whereas the logs of the less important columns flow more quickly. As a
result, important messages germane to a given theme are displayed for longer,
and messages and conversations tangential to the theme are shown briefly in
order for users to obtain chat logs as the collective memory of the discussion
reflecting the preferences of all participants. The criterion for the importance
of a message is whether it is associated with a given theme. Hence, Collective
Kairos Chat does not cater to situations where multiple conversational topics
are spanned in a short time.

The existing research on summarization of meeting focuses on automatic text
summarization or extract of key sentences [6,7]. In these method, the key points
are presented so that user can understand the contents, the structure and the
purpose of the meeting in a short time. However, users’ intentions or key phrases
which users want to keep in memory are not reflected to the summarization as
with Kawabata et al.’s system

In this paper, we propose a support system to facilitate checking the contents
of the past issue and to restart chatting on the issue by tagging and registering
topics switch timing.

3 System Framework

3.1 Design Method

Our goal is to implement a chat system that supports recommencement of past
chat topics by tagging chat logs. The proposed system is designed as follows:

1. In order for users to continue discussion on a past chat topic, information
regarding the topic is needed. However, because keeping track of all logs takes
time and effort, our proposed system registers nouns from chat messages as
tags.

2. The proposed system only presents candidate tags to users. Users can choose
and freely register tags from the candidate tags presented by themselves.

3.2 System Overview

Our proposed chat system consists of a server and two clients connected to a
network. Chat texts are sent to the server and the texts are stored with its sent
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Tag extraction and registration windowChat log

Tag registration button

Registered tags
(plan, meal invitation, arbeit, home teacher, cake)

Candidate tags

Text input form Submit button

User name
Registered tags 
for past chat

Button for activating 
the tag registration function

Chat window

(Wakayama, Osaka, Plane or Shinkansen)

Fig. 1. Overview of a client screen.

time, the user name and the serial number in the database. In the client chat
log field, only the user name and the sent texts are displayed. Each client has a
candidate tag extraction function, a tag registration function, and a tag display
function. Figure 1 gives an overview of the chat screen of a client.

3.3 Tag Registration Function

The tags registered by users for past chats are shown at the top of the chat
window. Users click the button at the bottom of the screen to simultaneously
activate the tag registration function and launch the tag extraction and regis-
tration window. The system then runs the tag extraction function and shows
candidate tags to users as buttons. On clicking a candidate tag button, a mes-
sage is presented indicating that the candidate has been recorded as a tag for the
conversation. A list of already registered tags is also displayed on the window.

3.4 Tag Extraction Function

The tag extraction function analyzes the chat log of ongoing chats using MeCab
[5], a Japanese language morphological analyzer. The log data are divided into
parts of speech, and only nouns are used as candidate tags. The extracted nouns
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Pull-down menu

(plan, meal invitation, arbeit, 
 home teacher, cake)

(Wakayama(Place name), Osaka,  
 airplane or bullet train)

Theme:travel

Theme:holiday

Fig. 2. A list of themes and tags registered with the selected theme.

include overlapping words or words that do not make sense, such as pronouns,
suffixes, and emoticons. Thus, certain nouns are selected as candidate tags.

The extracted candidate tags are displayed as a button on the window. Addi-
tionally, a user can register free words other than candidate tags as a tag. A user
enters free words in the manual input form and presses the tag registration but-
ton, then the words are registered a tag. Figure 1 shows that the tags “meal
invitation” and “home teacher” correspond to free words tags.

3.5 Tag Display Function

The tag display function displays the tags registered by using the tag registration
function in the past chat. The proposed system displays the registered tags
respectively for each chat topic or theme. Figure 2 shows the screen for selecting
a theme.

The themes are displayed in a list. When a theme is selected from the pull-
down menu and a display button is pushed down, tags registered with the theme
in the past chat are displayed. The screen after selecting the theme is shown in
the right of Fig. 2. Users can freely switch the display of themes during chat.

4 Evaluation Experiments

4.1 Experimental Overview

We performed comparison experiments to investigate whether displaying tags in
our system helps users to easily recall past conversational topics.

Sixteen college students participated in our experiments. These participants
were divided into eight pairs. All participants were accustomed to handling key-
board input and were familiar with chat conversations. The participants were
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asked to chat while sitting in the separate room in order to prevent directly
conversations.

Two experiments were conducted with an interval of six days. In the first
experiment, all participants used a comparison system to collect data about the
last topic for the second experiment. The comparison system is only removed
the tag display function from the proposed system so tags on the last topic
are not displayed during the experiment using the comparison system. As there
had been no registered tags in the first experiment, the participants used the
comparison system.

In the second experiment, four pairs of participants used the proposed system
while the other four pairs used the comparison system. The former pairs read
the registered tags in the first experiment before starting the second experiment,
whereas the latter pairs read all of the chat logs.

The conversations of the participants were on the following two themes:
“travel” and “New Year’s party.” In the theme “travel”, the participants plan
to go on a trip with several friends on a spring vacation. In the theme “New
Year’s party”, the participants plan to hold a New Year’s party with classmates.
Each pair chatted for ten minutes using the systems for each theme in each
experiment, and registered tags during the chat. At the conclusion of the each
experiment, we asked the participants to answer a few questions.

4.2 Experimental Results

The results of participants’ responses to our questionnaire are listed in Table 1.
Each number signifies the total number of persons who selected that particular
evaluation value.

Since the tag registration operation was identical in both systems and both
themes, we conclude that differences between the systems did not affect the
responses to item (ii) and the registration of tags was not troublesome for users.

From the results of item (i) and (iv), although the participants using the
proposed system did not remember much of the content of the first experiment
chat, they were able to chat about the theme concretely. In addition, considering
the results of item (iii) and (vi), it is difficult to remember the chat content
specifically in the method of remembering based on memory, it is clear that the
participants were able to remember topics to a certain degree in the method of
browsing the registered tags.

Comparing the results for item (v) to those for item (vi), it can be seen
that the values for both systems were similar. However, it can also be seen from
the results for item (vii) that participants felt that reading all of the previous
chat logs was tiresome. Thus, it is possible that tags are less burdensome for
users to recall previous chat contents. Additional answers optionally provided by
participants also indicated that they tended to rely on the concreteness of tags.



456 J. Itou et al.

Table 1. Questionnaire results obtained in the two experiments.

Questionnaire item Theme System Value

1 2 3 4 5

(i) I remember the contents of the chat in
the first experiment
(Before participants read the registered
tags or chat logs)

Travel expp 0 4 0 2 2

expc 0 1 1 5 1

Party expp 1 1 2 3 1

expc 0 3 0 5 0

(ii) Tag registration was exasperating expp 0 5 1 1 1

expc 0 6 2 0 0

(iii) I was able to start chatting about the
last topics smoothly

expp 0 1 3 2 2

expc 0 0 1 7 0

(iv) I was able to chat about the theme
concretely

expp 0 2 1 3 2

expc 0 1 2 3 2

(v) I was able to recall the contents of the
last topics by reading the registered tags

expp 0 0 0 4 4

(vi) I was able to recall the contents of
the last topics by reading the chat logs

expc 0 0 0 2 6

(vii) Reading the chat logs was tiresome expc 0 0 1 7 0

Evaluation value: 1: strongly disagree, 2: disagree, 3: neither, 4: agree, 5: strongly
agree.
expp: The experiment was performed using the proposed system.
expc: The experiment was performed using the comparison system.

5 Conclusion

In this article, we proposed a chat support system that helps users continue con-
versational topics from past chats. This system checks the contents of past con-
versations by tagging them based on their contents. The system applies Japanese
morphological analysis to chat logs and displays nouns used in the chat as can-
didate tags. Users can then select and register tags that they deem helpful in
remembering chat contents. Tags registered in previous chats are displayed on
the upper side of the chat screen.

We performed experiments to compare our proposed system, which displays
tags associated with past topics, with the comparison system that did not display
registered tags. The results of comparison experiments indicate that by showing
tags the proposed system helps users to virtually effortlessly recall the topics of
past conversation.

In future work, we plan the following: implementation of an experiment con-
sidering the influence of order effects and theme, improvement of the interface
on tag registration function and implementation of the tag delete and sorting
function.
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Abstract. Designing a question-answer database is important to make natural
conversation for an example-based dialog system. We focused on the method to
collect the example sentences by actual conversations with the system. In this
study, examples in the database were collected from the conversation logs, then
we investigated the relationship between the response accuracy and the number
of the interaction. In the experiment, the transcriptions of the user’s utterances
are added to the database at every end of the interaction. The responce sentences
in the database were created manually. The result showed that the response
accuracy appropriateness improved as increasing the number of the interactions
and saturated at around 70%. In addition, we compared the collected database
with the fully handcrafted database by the subjective evaluation. The score of
the user satisfaction, dialog engagement, intelligence, and willingness to use
were higher than the handcrafted database, and these results suggested that the
proposed method can obtain more appropriate examples to the actual conver-
sation from subjective point of view.

Keywords: Spoken dialog system � Non-task-oriented dialog � Dialog
collection

1 Introduction

Recently, many research works on non-task-oriented spoken dialog systems have been
carried out actively [1–3]. Most of the non-task-oriented dialog systems employ the
example-based system. Developing a large-scale example-response database is nec-
essary to make a natural dialog for such dialog systems. There are lots of method for
constructing the database, such as manual development [4] or collecting from web
resources [5, 6]. However, the hand-crafted examples does not always coincide a user’s
actual utterance, and the automatic collection method sometimes collects inappropriate
responses or unusable examples.

Collecting the examples by actual conversations with the system seems to be one of
the promising approaches. Several works employed this approach (i.e., [7]); however,
these works lack attentive analyses, such as how much examples can be collected by
iterating the interactions or how different the characteristics of the database from that
developed by conventional approach.
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In this study, we focus on the example collection by the conversation, and inves-
tigate the relationship between the response accuracy and the number of the interaction,
and we compared the performance of the collected database with the fully hand-crafted
database by the subjective evaluation.

2 Examples Collection by Conversation with Spoken Dialog
System

We prepared initial databases and started the example collection. The transcriptions of
the participants’ utterances and the response sentences were added at every end of the
dialog.

2.1 Initial Example-Response Database

The initial databases were composed topic by topic, which include example-response
pairs corresponding to greetings, backchannels, and task-specific interactions. We
assumed four topics of the dialog: cooking, movie, meal, and shopping. We also
assumed the conversation style as chatting between friends (assuming that the partic-
ipant and the dialog agent are friends). In the dialog, the participants were instructed to
ask the dialog agent what she had done yesterday on the assumption that she (the dialog
agent) had led a human-like life. The initial database was constructed with the ques-
tions about the daily events she supposed to do. Table 1 summarizes the number of
pairs of each database.

2.2 Procedure of Example Collection

Table 2 shows the flow of the method for collecting example sentences for topic t. Let
I be the total number of the interaction, Dt

i be i-th database of topic t, and DCSJ be a
document set of the Corpus of Spontaneous Japanese (CSJ). Here, each participant
talks with the system only once and the index of the iteration corresponds to the
speaker index.

For the automatic example collection, detecting examples out of the current data-
base Ei and generating the response are required. However, the focus of this paper is
investigating the response appropriateness relating to the number of the iteration, and
both of them were conducted manually. The utterances were translated to add to the
database.

Table 1. The number of the pairs of the topics

Cooking Movie Meal Shopping

Greeting 47 47 47 47
Backchannels 6 6 6 6
Topic 369 376 434 469
Total 422 429 487 522
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3 Analysis of Response Appropriateness by Iterating Dialog

3.1 Experimental Conditions

The dialog experiments for the example collection were conducted in a sound-proof
chamber. Twenty-five persons (15 males and 10 females) participated the experiment.
When a participant made an utterance, the system calculated the similarity between the
speech recognition result of the utterance and example sentences in the database, and
selected the response corresponding to the most similar example as the system’s
utterance. The cosine similarity was used for the similarity calculation. The system was
implemented based on MMDAgent [8]. MMDAgent is an open-source toolkit for
building the speech interaction system. The language model was trained using the
sentences in the CSJ and the examples of the initial databases to accommodate a
task-specific utterance. The language model was re-trained every end of the dialog
using the collected examples.

The experiments were separated into two sections. In the first section, the partici-
pants made 10 input utterances to investigate the appropriateness of each response of
the database Di�1. The participants evaluated each response as “appropriate” or “not
appropriate”. After that, as the second section, they engaged in the dialog for the
example collection for three minutes without appropriateness evaluation. The partici-
pants asked the agent what she had done yesterday. The dialog was user initiative one,
and the participants asked the agent and the agent responded them.

3.2 Measurement of Appropriateness

We defined the coverage as an index of appropriateness of the system’s responses. The
coverage Ct

i of topic t of i-th participant (equals to i-th dialog) is calculated as follows:

Ct
i ¼

Rt
i

Nt
i

ð1Þ

Table 2. Procedure of example collection for topic t

Algorithm 1 Expansion of database
Set initial database 1
for = 1,… , do

-th person talks with the system ( , )
Extract examples out of the database
Update the database +1 ← ∪
Train language model +1 by ∪ +1

end for
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Rt
i is the number of the response evaluated as appropriate and Nt

i is the number of
the interchanges (Nt

i ¼ 10). In the following section, we investigated the appropriate-
ness of the response based on the coverage.

3.3 Experimental Results

Figure 1 shows the trend of the coverage by the number of the interaction. Horizontal
axis is the average coverage score of 5 interactions. The result of the speech recognition
is denoted as RECOG and the transcription is as TRANS. The blue line shows the trend
of RECOG. As shown in the figure, the coverage improves until 11–15-th interaction,
and remains flat after that. Because RECOG contains recognition error, the appropri-
ateness of the response was also analyzed based on the manual transcription. The
responses of the transcription were selected based on the Eq. (1), and the appropri-
ateness was judged by a majority-vote of three evaluators (male: 1, female: 2). The red
line of the figure shows the trend of TRANS. The tendency of the TRANS is similar to
RECOG, and the coverage is saturated at 11–15-th interaction around 75%. More
interactions are required to improve the appropriateness, but the efficacy of the example
collection seems to be decreased because the remaining examples are interchanges of
deeper interaction.

4 Comparison the Collected Databases with Hand-Crafted
Databases by the Dialog Experiments

The collected databases were compared with the hand-crafted databases to investigate
the efficacy of the example collection by the conversation. In this section, we denote
the collected database as DIALOG and hand-crafted one as HANDCRAFTED.

Fig. 1. Coverage of user’s utterance with respect to number of interaction (Color figure online)
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4.1 Experimental Condition

The experiments were conducted by using DIALOG and HANDCRAFTED on the
same conditions (except for three minutes interactions) with the previous Section. 10
subjects (male: 8, female: 2) participated the experiment. The DIALOG collected by 25
interactions is ranged from 550 to 600 sentences. The HANDCRAFTED database was
created by 10 persons (male: 6, female: 4). One database creator made around 50 or 60
examples. The database creators were provided the initial database, and made the
example sentences while assuming the possible interactions. The response sentences
were developed by one person (the first author) for the consistency. Here, if the same
example is included in DIALOG, we assigned the same response.

We constructed 8 systems preparing DIALOG and HANDCRAFTED database for
each topic. The order of the topic presented to the participants was fixed, and
HANDCRAFTED systems were presented first for randomly selected two topics out of
the four topics. They made ten utterances for interaction with each system, and eval-
uated the response appropriateness at every end of the interaction. After the experi-
ments, they answered the questionnaire for the subjective evaluation. The participants
answered the following four questions using the five-grade Likert scale, one (not at all)
to five (very much).

• Satisfaction: whether the user was satisfied with the dialog with the system.
• Engagement: whether the user felt that the dialog is engaged.
• Intelligence: whether the user felt that the system is intelligent.
• Willingness: whether the user want to use the system again.

4.2 Experimental Result

Table 3 shows the coverage averaged on the participants. We denoted the coverage of
the speech recognition result as RECOG and the coverage of the transcription as
TRANS. The appropriateness of TRANS was evaluated by the majority vote of three
annotators (male: 1, female: 2). As shown in the table, the coverage of the DIALOG
database was higher than the HANDCRAFTED database in both RECOG and TRANS
cases. The coverage of DIALOG is around 70%. These results indicate the examples
collected by the conversation is more suited to the actual use then handcrafting.

The results of the subjective evaluation are summarized in Fig. 2. The error-bar of
the figure shows the standard error. This figure shows the DIALOG database outper-
formed the HANDCRAFTED database in all of the items. Using the unpaired t-test, we
obtained the significant difference in satisfaction (N ¼ 40, t ¼ �2:85, p ¼ 0:006),
engagement (N ¼ 40, t ¼ �3:42, p� 0:001), intelligence (N ¼ 40, t ¼ �3:34,
p ¼ 0:001), and willingness (N ¼ 40, t ¼ �2:18, p ¼ 0:016). Therefore, the example

Table 3. Coverage of databases

Handcrafted Dialog

RECOG 45.25% 66.50%
TRANS 50.75% 67.60%
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collection by the conversation can construct the outstanding database in terms of not
only the coverage but also the subjective evaluation. In particular, Engagement showed
the largest difference among the evaluation items. It is suggested that the examples for
the deeper interaction is especially important for the chat-style conversation. Many of
the databases of the conventional systems are constructed by the developer while
assuming the actual dialog, but it is not easy to cover the flows of possible conversation.
Therefore, a framework to collect the examples by the interaction is important for the
future dialog system to construct appropriate database at low-cost.

5 Conclusion

In this research, we examined the example collection method by the conversation for
example-based dialog system and showed the efficacy of the method by several
analyses. We found that the coverage of the example saturated at 75% by iterating the
interaction 15 times. Then we compared the database collected by conversation with
the fully hand-crafted database. The examined approach outperformed the hand-crafted
method at Satisfaction, Engagement, Intelligence, and Willingness. In particular, the
difference between Engagement scores was larger than the other scores, and the
example collection by the conversation was efficient to obtain the more appropriate
examples to the actual conversation than conventional approach.

In a future work, we will investigate the characteristic of the collected examples to
clarify the difference from the hand-crafted examples. In addition, we are going to
examine the methods to detect the out-of-database examples and generate the response
automatically.

Fig. 2. Subjective evaluation results for system
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Abstract. During the last years, sentimental computing has gained spe-
cial attention as the improvements achieved related to human affects,
which are required abilities for many HCI applications. Particularly, sen-
timental analysis has successfully been used on social networks to extract
useful information for different purposes. However the task remain dif-
ficult due to the several complex requirements that the correct human
affect analysis implies. In this paper we propose a combination of sen-
timental and content analysis for the recognition and interpretation of
human affects. We provide interesting results using as case study the
#NiUnaMenos (Not One Less) social movement, which demands for an
end to femicide and violence against women.

Keywords: Emotional computing · Affective computing · Content
analysis · Social networks

1 Introduction

Sentimental analysis, emotional and affective computing have gained special
attention during the last years as the improvements that have been achieved
in the recognition, interpretation, processing, and simulation of human affects,
which are required abilities for many HCI applications [2,3]. Particularly, senti-
mental analysis also known as opinion mining employs methods from natural
language processing, text analysis and computational linguistics to interpret
information from a given source. It has successfully been used on social net-
works to extract useful information specially for instance for customer services
and marketing concerns.

In this paper, we present an hybrid sentimental-content analysis in order to
improve the recognition and interpretation of human affects. Content analysis is
a research technique that has extensively and fruitfully been used in the compu-
tational linguistic field for the objective, systematic and quantitative description
of a given communication. We employ as case study the #NiUnaMenos (Not
One Less) social movement, which demands for an end to femicide and violence
against women. We select this case as several human affects are involved. This
movement started on Argentine and was rapidly viralyzed to Latin America and
c© Springer International Publishing AG 2017
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worldwide as a powerful sign of protest in order to stop misogyny. We gather
a corpus composed of tweets using the #NiUnaMenos hashtag. This corpus is
firstly analysed by state-of-the-art sentiment analysis algorithms, employing 10
different levels of human affects from fully negative to fully positive in order
to improve the certainty of results. This output is then re-evaluated by content
analysis so as to refine it and eliminate inconsistencies. Interesting results are
obtained and discussed about the use of this hybrid in order to the correct recog-
nition and interpretation of human affects specially for the emotional strength
of the analyzed study case and in general for any communication context.

The remainder of this paper is organized as follows: Next section provides
the analysis and results followed by conclusions and some directions of future
work.

2 Analysis and Results

We have gathered a corpus of about 300 tweets that used the #NiUnaMenos
hashtag from randomly selected accounts in order to avoid an unfair evalua-
tion. We firstly employ the SentiStrength [4] tool to pre-process the data. Sen-
tiStrength performs automatic sentimental analysis on texts by estimating the
strength of positive and negative sentiment in parallel as human being does [1].
It employs a range from −1 (not negative) to −5 (extremely negative) and from
1 (not positive) to 5 (extremely positive). Table 1 details the values encountered
by SentiStrength for the analyzed tweets. After this pre-processing phase we
analyze the data via content analysis.

Table 1. Strength of positive and negative sentiment

number of tweets

-5 value 0

-4 value 23

-3 value 31

-2 value 49

-1 value 202

number of tweets

1 value 232

2 value 42

3 value 20

4 value 6

5 value 5

Before starting the content analysis, we may observe that most of tweets
fall into the “not negative” and “not positive” category. Moreover, the tool did
not tagged any tweet with −5, situation which seems to be very positive. We
may think that only using the information given by the pre-processing we can
have a general opinion of the whole context. However, applying only sentimental
analysis is not completely feasible this purpose and it is necessary to deeply
analyze the content by a second technique.

When applying content analysis, we observed several tweets that caught our
attention, we highlight some of them since our opinion is that its content is
extremely negative, however no −5 value is encountered by the sentimental
analysis pre-process.
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– RT @elliberalweb: #NiUnaMenos. La asesinaron a golpes delante de su hija
y quemaron la casa. (She was beaten to death in front of her daughter and
her house was burned).

In our opinion this tweet should be tagged as “extremely negative” due to
its hard content including words with clear negative strength such as “beaten”,
“burned” and “death”. A similar situation occurs with the following two tweets.

– RT @ARGNoticiasok: Se arrojó de un taxi en movimiento para evitar abuso
sexual #Inseguridad #Taxi #NiUnaMenos ... (He jumped from a moving
taxi to avoid sexual abuse #Insecurity #Taxi #NiUnaMenos...).

– RT @LaAlamedaMor: #NiUnaMenos asesinada, violada, desaparecida, lev-
antada, prostituida, golpeada, discriminada #Feminicidios #Morelos (#NiU-
naMenos murdered, raped, disappeared, raised, prostituted, beaten, discrim-
inated #Feminicides #Morelos).

Then, from another standpoint, the following tweet as well as previous ones
have negative strength, however we may think that those tweets are positive
since they support the #NiUnaMenos movement.

– RT @vervemediaes: No más pérdidas de identidad, no más miedo, humilla-
ciones, insultos y palizas. #NiUnaMenos hay salida (No more loss of identity,
no more fear, humiliation, insults and beatings. #NiUnaMenos there is an
exit).

Finally, we can also detect ironies on some tweets, which are clearly teasing
movement such as the tweets stated below. This is hard to detect for a senti-
mental analysis tool.

– RT @FeliLoGlobo: Me comera 8 medialunas, #NiUnaMenos (I would eat 8
croissants, #NiUnaMenos).

– RT @ElGallo ar: @dzapatillas @inadi Las #NiUnaMenos jamas mencionan
estas desigualdades, que se jubilen a los 65 como los hombres (The #NiUna-
Menos never mention these inequalities, they must retire at 65 like men).

We have applied the complete content analysis by hand to most negative and
positive tweets, for space reasons we do not include the whole analysis in this
paper, but we can conclude that while the sentiment analysis gives us valuable
data, it is still necessary to apply a manual technique in order to have access
to the richness of those messages and correctly interpret the context where they
are placed.

3 Conclusions and Future Work

In this paper we have studied the combination of sentimental and content analy-
sis, sentimental analysis allows one to systematically study affective states by
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using natural processing techniques, while content analysis focuses on systematic
and quantitative description of a given communication form. We have employed
as case study the #NiUnaMenos (Not One Less) social movement due to its
emotional strength. We have collected a set of tweets, which have firstly been
pre-processed by using the SentiStrength sentimental analysis tool and then
studied by content analysis. We may conclude that the automatic sentimental
analysis is a powerful tool for alleviating the manually content analysis process.
However, it is hard to have a full evaluation by only using this pre-process. Richer
information is gathered when after the pre-processing, another content analysis
technique is employed. As future work we aim at deeply analyzing this combi-
nation by exploring other similar thematics strongly involving human affects.
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Abstract. During the last years, emotional computing has emerged as
a field of Human Computer Interaction, where algorithms are able to
recognize emotions in order to take better decisions in a given context.
However correctly recognizing emotions is known to be a difficult task,
specially in social networks which is plenty of stereotypes, metaphors,
ironies and multi-word expressions that make the process hard to suc-
ceed. In this paper, we propose to pre-process the data by using emo-
tional computing algorithms to then employ discourse analysis for the
study of the information viralyzed through social networks. We provide
interesting results using as case study the Brexit.

Keywords: Emotional computing · Affective computing · Discourse
analysis · Social networks

1 Introduction

During the last years, emotional computing has emerged as a field of Human
Computer Interaction, where algorithms are able to recognize emotions in order
to take better decisions in a given context [2,3]. This approach is particularly
useful for entities that need to carefully analyze the information that is viralyzed
through Internet, particularly via social networks. For instance, from companies
that want to receive feedback from customers about their recently launched prod-
ucts to governments that need to gather people opinions about a new law project
or an important situation. However, the information reproduced via social net-
works is known to be hard to precisely analyze as people employs stereotypes,
metaphors, different writing styles, multi-word expressions, and ironies expressed
in an informal language that are hard to interpret and as a consequence to auto-
matically analyze.

In this paper, we present how emotional computing can smartly be com-
bined with discourse analysis to study the complex information viralyzed through
social networks. Discourse analysis is a qualitative and interpretive methodology
that has largely been employed to analyze different socio-cultural phenomena in
an effective manner via different communication mechanisms. Particularly, we
employ as case study the Brexit. We collect a corpus from a set of randomly cho-
sen Twitter accounts. Such a corpus is firstly preprocessed by state-of-the-art
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sentiment analysis (opinion mining) algorithms. We tag sentences by using dif-
ferent levels of negativeness and positiveness in order to improve the accuracy of
evaluations. Then such evaluations are refined via discourse analysis. Interesting
results are discussed about the use of this synergy in order to get helpful neg-
ative/positive feedback particularly for the analyzed study case and in general
for any communication context.

The remainder of this paper is organized as follows: Next section provides
the analysis and results followed by conclusions and some directions of future
work.

2 Analysis and Results

Brexit is a portmanteau of “Britain” and “exit” referred to the prospective with-
drawal of United Kingdom from the European Union. The Brexit is an interesting
case study from which we have gathered a corpus of about 200 tweets that used
the #Brexit hashtag from randomly selected accounts in order to avoid an unfair
evaluation. The evaluation is done on two stages, in the first stage the data is
analyzed via SentiStrength [4] which performs automatic sentimental analysis
on texts, while in the second, discourse analysis is employed. Table 1 illustrates
the evaluation given by SentiStrength for the analyzed tweets. Negative senti-
ment are valued from −1 (not negative) to −5 (extremely negative) and 1 (not
positive) to 5 (extremely positive) is used to positive sentiments. Let us note
that sentences have positive and negative evaluation at the same time, process
based on the natural evaluation done by the human being [1].

Table 1. Strength of positive and negative sentiment

number of tweets

-5 value 0

-4 value 0

-3 value 1

-2 value 24

-1 value 167

number of tweets

1 value 179

2 value 12

3 value 1

4 value 0

5 value 0

Our purpose in applying sentiment analysis was to determine the opinion of
people on the Internet about #brexit, trying to identify users who are against
or in favor of the movement. The results obtained show that most users who
used #brexit did so by posting messages that were rated “not negative” in 167
opportunities and as “not positive” 179. Only 24 times these were rated −2 and
in 12 as +2, which leads us to determine that the comments are framed within
a neutrality of opinions and have both positive and negative elements in their
comments.

Let us note that sentiment analysis leaves out the stopwords because they are
considered as lacking information to the message, however, in some cases these
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connectors can change the meaning of the sentence. After applying the automatic
sentimental analysis, we study the data with content analysis to obtain a more
detailed result of the posted messages.

From the set of analyzed tweets we may highlight the following ones:

– RT @UKIPNFKN: Free health cover for Britons in Europe is under threat
via @theeconomist #Brexit #EHIC #Holidays https://t.co/FbImliHPod

– RT @HansOudijk1: The #English seem to have lost their mind. They want
#brexit no matter what. Including breaking up their country. https://

We emphasize the previous messages, since we observed that a strategy very
used in social networks in this subject is to emphasize the negative effects that
this implementation would bring to the British. One of them could be the lack
of free health insurance in Europe and the fact that Brexit is going to split its
country in two. The first thing we observe is that they are based on assumptions,
not on facts that are already proclaimed to determine the harm that this would
cause in British citizens, therefore, they try to generate fear in the population
without a certain base.

In the following tweets that we emphasize, we do not observe an open criti-
cism, however, other strategies are used to deliver their position on this issue in
the social network.

– RT @RCorbettMEP: Daily Express is forced to retract entire article claiming
#Brexit has some benefits:

– RT @Bonn1eGreer: As I’ve said before: #Brexit is a Tory proxy war. A very
old one. V.dangerous.

– RT @POLLiticss: Do you want more Mosques in your country or neighbour-
hood?? #brexit

The first tweet states that a mass media is being forced to publish positive
information of this fact, generating doubt about the independence of the mass
media. In the second tweet, it is affirmed that the Brexit would be producing
a “conservative war”, putting in alert that within this sector there are diverse
opinions divided in relation to the subject.

The last message highlighted has a different tone, as it is openly xenopho-
bic, asking if they want mosques in their neighborhood. This discrimination is
directly addressed against Muslims and their way of life and religion.

In short, we can conclude that although messages were not openly published
with a negative tone with #brexit, and that the tool of sentiment analysis is
of great help for the analysis, the language is so complex and ambiguous that
sometimes it is almost impossible that a computer tool analyzes the different
nuances of grammar, slang, colloquial expressions, sarcasm, etc.

3 Conclusions and Future Work

In this paper we have studied the combination of sentimental and discourse
analysis, sentimental analysis allows one to systematically study affective states

https://t.co/FbImliHPod
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by using natural processing techniques, while discourse analysis is a qualitative
and interpretive methodology to analyze different socio-cultural phenomena. We
have employed the #brexit as case study. We have collected a set of tweets, which
have firstly been analyzed by using the SentiStrength sentimental analysis tool
and then analyzed by discourse analysis. We may conclude that the sentiment
analysis tool is of great help for such an study, however the language is so complex
and ambiguous that sometimes it is hard to perform a deep study with automatic
tools and as a consequence classic manual techniques are still required.

This is ongoing work and a straightforward line of research is to deeply ana-
lyze this combination by exploring other similar thematics using a large amount
of input data.
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Abstract. Crisis intervention and suicide prevention organizations have saved
lives through the use of their phone, instant messaging, and text massaging
intervention services. With the increased use of social media and internet-based
chat, many people post about their suicidal ideation on websites like Twitter and
Facebook. Our study aims to contribute to the literature of identifying suicidal
ideation in text by using a corpus of publicly available counseling transcripts
from Alexander Street categorized by symptom, applying sentiment analysis
with the help of Linguistic Inquiry and Word Count (LIWC) Receptiviti
Application Programming Interface, and performing experiments to predict if a
transcript describes a suicidal patient based on sentiment analysis data. Our
initial results appear promising, and we hope this research can be used in
conjunction with those analyzing social media text to improve the efforts of
technology-based suicide prevention.

Keywords: Suicide � Sentiment analysis � Machine learning

1 Introduction

According to The American Foundation for Suicide Prevention (ASFP), suicide is the
10th leading cause of death in the USA [1]. Many organizations, such as the Trevor
Project and the National Suicide Prevention Hotline provide services over phone, chat,
and text-message with hopes of deescalating someone’s suicidal state or directing them
to other available mental health and suicide prevention service providers [17].
According to Internet World Statistics there are over 320,000,000 internet users in the
United States alone [7], and AFSP states 44,193 Americans die by suicide each
year [1].

Sentiment Analysis is the field of study that analyzes opinions, emotions and
attitudes, of a person toward some entity and its attributes in written text [10]. Senti-
ment Analysis tools such as Linguistic Inquiry and Word Count (LIWC) are able to
perform analysis of text and return an analysis to identify the psychological state of that
text [9]. The application of sentiment analysis for the detection of suicidal thoughts,
otherwise known as suicidal ideation, has been carried out with publicly available
social media data from Twitter, Facebook, Tumblr, etc. as well as in clinical studies
[4, 13]. To the best of the authors’ knowledge, we are the first study to predict the
veracity of suicidal ideation from counseling transcripts.
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Our study is a continuation in the use of sentiment analysis for suicidal ideation
detection. The authors of [12] define suicide as the act of intentionally ending one’s
own life. Suicidal ideation refers to thoughts of engaging in behavior intended to end
one’s life. [12] also makes the distinction between suicide and self-injury, which the
latter refers to a person who does not have the intent to die, such as one engaging in
self-mutilation and self-harm. We perform sentiment analysis on a corpus of therapy
transcripts from Alexander Street categorized by symptoms such as depression and
suicidal ideation, use mutual information to select relevant sentiment analysis features
from LIWC’s Receptiviti Application Programming Interface (API), and train a
machine learning classifier to automatically predict if a text sample belongs to one
of Alexander street’s suicide-related categories: suicidal ideation, self-harm, self-
mutilation and suicidal behavior.

2 Motivation and Related Work

A number of suicide awareness and prevention organizations are in existence in an
effort to reduce suicide rate [17], yet many people do not seek the appropriate help due
to social stigmatization. This lack of reporting, along with geographical and juridical
factors lead to unreliable statistics on suicide, and even more for nonfatal suicidal
behavior (such as ideation) [5]. In [12], it states that people tend to underreport
behavior related to sensitive or shameful topics such as drug use and suicidal behavior.
When offering alternatives such as anonymous surveys, rates of reported suicidal
behavior increase.

The increase in communication through the internet has created diverse online
communities. In [4], there are references to multiple studies related to suicide and the
world wide web. Some studies focus on websites dedicated to engagement in suicidal
behavior, while in [8], there is a review of online resources for suicide intervention and
prevention, resulting in a need for more evaluation of and development of such
resources. The reality of communication about suicide on the Internet is evident by the
existence of bulletin boards, chat rooms, web forums and newsgroups [4]. We hope
that our research can provide a means of improvement to suicide prevention via the
Internet.

The literature on Sentiment Analysis on suicide related text has made use of social
media data. In Burnap et al. [4], a number of machine classification models were
developed with the goal of classifying text on Twitter relating to communications
around suicide. Their classifier distinguished between suicidal ideation, defined as
having thoughts of suicide [12], reporting of a suicide, memorial (condolence), cam-
paigning (such as petitions), and support (information on suicide). The researchers built
a set of baseline classifiers using the following features extracted from Twitter posts:
(1) lexical features such as frequency of Parts of Speech (POS) labels per tweet such as
nouns and verbs, (2) structural features such as the use of negations in a sentence and
the use of mention symbols in tweets (indicators of replies or reposts on Twitter), and
(3) emotive and psychological features that could be found in statements expressing
emotional distress [4]. This was achieved with the use of annotators, suicide
researchers, and software tools like Linguistic Inquiry and Word Count (LIWC). By
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creating an ensemble classifier, a combination of base classifiers, they were able to
achieve a 0.728 overall F1-measure for all of their classes, and a 0.69 F1-measure for
the suicidal ideation class. For the F1 measure, higher is better.

Our research is novel in that we are not using social media text or annotators.
Instead, we have acquired a corpus of therapy session transcripts from Alexander Street
[2], which have already been categorized by their symptom, suicidal ideation, suicidal
behavior, self-harm, etc. We then applied sentiment analysis with LIWC’s Receptiv-
iti API to those transcripts, performed feature selection to obtain the most relevant
features, and trained a number of machine learning classifiers to predict whether one of
our sample transcripts belongs to one of Alexander Street’s suicidal categories.

3 Technical Approach

Our approach consisted of Data Collection and Text Processing, Sentiment Analysis,
Feature Selection with Mutual Information, and Machine Learning (see Fig. 1).

3.1 Data Collection and Text Processing

We collected a total of 745 Transcripts from Alexander Street’s Counseling and
Psychotherapy Transcripts Series [2]. These transcripts were plain text and categorized
by symptoms and topics such as Anxiety, Depression, Shame, Suicidal Ideation,
Suicidal Behavior, Self Harm and Self Mutilation (see Fig. 2).

The transcripts contained conversations between a therapist and their client in the
following format:

CLIENT: Somehow it is your fault if you are not hearing back…It’s not my fault.
THERAPIST: When I am responding it is naively right now because I don’t go 

home and see with you what you are doing. 

Data Collection and Text 
Processing 

Sentiment Analysis 
Features with LIWC's 

Receptiviti API 

Feature Selection with 
Mutual Information Machine Learning 

Fig. 1. System overview.

Class Number of Transcripts Percentage
%1138ladiciuS

Not Suicidal 662 89%

Fig. 2. Overview of transcripts by suicidal and not suicidal.
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These transcripts were not always in the therapist-client order as shown above, but
they always had a therapist and client in the conversation. For our experiment we
required the client conversation text only, which we achieved with a set of regular
expression (RegEx) and pattern matching rules. RegEx is like a mini programming
language, which allows one to describe and parse text. With RegEx we only grab the
text following a ‘CLIENT:’ pattern and stopping when reaching a ‘THERAPIST:’
pattern. We performed this process on each of our transcripts categorized by their
symptom.

3.2 Sentiment Analysis

Once we collected all of the transcripts and grabbed the client data only, we then used
Linguistic Inquiry and Word Count’s Receptiviti API to perform sentiment analysis
[15]. Receptiviti generates all of LIWC’s variables with an additional 50 validated
measures of psychology, emotion, tone, sentiment, and more. For every transcript, each
word is compared against a dictionary, and each dictionary identifies which words are
associated with a certain psychology-related category [9]. Once an entire transcript has
been processed, the percentage of total words that match each of the dictionary cate-
gories is calculated. These categories are the features used in our experiment. Complete
transcripts were processed one at a time, and used the returned 124 features as our
samples for each transcript.

3.3 Feature Selection

Receptiviti provides 124 features for each transcript submitted. These features range
from parts of speech labels and word count, to sentiment oriented features such as
depression, health-oriented, and extraversion (outgoing). In order to identify the most
relevant features for our classification task, we performed Feature Selection with
Mutual Information using the scikit-learn Python library.

Mutual Information is a non-negative value between two variables which measures
the dependency between the variables. The result is zero only if two random variables
are independent, and higher values mean higher dependency [16]. Mutual Information
will allow us to select features that have a better effect on classifying our text as
suicidal.

E X; Yð Þ ¼
X

x

X
y
p x; yð Þ log pðx; yÞ

p xð ÞpðyÞ ð1Þ

EðX; YÞ� 0 iff p(x; y) ¼ p(x)pðyÞ ð2Þ

where X and Y are random variables, pðx; yÞ is the joint distribution, and p(x)pðyÞ is the
factored distribution [11].

In our experiment we perform Feature Selection with Mutual information, then
select the features that are in the top 30th percentile of the highest scores returned. This
was implemented with the scikit-learn SelectPercentile function, which uses a specified
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function (Mutual Information) and a specified percentage N as its parameters in order to
return the top Nth percentile from the specified function. After performing Mutual
Information, we reduced our 124 features from Receptiviti to 37 features. Some of
these features include depression, openness, extraversion, and agreeable. Some of the
removed features include word count, positive emotion, and drives.

3.4 Machine Learning

Similar to the work in [4], we used Support Vector Machine (SVM), Decision Trees
(C4.5), and Naïve Bayes. [4, 6] have both listed SVM classifier as yielding promising
results when classifying depression. The following classifiers were used for our
Machine Learning step from scikit-learn: logistic regression, linear discriminant
analysis, K-NN, C4.5 [14], Naïve Bayes and a linear SVM.

4 Experimental Results

In order to test our data, we performed a 10-fold Cross Validation. Cross Validation is
used to test our classifiers on the same data that we train them on. A fold represents
how many partitions the data will be split to be trained and tested in every iteration.
When randomly generating a fold, we ensured that the a-priori rate of both classes was
even because of over-representation of the non-suicidal class (Fig. 2). The following
figure shows our metrics for each classifier (Fig. 3).

For each classifier, Accuracy measures the percentage of inputs that were correctly
labeled in the test set. Figure 3 shows our highest accuracy percentages around 89% for
Logistic Regression, Linear Discriminant Analysis(LDA), K-Nearest Neighbors
(K-NN) and Linear Support Vector Machine (Linear SVM). All of the classifiers have
an Accuracy of more than 80%.

Precision is a measure of how many items we identified were relevant, and Recall is
a measure of how many of the relevant items were identified. These metrics take into
account the False Positives (FP) which are the irrelevant items incorrectly identified as

Classifier Accuracy Precision Recall F1-score
Logistic 

Regression
0.8960 0.74 0.86 0.79

LDA 0.8942 0.79 0.83 0.80
K-NN 0.8970 0.79 0.83 0.81
C4.5 0.8830 0.84 0.84 0.84
Naïve 
Bayes

0.8040 0.82 0.76 0.78

Linear 
SVM

0.8960 0.74 0.86 0.79

Fig. 3. Comparison of cross validation results for each classifier
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relevant, False Negatives (FN) which are the relevant items incorrectly identified as
irrelevant, and True Positives (TP) which are the relevant items correctly identified as
relevant [3, 11].

Our classifiers show a Precision of 74% for Logistic Regression and Linear SVM,
79% for LDA and K-NN. For Recall our classifiers show 86% for Logistic Regression,
83% for LDA and K-NN, and 86% for Linear SVM.

The F1-score is a harmonic mean of Precision and Recall [3, 11]. Our classifiers
show an F1-score of 79% for Logistic Regression and Linear SVM, 80% for LDA, and
81% for K-NN.

Our results can be improved by obtaining sentiment analysis features for every
paragraph in each transcript, and by keeping our ratio of suicidal to non-suicidal
samples from being skewed. With such modifications we hope to increase the per-
formance of our classifiers.

5 Conclusion

Electronic means of suicide prevention can be improved with research on the detection
of suicidal ideation in text. In this paper we collected a corpus of therapy transcripts
from Alexander Street, performed Sentiment Analysis with help of LIWC’s Recep-
tiviti API, and trained machine learning classifiers to automatically predict if a text
belongs to a suicide-related category. Our classifiers performed with accuracies ranging
from 80–89%, showing promise of detecting suicidal ideation in therapy transcripts.
We hope our work will advance the effectiveness of electronic suicide prevention
strategies in today’s society.
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LSAMP). The views and opinions of the authors expressed herein do not necessarily state or
reflect those of the United States Government.
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Abstract. Psychiatric assistance for suicide prevention does not have a wide
enough reach to help the number of victims who commit suicide every year. To
help people cope with suicidal thoughts when formal care is unavailable, we
propose an artificial intelligence, text-based conversational agent that generates
responses similar to those of a counselor. The application will offer a temporary
channel for expression that serves as a transition to speaking with a professional
psychiatrist. We expand upon existing approaches by utilizing sentiment anal-
ysis data, or scores that rank the emotional content of users’ text input, when
generating responses. We also train a response generation system based on a
dataset of counseling and therapy transcripts. We posit that inclusion of senti-
ment analysis data provides marginally better responses based on quantitative
metrics of quality. We hope our results will advance realistic conversation
modeling and promote further research into its humanitarian applications.

Keywords: Sequence-to-sequence learning � Dialogue system � Conversational
agent � Chatbot � Recurrent neural network � Sentiment analysis

1 Introduction

Psychiatric care and counseling is a vital deterrent to suicide, but not everyone is able
or willing to seek these resources. A 2011 survey by the American College Counseling
Association studies this problem in the college setting. According to the survey, 80% of
students who died by suicide did not seek help from their school’s counseling center
[1]. A 2013 Journal of American College Health survey finds at risk college students do
not report suicidal thoughts primarily because they believe they don’t need professional
treatment, lack time, or prefer to solve personal problems without help from others [2].

One solution that overcomes these barriers is providing channels for expression that
do not require formal care. Social media provides one such channel, but it does not
guarantee a safe environment. Suicide hotline services can help, but have limited
resources and are generally reserved for emergencies. [3] suggests methods that are
completely anonymous and do not require human contact have benefits when detecting
suicidal thoughts and behavior. According to [3], 2–3 times more people reported
suicidal behavior when using written or computerized anonymous surveys. One pos-
sible channel to express and counter suicidal ideation while remaining anonymous and
without human contact is a mobile application where users can write down their
thoughts. This provides the benefit of being constantly available, but it lacks the
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directed nature of a survey or the responsive nature of a counseling session. In addition,
mobile journaling applications like Day One already exist. A better solution is a
journaling app that provides responses to the user’s input, helping guide the expression
of his or her thoughts in the same way a counselor would. Our approach takes the form
of a text-based conversational agent, or an artificial intelligence that produces responses
to a user’s text input. The agent would be explicitly advertised as an artificial intelli-
gence, providing the benefit of anonymity described in [3]. It would provide a tem-
porary channel for expression that could transition into more formal psychiatric care.
The rest of this paper will describe initial experiments to make this application possible.

2 Related Work and Motivation

Our approach builds upon several current approaches to developing a conversational
agent, while offering three main novelties:

1. Including sentiment analysis data as part of the problem domain
2. Enhancing sequence-to-sequence dialogue generation with feature-level fusion
3. Training on a dataset of therapy and counseling sessions.

2.1 Sentiment Analysis and LIWC

Psychotherapists are required to understand and react to the emotional state of their
patients. For a text-based conversational agent serving a similar purpose, some measure
of the emotional content of input text is necessary for producing an appropriate
response.

Detecting and quantitatively representing emotion in text is an area of research
known as Sentiment Analysis, which has recently been implemented in a software
application known as Linguistic Inquiry and Word Count (LIWC) [4]. LIWC provides
additional features to help process the semantic and emotional content of user input. It
groups words into semantic categories, including those related to basic language
functions like “personal pronoun” and “auxiliary verb,” as well as psychological
constructs including “cognition,” “positive emotional tone,” and “affect” [4].
Since LIWC categories are meant to help represent the meaning of text, we posit that an
artificial intelligence system should utilize LIWC categories to provide more mean-
ingful responses.

To the best of our knowledge, [5] is the first attempt to use LIWC features to
generate responses in a conversational agent application. [5] attempts to take a specific
conversational objective or goal (like recommending a restaurant), and generate a
response that achieves the objective while generating a user-defined “personality” (such
as extroverted or introverted). LIWC scores are used to train parameters that select and
combine sentence structures from a handmade database to evoke the personality. This
application of LIWC scores is too limited for our problem, however. Unlike in a
commercial application, the conversational objective of a therapist is complex and
always changing, making it difficult to model.
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2.2 Retrieval and Generative Methods for Responses

[5] is an example of a retrieval-based method because it generates a response by
selecting from a database of pre-defined responses (or “templates” for responses in this
case). While retrieval-based methods are widely used because predefined responses are
more grammatically correct and consistent, they are too limited for our application; in
[5] a specific goal is required. Paper [6] attempts to produce more dynamic responses
by selecting from a large dataset of responses in social media with a trained probability
distribution over the possible responses, but constructing a dataset of every possible
counselor response is impossible without responses sounding too contrived.

[7–10] use a more dynamic approach called sequence-to-sequence generation.
Originally proposed in [11] as a method for translating between two languages,
sequence-to-sequence approaches process input one word at a time and produce output
one word at a time, resulting in the potential for unique responses for every input. The
model is based on a combination of two recurrent neural networks (RNN).
Sequence-to-sequence generation is data-driven; it is trained using a large corpus of
text conversations, and attempts to learn common language patterns between all inputs
and responses.

2.3 Fusion with Sentiment Analysis Features

One common problem among sequence-to-sequence implementations is that while the
output follows common language patterns, it has little meaning in relation to the input.
Sequence-to-sequence generators can converge to generate the most simple, frequent
responses like “Yeah” as shown in Fig. 2. One solution may be to include additional
semantic information to help direct the learning process.

[10] proposes inputting combining additional information along with the user input.
It uses a set of features representing general qualities about the speaker (such as
ethnicity) in combination with each input word to help the system generate more
personalized responses. This is known as feature level fusion, and is meant to improve
an artificial intelligence system’s performance by providing multiple sources of
information. Influenced by [5], we apply this concept to our problem by combining
LIWC categories for each input word with the word itself. We predict that providing
the model with semantic and sentiment information about each word will help detect
semantic patterns between the input and output responses and generate output that is
more meaningful and emotionally relevant.

[12, 13] provide frameworks for performing feature level fusion in RNNs for
emotion recognition in video. We will use a similar approach for combining vector
representations of words with LIWC category vectors as described in the technical
approach. [7, 8] both use vector embedding of words to reduce dimensionality when
working with a large vocabulary – each word in the vocabulary is assigned a
lower-dimensional vector. We will therefore concatenate the LIWC categories with a
vector embedding of each word.
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2.4 Dialogue Corpus

While approaches [7, 9, 10] use datasets mined from social media sites, movie and
television scripts, and IT help desk conversations to train their conversational models
on general dialogue, our conversational agent has a more focused purpose on providing
psychological help. Therefore, we have decided to train our model on a dataset of
Counseling and Therapy transcripts provided by Alexander Street [14]. The dataset
includes 725 typed, anonymous transcripts of recorded therapy sessions categorized by
self-reported symptoms such as suicidal ideation and depression. In total, there are
approximately 86,000 input-response pairs.

3 Technical Approach

In this section we detail the sequence-to-sequence model with LIWC feature level
fusion and the training process. Figure 1 provides an overview of the approach.

First, all words in the dataset are replaced with an integer representing the word’s
position in the vocabulary for the top VI and Vo most frequently occurring words in the
client and therapist datasets, respectively. Words outside of the vocabulary are replaced
with an “unknown” token, and the end of each turn in the conversation is marked with
an “EOS” (end-of-sentence) token. Tokens are converted into their one-hot vector
representation before being embedded and input to the encoder cell. The client token
sequences are fed to the model, and the therapist token sequences become the target for
evaluating output as described below.

The model for the sequence-to-sequence RNN follows Google’s provided imple-
mentation of [11], with a feature fusion method based on [12]. The encoder cell
receives a word belonging to a vocabulary of size VI embedded to a vector repre-
sentation of size E. Each input word embedding en 2 R

E is concatenated with its
corresponding LIWC categories (a vector l 2 R

C where C is the number of categories -
1 indicates the word belongs in a category, 0 otherwise) to form the fused input vector
vn 2 R

CþE ¼ ½en; ln�.
In each encoder step, the RNN cell updates its current hidden state hn 2 R

CþE as a
function of the previous hidden state and the current fused vector:

Fig. 1. Overview of proposed model.
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hn ¼ f ðhn�1; en; ln½ �Þ ¼ f ðhn�1; vnÞ ð1Þ
And f is a linear combination of the hidden state and input subjected to hyperbolic
tangent:

f hn�1; vnð Þ ¼ tanhðWh;eht þWv;evnÞ ð2Þ

Where Wh;e;Wv:e 2 R
ðCþEÞ�ðCþEÞ. In the output decoder, Eqs. (1) and (2) are used to

update the hidden state with different parameters Wh;d;Wv:d. The hidden state must be
projected to the size of the output vocabulary Vo to achieve an output:

ôn ¼ g hnð Þ ¼ Ohn ð3Þ

Where O 2 R
Vo�ðCþEÞ. The output token is the index in the vocabulary as determined

by the vector index with the highest value:

wn ¼ argmax
i

ð½ôn;i�Þ ð4Þ

The parameters Wh;e;Wv;e;Wh;d;Wv:d;O are optimized through gradient descent by
minimizing the log perplexity of the softmax loss between the output logit ôn and the
one-hot vector representation of the target word on (from a therapist utterance) for all
words in a given sequence of length N. Equation (5) uses the softmax function to
convert the output logit into a probability distribution over the vocabulary, and (6) is
the log perplexity over all probability distributions in the sequence.

1 ônð Þ ¼ eôn;v
PV0

i¼1 e
ôn;i

for v ¼ 1 . . .Vo ð5Þ

lossðôn; onÞ ¼ �
XN

n¼1
on log 1 ônð Þð Þ for n ¼ 1 . . .N ð6Þ

The equations above provide a basic implementation of the RNN sequence-to-sequence
model. As noted in [11], it is possible to improve the performance of the model on long
sequences of words by using Long Short Term Memory (LSTM) cells while still using
feature fusion. An LSTM has an input, output, and “forget” gate, so Eq. (3) becomes a
function of the output gate in this implementation. As we will explain in the next
section, the type of RNN cell is a parameter in our experiments.

4 Experimentation

In this section we discuss the methods to prepare our dataset, test it with our model, and
evaluate our results.
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4.1 Preparation of Data

All transcripts are processed so that every session is a single-turn conversation (the
patient speaks once, then the therapist speaks once). If a client or therapist speaks for
multiple turns, the turns are concatenated together. Transcriber annotations like “in-
audible” are removed. All pairs of client and therapist turns from all sessions are
combined into input and response datasets (without altering the order of turns in the
transcripts), resulting in 86,593 client-therapist pairs.

4.2 Selection of Parameters

The sizes of the input and output vocabularies VI and Vo as well as the embedding size
E are optimized through a grid search. Also, the type of RNN cell is a parameter (Basic
and LSTM).

4.3 Training Specifics

Based on the implementation provided for [11], input and output sequences must have
static length, so input-response pairs are categorized based on lengths of 10, 20, 30, 40,
with our implementation adding 50, 60, and 70 to accommodate longer inputs. Inputs
above this length are trimmed. In our dataset, 20.2% of inputs have length 70–100 and
must be trimmed, resulting in 69,059 usable client-therapist pairs. Also, to help direct
training target fused vectors are fed to the decoder RNN instead of generated fused
vectors at each time step during training. During the test phase, output fused vectors are
first projected into the vocabulary space, re-embedded, and the fused before being fed
to the decoder at the next step. A variable learning rate is used, and gradient clipping is
implemented to prevent exploding gradients.

4.4 Evaluation of Results

Unfortunately, there is no established metric for evaluating the quality of generated
dialogue. Also, our output is subject to the constraint of being “emotionally relevant” to
the user’s input. [10] attempts to use human evaluation to compare models, but con-
sidering the unchecked ethical ramifications of evaluating our conversational agent and
the incremental nature of advances dialogue generation (the Turing Test is far from
solved), we use unsupervised methods to evaluate the quality of our responses in
comparison to other models.

[8] and [7] agree on using perplexity between generated responses and the target
dataset as a metric for measuring dialogue generation quality. Perplexity is obtained by
taking the exponential of Eq. (6) and should be minimized. Our method divides the
conversation dataset into training and test sets of sizes 70% and 20% respectively, and
compares methods by summing the perplexities over all responses in the test set.

Influenced by [5], we also propose a simple metric to evaluate whether or not
responses are emotionally relevant. Paper [5] uses LIWC scores to test whether
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generated sentences reflect the personality they are meant to evoke. We evaluate our
model’s responses against other models by root mean square difference between LIWC
scores for the test set and generated responses.

Quantitative comparison of results as well as qualitative analysis will be provided
for the proposed method, the baseline sequence-to-sequence implementation provided
by Google for [11].

5 Discussion and Conclusion

Figure 2 demonstrates some of the shortcomings of the basic sequence-to-sequence
approach implemented by Google for [11]. When trained on our Counseling and
Therapy dataset, the generated responses is often “Yeah” or “Mm hm.” This makes
sense, as the therapist is often simply encouraging the client to continue speaking.
When responding to emotional statements where the therapist needs to play a more
supportive or responsive role, this kind of response may be inappropriate.

By including semantic and sentiment analysis in our model, we expect responses
that are more meaningful in terms of the input. While qualitatively evaluating this is
unfeasible in the short term, we expect our unsupervised metrics to yield marginally
better results than the baseline and other state of the art methods. Future work will
involve exploring methods to process longer responses and entire conversations when
producing responses. We hope to encourage more research in using affective com-
puting for humanitarian applications.
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Abstract. This paper will discuss experiences of older adult participants and the
artist as amediator and participant in ten avatar life-review sessions held at a senior
living facility in Richmond, Virginia. The avatar system uses lip-synchronization,
motion detection, and sentiment analysis to playfully engage the user’s life-review
process. The system offered female and male interactive avatars for four devel-
opmental stages: childhood, adolescence, young adulthood, and elderhood. Par-
ticipants’ experiences are studied anthropologically as a mode of personal and
communal ritual and person-centered care in a common theatrical environment.
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Embodiment � Oral storytelling � Mixed reality � Interactive � Aging �
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1 Introduction

This paper will present the participants’ experience as a mode of personal and communal
ritual and person-centered care in a common theatrical environment in ten life-review
sessions held at a senior living facility in Richmond, Virginia, from March through June
2016. Therapeutic potential will be discussed in the user’s personal engagement with the
avatar, sense of anonymity, distancing effects, and emotional release. Each life-review
session was followed by lengthy community talks, building strong empathetic bonds
between the storyteller, the artist (mediator) and the audience (residents). Moreover, the
avatar movie screening brought everyone together reflecting on all those stories told via
avatar. Later, the avatar movie was distributed to the participant’s family members and
grandchildren enriching intergenerational relationships.

We observed striking patterns of interaction inflected by physical limitations of the
older adults’ bodies and technical limitations of the life-review system, which shaped
the users’ verbal and kinetic expression revealing surprising engagement during the
storytelling process. The sentiment analysis and response features contributed to
empathetic relationships among the storyteller, the artist, and audience.

Finally, this paper addresses the artist’s experience as an active participant in this
life-review event. Originally inspired by Korean shamanic ritual, the avatar life-review
process generates cross-cultural dialogues among American seniors and Korean-born
artists all seeking enriched communication.
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2 Virtual and Augmented Body

In Body without Organs (BwO), Gilles Deleuze defines the virtual as a potentiality that
becomes fulfilled in the actual. Though not yet material, it is real [1]. The virtual body
facilitates the discovery of potential selves. Maurice Merleau-Ponty describes the body
as neither subject nor object [2]. The body constructs its surroundings virtually,
operating as a subject through movement, but doing so within objective space.
A phantom limb persists vividly for the amputee—a phenomenon that cannot be
explained in solely psychological or physiological terms [3]. In the same way, the
phenomenal body can reveal the situation of the augmented body we encounter in
mixed reality prompting meditation on embodiment, perception, and human experi-
ence. The distinct modulation of time and space provided by virtual reality technology
facilitates a dynamic mode of phenomenological experience that can help us examine
what it means to be human in the digital age. Phenomenological embodiment can be
understood as a quantum state of paradox—neither here nor there; neither subject nor
object [4]. It parallels the distancing effect used in drama therapy and therapeutic
puppetry to promote healing by mediation between virtual and actual bodies.

Virtual and augmented reality have become part of our daily lives; our bodies are
constantly mediated, represented, and multiplied via technology. In the flux of multiple
bodies, spatiality and temporality, it is possible and necessary to discuss the role of
human bodily experience in complex relationship with our digital reflections.

The avatar life-review was designed to facilitate this discussion. Its
lip-synchronization and gesture-tracking features facilitate simultaneous speech
between the virtual and physical body. In this embodied speech process, the human
storyteller is augmented into a virtual storyteller, facing each other, simultaneously
speaking, moving, and reflecting in a spiraling flow.

3 Person-Centered Care and Anthropology

Carl Rogers developed his non-directive form of talk therapy with the aim of sup-
porting the patient’s autonomy and self-exploration. He advocated for “unconditional
positive regard,” a practice of accepting and supporting a person regardless of what he
or she says or does [5]. Unconditional positive regard supports deep empathetic rela-
tionships by promoting trust and free expression. The avatar life-review system was
designed to support the user’s autonomous storytelling, while providing digitally
mediated reflective listening allowing the storyteller to see and hear the story as an
actively listening other might. Through detection and analysis of the storyteller’s voice,
words, gestures, and reflection of those behaviors via avatar animation, background
images, music, and ambient sound, the system functions as an empathetic listener, but
crucially also allows the user to function as an empathetic listener to herself simulta-
neously without judgment remaining unconditionally positive. The audience, artist, and
storyteller build strong empathetic relationships mediated by emotionally responsive
background sound and visuals.

The participant’s experience is the most critical element in avatar life-review,
involving embodiment, self-perception, emotion, and phenomenological reality
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mediated by technology. All participants—storytellers, the artist/mediator, staff, family,
etc., contribute to a shared experience.

In his book, Where the Action Is: The Foundations of Embodied Interaction, Paul
Dourish problematizes the dichotomy between “user” and “designer,” noting that the
designer is always also a user [6]. Grudin (1993) argues that these terms influence our
understanding of systems according to the way computer engineering faced initial
design problems [7]. The term “user” is commonly understood as a general category of
non-experts, denying dimensions of the participants’ experience as genuine. But user
experience is more than a pattern of behavior; it is phenomenological and subjective.
We need to acknowledge their meaningful engagement with the system [8]. From an
anthropological perspective, the designer (artist) is also considered an active participant
with many dimensions of experience within system, including imaginary projections,
expectations, interaction, etc. [9]. In our avatar life-review sessions, the artist actively
participated as a designer, storyteller, mediator, observer and audience; meanwhile, the
users actively contributed to the shaping of the emergent experience and to the ongoing
development of the system.

4 Thematic Observation: Avatar Life Review

The technical design of the avatar life-review system was important, but planning for
its use by older adults in the residential setting was crucial, requiring a careful
anthropological approach [10]. Ten older adult participants volunteered to participate in
avatar life-review sessions at a senior living facility in Richmond, Virginia. We
gathered qualitative data via interviews, observations, video, field notes, and surveys.
The following themes were discovered based on these data:

1. Personal Immersion 2. Social Engagement 3. Technology 4. Improvisation and
Mediator

4.1 Personal Immersion

We had planned to test the project in private rooms to promote exposition of subjects’
personal stories. To our surprise, the elder home gave us access to their common theater
space for avatar life-review sessions, which supported a different dynamic. In this
theater setting, participants were public storytellers with an audience of staff, residents,
participants, and team members. It was challenging for the participants to tell a personal
story in this context; however, very interesting personal engagement emerged in the
follow-up sessions.

When Mrs. C entered the theater, she began, “I am going to tell a sad story today.”
It was surprising since previous stories told by residents had been positive. I knew
telling a sad story would be even harder in this unexpectedly public environment. Mrs.
C told her story about her father, from when she was 6 years old. He had scolded her
badly when she surprised him in jest. She acted out a wonderful dramatic performance
identifying strongly with the avatar, using broad physical gestures and an animated
tone of voice. She concluded with a single sentence, repeated in different voices:
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“please help me to forgive him.” The first seemed to belong to the avatar, speaking
forthrightly, but the second was different—Mrs. C’s voice, weeping and trembling. Her
tears surprised us. She confessed she rarely cries. She spoke of her experience as “such
a good release,” and described a sense of “anonymity” of being able to disclose
something, not as herself, but as the avatar. This sense of anonymity is related to
distancing effects in drama therapy, where participants feel safe relating hidden emo-
tions and stories. The system allowed her to talk to herself, rather than talking to
another such as psychiatrist in a potentially judgmental situation (Fig. 1).

Mr. W., a 90-year-old gentleman with a husky voice, also built a strong emotional
relationship with his avatar. He started his life-review using a boy avatar to tell his story
from elementary school. In the middle of storytelling, he began looking for his teacher.
I changed the avatar from a boy to a young woman, upon which he started making his
conversation with the avatar as if she were his teacher. He pleaded, “why didn’t you
love me?” “come close to me,” “hug me.”

We paused, as we judged he was too immersed into the avatar. Then he stood up
slowly with his walker, walked to the screen and tried to touch the avatar image. His
own shadow in the projector light erased her image. It was a heartbreaking moment for
the viewers.

Participants developed new modes of expression involving unique patterns of
gesture and speech while engaged with the avatars. In part, the forms of these gestures
were inflected by the theatrical environment; we look forward to further experiments in
more personal settings to compare the variant dynamics.

Fig. 1. An avatar tells her childhood story with sad and angry emotions (© Semi Ryu. Photo:
Brianna Ondris.)
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4.2 Social Engagement

The avatar life-review was conducted in a common theater space building an inter-
esting tension between private and public. The presence of an audience made personal
engagement more challenging, but lengthy discussions followed each life-review cre-
ating a strong empathetic community. Cross cultural discussions emerged involving
traditional Korean culture, different modes of communication, etc., as the artist became
a part of this community. We celebrated similarity through empathy; difference through
conversation (Fig. 2).

Although the system was designed around the avatar, participants were conscious
of the audience’s presence and responses. Each story was followed by applause. We
shared joy, grief, anger, and many feelings about fathers, husbands, mothers-in-law,
children, and other relations. The avatar system’s sentiment analysis and enhancement
algorithms amplified these empathetic relationships as the screen and sound responded
to the emotional quality of the storytelling, reflecting the empathy of listeners.

We tried various setups to experiment with the relationship of audience, storyteller,
and avatar: audience located before or behind the storyteller, central or diagonal screen
placement, etc. In a central setting with the audience located behind, some participants
felt uncomfortable; they felt it was poor manners to turn their backs on the audience,
although the avatar was facing them. Some participants wanted to watch the audience’s
response during their storytelling, to be engaged with audience more than the avatar.

The aspect of communal ritual was evident after each life-review session. Often, the
audience surrounded the storyteller and dynamically expressed their impression,
empathy, encouragements, and similar experiences, using warm body language such as
hugs and hand-holding. This occurred consistently and involved everyone, including
observers, mediator, residents and staff members. This social engagement was also

Fig. 2. Residents watch a participant’s avatar life-review performance (© Semi Ryu. Photo:
Brianna Ondris.)
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highlighted on the screening day when we showed all of the recorded avatar video in
the same theater.

The participants enjoyed watching their own avatar performance as well as others’.
Often, they were surprised by witnessing their own stories as avatar performances. The
distanced setting brought a fresh perspective on stories they told via avatar; some were
surprised by their own words. Participants wanted DVD discs of their avatar video to
watch again with friends and family members.

4.3 Technology

The system was adjusted based on the residents’ feedback. Avatar’s faces were updated
to more cheerful expressions on the request of residents. They wanted to engaged with
happier looking avatars and probably happier aspects of their memories. The avatar
originally had head motion tracking and lip-sync only. But we observed the significant
role of hand gestures in older adult’s speech. The residents also wanted full upper body
interaction. The final prototype incorporated full upper body interaction with
hand-gestures, lip-sync, and sentimental response.

The technical setup was challenging, due to the physical limitations of older adult
users. The Microsoft Kinect sensor requires straight body registration. However, the
participants were usually sitting in the chair in a reclined posture which made body
registration difficult and unstable. We tried to make the system work optimally, but
realized the participants’ comfort is more important for natural storytelling process.
Wearing headsets created a connection between artist and participant, and built a sense
of trust. It was like placing a crown or ceremonial headwear on each participant to
guide them to an alternate world (Fig. 3).

Fig. 3. A participant registering her body with the Kinect sensor (© Semi Ryu. Photo: Brianna
Ondris.)
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Some participants’ jewelry conflicted with Kinect sensors due to reflections. But if
jewelry was important to their identity, we couldn’t ask them to remove it. We had
anticipated a moderate number of technical conflicts but, as always, the particular
challenges surprised us.

Technical limitations of the prototype system prompted unexpected negotiations
with the technology by the older adult users. For example, one participant was speaking
the words “in my heart,” and trying to make her avatar touch her heart. Since finger
detection had not been implemented yet, it was a challenging motion for the
avatar—not quite detecting her hand on her chest. Suddenly, she stood up and repeated
the phrase “in my heart,” trying to elicit an appropriate response from the avatar. She
also tried to create a hole with her fingers, but when the avatar’s fingers did not follow,
she spun her hands together, to express the notion of “hole.” New gestural language
emerged to suit what the technology can support. The older adult users continually
challenged the system, discovering ways to express their emotions despite its limits.

We didn’t expect older adults to be so kinetically animated in their storytelling. As
noted above, their hands served as another speech organ, but with the avatar system,
the entire upper body was engaged. I felt a strange sense of guilt when the avatar
couldn’t fully support the user’s emotional expressions. They wanted to express
emotions through gestures such as kissing, hugging, or touching the heart. There was
something beautiful about their wishes, struggles, and humor in relationship with the
avatar.

The sentiment analysis system can detect emotions in the user’s speech. Back-
ground images and sounds were modified based on detection of 6 emotions, to support
an empathetic connection between storyteller and audience. These changes were
managed by both automatic and manual means, creating a semi-automatic solution.
Emotions in their stories were complex and changed rapidly. The artist/mediator often
intervened ahead of the computer response in an effort to keep pace.

Often, participants and audience members interpreted the avatar’s appearance and
behavior differently, even when it was unchanged. They seemed to base their inter-
pretations on who is telling the story, and how she/he interacted with it, rather than
according to an impartial, abstract analysis of its gestures.

4.4 Improvisation and Mediator

We demonstrated hand puppetry as a familiar analogy, to explain avatar interaction to
the older adult participants. This 21st century puppet can be used to discover hidden
memory and feelings through improvisational storytelling. However, most participants
came with a prepared story. They seemed to have practiced the story before the ses-
sions. But eventually they began to improvise, and volunteered to participate again,
inspired by others’ stories. We offered a weekly topic to help them to prepare, but often
residents prepared stories they wanted to tell, regardless of topic. Participants usually
said their story would be very short, but often turned out longer than anticipated. Over
time, the line between private and public was blurred as participants became more
comfortable telling stories and improvising.
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For the artist, actively participating as a mediator, designer, audience, and story-
teller, the avatar life-review was an amazing sharing experience. For over ten years, she
has explored virtual puppetry inspired by Korean shamanic ritual. She has explored
cultural factors in the emotional psyche—in particular the Korean notion of Han—in
paradoxical relationships between virtual puppet and puppeteer [11]. She has recently
begun to apply these to the study of, and therapeutic interventions in, the aging psyche
of the senior population.

This cultural background is uniquely connected with the therapeutic potential of
avatar life-review. Korean culture differs from Western culture in many aspects. As a
society with a strong Confucian heritage, we value our elders highly and seek them out
for guidance and connection. Direct eye contact is regarded as a challenge towards
one’s elders; averting one’s eyes is more respectful. Life-review sessions became an
opportunity to mediate these cultural differences. The residents were fascinated by
Korean culture—food, clothing, traditional costumes, Confucianism—often leading to
cross-cultural discussions after life-review sessions.

5 Gerotranscendence and Future Direction

Life expectancy in Western industrialized nations continues to rise. Today’s retirees are
likely to live another twenty-five healthy years or more. We must prepare for this
emerging reality by adapting the culture to better integrate older adults into their
communities [12].

Our work on the avatar life-review system was premised on the notion of gero-
transcendence—a developmental stage that occurs when an individual who is living
into very old age shifts perspective “from a materialistic and rational view of the world
to a more cosmic and transcendent one, normally accompanied by an increase in life
satisfaction” [13]. Older adults’ storytelling performances, filled with emotion, positive
energy, and humor, provide excellent material for younger generations to listen and
learn from those perspectives—for their own sake as emerging adults who will have to
negotiate that same difficult balance of matter and spirit and for the sake of communal
integration with elders.

The first prototype of the avatar life-review system focused on the basic structure
and has not yet been tried with a variety of experimental techniques. We see broad
potential for evolution to enhance future users’ experience. We value the opportunity
this study afforded us to realize the importance of emotional expression in our stories.
Even the systemic breakdowns brought about unforeseen returns: we realized how
important it is to touch our own hearts, to hug and kiss our beloved others, real and
virtual.

Further studies on avatar life-review will explore diverse challenges: early memory
loss in older adult population, PTSD patients, and diversity in society, to increase
awareness of, and adaptation to, racial, cultural, and gender difference through
person-centered care and anthropological research.
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HCI Research and History: Special Interests
Groups on Facebook as Historical Sources

Mechtild Stock(&)

Kerpen, Germany
MechtildStock@gmail.com

Abstract. In this article, we discuss whether Social Network Services (SNSs),
especially Facebook, are sources for microhistory or history from below. It can
be shown that SNSs indeed form a valuable source for historical science.
However, due to the huge amount of data in SNSs there is a problem not to be
overwhelmed with unmanageable large data sets. Our proposal to structure the
data sets is to apply informetrics and statistical methods as means of quantitative
history. We work with a case study, i.e. Kerpener und Ex-Kerpener. This special
interest group on Facebook addresses Kerpen (a small town in Germany) as well
as its historical development. We are going to analyze about 2,000 wall posts of
the group during 2014. For each post, we investigate its type (text, image, and
video), category, topic, number of likes, shares and comments as well as the
author’s name. The article concludes with a list of decision criteria for histori-
cally relevant and credible Facebook wall posts as sources.

Keywords: HCI research � Microhistory � History from below � Facebook �
Information science � Facebook metrics

1 Introduction: Facebook and History from Below

Human-computer interaction on social media is sometimes directed to local or regional
cultural information. Prime examples for such interactions are microblogs on Twitter
[3] or special interest communities on social networking services (SNSs) as Facebook
which are related to contemporary and past local history [7]. In this article, we discuss
whether SNSs are sources for history, especially for microhistory [2, 5]. “Microhistory”
[1] or “history from below” [9] is history from the perspective of common people. Lay
historians and average people act as citizen scholars. SNSs, with their well-documented
dialog and content, appear to be excellent sources for constructing an account of history
from below. It can be shown that SNSs with their processes of dialogs of “common”
people indeed form a valuable source for historical science [8]. Here, historians and
archivists are able to locate additional information, which cannot be found through any
other sources. Due to the huge amount of data in SNSs, the greatest problem is being
overwhelmed with very large datasets [6]. One aim of our study is to divide the
amounts of posts and comments into two groups, namely, historically relevant items
and less relevant or not credible items (Fig. 1).

We worked with a case study, namely Kerpener und Ex-Kerpener. This German
Facebook group addresses Kerpen as well as its historical development. We analyzed
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all wall posts of this special interest group during 2014. The article will have practical
implications for cultural heritage institutions, e.g. archives [4]. This combination of
HCI research, information science and history succeeded as a research approach that
can be expanded to include other SNS groups which postings and observations may
help produce a fuller historical record of both our time and place.

Facebook is an SNS, an important and popular kind of social media. On Facebook,
people are able to create huge amounts of data. A crucial aspect is the credibility of the
data. “This kind of system provides first-hand data, but one pressing problem is to
distinguish true information from misinformation and rumors. In many cases, social
media data is user generated and can be biased, inaccurate, and subjective” [6, p. 113].
Therefore, we need methods to separate historically relevant information from misin-
formation and rubbish.

To manipulate such “big data” in information services as Facebook, we apply
quantitative methods borrowed from information science, more precisely from infor-
metrics. Informetrics originates in scientific communication. It measures the dialog in
science in terms of publications and citations. In SNSs, there is dialog as well. The wall
posts act as articles; the likes, comments and shares are analogues to citations.

2 Methods

Our case study for history from below is the special interest group Kerpener und Ex-
Kerpener. This Facebook group addresses Kerpen as well as its historical development.
Kerpen is a town of 65,000 inhabitants (2012) located in the German Rhineland. The
aim of this moderated group is to preserve historical images and videos and to make
them accessible. The group Kerpener und Ex-Kerpener was founded in 2012 and was
able to attract 5,455 members (by the end of 2014).

At the appointed date of January 19, 2015, we downloaded all wall posts of the
group Kerpener und Ex-Kerpener from 2014 to an offline HTML file (about 42 MB).

Fig. 1. Research model.
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We only gathered the visible comments in our offline file. We ignored all those posts
lacking in content (e.g. posts without any text, image or video). Our file consists of
1,951 wall posts in total. In consequence of the huge amount of comments (26,319) we
decided not to evaluate their content. We constructed a database with the following
field scheme: date (month, day), day of the week, author, type of post (text, image,
video, text and image, text and video – intellectually coded), shared post (post from
external source), number of likes, number of shares, number of comments, kind of
image and video (current image, old image, current placard, current video, old video –

intellectually coded), content category (intellectually coded), content description
(keywords – intellectually coded). First of all, we roughly screened the posts in order to
summarize and to determine content categories. Nine categories are the result of our
analysis: caution (warnings), curiosity (“what is happening there?”), current impression
(“current” means only some months old), news, notice (announcements, tips), old
impression, private (all posts of private nature, including recommendations and
requests for help), report/criticism (complaints, experiences), request (questions of
general interests).

3 Results

In 2014, 1,951 posts in Kerpener und Ex-Kerpener have been written by 582 different
members; hence the share of active members is 10.67%. Only a small segment of
members is really active in writing wall posts. The majority of members obviously does
not trigger discussions, yet some people response to wall posts by liking, sharing and
commenting. Others, indeed, are only “lurkers” and pure consumers. A wall post in the
year 2014 has on average 13.17 likes, 0.85 shares and 13.49 comments (Table 1). Who
are the active members, regularly contributing posts? We sorted the entire set of posts
by authors. We can identify an extremely left-skewed distribution. This means that
there are only few highly productive authors and a long tail of authors contributing two
posts or one per year. 24 authors produce 50% of all posts. The most productive author
alone is responsible for 15.27% of all posts.

We have ranked our wall posts according to numbers of likes, shares and com-
ments. The rankings of posts by likes and shares are – similar to the authors’ distri-
bution – left-skewed distributions. Only few wall posts get many likes and shares. In
most cases, the group members like current and old impressions. The top-liked post is
an image of a wrong place-name sign at the new motorway A4 (Bergdorf instead of
Bergheim) (Table 2). The interest in Michael Schumacher (a famous former Formula 1
driver) is understandable, since Michael once was a citizen of Kerpen. A moderate
highly liked wall post is an impression of winter in Kerpen.

How does the distribution of shares look like (Table 3)? Most of the top wall posts
by number of shares are private requests and requests for help; the others are warning
notices. One post occupies a high position in the ranking. 722 members share the wall
post searching for a hit-and-run driver. Two posts cover the issue of burglary and ask
for attention. Six further posts are devoted to dogs and cats, e.g. dog found, dog
poisoned, cat disappeared, and – most horrible – cat halved). We summarize that shares
are used for current events. The more shares the more historically irrelevant the wall
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posts seem to be. But there are exceptions: The posts about burglary are not necessarily
historically irrelevant, however.

Shares and likes do not need much cognitive effort; they are just one click, a touch
of a button. Contrariwise, to produce a comment (maybe including images and videos
besides pure texts) requires elaborate cognitive work. The top posts by number of
comments include requests, notices, news, current impressions and warnings (the
mentioned post about burglary) (Table 4). A hot topic in Kerpen is an empty apartment
tower which has been set on fire several times. Questions of general interest (e.g., What
do you associate with Kerpen?) trigger high numbers of comments. The often com-
mented post about the kiosk around the corner describes a shop with an upholstered

Table 1. Kerpener und Ex-Kerpener: Basic figures (2014) (N = 1,951)

Basic figures Kerpener und Ex-Kerpener

Number of posts 1,951
Number of members 5,455
Number of unique post authors 582
Share of active members 10.67%
Number of top post authors 24
Number of likes 25,686
Likes per post (average) 13.17
Number of shares 1,658
Shares per post (average) 0.85
Number of comments 26,319
Comments per post (average) 13.49
Number of images and videos 1,236
— Number of current images 679
— Number of old images 427
— Number of current placards 111
— Number of videos 19

Table 2. Top posts by number of likes (N = 1,951)

Rank Likes Kind of post Description

1 640 Current impression Wrong place-name sign (Bergdorf instead of Bergheim)
2 338 News Michael Schumacher awake
3 275 Old impression Winter in Kerpen (2010)

Table 3. Top posts by number of shares (N = 1,951)

Rank Shares Kind of post Description

1 722 Request for help/private Wanted: hit-and-run driver
2 175 Caution Burglary/tramp’s sign
3 161 Request for help/private Found dog
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sofa on the sidewalk in front of the house. Within the top commented posts you can
identify historically relevant posts (such as the problematic apartment tower) as well as
gossip and tittle-tattle (e.g. the kiosk around the corner).

Our results clearly exhibit highly significant differences between multimedia and
text-only posts in terms of the average numbers of likes and comments, but no sta-
tistically noticeable difference with regard to the average number of shares. Multimedia
posts received on average 17.77 likes per item in contrast to only 4.73 likes per textual
post. This is nearly four times the amount in favor of multimedia posts. In contrast,
text-only posts gain 19.13 comments on average, while multimedia posts only get
10.41 comments on average. This is just about twice as much, but now in favor of
textual posts. Obviously, multimedia posts often provoke many likes (meaning “This
image pleases me,” and therewith everything has been said) and only few comments.
Text-only posts lead to the opposite user behavior. Such posts are moderately high
liked, but provoke a lot of comments.

Outstanding categories by the average number of likes are old und current
impressions. Both categories receive more than 23 likes per post. Obviously, people do
like old as well as new images of their hometown. In contrast to the high number of
likes, both impressions’ categories only get moderately high numbers of comments
(about 11 and 12 comments per post) and actually no shares. Only very few likes per
post go to the categories private and request, but both categories include large numbers
of comments (private 15 and request 28 comments per post). Private posts and requests
of general interests call for answers (comments) and not for likes. There is just one
category getting lots of shares: caution. Wall posts in this category are devoted to
current burglaries and to warnings concerning dangerous situations for cats and dogs.
Here, fast information dissemination is important, which can be reached by immediate
sharing of the caution-posts. Additionally, these posts have high numbers of comments
(29 on average) and moderately numbers of likes (8 on average). All other categories
contain only small numbers of shares or no shares at all.

Top topics are defined by the absolute number of wall posts, sorted by keywords.
We identified three topics as “Top Topics.” Do these posts provide historically relevant
information in addition to news reported in local newspapers? The top topics show
moderately high numbers of likes and comments as well as nearly no shares. 30 wall
posts are on the topic thunderstorm. In the local press (Kölner Stadtanzeiger; June 10,
2014), we only find one article. In the wall posts, people report on subjective feelings,
concrete impressions of vested interest, and offers of help. 25 wall posts are devoted to
the topic Maastricht Street. This subject is frequently reported in the local press, too.
The Kölner Stadtanzeiger covers, among others, arson attacks on the unoccupied

Table 4. Top posts by number of comments (N = 1,951)

Rank Comments Kind of post Description

1 359 Notice Fire: Apartment tower
Maastrichterstraße

2 353 Request What do you associate
with Kerpen?

3 299 Current impression Kiosk around the corner
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building (June 2, 2014), actions by the city administration of Kerpen (June 6, 2014),
and security problems of the residents (June 26, 2014). In contrast, the wall posts
concentrate on offense, on personal experience and hints to handle the problem. One
wall post on the topic Highway A4 reports the wrong place-name sign Bergdorf instead
of Bergheim (our top-liked post). This post was even the source of an article in Kölner
Stadtanzeiger (September 16, 2014).

4 Discussion

Decision criteria for historically relevant and credible Facebook posts as sources are:

• high number of posts per topic in a given time interval (e.g., a year) (but one has to
know which topics are relevant – our approach was to index all posts through
categories and keywords),

• there is a high probability of historical relevance for the categories old impression,
current impression and news; additionally perhaps selected posts from the notice
and report/criticism categories,

• historically relevant multimedia posts (images, videos) have a moderate high
number of comments and a high number of likes,

• some wall posts of historical relevance exhibit a high number of comments,
• high numbers of shares seem to be indicators for rapid requests and warnings which

are seldom historically relevant.

To sum up: Facebook is an important source which complements other historical
sources. On Facebook you can find information you will hardly find elsewhere:
first-hand impressions, images and comments of “common people.” Since we only
worked with one case study, it is necessary for further scientific investigations to
analyze other Facebook groups which are interested in historical aspects of their
environment. Additionally, the application of Facebook metrics should be broadened
and calibrated. All in all, the new combination of HCI research, information science
and historical science proved to be successful and is expandable.
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Abstract. We present a first in situ attempt to explicate the relationship
between consumer behavior and affective state. We adapt Bradley and Lang
(1994)’s Self-Assessment Manikin as a feature on our e-commerce platform,
tracking how self-reported affective state maps onto specific behavioral patterns.
We discuss the potential for utilizing affective feedback as a means of
user-directed personalization.
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1 Introduction

Decades of academic research in the fields of psychology, behavioral economics, and
philosophy have struggled to understand the often disruptive role that emotions play in
our decision-making [1]. While classical philosophers such as Plato and Spinoza had
already insisted that emotion is an obstacle to rational thought, more recent empirical
work in psychology has demonstrated that even in the presence of persuasive factual
information affect plays a key role in determining many of our choices (for a review,
see Loewenstein [2]). The prioritization of affective information over strictly ‘factual’
counterarguments has been found to persist even when participants were instructed in
models of rational choice or explicitly told to focus on statistical information to guide
their decisions [3, 4]. As this literature makes evident, any comprehensive theory of
(economic) decision-making must make an attempt to pin down the complex role of
emotion. For example, several studies demonstrate that affective states easily transfer
from one situation to the next (work frustration sublimating into not tipping a cab
driver; see e.g., Excitation Transfer Theory, Zillmann [5]), altering participant
risk-assessments, risk aversion, and resource allocation [6–8]). Experimental laboratory
studies have also begun to untangle the relationship between affective state and eco-
nomic decision-making. Priming subjects with a negative affect (e.g. disgust), for
example, Samuelson and Zeckhauser [9] and later Eich et al. [10] found an increase in
status quo bias, delaying decision-making altogether. In an experimental e-commerce
in a laboratory setting, Park et al. [11] found that participants who were primed with a
positive affect were more risk-prone and demonstrated greater purchase intent overall.
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Despite the wealth of interdisciplinary literature on the relationship between affect
and economic decision-making, few attempts have been made to explore these
dynamics outside the laboratory and in the context of new internet-based mediums. To
date, we are aware of no research that examines e-commerce retail behavior patterns
and their relationship to a user’s affect in situ. The goal of the here presented research
therefore is two-fold: On the one hand, we represent an effort to fill the gap of
field studies in this domain by attempting to explicate the relationship between
self-reported affective states and consumer behavioral patterns on our e-commerce
retail platform. On the other hand, we discuss how these insights can be utilized to
develop a framework for a user-driven, dynamic approach to deepen user experience
personalization. In doing so, we flip the traditional conception of the relationship
between emotion and consumer behavior from a proactive model, inferring consumer
feelings based on actions, to a reactive model, receiving consumer feedback on their
affective state to generate moment-by-moment personalization.

1.1 Methodology

Developing a methodology for our research on an e-commerce platform faced a dual
challenge: First, we needed to instrumentalize a measure of user affect that would offer
sufficient psychometric validity for our purposes. Second, our measure needed to
seamlessly integrate into our platform in terms of design while being intuitive in terms
of usability. As a business, the stakes for us are high when integrating any new feature,
and these high usability standards informed our methodology from the start.

Our affect-feature was derived from “the Affective Slider” by Betella and Verschure
[12], a digital slider feature adaptation of the well-established psychometric measure-
ment “the Self-Assessment Manikin (SAM)” by Bradley and Lang [13]. We decided to
utilize this measure due to its decades of established validity and replicability [12] in
social science research. Building a psychometric measure directly into the shopping
platform, we argue, will allow for a less disruptive shopping experience than an
external questionnaire (e.g. a pop-up or follow-up survey), thereby yielding more
representative data.

While we based our basic design elements on Betella and Verschure (2016)’s slider
[12], we also incorporated descriptive words from the semantic differential by Bradley
and Lang [13] to make salient the purpose of the feature to users who may be surprised
to encounter such a feature in e-commerce. Our feature measured two affective scales:
(1) mood (scale ranging from unhappy to happy, with two emojis at the endpoints of
the scale; see Fig. 1); (2) arousal (scale ranging from calm to excited, with two smileys
at the endpoints of the scale, see Fig. 1). Users were able to indicate their mood by
using the slider on the scale. A UI designer also ensured that the feature fit organically
into our platform in terms of design (e.g. font, color) without disrupting the psycho-
metric measurement’s validity.
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1.2 Qualitative User Test

Before introducing our feature directly onto the platform, we conducted a qualitative
user test (N = 4, 2 females) at our on-site laboratory. We conducted this initial user
test, on the one hand, to establish how users would react to an affect feature on the
platform (i.e., their willingness to disclose affective information, their intuitions about
purpose, etc.) and to identify any usability problems with the feature (e.g., misunder-
standing where to click), on the other. Using semi-structured interviews, a researcher
guided each participant through our app and the feature, continuously asking them to
articulate their expectations, intuitions, feedback, and likes and dislikes. After using the
feature (which appeared immediately upon accessing the mobile app), each participant
took some time freely to browse the shopping app in general. Each interview was
observed via livestream in a second laboratory by the other researchers. Participant
interviews lasted approximately 30–45 min, and were followed up by a 20-minute
wrap-up session by a group of researchers. After all 4 users had been interviewed,
researchers conducted a general revision, coding patterns of feedback among all
participants.

1.3 Results and Discussion

Going into the user test, we had unclear expectations of user reactions to our affect
feature, in particular we had worried that users might feel skeptical about providing
feedback on their emotions with an e-commerce platform. Within the context of our
small sample, this concern however was quickly dispelled as all users approached the
new feature, to be sure, with some confusion, but also with an overwhelming sense of

Fig. 1. A screenshotted image of our affect slider adapted from Betella and Verschure (2016).
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curiosity. In addition, none of our test persons expressed any worries about privacy
issues even after being asked explicitly whether this could be an issue. Participants also
held strong assumptions as to what the feature ought to do – most commonly sug-
gesting that their affective feedback would trigger a change in terms of color and
clothing item suggestions. Participants expressed some frustration, however, when
there were no immediate, visible changes to the app based on their feedback.

Our second concern had been related to the design of the feature and its integration
within the app. We encountered several issues in the area of usability. More specifi-
cally, the sliding functionality of the feature (and thereby the ways to express nuance in
their affective states) was not immediately obvious to all participants. Several partic-
ipants attempted to click directly on the emojis (scale endpoints).

The conclusions drawn from this initial qualitative test, both in terms user expec-
tation management and design, will be invaluable for improving our methodology for
our upcoming quantitative A/B test. Even with the limitations of a small sample size
and the confines of a laboratory setting we were able to derive initial insights into how
an affect feature could be integrated into our platform and improve shopping
personalization.

2 Next Steps

At this stage in our research, we are developing our affect feature to go live on our
e-commerce mobile application with an improved design. By tracking user’s feedback
on the app and their subsequent behavior on the platform (e.g. conversions, interests,
inspiration susceptibility, etc.), we intend to establish behavioral patterns based on
affective state. While our approach to the A/B test is exploratory at this stage, our
expectations are informed by the rich literature on economic decision-making and
affect. Following, Park et al. [11], we expect to replicate in situ that participants who
indicate a positive affective state on our feature will demonstrate greater purchase intent
than participants who indicate a negative affect. Our aim in detecting patterns of affect
and behavior, however, is not purely scientific: We will discuss how this data may be
utilized to improve user experience, for example, by allowing users more easily to find
items that ‘match’ their mood on our platform. In the age of increasingly sophisticated
algorithms inferring user affinities, we seek to make the case that meaningful per-
sonalization can benefit from a close alignment with academic literature on decision
making generally and well-established psychometric approaches specifically.

Acknowledgments. We would like to thank all participants, Zalando SE, and the UX Research
department for making this research possible. Special thanks go to Riccardo Buzzotta.
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Abstract. Diagnostic Ultrasound (US) is an operator and patient dependent
examination where anatomical and hemodynamic analysis settings have to be
adjusted in real-time while scanning.
Several techniques were developed so far to perform the US acquisition and

post processing adjustments quickly and to maximize their easiness.
A new Easy Adjustment Technology (E.A.T.) was recently prototyped in

order to drastically simplify the operator system set up to only three macro-
parameters related to the desired effect in terms of: contrast/smoothness,
detail/speed, resolution/penetration.
A multidimensional algorithm varies simultaneously several internal system

parameters to modify the image in the direction of the macro-parameter varied
by the user. No prior knowledge of US physics or technology is required to
adjust the macro-parameter, the effects of which are directly visible on the echo
image in real-time (for instance, to optimize the level of smoothness with respect
to US image contrast).
The aim of the E.A.T. is to increase productivity, reduce sonographer’s

work-related musculoskeletal disorders due to extensive use of the US system
control panel and to increase diagnostic confidence based on the intuitive
optimization of the sonographer’s desired effect, instead of an engineering
approach to real-time scanning optimization.

Keywords: Diagnostic Ultrasound � Image optimization � Easy Adjustment
Technology � easyMode

1 Introduction

Diagnostic Ultrasound (US) is an operator and patient dependent examination where
anatomical and hemodynamic analysis settings have to be adjusted in real-time while
scanning (Fig. 1).

More and more US investigations are performed per day worldwide, with pro-
ductivity being one of the main key drivers for users [1].

US systems are used for many clinical applications (Adult Cardiology, Pediatric
Cardiology, Neonatology, Vascular, Adult Cephalic, Ophthalmic, Abdomen, Small
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Parts, Thyroid, Urology, Musculoskeletal, Obstetrics, Gynecology, Breast, Lung
ultrasound, Intraoperative, Neurosurgery, Fusion Imaging for traditional and non-
traditional applications for both diagnostic and interventional purposes, Interventional
Radiology, Critical Care, Emergency).

Furthermore, the patient population can be represented by Fetal, Neonatal, Pedi-
atrics, Adult, while the user profile, intended to cover the full range from novices to
expert users, is populated by Sonographers, Medical Doctors, Radiologists, Surgeons,
Veterinary practitioners, Midwives, Paramedics. Due to their wide diffusion, US sys-
tems are used also by non-sonographers; therefore, a higher level of usability has been
urgently requested in recent years.

These new paths in the use of US have completely changed the customers’
approach to US technologies and devices, as well as the market perception of such
diagnostic technology, which is the only one, in the field of complex diagnostic
imaging, characterized by a real-time nature [2].

The UI ergonomics and workflow of the US systems is nowadays of primary
importance due to the increased use of US systems in the everyday clinical practice
even by “non-sonographers”, as well as the increased attention to the problem of
Work-related Musculoskeletal Disorders (WRMSD) for sonographers [3–6].

2 Methods

Several techniques were developed so far to perform the US acquisition and post
processing adjustments quickly and to maximize their ease of use. Just to highlight the
most important:

• Preset - Pre-defined image setting depending on the chosen body district;
• Auto Gain – Automatic Gain reset to a pre-defined level (which usually varies per

application);
• Automatic Adjustment - Real time parameter adjustment to a pre-defined target type

of image;
• Continuous Automatic Adjustment – Continuous real time parameter adjustment,

which varies depending on the acquired echo image characteristics.

An easy adjustment technology was recently prototyped with the goal to simplify
the operator system set up. Easy Adjustment Technology (E.A.T.) offers a real time

Fig. 1. Examples of US scanning in different clinical applications – Obstetrics (left); Cardiology
(center); Musculoskeletal (right).
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parameter modification, which takes into account the final effect the operator wants to
obtain on the image (resolution/penetration; frame rate/details; smoothing/contrast),
instead of being based on the adjustment of the technical parameters of the US system
(direct changes on Dynamic Range, Gray Map, Scanning Lines, Spatial Compound,
etc.…).

a. Presets

Most US systems have preset modes that provide better imaging better imaging of
specific organs of the body [7].

Preset (to set the acquisition parameters to pre-defined values) is the basic tech-
nique to group and speed up the optimization of acquisition parameters.

The Preset activation and selection control is one of the most important ones in an
US system. Selecting the right preset for the particular region of the body under
examination makes scanning much easier. Built-in Software assists not only with
dedicated labelling and measurements, but it enables better images and clips to be
acquired. Moreover, also the physical parameters are optimized for the desired
application [8].

The correct scanning preset has a large impact on the quality of the image. The US
system optimizes the image for each particular scan type, for example abdominal preset
vs. pelvic or gynecological preset. Any US study has to begin by selecting the correct
probe and appropriate preset for the type of exam being performed [9].

In any case as ultrasound machines have developed, the amount of practitioner
input required to achieve an acceptable image has diminished, possibly resulting in an
increased reliance on presets and the ultrasound machine’s optimization button. Whilst
under average conditions presets provide an appropriate starting point, the practitioner
is still expected to utilize the full range of ultrasound machine functions to make
adjustments and manually optimize the image [10].

Additional manual adjustments may be necessary in most of the cases, which forces
the operator to know and apply in real time changes related to physical and technical
principles of US technology.

b. Auto Gain

Changing the Gain is analogous to amplifying or suppressing the volume of signal
in an image. By adjusting the gain up and down, you may find it easier to visualize
certain structures. Most of the US machines are equipped with an Auto Gain, which is
the machine’s interpretation of the optimal level of gain for the body part or structure
being scanned. When first starting out with scanning, the use of Auto Gain is likely
going to be a useful tool [11].

As the US beam travels deeper into the patient body, the returning echoes are
attenuated, resulting in less resolution. A feature known as Time Gain Compensation
(TGC) allows the sonographer to adjust the image brightness at specific depths. The top
row of sliders controls near field gain, whereas the bottom row of buttons controls far
field gain (Fig. 2). Most of the US systems have an Auto Gain control, which resets the
machine back to standard gain presets for the type of scan (Preset selected) being
performed [12].
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c. Automatic Adjustment

Organ specific imaging (or tissue specific imaging) is an approach applying auto-
matic adjustment of the scanner commands (gain, image optimization algorithms, TGC,
etc.…) depending on the organ that the operator has selected for viewing (through
dedicated Preset selection). This results in shortening the investigation time and also in
some degree of standardization of images [13].

Automatic adjustment has been introduced relatively recently in order to auto-
matically optimize the echo image to a defined histogram obtained by the analysis of
expected similar acquisitions.

This technology, even if recently improved, cannot consider specific patient and/or
examination dependent characteristics, which anyway forces the image appearance to a
predefined histogram representation (always related to US physics and technical
knowledge).

d. Continuous Automatic Adjustment

It represents the latest update of the Automatic Adjustment, where it is the operator
that recalls the Automatic Adjustment function once the image quality is not

A

B

Fig. 2. TGC sliders position effect on the US echo image – homogenous TGC setting (A);
inhomogeneous TGC of the near and distant fields (dark) with respect to the middle field
(saturation).
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satisfactory, instead of having the US system automatically and virtually continuously
re-apply the Automatic Adjustment function once the echo image characteristics
change with respect to a pre-defined group of parameters.

e. Easy Adjustment Technology – E.A.T.

A new technology was recently implemented on a US system prototype with the
goal to simplify the operator system set up to only three macro-parameters related to
the desired effect in terms of: contrast/smoothness, detail/speed, resolution/penetration.

The goal of such Technology was to simplify the tuning process of the image by the
operator considering the adjustment based on the desired effect to apply to the image,
instead of forcing the US system user to understand and master the technical and
physical US parameters and then to act on them for their optimization.

3 Results

In all the traditional techniques for image quality adjustment listed above (Preset; Auto
Gain; Adjustment; Continuous Automatic Adjustment) some manual adjustments may
be needed on the image obtained after the technique re-call (Preset; Auto Gain) or after
the output of image processing (Automatic Adjustment; Continuous Automatic
Adjustment). These adjustments have to be performed considering the usual technical
and physical parameters of the US system, therefore forcing the US user to master the
physics and implemented technology, which is behind the echo image acquisition and
formation.

These approaches, therefore, assume a deep technical knowledge of the sonogra-
pher, therefore possibly limiting the US use to expert users and, in any case, possibly
lengthening the US use learning curve, as it must include a large section related to
physics, technology and the so-called “knobology” which considers how the technical
theory has been implemented within the US system and how the operator has to deal
with (usually such implementation is US system producer dependent and it may vary
also between different systems of the same producer).

E.A.T. was developed in order to overcome the limits of traditional image set up
and adjustment technologies, and it is currently in the implementation phase on a US
prototype system. Tests are in place on phantoms and ex vivo with respect to the above
listed technologies.

In order to develop E.A.T., the US operator approach to US system parameters
adjustment was completely reconsidered: instead of starting from an engineering point
of view and then declining it on how the clinicians have to approach and apply it, the
focus of the technology development and implementation was the sonographer’s point
of view.

With E.A.T., the US system understands and reacts according to the user’s needs,
instead of forcing the sonographer to understand the technology and its internal
processes.

In the traditional approach, the US technology and physics has to be understood to
obtain the desired clinical outcome (in terms of echo image characteristics needed for a
confident diagnosis), while in the E.A.T. environment it is the US system which has to
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re-organize itself in terms of acquisition, processing and visualization parameters to
ensure the outcome desired by the US system user.

This outcome was obtained by re-thinking the US processing and its related con-
trols in a multi-dimensional space, where the standard parameters are varied along one
of the E.A.T. space dimensions, following a pre-defined curve with a particular path
and slope depending on its content, variation and starting/ending levels.

Within the E.A.T. multidimensional space each single traditional parameter rep-
resents a line in a single dimension. While the E.A.T. space is adjusted, several single
dimension parameters are changed according to a multi-dimensional matrix.

For a given E.A.T. multidimensional space direction (for instance, contrast/
smoothness) some single dimension space parameters can be involved (e.g. Dynamic
Range, Dynamic Compression, Gray Map, Image quality enhancement algorithm
parameters, etc.…; see Fig. 3). To correlate the three points of the multidimensional
space to the one-dimensional space of each single parameter, a correspondence matrix
with single dimension parameters was defined (for instance, the two range extreme
points: max contrast/max smoothness and the factory default setting as multidimen-
sional intermediate point). A parametric curve for each single dimension parameter was
computed as the best fit with respect to the above mentioned three points. Therefore,
when the US system user adjusts the E.A.T. along one of the multidimensional lines, all
the related US system acquisition and processing parameters change, each one fol-
lowing the computed curve simultaneously, modifying the image in real time from one
extreme setting to the other. The parameters, which are changed within the E.A.T.
multidimensional space, are available to the US system user within the traditional U.I.,
as well as some internal – not user-accessible – parameters of the US system.

The E.A.T. user interface is constituted by three virtual sliders on the touch screen,
which are an integral part of the US system control panel (see Fig. 4).

In E.A.T. a multidimensional algorithm simultaneously varies several internal
system parameters to modify the image in the direction of macro-parameter varied by
the user (resolution/penetration; speed/detail; smooth/contrast). No prior knowledge of
US physics or technology is required to adjust the macro-parameter, whose effect is
directly visible on the echo image in real-time (for instance, to optimize the level of
smoothness with respect to US image contrast).

Fig. 3. Single dimension space parameter (left); E.A.T. multidimensional space (right).
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The traditional system adjustment environment is separate with respect to the E.A.
T. environment, due to the completely opposite approach to the US system set up and
tuning process, and also because the E.A.T. result may have an outcome in a multi-
dimensional space point which cannot be achieved with any multi-parameter adjust-
ment obtained in the traditional technically/physically-focused approach).

4 Conclusion

The E.A.T. US system optimization approach was carried out by completely
re-thinking the US system user approach to image optimization: from forcing the
sonographer to deeply understand US physics and technology (the implementation of
which varies from one US system producer to another), to an intuitive approach that
enables the operator to concentrate only on the effects he/she wants to obtain on the
final echo image in terms of optimization and balancing between resolution and pen-
etration, smoothness and contrast, improved image details of increased frame rate in
terms of acquisition and visualization.

E.A.T. was developed with the goal to:

• reduce the number of End User image controls;
• obtain faster changes in image settings also for US users with limited knowledge of

the system workflow;
• reduce the possibility to obtain « bad tuning » configuration for not expert US

users.

The aim of the E.A.T. is to increase productivity, reduce sonographer’s work-
related musculoskeletal disorders due to extensive use of US system control panel, and
to increase diagnostic confidence based on the intuitive optimization of the sonogra-
pher’s desired effect, instead of an engineering approach to real-time scanning
optimization.

E.A.T. advanced optimization technique is suitable for drastically simplifying the
sonographer approach to Ultrasound by freeing the operator from the deep knowledge

Fig. 4. E.A.T. user interface virtual sliders.
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needed to optimize image and hemodynamics acquisition parameters, especially in
more complex clinical applications such as Radiology, Cardiology and OB-Gyn.
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Abstract. As we all know, flight crew error in system design and certification
have great related to the flight safety. Human error is affected by a number of
factors, including system design, training, operations, and pilots’ previous
experiences. Human error is difficult to predict, and it cannot be prevented
entirely; even experienced, well-trained pilots using well-designed systems will
commit errors. Understanding of the causes of pilot error can minimize the
likelihood of these occurrences and be used to create more error-resistant and
error-tolerant systems.
In this paper, an analysis and evaluation procedure based on human cognitive

information processing model was introduced for civil aircraft flight deck
interface design. In this procedure model, information including display, alert-
ing, tactile etc. have been considered as input in the Perception stage. Controls
including push button, switch, lever etc. have been considered as output in the
Response Execution stage. Two kinds of subject evaluation method were
introduced. One is paper-pencil evaluation using modified Cooper-Harper Rat-
ing scale based on flight deck interface and description, the other method is
flight deck walk through evaluation based on the typical scenario tasks.
When the system interface or operation procedure, which have potential

hazard of crew error have been identified, the error prevention or error tolerant
features will be considered in detail in the flight deck interface design according
to the error classification.
Error management concept has been introduced to the flight deck human

factor requirements development. Effective error management means that the
system design facilitates error detection and recovery and/or ensures that the
effects of errors on how the system functions are obvious. Information to help
the flight crew detect errors consists of indications provided during normal
operations. Indications alerting to a specific error or system condition, or indi-
cations of external hazards or operational conditions.
These analysis and evaluation procedures have been used in single aisle civil

aircraft flight deck design in China.
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1 Introduction

Up to now the commercial aviation system is the safest transportation system in the
world, and the accident rate is the lowest it has ever been. However, accident analyses
have identified flight crew performance and error as significant factors in a majority of
accidents involving transport category airplanes. Flight crews contribute positively to
the safety of the air transportation system using their ability to assess complex situations
and make reasoned decisions. However, even trained, qualified, checked, alert flight
crew members can make errors. Human error is affected by a number of factors,
including system design, training, operations, and pilots’ previous experiences. Human
error is difficult to predict, and it cannot be prevented. An understanding of the causes of
pilot error can minimize the likelihood of these occurrences and be used to create more
error-resistant and error-tolerant systems. Some errors may be influenced by the design
of airplane systems and their flight crew interfaces. A system that is error resistant makes
it difficult to commit an error, e.g., through clear and simple designs. A system that is
error tolerant provides the ability to mitigate the errors that are committed, e.g., by
allowing the automated system to monitor flight crew actions or through the use of
electronic checklists that provide a reminder of tasks to be completed [1].

Accidents often result from a sequence, or combination, of flight crew errors and
safety related events. The design of the flight deck and other systems can influence
flight crew task performance and may also affect the rate of occurrence and effects of
flight crew errors. Human error is generally characterized as a deviation from what is
considered correct in some context. In the hindsight of analysis of accidents, incidents,
or other events of interest, these deviations might include: an inappropriate action, a
difference from what is expected in a procedure, a mistaken decision, a slip of the
fingers in typing, an omission of some kind, and many other examples. The regulation
CS25.1302/FAR25.1302 is focus on human errors. The rule text is:

§25.1302 Installed systems and equipment for use by the flightcrew.

This section applies to installed systems and equipment intended for flightcrew members’ use in
operating the airplane from their normally seated positions on the flight deck. The applicant
must show that these systems and installed equipment, individually and in combination with
other such systems and equipment, are designed so that qualified flightcrew members trained in
their use can safely perform all of the tasks associated with the systems’ and equipment’s
intended functions. Such installed equipment and systems must meet the following
requirements:

(a) Flight deck controls must be installed to allow accomplishment of all the tasks required to
safely perform the equipment’s intended function, and information must be provided to the
flightcrew that is necessary to accomplish the defined tasks.
(b) Flight deck controls and information intended for the flightcrew’s use must:

(1) Be provided in a clear and unambiguous manner at a resolution and precision appropriate
to the task;
(2) Be accessible and usable by the flightcrew in a manner consistent with the urgency,
frequency, and duration of their tasks; and
(3) Enable flightcrew awareness, if awareness is required for safe operation, of the effects on
the airplane or systems resulting from flightcrew actions.
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(c) Operationally-relevant behavior of the installed equipment must be:

(1) Predictable and unambiguous; and
(2) Designed to enable the flightcrew to intervene in a manner appropriate to the task.

(d) To the extent practicable, installed equipment must incorporate means to enable the
flightcrew to manage errors resulting from the kinds of flightcrew interactions with the
equipment that can be reasonably expected in service. This paragraph does not apply to any of
the following:

(1) Skill-related errors associated with manual control of the airplane;
(2) Errors that result from decisions, actions, or omissions committed with malicious intent;
(3) Errors arising from a crewmember’s reckless decisions, actions, or omissions reflecting a
substantial disregard for safety; and
(4) Errors resulting from acts or threats of violence, including actions taken under duress.

[Doc. No. FAA-2010-1175, 78 FR 25846, May 3, 2013]

The unique aspect of rule 25.1302 is that it considers the flight crew task as the
guiding element for assuring safe operation of the aircraft. It is the task that defines
what equipment needs to be used when, in what order, by whom and in what com-
bination with other installed equipment. Note however that it is not the task that is
being certificated, but the integrated combination of installed equipment that enables
safe task execution in this particular flight deck design.

2 Pilot Information Processing Model

A model of pilot information processing stages provides a framework for analyzing the
different psychological processes used in interacting with flight deck systems and for
carrying out a task analysis (See Fig. 1). The model depicts a series of processing
stages or mental operations that typically (but not always) characterizes the flow of

Fig. 1. Pilot information processing model [2]
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information as a pilot performs tasks in flight deck. Consider as an example the task of
the pilot control airplane by using flight mode control panel (FMCP). The first thing is
to get information by pilot’s senses. The information for the pilot may be speed and
altitude indication on the (Primary Flight Display) PFD, or the order from the con-
troller, or other information in the flight deck.

But sensation is not perception, and of this large array of sensory information only a
smaller amount may be actually perceived by the pilot. Perception involves deter-
mining the meaning of the information, and such meaning is derived from past
experience. This past experience is stored in pilot’s long term memory for under-
standing the situation. After perception, information processing follows decision or
selection based on the pilot cognition. Next step, the pilot will response to the infor-
mation input manipulating the FMCP. The airplane then response the input of control,
and the corresponding status information will represent through the PFD and naviga-
tion display (ND) as the feedback loop.

The attention is a vital tool for much of information processing. It plays two
qualitatively different roles [3]. In its first role as a filter of information that is sensed
and perceived, attention selects certain elements for further processing, but blocks
others, as represented by the smaller output from perception than input to it. Thus, the
pilot may focus attention fully on the flight control. In the second role attention acts as a
“fuel” that provides mental resources to the various information processing stages, as
indicated by the dashed lines as shown in Fig. 1. Some stages demand more resources
in some tasks than others.

In this pilot information processing model, flight deck (Human Machine Interface)
HMI is the evaluation objects. The displays mainly refer to the information on the PFD,
ND and EICAS, alerting, tactile etc. and the controls mainly refer to the button, switch
on the overhead panels and console, levers, etc. An analysis and evaluation procedure
based on pilot information processing model was carried on the civil aircraft flight deck
interface design.

3 Flight Deck Analysis and Evaluation Procedure

There are 2 kinds of subject evaluation method were used for the human factor eval-
uation of the flight deck HMI. One is paper-pencil evaluation using modified
Cooper-Harper Rating scale based on flight deck interface and description. The other
method is flight deck walk through evaluation based on the typical scenario tasks.

3.1 Paper-Pencil Evaluation

The paper-pencil evaluation method is a traditional mean for static evaluation of the
flight deck HMI. In the evaluation process, the flight deck HMI was shown to the pilots
and human factor specialists by the flight deck layout drawing, flight deck HMI pic-
tures, system description documents, synoptic page snap shot, control panel static
mockup, etc. The system design engineer and flight deck team interpret the system
displays, controls, alerting, system function briefing to the pilots and human factor
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specialists. By understanding the system design philosophy and the detail information,
the modified Cooper-Harper Rating scale was used to give the scale for the displays,
controls, alerting based on the flight deck HMI evaluation criteria. The flight deck HMI
evaluation criteria were developed by the flight deck team on the basis of 25.1302.
Here is example a checklist for the display information elements organization [4].

ORGANIZATION AND MANAGEMENT OF INFORMATION ELEMENTS

Formatting/Layout

• Arrangement of information on the display
Page format, structure and organization (e.g., “Basic T”)
Consistent positioning or relative positioning of information on the display
Consistency with other flight deck displays

• Consistency with user expectations and internal logic
• Indication of active regions (controls) and off-screen material
• Labels (e.g., for menus, scales, modes, and units)

Intuitiveness, location, orientation.

3.2 Walk Through Evaluation

The walk through evaluation is a task based dynamic evaluation on a specific platform
with part or full flight deck system functions. Before evaluation test, the test scenarios
were developed according to the system characteristic. Evaluate the flight deck systems
as guided by the tasks required in the order as described by the mission time line/flight
phase.

In accordance with the guidance found in AMC 25.1302/AC25.1032-1 the initial
human factors evaluation of the flight deck will address the following aspects of each
of the installed systems and its interface.

• The control interfaces
• Information Presentation
• Multifunction interfaces
• System behavior

For each system interface component, the degree of integration, complexity and
novelty will also be assessed. Human performance issues and pilot’s comments were
recorded.

Different platform plays its role in the human in-the-loop evaluation. A physical
mock-up of the flight deck or display system may be used early in the display design,
e.g., to address anthropometric considerations such as the reach and visibility of the
display. Part-task evaluations that emulate display capabilities for a single system or a
group of systems can be used to identify usability issues, e.g., in an office setting. Note
that the results of these part-task evaluations may be somewhat limited because tasks
are being performed in isolation. Simulator evaluations offer the opportunity to collect
feedback through a high-fidelity integrated emulation of the flight deck and operational
environment, but the results may be limited by the extent to which the simulator is able
to accurately capture the operating environment.
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The flight deck evaluation will also be used to assess the operational behavior of the
installed equipment and perform an initial analysis of the flight decks error manage-
ment facilities. The major impetus for the rule 25.1302 (d) was to promote error
tolerant design of flight deck equipment. The flight deck interfaces (both individually
and in combination with respect to their associated flight crew tasks), will be subject to
initial evaluation to establish if they support the prevention of error; trapping error, or
the mitigation of its consequences. The initial information analysis for error detection
will take three basic forms:

• Assessment of indications provided to the flight crew during normal monitoring
tasks

• Evaluation of crew alerts that provide interruptive information of an error or
resulting aircraft system condition

• Evaluation of ‘global’ alerts covering a multitude of possible errors by annunciating
external hazards, aircraft envelope or other operational conditions.

When the system interface or operation procedure, which have potential hazard of
crew error have been identified, the error prevention or error tolerant features will be
considered in detail in the flight deck interface design, according to the error
classification.

4 Conclusion

Flight crew error in system design and certification have great related to the flight
safety. Human error is affected by a number of factors, including system design,
training, operations, and pilots’ previous experiences. Human error is difficult to pre-
dict, and it cannot be prevented entirely; even experienced, well-trained pilots using
well-designed systems will commit errors. Understanding of the causes of pilot error
can minimize the likelihood of these occurrences and be used to create more error-
resistant and error-tolerant systems.

An analysis and evaluation procedure based on human cognitive information
processing model was introduced for civil aircraft flight deck interface design. In this
procedure model, information including visual display elements, alerting, tactile etc.
have been considered as input in the perception stage. Controls including push button,
switch, lever etc. have been considered as output in the Response Execution stage. Two
kinds of subject evaluation method were introduced.

The analysis and evaluation procedures mentioned above have been used in single
aisle civil aircraft flight deck design in China.
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Abstract. The understanding on driving habit is the essential foundation for
human-machine interface design of truck cab. In order to obtain the truck dri-
ver’s characteristics and driving habits, an investigation was made on Chinese
truck driver. The methods of one to one discussion and driving behaviour record
were used in the investigation. Through the study, the characteristics of Chinese
truck driver user group, driving schedule and behaviour habits, and the main
factors affecting the current driving comfort were obtained. It is conluded that
the primary practitioners of truck driving in China were young males. The
majority of truck driving tasks were carried out in the daytime with long hours
driving. Turck drivers had certain behaviour habits, such as steering wheel
gripping mode and the usage of foot pedal. The improvement on devices
ergonomics were expected, including seat size and back shape, steering wheel
grip size, seat belt fixed position, mirrors adjustment, foot pedal, etc. The results
were helpful for understanding Chinese truck driver group features and needs, as
well as providing references for design of the truck cab.

Keywords: Truck driver � Driving habit � Investigation � Human-machine
interface

1 Introduction

Driving comfort of the truck makes great contribute to road safety and driver’s health.
As the essential foundation for human-machine interface design of truck cab, driving
habit is expected to be understood in the design period. However, in the current
domestic design process, the consideration on driving habits is insufficient, which
results in inconveniences and safety risks on road. For instance, because of the lack of
survey on driver’s habit of driving posture, as well as unsuitable seat design, a large
amount of truck drivers felt tired and back uncomfortable very soon on road [1]. If it is
a long distance driving, the driver’s control on the vehicle is impaired strongly [2]. The
solution is to take full account of the driver’s characteristics and driving habits in the
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design process of truck cab. This paper aims to obtain the truck driver’s population
characteristics and driving habits.

Based on the above considerations, the characteristics of Chinese truck driver user
group, driving schedule and behaviour habits, and the main factors affecting the current
driving comfort were obtained by the investigation. The results were helpful for
understanding Chinese truck driver group features and needs, as well as providing
references for human machine interface design of the truck cab.

2 Research Contents and Methods

2.1 Research Contents

The methods of one to one discussion and driving behaviour record were used in the
investigation. The primary topics in this investigation were as follows.

• Truck driver group characteristics, including gender, age, anthropometry and
occupational distribution.

• Driving schedule habits, including driving frequency, driving time, rest time,
driving duration, tolerance to fatigue.

• Driving behaviour habits, including steering wheel gripping mode and adjustment,
sitting posture and seat adjustment, pedal and brake using frequency and habit on
different type of road, mirror using habit and adjustment, dashboard and switch
buttons using habit and adjustment, etc.

2.2 Research Methods and Implementation

(1) One to one investigation

According to the research content, the truck driving habits investigation ques-
tionnaire was developed. The investigation was carried out in the form of one to one
discussion, which was prior to the driving behaviour record.

(2) Driving behaviour record

Driving behaviours of the truck drivers were recorded by two sets of traffic
recorder. The first set of the recorder was placed on the lower left side for recording the
driver’s foot operation. The second set of the recorder was placed on the right side
window of the cab for recording the driver’s arm action, body posture, seat postion
and driving scenes. The driving tasks were basic road operation, including straight
drives, turns, brakes and stops. Two types of road conditions, urban roads and high-
ways, were considered. The actural driving habits were find out by the analysis of
driving behaviours records.

The one to one investigation and driving behaviour record was conducted in
Daxing and Changping District, Beijing, China. Seven truck drivers participated in the
study. All of them had the valid driver license and more than one year truck driving
experience. Drivers who had completed the investigation and driving tasks were given
cash as rewards.
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3 Results

3.1 Truck Driver Group Characteristics

Participants’ age were between 26 to 45 years old (35.43 ± 7.21). Their heights were
174.00 ± 1.41 cm, weight 77.14 ± 7.65 kg. It can be seen that the truck drivers were
all young males, whose physical function were at the best level of human being life,
such as reaction speed, strength and endurance.

According to Chinese National Standard, GB10000-88 Human dimensions of
Chinese adults, the P50 height of males from 18 to 60 is 167.8 cm, the P90 height is
175.4 cm, the P95 weight is 75 kg, the P99 weight is 83 kg [3]. Taking account of the
tendency of Chinese adults’ body dimension and weight keeping increasing in recent
years, it could be classified that the overall height level of the participants was
medium-high, the weight was medium-heavy.

All participants were self-employed, no one employed by delivery company.

3.2 Driving Schedule Habits

The investigation of driving schedule is related with driving frequency, driving time,
rest time, driving duration, tolerance to fatigue.

Participants reported that all of them did driving tasks on each day. In the past one
year, the least mileage drived by participants was 25,000 km; the majority of drivers
drove from 30,000 to 60,000 km; the largest mileage was 130,000 km. The majority of
drivers drove in the daytime, the minority drove at night. Within 24 h, the total driving
duration (excluding rest time) of most drivers was from 3 h to 5 h; the minority drove
from 2 h to 6 h.

For most of the drivers, the significant feeling of fatigue appeared after driving
continuously 3 h to 4 h. A small number of drivers felt the fatigue after 3 h to 6 h. One
of the participants reported that the fatigue was dull until driving continuously 12 h to
13 h. The total driving duration overall was 4 h to 6 h mostly, very few was up to 11 h.

3.3 Driving Behaviour Habits and Related Driving Experience

(1) Steering wheel gripping mode

The most common steering wheel gripping mode (driving straight) was gripping by
two hands with the right hand on higher position (see Fig. 1); or gripping by left hand
with the right hand hanging or resting on the gear lever (see Fig. 2); or gripping by
right hand with left hand hanging or resting on the door frame (see Fig. 3). The
minority of dirvers gripped the steering wheel by two hands with the same height, or
with the left hand on higher position. None of the participants gripped the steering
wheel by two hands with reverse gesture.

The majority of participants were satisfied with the steering wheel diameter. But
they complained that the grip size was small. The steering wheel sleeve had to be used
to fix this problem. The adjustment range of steering wheel height and angle was
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appropriate for all participants. The participants evaluated the feedback force of the
steering wheel was comfortable and easy to operate, except one of the participants
evaluated the steering wheel was heavy and difficult to operate.

(2) Sitting posture and seat adjustment

The participants reported that the adjustment on seat was same regardless of the
road conditions (highway, urban or rural roads). Whether driving in daytime or at night,
the adjustment on seat, steering wheel, rearview and driving posture was same.

The air cushion seat was used on all of the participants’ truck. Its adjustable height
range was about 10 cm. The majority of participants felt the seat height was suitable;
two participants felt the seat height was too high even after adjustment; one participant
felt the seat waved during driving. The adjustable front-rear range was suitable for the
participants except one participant complained uncomfortable.

The position of the seat height adjustment device was good for most of the par-
ticipants. The minority of participants were unsatisfied with it because they had to get
off the truck to do the adjustment. The position of the seat front-rear adjustment device
was suitable for all of the participants.

Participants were satisfied with the seat depth and seat hardness. Some complains
and suggestions related with the seat were given by participants as follows.

• The seat back was uncomfortable. The improvement of headrest, back cushion and
waist support were expected.

• The seat surface was small. A wider seat was expected.
• The distance between the steering wheel and the seat was small. It should be wider.
• The shock absorption capability of seat should be improved.
• The seat belt could not across the shoulder properly for a few participants. The

imporvement of the seat belt positon was expected.

(3) The usage of foot pedal

The using frequency of the foot pedal, from high to low, was the accelerator pedal,
the clutch pedal and the brake pedal.

The using frequency of foot pedal was affected by road condition. On the highway,
the accelerator pedal was used the most frequently; on the urban road, the three types of

Fig. 3. Gripping by
right hand

Fig. 2. Gripping by left hand
Fig. 1. Gripping by two hands
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foot pedal were used as equivalent frequency; on the rural road, the acceleration and
clutch were used more than brake pedal.

All of the participants felt the operation force needed by the accelerator pedal was
suitable. Most of the praticipants felt the operation force needed by the clutch pedal and
the brake pedal was suitable. A few participants complained the operation force needed
by the clutch pedal and the brake pedal was large. The distance between the accelerator
pedal and the brake pedal was appropriate. Participants reported that the feeling of foot
fatigue was strong after one day’s driving work, especially the right feet.

The operating force of pulling the handbrake was suitable for all of the participants.
The operating force of shifting gears was suitable for most of the participants except
one participant complained the force was large. Most of the participants thought the
size of the gear lever handle was appropriate, a few participants felt the handle size was
small.

(4) Mirror adjustment

Most of the participants did not adjust the rearview mirror during driving. One
participant reported he adjusted the left rear view mirror sometimes during driving.

The participants reported that the adjustment of the left rearview mirror was easy.
But the vast majority of participants reported that the right rearview mirror was difficult
to be adjusted. In order to adjust the right rearview mirror, the driver had to get off the
truck or assisted by another person.

The biggest outside blind areas were near the the right front wheel and the rear of
the truck. The participants reported it was inconvenient to check these areas.

(5) The usage of truck electronic system

The usage frequency of truck electronic system is shown in Table 1. Driving
condition and non-driving condition were considered. The numbers in the table rep-
resented the amount of participants.

The frequently used controllers of electronic system were expected to be located at
easy touched area. The participants reported that the manual adujstment of swithes/

Table 1. The usage frequency of truck electronic system

Controller Driving condition Non-driving condition

Frequently
used

Occasionally
used

Rarely
used

Frequently
used

Occasionally used Rarely
used

Entertainment system (such
as radio) switch/adjustment
button

√(2) √(2) √(3) √(1) √(2) √(4)

Air condition system
switch/adjustment button

√(2) ▪ √(3)
▪ √(2)
no air
conditioner

√(1) ▪ √(4)
▪ √(2)
no air
conditioner

The switch of inside lights √(1) √(2) √(2)
usually
used at
night

√(3) √(2)

Other switches √(2) Fog lamp
switch (if
foggy)

√(1) Electric heating
tubing switch (in
winter)
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buttons on the console was convenient, no matter it was in driving condition or
non-driving condition. On most of the trucks, the controllers of entertainment system,
air condition system and some other electronic system were laid on the console.
However, on some of the trucks, the controllers of entertainment system were laid
overhead of the driver. The involved participants said it was hard to operate in driving
condition because of its requirement to eyes. All of the participants were satisfied with
the postion of inside lights’ switches, which were located at the roof. Some of the
participants complained the glove box was a little bit far from driver.

4 Conclusion

According to the investigation, the following conclusions could be obtained related
with the characteristics of Chinese truck driver user group, driving schedule and
behaviour habits.

(1) The primary practitioners of truck driving in China were young males.
(2) The majority of truck driving tasks were carried out in the daytime with long

hours driving.
(3) Turck drivers had certain behaviour habits, such as steering wheel gripping mode

and the usage of foot pedal.
(4) The improvement on devices ergonomics were expected, including seat size and

back shape, steering wheel grip size, seat belt fixed position, mirrors adjustment,
foot pedal, etc.

The results were helpful for understanding Chinese truck driver group features and
needs, as well as providing references for design of the truck cab. More efforts should
be done on improving truck drivers’ safety and health.
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Abstract. Visual inspection of a patient’s physical condition is an important
step in the diagnostic process. This preliminary check is indispensable for
dental/medical practitioners to properly assess, in a clinical environment, the
presence or absence of abnormalities as well as the pathologic status of the
patient. A highly skilled visual inspection results in effective treatment planning,
whereas a crude, low-skilled inspection may likely result in diagnostic errors
and subsequent prolongation of the treatment period. For students and inexpe-
rienced residents to acquire the highly sophisticated skill of visual inspection, it
would be crucial to master skills and techniques performed by expert practi-
tioners in the process of visual inspection. In this study, we focus on eye motion
as a parameter that describes gaze behavior. This metric should reflect the
expertise utilized by proficient dental practitioners during a visual inspection of
a patient’s face and oral cavity. We select the orofacial region as the site for
diagnosis. This region manifests an intricate three- dimensional configuration
and is strongly relevant to food intake, respiration, verbal communication, and
aesthetics. It is an important part of the body that requires proficient visual
judgment for proper diagnostics. We have conducted an experiment. The par-
ticipants were two highly experienced dental doctors. The results of the
experiment show that there would be the patterns of eye movements for diag-
nosis and it would be categorized in some patterns.

Keywords: Formulation � Expertise � Eye-tracking � Diagnosis and health care

1 Introduction

The pursuit of upgrading the quality of medical care and, more specifically, dental care
and its associated technology, would lead to affluent and emotionally satisfied societies;
people could spend life with high self-esteem and respect of the communities they
belong.
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Visual inspection of a patient’s physical condition is an important step in the
diagnostic process. This preliminary check is indispensable for dental/medical practi-
tioners to properly assess, in a clinical environment, the presence or absence of
abnormalities as well as the pathologic status of the patient. A highly skilled visual
inspection results in effective treatment planning, whereas a crude, low-skilled
inspection may likely result in diagnostic errors and subsequent prolongation of the
treatment period. For students and inexperienced residents to acquire the highly
sophisticated skill of visual inspection, it would be crucial to master skills and tech-
niques performed by expert practitioners in the process of visual inspection.

Efforts to formulate and utilize the expert knowledge are not new in engineering
fields [1]. Also, a previous study documented how physicians examine radiographs,
with observation time and sites used as parameters [2]. In addition, there are devel-
opment of an automatic dento-facial anatomy recognition system using head radio-
graphs [3] and a clinical decision-making system for judging whether to or not to
extract teeth, with both systems using a template-matching technique [4]. This study is
the first one that investigates the experimental formulation of the professional expertise
that is employed in the visual inspection of dental patients. Two-dimensional images of
clinical pictures are used to obtain the judging process of the dental experts.

2 Method

In this study, we will focus on eye motion as a parameter that describes gaze behavior.
This metric should reflect the expertise utilized by proficient dental practitioners during
a visual inspection of a patient’s face and oral cavity. A previous study [5] has doc-
umented that the eye movements while gazing at an object vary significantly depending
on the observer’s concern about the targeted object, or the intention of the gaze.
Another study [6] examined how the ‘bonsai’ is appreciated in space by tracing the
movement patterns of the eyes, and found there to be a significant difference between
novice and experienced individuals.

In this study, we select the orofacial region as the site for diagnosis. This region
manifests an intricate three-dimensional configuration and is strongly relevant to food
intake, respiration, verbal communication, and aesthetics. It is an important part of the
body that requires proficient visual judgment for proper diagnostics. We aim at for-
mulating patterns of eye movements that are assumed to be characteristics to proficient
dental practitioners during the visual inspection. As a means to measure the eye
movements, an eye tracking system is employed to investigate the sites and times of the
visual inspection (Fig. 1). The flow of this study is provided as follows:

1. Develop a set of fiducial images for inspection
2. Design an experiment, and
3. Analyze the data.

As for 1., three kinds of images are prepared as fiducial images. (1) Facial images
with different profile convexity and lip posture/competency. Likewise, (2) tumor
photos with different severity (CT photos). And, (3) intraoral images of leukemia with
different severity of gingival bleeding and/or leukoplakia. As for 2., it is designed to
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investigate precise experimental conditions and procedures. As for 3., dental expertise
that is used during the visual inspection by and characteristic to proficient practitioners
is considered qualitatively and quantatively. With the basis of these points, an exper-
iment is conducted [7].

3 Experiment

3.1 Purpose

In order to formulate the professional expertise, the purpose of this experiment is as
follows:

• Is there any pattern in visual inspection of the orofacial region, which is charac-
teristic of a proficient dental practitioner?

• Is so, how does it differ by each practitioner?

3.2 Method

Four kinds of fiducial images are employed as stimuli to induce eye motions. The target
diseases are mandibular protrusion, maxillary protraction, tumor (CT) and leukoplakia.
The participants of the experiment are the experienced dental practitioners with much
experience of diagnosis for the diseases. So, the participants are two experienced dental
doctors. They exposed to the images in order to record the eye movements while they
are observing the target images. As for the procedure of the experiment, the interview
for the participants is conducted for the reflection after the recording. With the basis of
the consideration, the method is as follows:

Fig. 1. How do highly skilled expert practitioners’ eyes behave in an inspection?
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• Participants: two dental doctors (X (with experience for over 40 years) and Y (with
experience for over 20 years)

• Exposed images: 32 (refer to Table 1)
• Measuring equipment: Tobii Pro X2-30 (Tobii Technology AB)

The procedure of the experiment is as follows:

1. Have an instruction by the experimenter
2. Take lessons for viewing some images (measure eye movements) after the

calibration
3. View an image and diagnose it one by one for measuring the eye movement (32

images)
4. Explain the contents for the diagnosis one by one while viewing the results of the

eye measurement (32 images)

All the experiment is recorded by two video recorders. The utilization of the images
has been approved by the ethics committee of School of Medicine, University of
Miyazaki.

3.3 Results

The apparatuses in the view of an image and the reflection are shown respectively in
Figs. 2 and 3.

Table 1. Contents of the images.

Disease Number of patients Number of diagnostic image

Mandibular protrusion 3 12
Maxillary protraction; 8 8
Tumor (CT) 2 4
Leukoplakia 1 8

Fig. 2. Participant Y looks at an image.
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The average times for viewing an image are 7.9 (X) and 26.1 (Y) seconds. Before
and after displaying an image, a black display is inserted. When a participant finishes
the diagnosis for an image, the participant says “I finished it” etc. as the cue, and the
next image is displayed. The time for viewing an image is between a black display and
the next black display.

The results for measuring eye movements are shown in Figs. 4, 5, 6, 7, 8 and 9.
Figures 4 and 5 show for “mandibular protraction” (front) by X and Figs. 6 and 7 do
by Y. Figures 8 and 9 show for “mandibular protraction” (side) respectively by X and
Y.

Fig. 3. Participant Y explains how she looked at the image.

Fig. 4. Eye movement in the inspection for “mandibular protraction” (front) (i) by participant X.
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Fig. 5. Eye movement in the inspection for “mandibular protraction” (front) (ii) by participant X.

Fig. 6. Eye movement in the inspection for “mandibular protraction” (front) (i) by participant Y.

Fig. 7. Eye movement in the inspection for “mandibular protraction” (front) (ii) by participant Y.

Formulation of Diagnostic Expertise in Oral Health Care 537



The reflection of X was included as follows:

• It took a few seconds for the diagnosis of an image.
• The eye movement which I did not do was shown, but it was the part that I thought

it is the noise for diagnosis and perhaps I did look at.
• As a whole, my eye movement was from top to bottom.

The reflection of Y was included as follows:

• I thought what cure each disease needed for each image.
• Some images needed for the cure the distance between a point and another point,

and I saw the distance.
• The results of my movement sometimes were not corresponded with what I

expected.

Fig. 8. Eye movement in the inspection for “mandibular protraction” (side) by participant X.

Fig. 9. Eye movement in the inspection for “mandibular protraction” (side) by participant Y.
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The results show there would be a pattern of eye movement and each experienced
practitioner would have each pattern.

4 Conclusion

To formulate the diagnostic expertise applied during visual inspection for
dento-maxillo-facial diagnosis, we have conducted an experiment for measuring the
eye movement. Though proficient dentists based on their abundant knowledge and
experiences have acquired the expertise, we aim to transform the knowledge into a
form that is transmittable and feasible for use in clinical education. In order to utilize
the knowledge and observational skills cultivated by the oral health experts themselves
for the purpose of improving the diagnostic skills of inexperienced dentists. And, we
aim to elucidate whether there is any difference n the patterns of performance between
the proficient practitioners. The results of the experiment showed that there would be
some patterns of the eye movement and might be some difference between the prac-
titioners. In the near future, we would like to analyze the results in more detail, for
example, the common points and different ones. And, when the number of the par-
ticipants increases, we will find the some category of the pattern and the main points.
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Abstract. This study based on service design methods to probe the practical
problems of sonographer working motional status during B ultrasonic exami-
nation, which includes the upper arm muscle fatigue because of repetitive
scanning motion in the status of suspending whole arm without any supporting
and the strain of lumbar muscles and shoulder pain after working status that
body moving forward or backward without proper multi-points supporting to
relieve whole upper body weight. Combined the service design method with
whole B ultrasonic examination to consider errand specific wrist motions, hand
grips pressures, scanning positions, and maintained posture during a procedure.
The results shows: (1) Sitting experience: compare with the old chair in sitting
and controlling, because of Saddle shape Cushion fit the thigh muscle, sonog-
rapher’s lower body can control the chair easily and smoothly, especially ran-
dom change the seated position for different part scanning; (2) Scanning
experience: sonographer’s whole arm muscles feel definitely comfortable than
before during the scanning procedure, the adjustable arm supporting device offer
a fulcrum that in case of whole arm muscle strain, and lower lumbar and back
feel better because of the after daily working as well. (3) Product emotional
feeling: the whole chair uses the dark black and grey, of 85% sonographer
considering the dark color means professional skills and attitude.

Keywords: Service design � B ultrasonic examination � Sonographer’s health �
Dynamic supporting

1 Introduction

With the rapid pace of economic development in China, service industry as the tertiary
industry to occupy the whole national economy. One of the large area in service
industry is a medical domain, China has tremendous population in the world so that
healthcare faced even more difficult and specific problems than other countries. Based
on the literature review, Liang et al. [1] described the doctor-patient relationship plays
an important role in patient satisfaction with healthcare service. Obviously, the number
of the doctor group is less than the patient group, it means the doctor as the service
provider is confronted with enormous working intensity per working day and the
mental health problem. There is a relevant connection between the doctor’s working
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strength level and the patient’s satisfaction. There is less research to focus on it,
However, based on the literature, [2] Ciloglu et al. identified the passenger seat con-
form factor during the air traveling, [3] Hiemstra-van Mastrigt et al. proposed the active
seating for the car passenger conform based on the physical inactivity of workers in
many occupations is becoming an increasing problem (Straker and Mathiassen).
According to survey, [4] Muir et al. reported that 22% of workers scan less than five
hours per day, 67% scan between five and seven hours, and 11% scan more than seven
hours per day. Only 45% of workers take more than three breaks of ten minutes or
longer during the workday, and 55% of workers take two or fewer breaks per day. It
conduct the sort of health problems especially lack of to adjust the work-rest time cycle
during working status.

This study uses the service design methods to observe the B-ultrasound sonogra-
pher’s examination process and identify the problems in the real environment, col-
lecting the qualitative data to dig work-related injuries that include the B-ultrasound
sonographer’s neck and interscapular pain, upper arm muscle injury, lumbar muscle
strain and shoulder pain, elbow pain, hand/wrist pain. The main reason of these
problems is the heavy workload and body abduction in working status. These two
factors refer to the user action reorganizing and the physical evidence from the per-
spective of service design thinking. Service blueprint and task analysis grid help us to
refine the problems that we explored, it turns out that the working chair refer to the
healthcare service physical evidence that needs redesign necessarily. Accompany with
the evidence be redesign, the original user action will be changed and optimized as
well. So that we designed a new ergonomic chair with an adjustable elbow support
device to serve the sonographer’s body could release elbow muscle straining and
bringing the comfort feeling. Furthermore, it will advance the efficiency based on the
service provider’s action that from the touch-point between the doctor and seat to the
whole interaction among the different stakeholders in the service processes.

2 Methods

This study uses the service design method to conduct the research and design in the
holistic perspective. We used the Shadowing, Questionnaire, Behavioral Mapping and
Ethnography as the observing research tool, in addition, the service blueprint and task
analysis grid as the design tool. As the part of service design sectors, we examined the
key problem of whole the physical evidence through sonographer task analysis grid,
the ergonomic chair conduct the important role of the whole examining process in the
diagnostic room. [5] Moggridge argued that the evidencing means taking the ideas and
animate them as tangible evidence of the future. This kind of “archeology of the future”
enables the designers to make early qualitative judgments about the implication of the
design solution they’re conceiving. In this study, we analyzed and proved the effect of
chair using situation, that situation concluded the physical evidence redesign could
improve the whole service process from the sonographer’s body comfortable level and
mental feeling degree of satisfaction to the efficiency of the entire examination.
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3 Problem of the Sonographer’s Working Status

3.1 Problem in Service Processes

Each medical practitioner provides much more time and energy service than patient, it
result in doctor have working hours and intensity problems during the each daily
examination. We evaluated the correlation between injuries sustained in the worksta-
tion and factors such as age, gender, workload and intensity, scanning techniques,
previous medical problems, and physical activity.

According to the survey, shoulder and neck pain were the most frequently reported
for various age sonographer groups in Wuhan union hospital, as illustrated in Table 1,
most sonographers experience discomfort in the shoulder, neck, wrist, lumbar muscles.

In addition, sonographers are postponing injuries treatment and forgetting the
proper rest because of tremendous patient during daily working status, as time goes by,
sonographers frequently forget even neglect the body fatigue and muscle strain.

3.2 Problem in Field Observation

Roughly 90% of the sonographers have significant musculoskeletal discomfort with
their routine work in Medical imaging department. Meanwhile, sonographers demon-
strate common physical disorders that include postural deficits, muscular imbalances,
and poor dynamic stabilization of the upper body during the interview. We found the
series of problems other than the problems they illustrated. Figure 1 depicts the service
process working process by image that include different age and gender variables
record.

Male sonographer put his arm suspend in the air without any supporting in the
examination, which in order to avoid touching patient’s belly that result in discomfort
to patient, on the contrary, female sonographer put her arm on patient’s body during the
subconscious status. These two micro-behaviors originated from the sonographer’s
cognition that they consider the definition of touching patient’s body. However, the
male sonographer strain his arm muscle for long time bring fatigue and pain.

Table 1. Medical diagnostic results of sonographer’s sick part in Wuhan union hospital

Medical diagnostic results Total number Percentage

Periarthritis of shoulder 121 51.3%
Strain of lumbar muscles 104 44.1%
Neck muscle tissue injury 77 32.6%
Tenosynovitis 71 30.1%
Lumbar disc herniation 56 23.7%
Carpal tunnel syndrome 24 10.2%
Arthritis 22 9.3%
Cubital tunnel syndrome 15 8%
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he description and frequency pattern of pain were similar across all age groups with
slight variations. [8] Evans et al. reported Pain continues to be related to pressure
applied to the transducer, abduction of the arm, and twisting of the neck and trunk
(Evans, Roll and Baker).

4 Observation Results

4.1 Problem Matrix and Defining

There are serious problems during the checking period than other process such as
preparing steps and connecting assistant steps, and the doctor will adjust their own
posture frequently along with checking as well. Simultaneously, the changeable
behaviors bring the irrational working posture on doctor’s body muscle, which can
result in the muscle fatigue complication over time. Figure 2 describes the service
blueprint of the B-ultrasound doctor in the examination, the orange blocks refer to the
steps that can be optimized, and the key physical evidence in these processes is the
ergonomic chair that makes interaction between the service provider and the customer.
B-ultrasound examination requires the sonographer to hold the transducer in a proper
plane of scanning. Conversely, it’s complex and dynamic posture during the exami-
nation, dynamic and repetitive movements of specific regions of the scanner’s body are
then needed to manipulate the transducers and to adjust the monitor Armstrong et al.
(1984).

Fig. 1. Investigation of workstation
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4.2 The Pattern of Body Dynamic Supporting

The main requirements include the elbow dynamic supporting and the body forward
dynamic supporting. The elbow dynamic supporting pattern could make sure the
sonographer’s arm have a rational fulcrum to avoid the repetitive muscle stress during
examination. Sonographer holds the ultrasound transducer in the right hand and to
adjust the arm, elbow, hand wrist randomly within the body regions constantly changed
in the examination. In addition, there is a necessary to equip a rational fulcrum for
upper arm muscle when sonographers adjust their motion along with different body part
especially as the important part of the body scanning procedure. Beside, sonographers
interact with the interface of B ultrasonic examination instrument accompany with the
body regions changed and checking the monitor, in the meantime, sonographer’s body
parts are changing with the working states conversion. To analyze the basic motions
consist of the body forward and backward, the body spinning around in the status of
shifting between examining body and checking monitor. Therefore, the rational sup-
porting pattern needs to satisfy the whole body forward, backward and turning motion.

5 Design

5.1 The Subjects

The upper arm pain and the shoulder blade fatigue that we can improve. Sonographer
manipulates the interface button and watching monitor by left hand and holds the
B-ultrasound transducer to scan different body parts by right hand, there are two types
of motion include body lean forward and backward without supporting, it will bring the

Fig. 2. Service blueprint of B-ultrasound during examination
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whole arm muscle strain and lumber muscle pain after long time working. Conse-
quently, the adjustable elbow dynamic supporting device and the forward motion
structure that under the ergonomic cushion to satisfy the dynamic body supporting
when sonographer move forward or backward as the examination body part changing.

5.2 Ergonomic Design Concept

Considering the whole dynamic body motion, the new chair adds the four evolutional
patterns consist of the adjustable upper arm dynamic supporting device, dynamic
forward tilting structure, sliding pedal, saddle shape cushion. Figure 3 shows the
functional construction of each part of the ergonomic chair.

6 Estimation Results

The survey is aimed at the estimation of the chair using experience during the working
process, which indicated examination of different body part and interaction between
sonographer and patient. We using a 5-point scale, with 1 indicating strongly
uncomfortable, 3 indicating neutral comfortable, and 5 indicating strongly comfortable.

Through the Fig. 4 shows the new chair brings the data generally increasing, in
particular, the upper arm muscle and lumber muscle had significant improvement
because of the elbow dynamic supporting pattern and the dynamic forward tilting
structure that all offered by the adjustable elbow supporting device and the forward and
backward. The crucial part of touch-points in the examination processes have had more
optimized effectiveness partly than ever. Using the new working chair we can find the
scanning process and the preparing process had been advance in certain extent.

Fig. 3. Functional design for working behaviors
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Besides, after some training recommendations the sonographers even experienced staff
reinforce the self-awareness of the short-time rest such as moving the fatigue upper
body or standing.

Consequently, the effectiveness of touch-points is advanced in Fig. 4. For the
measuring variable comprehensively, the questionnaire consist of the physical and
mental satisfaction. Eventually, we counted the data and analyzed the results, the
consequence shows the positive results like comfortable feeling and resilient mentation
after the prototype replaced the former chair.

7 Conclusions

This study validate that redefine and discovery the connection between the physical
evidence and whole service processes is significant correlative. Meanwhile, to examine
the physical evidence optimization during the will improve the working efficiency
during the whole service process in the field of medical service industry. According to
the discovering the real B-ultrasound examination, defining the frequent problems
within the body muscle in the whole service process, designing the chair prototype on
the basis of the frequent problems, depending on the service blueprint to matrix and
solve the key testing muscle problems of doctor such as wiping lubricant, holding the
probe to examining body and rotating button to check monitor. Consequently, it can be
assumed that the working chair can cover more body motion and that body subcon-
scious behavior will bring mistake posture without good design chair.

Although the physical evidence get better, the working onsite management and job
process coaching should be a consideration by hospital administrator, such as flexible
scheduling and working body motion cognitive training such as short-time regular
exercise. Increasing the physical fitness will promote sonographer’s mindset and
positive lifestyle. The sonographer’s working process includes the physical and mental
activity, so that make these two factors seamless connect could optimize the
touch-point effectiveness.

Fig. 4. Sonographer’s muscle comfort assessment and touch-point evaluation
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Abstract. This study presents available 3D CAD data production
methods that work for people with visual impairments. Standard CAD
programs rely heavily on GUI, making it impossible for them. The best
way for them to produce 3D CAD data would be to describe the 3D data
file itself. As one of such methods, SCAD direct source input method is
introduced. It then presents objects produced using that method to illus-
trate the effectiveness of such methods.

Keywords: CAD · 3D printer ·OpenSCAD · People with visual impair-
ments · Blind persons

1 Introduction

The main barrier to the use of 3D printers among the visually impaired is that
almost every task in the 3D printing process requires visual recognition of 3D
objects shown on a computer screen. At present, there is no way to express to
visually impaired persons in the necessary detail the manipulations of a 3D object
when it is represented as a graphic image on a computer screen. A commercially
available tactile graphic display, for example, is limited to binary expressions
of 48× 64 dots. [1] An experimental dynamic multilevel tactile touch display is
developed and planned to make into product. [2] However its resolution is limited
to 40× 60 dots. Therefore, to find 3D CAD data production methods that work
for people with visual impairments non-standard methods must be examined.

Tests were done under the following conditions. Two potential platforms
(operating systems) for running the software used to manipulate the 3D objects
were examined: Microsoft Windows 10 and Linux (Debian 8.0). Microsoft Win-
dows was ultimately selected, as the software it uses to handle 3D objects cur-
rently has the most extensive features. In this examination on Windows plat-
form, JAWS for Windows [3] was used as a standard reference screen reader
with NVDA [4] used for weighted comparison. For Linux, the author went with
a command-line interface (CLI) program, as it was thought to offer the most
features. Because CLI programs do not serve as an intermediary for operating
target graphics, they can ensure usability by persons with visual disabilities, and
the majority can be used with screen readers.
c© Springer International Publishing AG 2017
C. Stephanidis (Ed.): HCII Posters 2017, Part I, CCIS 713, pp. 548–554, 2017.
DOI: 10.1007/978-3-319-58750-9 76



3D CAD Data Production Methods for People with Visual Impairments 549

2 Practical Testing to Produce 3D CAD Data

2.1 SCAD Direct Source Input Method

The best way for people with visual impairments to produce 3D data would
be to describe the 3D data file itself. As mentioned earlier, both CAD and CG
software rely heavily on graphical user interfaces, making it impossible for those
with visual impairments to use them to create 3D data. On the other hand, if
the 3D data files output by these types of software are in a text-based format,
it means that they can be written and edited using standard document editing
software—and people with visual impairments have no UI-related obstacles when
it comes to this task. Fortunately, most 3D data files can be written in text
format, making this approach an incredibly promising one.

Although a text-based approach can theoretically be used with STL data,
however, practically speaking it is incredibly difficult. STL [5] descriptions can
be recognized as text data and edited using a standard text-editing program.
Furthermore, STL is a widely-used file format for both CAD and CG programs,
so as long as it can be used, a variety of data can be created.

However, because it is a general-purpose data format, it demands low-level
descriptions. STL must represent objects by arranging triangular mesh data
within a three-dimensional space. It is not practical for a human operator
to directly write this information for the following reasons. First, represent-
ing objects as a combination of all of their triangular surfaces requires mas-
sive computing. For example, even a basic form like a six-sided cube must be
described as a combination of twelve right triangle surfaces. Second, STL rep-
resents object surfaces, and must describe a closed object in order to express a
three-dimensional form. There is no tolerance for corrupted or inconsistent data,
as strict computational operations are required.

OpenSCAD data is a form of CAD data that is more abstract that STL. It is
also possible for human operators to write OpenSCAD data directly. OpenSCAD
is a type of CAD software designed to create a programmable CAD environment.
[6] Users can write 3D data by using values to specify the size of basic geomet-
rical forms (rectangular solids, cylinders, spheres, and so on) as well as their
configuration coordinates. The Fig. 1 is a screenshot of OpenSCAD 3D data in
the process of being created.

The object being described is shown on the screen as a graphic, and the
user uses the display to check the appropriateness of their description and make
corrections if necessary. The data is saved as character strings input by the user.
The software can also display the object as the sum, product, or difference of
multiple geometrical forms. Because the program is designed to automatically
generate the objects, it can be used to describe conditional jumps, loops, variable
substitution, and arithmetic operations. If it were possible to eliminate object
confirmation via the GUI while producing OpenSCAD data that maintained its
practical efficiency, it would be a promising method of 3D data production for
users with visual impairments. This method of 3D data production is referred
to as the SCAD direct source input method below.
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Fig. 1. A screenshot of OpenSCAD

2.2 Overview of Testing

The author ran tests to see whether having people with visual impairments use
OpenSCAD to produce 3D data that satisfied certain conditions was a practical
solution. At this stage of research, the purpose was to identify a production
method that could serve a practical purpose. For this reason, the author used
the practical strategy of having the author himself, who is completely blind, as
the visually impaired subject attempting to create 3D data.

The conditions for the 3D data to be produced was to create a practical three-
dimensional object of minimum complexity. People with visual impairments who
cannot create 3D data on their own must ask sighted persons to create it for
them, describing what they want in words. For this reason, the author tried
to create 3D data that had sufficient complexity that it would be difficult to
explain in words. More specifically, this study’s minimum requirement was that
the object be a combination of multiple geometric solids. OpenSCAD is a type
of CAD software, and CAD is mainly used to design and manufacture practical
components. For this reason, the author attempted to create a three-dimensional
object that had a practical purpose.

2.3 Test Examples

The author’s test examples are shown below. Note that it was not able to use
screen reader softwares to operate the OpenSCAD GUI. The author therefore
used a general-purpose editing program to create SCAD data and then convert
it into STL format using a Linux CLI to run OpenSCAD.

The author created a headphone cable reel. The Fig. 2 shows the object he
printed out as well as how it looks when it is in use.
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Fig. 2. The headphone cable reel

The shape was described to combine a cylinder plus rectangular solids, with
a space cut out to store the cable. The listing 1 is its SCAD source code.

Listing 1.1. “SCAD source code of the headphone cable reel”

difference () {

translate ([0, 0, 0]) {

cylinder(h=3, r=18);

cylinder(h=10, r=4);

translate ([0, 0, 10]) {

translate ([-2, -21, 0]) { cube ([4,4 ,3]); }

difference () {

cylinder(h=3, r=18);

translate ([-18, -6, 0]) { cube ([2 ,12 ,3]); }

translate ([16, -6, 0]) { cube ([2 ,12 ,3]); }

}

}

translate ([-28, -5, 0]) {

cube ([56 ,10 ,3]);

cube ([3 ,10 ,3]);

translate ([53, 0, 0]) { cube ([3 ,10 ,3]); }

translate ([7, 0, 0]) { cube ([3 ,10 ,26]); }

translate ([7, 0, 24]) { cube ([6 ,10 ,2]); }

translate ([0, 0, 10]) { cube ([10 ,10 ,3]); }

translate ([46, 0, 0]) { cube ([3 ,10 ,26]); }

translate ([43, 0, 24]) { cube ([6 ,10 ,2]); }

translate ([46, 0, 10]) { cube ([10 ,10 ,3]); }

}

}

cylinder(h=13, r=2);

translate ([0, -10, 0]) { cylinder(h=13, r=2); }

translate ([0, 10, 0]) { cylinder(h=13, r=2); }

}

Next, the author created an adapter that allowed users to simultaneously use
a braille display and a laptop computer. A braille display is a device that shows
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computer screen outputs in braille to assist persons with visual impairments. It
uses a piezoelectric element to move the points that make up braille characters
up and down. [7] A standard display can show about forty characters per line.
Braille displays designed for mobile operation have a set of keys above the screen,
which can be used to input information into a smartphone or similar device.
There is no need to use this set of keys when the display is used with a laptop
computer, since the computer already has a keyboard. The author created an
adapter that would allow the use of the laptop and the braille display without
the keys above screen getting in the way. The objects are shown in the Fig. 3
along with how they look when assembled and when in use.

Fig. 3. The mobile braille display frame: assembled and in use

Because the adapter is meant to be portable, the author broke it into five
pieces for easy storage. The central piece was described as a large rectangular
solid with five small rectangular solid pieces missing. The objects are shown in
the Fig. 4 along with how they look when disassembled and when stored. The
other four pieces of the adapter fit together with the central piece for use and stor-
age. In order to achieve this configuration, the 3D data had to be designed with
detailed clearance specifications along the sides where the pieces fit together. It
was difficult to fully explain how to set this clearance using words alone.
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Fig. 4. The mobile braille display frame: disassembled and stored

3 Conclusions and Future Challenges

3.1 Conclusions

Producing 3D CAD data allows people with visually impairments to define the
size and positioning of geometrical solids with numerical values and then arrange
these solids to create basic forms—SCAD direct source input method. For this
paper’s test examples, the author confirmed availability of creation of practical
three-dimensional shapes with minimum complexity. The production of 3D data
is the heart of the 3D printing process, and it is highly significant that the author
was able to review certain methods for doing this.

3.2 Future Challenges

By using the SCAD direct source input method with CAD software, the author
confirmed a way of producing 3D data. That method, however, was met with
following two challenges.

The first is developing assistive features to improve the readability of SCAD
source data. The SCAD direct source input method allows users to review the
3D data forms they produced by memory and rereading the source code. It
requires a tremendous amount of mental work. Particularly in the case of input
errors or other situations where the desired input results are not achieved, the
work needed to correct them is equivalent to debugging the entire source code.
A feature capable of converting source code by replacing numbers with variable
substitution or arithmetic operation results should significantly improve the effi-
ciency of the above tasks. Another helpful feature would be one that told the
user the range within which the 3D data existed in three-dimensional space. It
would be possible to add this to OpenSCAD as an optional feature. Finally, we
could expect similar results by an enhanced interpreter feature for OpenSCAD—
assuming that the restrictions making it impossible to operate the OpenSCAD
GUI via a screen reader were lifted.
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The second challenge is developing a SCAD direct source input method that
does not rely as heavily on memory and computation. For example, there is
room to study an approach that makes combined use of something like building
blocks. If 3D data only consists of rectangular solids, counting the number of
units would be a technique that could be utilized to identify from the 3D data
the size of the object as well as its distribution coordinates. A technique like this
could be expected to simplify 3D data production.

Evaluation studies involving multiple participants would be an effective way
of testing possible solutions to each of the two challenges facing CAD-based data
production described above.
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Abstract. Virtual Reality (VR) is the most recent technology used to train
workers for extreme event scenarios. VR training occurs in a safe and controlled
environment which allows the replicable testing of scenarios. Like any other
training method, VR based training must be evaluated. This paper reports the
trainees’ (mines rescue brigades men) state of mind prior attending 360-VR
training and experiences of trainees in 360-VR training. Their perceptions of the
realism, success and usefulness of this 360-VR training are discussed, and
limitations and implications for future research are identified.

Keywords: Virtual Reality � Evaluation � Safety � Training � High risk
industry � Mining industry

1 Introduction

Current vocational training systems often fail to fulfil high risk industry’s training
requirements [1]. Even when organizations invest heavily in their training, they still
may not achieve their training objectives (despite the expenditure, time and resources
devoted). The need for effective workplace learning has encouraged industries to
incorporate various technologies in their training [1]. Virtual Reality (VR) is the most
recent technology used to train employees for extreme event scenarios. VR training
occurs in a safe and controlled environment which allows the replicable testing of
extreme scenarios.

Implementing virtual reality as a training environment initiated form military and
has become popular between various industries such as medicine, pilot training, sur-
gical skills, driving, train driving, rehabilitation, educating children and others [2]. VR
gained its popularity since:

• It is not feasible and in most cases impossible to duplicate the extreme scenarios in
physical world. Therefore, time and cost creates limitations to use real life training.

• There are an endless number of scenarios to train workers for, and it is not feasible
to create one off training such as putting a building on fire for fire fighters to train
them. Also, there is no guarantee to have a successful training in one session and
there might be a need to repeat the session.
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• There is serious risk involved when conducting training in physical world. Such as
training miners for situation where the sealing collapse.

• In virtual world trainees can experience and repeat all scenarios as much as they
need to become master in it and always there is a room to make mistakes.

However, like any other training method, VR based training must be evaluated.
Unlike operational training, it is not possible to evaluate the success or usefulness of
the safety training sessions solely based on the outcome of the training session (since
we have to wait for accidents to happen and afterwards, we might be able to conclude
how much training transfer from VR to real world has had happened). Although
systematic frameworks for evaluating VR-based training are well documented in
aeronautics, they need to be adapted for more socially complex situations like under-
ground mining where workers need to perform collective tasks in a confined and
hazardous environment (natural risks and dangerous machinery). To date, research on
VR-based safety training (as opposed to operational training) for the mining industry is
scarce; The paper first introduces the case study; then, it describes the methodology
before presenting evaluation results. Finally, we draw conclusions regarding the
effectiveness of VR-based safety training in the context of our study.

2 Participants and Study Context

2.1 Technology-in-Use

The research was conducted in collaboration with Mines Rescue Pty Ltd, a training
provider for the coal mining industry in Australia that operates four training stations in
New South Wales (Woonona, Lithgow, Newcastle, Singleton and Woonona). Each
centre delivers classroom, onsite and VR-based training programs ranging from induc-
tion courses for new recruits to highly specialised courses for more experienced miners.

Our study focussed on training programs developed for the mine rescue brigades.
These brigades are made of five to seven highly specialized volunteers who act as
primary responders in case of major mining incidents or accidents. Each volunteer is an
already experienced underground miner. The methodological framework was designed
and tested at Woonona station, located only a few kilometres from the University of
Wollongong.

Although Mines Rescue Pty Ltd has invested in a variety of VR technologies
(individual domes, 360° immersive theatre, GEN4 desktop immersive simulation and,
more recently, Oculus Rift), this paper focuses exclusively on the training programs
developed for the 360° immersive theatre (360-VR). The 360-VR is a 10 m diameter,
4 m high cylindrical screen that displays a 3D stereo, 360° virtual environment, pro-
viding a fully immersive experience to participants equipped with 3D glasses (Fig. 1).

2.2 Participants

Between March and July 2015, 94 trainees interviewed for this study and all of the
participants in the study were male, aged between 24 and 64 years, with their time
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spent in mining and mines rescue ranging from between 5 and 40 years. The partici-
pants in this study were 94 experienced underground miners who had volunteered to
join the rescue brigade.

3 Methodology

In users’ opinion technique users are asked to give their opinions on the conducted
training, the method of the training and the features affecting the process. This
technique is only useful if it is not possible to measure performance and training
outcome. However, this technique does not reflect on knowledge creation and
training transfer [3].

The researcher attended all the 360-VR training sessions to observe trainees
experiences. She also distributed the questionnaires directly before and after these
training sessions. The pre-training questionnaire was distributed to participants prior to
them attending the 360-VR training. The aim of this questionnaire is to measure the
trainees’ state of mind and experience with technology prior the training. After the VR
training, the post-training questionnaire was distributed to measure the participants’
learning and experiences as a user. Other key questions asked about the participants’
perception of the perceived level of realism, the success and the usefulness of the VR
training.

Primary data was obtained using Likert Scale based Questionnaires. Our pre- and
post-training questionnaires were based on items taken from established questionnaires
such as GEM [4], ITQ, PQ [5], SSQ [6], DSSQ [7], IMI [8], UIQ [4] and GEQ [9]. Due
to limits on our testing time (which prevented use of the full questionnaires) key items
taken from standard questionnaires to measure each factor of interest. These factors had
been identified by previous studies as being important for the success of VR training. In
order to check that each group of items was still measuring the same factor (i.e. as the
original full questionnaires), ensured that the Cronbach’s Alpha value for each factor
was above 0.7.

Fig. 1. 360-VR training (Coal Services Pty. Ltd.)
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4 Results and Discussion

Tables 1 and 2 summarise the mean values for each of the pre-training and post-
training factors where Likert scales ranging from highly disagree (0) to highly
agree (5).

Even though trainees had limited gaming experience (M = 1.4) but they have been
motivated (M = 4.2) to attend the training. Moreover, they reported better than average
scores for “ease of use” (M = 3.6), “enjoyment” (M = 3.8), “presence” (M = 3.3),
“usefulness” (M = 4.09) and perceived learning (M = 3.5) (scores out of 5).

To better understand the success of 360-VR as a training tool Cross-tabulations has
been performed. Cross-tabulations between “perceived realism” and “perceived suc-
cess” (Table 3) and between “perceived realism” and “perceived usefulness” (Table 4)
showed that while trainees typically found the training sessions useful and perceived
them to be successful, many felt that it was not really consistent with their real life
experience. It would appear that perceived usefulness plays important role in forming
the perception of success with high correlation (r = .609, P < .05) and that the level of
realism is not necessarily a deciding factor (r = .356, P < .05).

Table 1. Mean value for pre-training factors

Type Factor Lower Mean Upper

Pre training Gaming experience 1.3137 1.4185 1.5179
Pre training Sense of alert and presence 3.8348 3.9427 4.0505
Pre training Sense of stress 2.5461 2.7312 2.9162
Pre training Sense of motivation 4.1142 4.2007 4.2873
Pre training Sense of confidence and competency 3.8454 3.9355 4.0256
Pre training Sense of worry 2.6344 2.828 3.0215
Pre training Sense of competition 3.021 3.2151 3.4091
Pre training Sickness 1.3285 1.359 1.3895

Table 2. Mean value for post-training factors

Type Factor Lower Mean Upper

Post training Sense of engagement and interaction 3.3292 3.4663 3.6034
Post training Sense of ease of use 3.5325 3.6957 3.8588
Post training Sense of fatigue 2.1646 2.3258 2.4871
Post training Sense of enjoyment 3.803 3.8966 3.9902
Post training Sense of stress, pressure and tension 2.1497 2.2317 2.3138
Post training Sense of presence 3.1904 3.3015 3.4126
Post training Sense of realism 2.8941 3.1989 3.5036
Post training Sense of usefulness 3.9517 4.092 4.2322
Post training Success 3.201 3.401 4.102
Post training Sickness 1.3237 1.3931 1.4626
Post training Perceived learning 3.3467 3.5301 3.7136
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Additionally, Table 5 indicates 59 out of 85 trainees found the 360-VR session to
be useful and 32/85 stated 75–100% it was successful as a training environment to
deliver content.

Table 3. Perceived success * perceived realism cross-tabulation

Perceived realism Total

Highly
disagree

Disagree Neither agree or
disagree

Agree Highly
agree

Perceived
success

0–25% Count 0 1 0 0 0 1
% within
realism

0.0% 5.6% 0.0% 0.0% 0.0% 1.2%

25–50% Count 4 3 3 0 0 10

% within
realism

40.0% 16.7% 8.1% 0.0% 0.0% 11.9%

50–75% Count 6 9 18 7 1 41
% within
realism

60.0% 50.0% 48.6% 38.9% 100.0% 48.8%

75–100% Count 0 5 16 11 0 32

% within
realism

0.0% 27.8% 43.2% 61.1% 0.0% 38.1%

Total Count 10 18 37 18 1 84
% within
realism

100.0% 100.0% 100.0% 100.0% 100.0% 100.0%

Table 4. Perceived usefulness * perceived realism cross-tabulation

Perceived realism Total

Highly
disagree

Disagree Neither agree
or disagree

Agree Highly
agree

Perceived
usefulness

Not very
useful

Count 0 1 0 0 0 1
% within
realism

0.0% 5.6% 0.0% 0.0% 0.0% 1.2%

Not
useful

Count 0 0 1 0 0 1

% within
realism

0.0% 0.0% 2.7% 0.0% 0.0% 1.2%

Neutral Count 2 1 1 2 0 6
% within
realism

18.2% 5.6% 2.7% 11.1% 0.0% 7.1%

Useful Count 9 13 28 7 1 58

% within
realism

81.8% 72.2% 75.7% 38.9% 100.0% 68.2%

Very
useful

Count 0 3 7 9 0 19
% within
realism

0.0% 16.7% 18.9% 50.0% 0.0% 22.4%

Total Count 11 18 37 18 1 85

% within
realism

100.0% 100.0% 100.0% 100.0% 100.0% 100.0%
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5 Conclusion and Future Research

It is concluded that mine rescue brigadesmen typically had positive learning experi-
ences in 360-VR. Even though VR training is not common practice in the mining
industry it appears to have been well received.

However, there is a need for further research as:

1. The current sample size was only 94 participants and only 85 has responded to all
the questions. Thus, to be able to generalise our findings about VR as an industry
training tool, larger sample size is needed.

2. While the current study focussed on the importance of the VR’s technological
features and the users’ training experience, other factors were observed by the
researcher to be important, such as (i) the trainees’ attitude toward the technology
prior attending the training; (ii) the fit of the technology for the particular training
scenario; and (iii) the industry’s culture are important factors. To the best of our
knowledge these three factors have received little empirical attention.

3. Since 360-VR is being used as “safety training” tool it is almost impossible to be
able to measure its success or transfer of training immediately as oppose to “op-
erational training” where trainees performance can be measure straight after they are
back to the mine. For safety training accidents must happen first and if it happened
then brigades men performance might be measured. Therefore an alternative
assessment strategy has been considered for future research.

Table 5. Perceived success * perceived usefulness cross-tabulation

Perceived usefulness Total
Not very
useful

Not
useful

Neutral Useful Very
useful

Perceived
success

0–25% Count 1 0 0 0 0 1
%within
usefulness

100.0% 0.0% 0.0% 0.0% 0.0% 1.2%

25–50% Count 0 1 3 6 0 10
%within
usefulness

0.0% 100.0% 50.0% 10.2% 0.0% 11.6%

50–75% Count 0 0 2 40 1 43
% within
usefulness

0.0% 0.0% 33.3% 67.8% 5.3% 50.0%

75-100% Count 0 0 1 13 18 32
%within
usefulness

0.0% 0.0% 16.7% 22.0% 94.7% 37.2%

Total Count 1 1 6 59 19 86
%within
usefulness

100.0% 100.0% 100.0% 100.0% 100.0% 100.0%
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Abstract. The cassava’s processing is developed from artisanal way in Flour’s
House in Brazil. In most cases, the workers are of the female gender and with
low schooling. Working conditions are poor, the journey is exhaustive, the
mental load of work favors the occurrence of accidents, excessive fatigue and
premature wear being responsible for the illness of the worker. The aim of this
study was to identify the complaints related to the ergonomics, with emphasis on
acoustic comfort and postural aspects of workers during the process of Flour
processing of cassava root. Were evaluated 99 female workers, aged between 18
and 81 years, that develop activities of scraping the bark of the cassava root, in
the job of scraper. The data were analyzed and the results revealed exhaustive
work, risk of accidents at work by cutting instrument, static work with inade-
quate body postures, continuous noise uncomfortable, lack of personal protec-
tive equipment, body fatigue, tinnitus, insomnia, neck pain and difficulty
breathing. This study may highlight that the work of cassava scraper is
uncomfortable. The intense noise measured and the corporal postures at work
can be related to complaints of insomnia, cervical pain, fatigue, tinnitus and can
lead to lack of attention, stress, accidents at work. We believed that the adoption
of hygiene measures at work can contribute to intense noise reduction and
overload in musculature, favoring the health of cassava processing worker.

Keywords: Occupational health � Human engineering � Sound contamination

1 Introduction

Brazil is the fourth largest producer of cassava [1] and the cassava flour your is present
in everyday life of the Brazilian people. The Northeast stands one of the main con-
sumers and second national producer, in which the production process is mostly
manual and familiar, and corresponds to 24% of the national production [2]. Manioc
flour is handmade produced in the flour houses in the labour activity of scraperer.
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In most cases, the function of scraper is developed by women. The workplace is
collective, the workers are seated in a shed in which manioc roots are deposited in piles
to be peeled. Security conditions are very poor. The work is performed in the position,
squatting next to the unpaved ground, unpaved, with support in solid wood pieces of
approximately 1 ft.

In this context, it is believed that the ergonomics has as a basis the interdisciplinary
knowledge, in order to adapt the work to the characteristics of the trabalhadores [3].
Under this point of view, complaints submitted by scrapers of cassava may favour the
work process analysis with aims to your adaptation.

This study aimed to identify complaints related to hearing and corporal posture of
scrapers in the production chain of manioc.

2 Material and Method

This is a cross-sectional study conducted with Flour House’s workers located in rural
villages in the State of Sergipe, brazilian northeastern, in the year 2016.

Female workers aged between 18 and 81 years that developed work activities
scraping cassava roots been evaluated and responded to the questionnaire with ques-
tions about, schooling, working conditions, hearing and musculoskeletal complaints.

The sound level meter used was Instrutherm model DEC 490, IEC type II, with a
range of 30 to 130 dB, with balancing of circuit “A”, slow integration time, 0.1 dB
resolution and coupled a wind shield, and, according to brazilian labor law, the
microfone of the sound meter was held next to the driver’s ear [4]. The intermittent
noise measured was 77,2 dBA.

Data were analyzed by descriptive statistics and Chi-square Tests of Pearson and
Fisher exact.

3 Results and Discussion

Foram avaliadas 99 trabalhadoras com média de idade de 39 anos (DP = 14) e o grau
de escolaridade de ensino fundamental incompleto foi observado em 46,5% (46) da
amostra.

Were evaluated 99 female workers with an average age of 39 years (SD = 14) with
the educational level of primary education incomplete in 46.5% (46) in the sample.

The work environment can cause physical and mental demands, therefore, it is
important the analysis of workers’ fatigue [5, 6].

The workdays for more than 8 h was reported by 37.4% (37) of the workers and the
complaints related to corporal posture more prevalent were: neck pain at 60.6% (60),
fatigue in the arms 52.5% (52) and tiredness in the legs 46.5% (46).

In addition, the average age of the start work early of 12 years (SD = 5) can be
related to health impacts that can be enhanced by early exposure to agents of occu-
pational hazards [7]. Among the workers who reported neck pain, 60.6% (60), the early
age of onset of labour activities, on average to 12 years (SD = 5), was crucial to the
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emergence of the complaint (p = 0.041). The account of fatigue in the arms also
occurred in 45.4% (45) of the scrapers with complaint of neck pain (p < 0.0001).

In rural areas, workers of the agriculture family, plant, crop and process the cassava
roots. Occupational risk factors to which the worker is exposed are associated mainly to
musculoskeletal injuries [8, 9]. Agents were identified risk of accident by cutting tool
(blade of the knife used to scrape the bark of the cassava), vegetable dust dispersion,
ergonomic factors (poor posture, sitting in massive wood trunk in cube format of
approximately 1 ft next to the ground, legs inflected, lack of support of the forearm
during the scraping) and continuous noise of 77,2 dBA (value not suitable for activities
requiring attention and may lead to accidents at work) [10].

As for the self reporting of hearing health, 27.3% (27) reported perception of
hearing loss and 82.8% (82) of the workers never held hearing exams. The most
prevalent health complaints reported were headache that occurred in 51.5% (51),
Insomnia in 21.2% (21), and one of the complaints directly related to noise-induced
hearing loss [11], the most frequently encountered were: tinnitus in 51.5% (51),
dizziness in 33.3% (33), ear fullness in 28.3% (28) and discomfort to intense sounds
22.2% (22). The self perception of hearing loss occurred in 37.4% (37) of those who
reported neck pain (p = 0.053), thus it is believed that exposure to noise associated
with postures can trigger a greater discomfort in these workers.

4 Final Considerations

This study may highlight that the working conditions in the homes of flour are
uncomfortable to workers who perform the scraping of cassava peels. The presence of
intense noise exceeds the value set for activity that require more attention on the part of
the worker, 65 dBA, may be related to hearing complaints submitted. In the same way
that the absence of appropriate furnishings, early age of initiation of work and postural
found complaints have increased even more the picture of discomfort reported by the
workers.

In this context, actions related to health and safety at work should be developed in
interdisciplinary team with the proposal to improve the health conditions of rural
worker.
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Abstract. Postural control is an essential function of the human body.
Basically, postural control uses several senses and information from the
body as input. After processing the input, the body provides output to
the muscles for control. In this report, we examine a method wherein the
body is caused to sway in a specific direction using several matrix-shaped
tactile stimuli (MSTS) that are located on the skin of the trunk. To clar-
ify the relationship between body sway and the MSTS, we measure the
sway caused by the MSTS using a high-speed camera, a stabilometer, and
two acceleration sensors. However, each subject’s data exhibits individ-
ual differences, and therefore, each trial data exhibits a different feature.
We discuss the effects of each MSTS on body sway and evaluate the
dynamics of body sway. We then propose a single trial analysis method
based on the clustering method and a mixtures of Gaussian.

Keywords: Tactile stimulation · Body sway · Body trunk

1 Introduction

Postural control is an essential function of the human body in daily life [1],
[2]. A decline in postural control function leads to accidents and injuries [3].
Elderly people are correspondingly lower weaker in sensory, cognitive, and motor
function as compared with younger people. Anyone will experience a decline
in postural control function. Several studies on the relation between external
stimulus and center of gravity fluctuation have been reported in research on
human control functions. Taguchi investigated the relationship between visual
motility stimulation and center of gravity fluctuation [4]. Fujita et al. reported
the association between electrical stimulation and center of gravity fluctuation
[5]. Ochi et al. reported on the oscillation of the center of gravity due to the
vibration stimulus to the neck muscle [6], and Sakuma et al. reported the center
of gravity fluctuation caused by vibration stimulation to the body trunk and
lower limb muscle [7].

Support for postural control function is always required. Visual and auditory
senses are occupied with information collected at the attention and consciousness
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levels. However, tactile sense does not require attention and consciousness and
does not hinder daily life [8]. Tactile sense is considered appropriate as an infor-
mation input site for posture control function. In previous studies, body sway
using tactile stimuli was caused in the specific experimental environments [9].

In this paper, we examine a method wherein the body is caused to sway in
a specific direction using several matrix-shaped tactile stimuli (MSTS) that are
located on the skin of the human trunk. We create four tactile stimuli devices
by arranging a vibrator in a 4×3 matrix, as shown in Fig. 1. Two tactile stimuli
devices are placed on the front and back sides of a subject’s body, as shown in
Fig. 2. T , the vibration time of the vibrator, and τ , the time difference between
vibrators, are called tactile stimuli parameters (T, τ). If the relationship between
the tactile stimuli parameters and body sway is clarified, there is a possibility of
controlling body sway. In this report, we measure the body sway using a high-
speed camera, a stabilometer, and two acceleration sensors. We then investigate
the relationship between tactile stimuli parameters and body sway.

Fig. 1. MSTS device

Fig. 2. Mounting positions of MSTS device
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2 Generating the Method for the Obtaining MSTS
Pattern

In this experiment, Fig. 1 shows the MSTS device by arranging the vibrators
(Tokyo Parts Corp., P/N: FM34F) in a 4 × 3 matrix. The distances d1 and d2
between the vibrators in a group were d1 = d2 = 3 cm. MSTS devices were placed
on the front and back sides of the body as shown in Fig. 2. In this experiment,
MSTS patterns as shown in the Fig. 3 were applied. In Pattern 1, the vibrators
on the front and back sides vibrated in the order of A- B- C. Vibration start time
differences between the vibrators were provided at symmetrical positions across
the trunk. We expected the body sway from front to back based on a pyramid
image penetrating the body from front to the back. In Pattern 2a, vibrators on
the front and back sides vibrated in the order of A- B- C- D- E- F. We expected
the body sway from left to right based on a flat plate image passing from the
left to the right. Pattern 2b was symmetrical to the MSTS pattern described
Pattern 2a. We expected the body sway from right to left based on a flat plate
image passed from the right to the left. In Pattern 3a, the vibrators on the front
and back sides vibrated in the order of A- B- C- D- E- F. Differences in vibration
start times were provided between the vibrators at symmetrical positions across
the trunk. We expected the body sway from front to back and from left to right
based on a prism image penetrating the body from front to back. Pattern 3b
was symmetrical to the MSTS pattern described in Pattern 3a.

We expected the body sway from front to back and from left to right based
on a prism image penetrating the body from front to back. We introduce two
parameters, in detail, T and τ , where T is the duration for applying the stim-
ulation, and τ is the time difference of the vibration start time between the
vibrators. We obtained five values for T (T = {100, 200, 300, 400, 500}) ms and
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Fig. 3. MSTS pattern
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seven values for τ (τ = {0, 100, 200, 300, 400, 500, 600}) ms for Patterns 1, 3a,
and 3b. We obtained five values for T (T = {100, 200, 300, 400, 500}) ms, and six
values for τ (τ = {100, 200, 300, 400, 500, 600}) ms for Patterns 2a and 2b. By
combining these values, we were able to provide 30 or 35 combinations of (T, τ)
for each MSTS pattern.

3 Experimental Method

Figure 4 shows the experimental system, which includes three personal comput-
ers (i.e., PC1, PC2, and PC3). PC1 was responsible for applying stimulation
signals to the vibrators and recording mouse-click tasks and acceleration data
measured by two single-axis acceleration sensors (PCB Piezotronics Corp., P/N:
393B31) and a three-axis acceleration sensor (Hitachi Metals Ltd., P/N: HB203).
PC2 recorded high-speed video that traced markers using a high-speed camera
(Ditect Corp., P/N: HAS-L2). Figure 5 shows the traced marker mounting posi-
tions. PC3 recorded the center of gravity using a stabilometer (Nitta Corp.,
BPMS). The sampling frequencies of the high-speed camera and stabilometer
were 1000 and 80 fps, respectively. One single axis acceleration sensor was placed
on the subject’s head while the other sensor was set on the ground. A three-axis
acceleration sensor was placed on the subject’s right wrist. The acceleration data
was recorded using a sampling frequency of 1 kHz. Each subject stood on the
center of the stabilometer and maintained their left arm close to their body and
aligned with their shoulders. Additionally the subjects raised their right hand
up to shoulder level toward a mouse.

Fig. 4. Experimental system

This experiment began with the audio stimulus, which was a single tone of
1 kHz. Stationary stimulus was applied 500 ms after the initiation of the audio
stimulus. Stationary stimulus was based on the MSTS having a time differ-
ence between the vibrators on the front and the vibrators on the back. For the
stationary stimulus, the vibrators on the front and the vibrators on the back
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Fig. 5. Marker mounting positions

vibrated at the same time. In this experiment, (T, τ) of the stationary stimulus
was (300, 200) ms. After repeating the combination of audio stimulus and sta-
tionary stimulus nine times, the subject clicked a mouse with the finger of their
right hand when they heard the tenth audio stimulus. Next, the subject returned
their right hand to the previous position. The motion of the right arm was mea-
sured by a three-axis acceleration sensor. The MSTS pattern was applied when
the acceleration value reached the threshold value. A time interval of 30 s from
the first audio stimulus was considered as one cycle. Five cycles were conducted
consecutively, which was considered as one set. The high-speed camera and the
stabilometer recorded data for a period of 8 and 10 s from each MSTS pattern.
The two single-axis acceleration sensors measured data during the experiment
from the beginning to end. Our experiments were conducted until all (T, τ)
combinations were applied once for each MSTS pattern. The (T, τ) combina-
tion was randomly determined each time. Our experiments were also conducted
when stationary stimulus and no stimulus were applied for each MSTS pattern.
According to this experiment, we provided 32 or 37 experimental data points for
each MSTS pattern.

4 Single Trial Analysis of Body Sway

First, we set t = 1 as the time when applying the MSTS pattern finished in the
time series recorded as sampling frequency 1 kHz from the high-speed camera,
stabilometer, and single-axis acceleration sensor. The time series from t = 1
to N was then removed. The data of the stabilometer was resampled to 1 kHz
data by cubic spline interpolation. If the subject’s left-right direction was the
x direction and the front-back direction was the y direction, the removed two-
dimensional data XTτ = [xTτ yTτ ]tr was shown as Eq. (1), where −tr indicated
a transposition, and xTτ [1] = yTτ [1] = 0.

XTτ =
[
xTτ

yTτ

]
=

[
xTτ [1] xTτ [2] · · · xTτ [t] · · · xTτ [N ]
yTτ [1] yTτ [2] · · · yTτ [t] · · · yTτ [N ]

]
(1)
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When (i)XTτ was divided by n point width, it was divided into I = N
n time

divisions. (i)XTτ =
[
(i)xTτ

(i)yTτ

]tr
in time division i (i = 1, 2, . . . , I) is shown

as Eq. (2).

(i)XTτ =
[
(i)xTτ
(i)yTτ

]
=

[
(i)xTτ [(i − 1)n + 1] (i)xTτ [(i − 1)n + 2] · · · (i)xTτ [in]
(i)yTτ [(i − 1)n + 1] (i)yTτ [(i − 1)n + 2] · · · (i)yTτ [in]

]

(2)

There were 32 or 37 combinations of (T, τ) in each MSTS pattern, and one
time series (i)XTτ was obtained. We applied clustering based on a mixtures
of Gaussian of 32 or 37 (i)XTτ . The EM algorithm was used for parameter
estimation of the probability distribution, (i)k and (i)l, which were the effective
cluster numbers of (i)xTτ and (i)yTτ for time division i and were respectively
provided from 1 to 32 or 37. k (k = 1, 2, . . . , (i)k) and l (l = 1, 2, . . . , (i)l)

were set as cluster identification numbers. We set (i)
k xTτ and (i)

l yTτ as the mean

vector of the probability distributions of each cluster. The trajectory (i)
kl XTτ =[

(i)
k xTτ

(i)
l yTτ

]tr
, which is represented by k and l, (i)

k xTτ and (i)
l yTτ to which

the two-dimensional data (i)XTτ =
[
(i)xTτ

(i)yTτ

]tr
in time division i of tactile

stimuli parameter (T, τ) is allocated. This represented the characteristic behavior

of i in (T, τ) as relatively determined through a series of clustering. (i)
kl XTτ in

time division i is shown as Eq. (3).

(i)
kl XTτ =

[
(i)
k xTτ

(i)
l yTτ

]
=

[
(i)
k xTτ [(i − 1)n + 1] (i)

k xTτ [(i − 1)n + 2] · · · (i)
k xTτ [in]

(i)
l yTτ [(i − 1)n + 1] (i)

l yTτ [(i − 1)n + 2] · · · (i)
l yTτ [in]

]

(3)

(i)
kl XTτ is expressed as the trajectory. The length (i)

kl LTτ of trajectory (i)
kl XTτ is

defined. Then, (i)k and (i)l were decided to by Eq. (4).
(
(i)k, (i)l

)
= arg max

(k, l)

(
max
T, τ

(
(i)
kl LTτ

)
− min

T, τ

(
(i)
kl LTτ

))
(4)

In this report, we set N = 3000, n = 500, I = N
n = 6. Figure 6 shows

an example of the raw trajectories
(
(1)XTτ , (2)XTτ , . . . , (i)XTτ , . . . , (I)XTτ

)
before analysis. Figure 7 shows an example of estimated trajectories(
(1)
kl XTτ ,

(2)
kl XTτ , . . . ,

(i)
kl XTτ , . . . ,

(I)
kl XTτ

)
after analysis. In Figs. 6 and 7, the

red lines indicate the trajectories of time division i = 1, the orange lines indicate
i = 2, the yellow green lines indicate i = 3, the green lines indicate i = 4, the
blue green lines indicate i = 5, the blue lines indicate i = 4. Starting points of
(i)XTτ and (i)

kl XTτ were corrected as (x, y) = (0, 0).

Second, (i)XTτ and (i)
kl XTτ were corrected to n + n = 2n dimensional vec-

tors (i)Xvec
Tτ =

(
(i)xTτ , (i)yTτ

)
and (i)

kl X
vec
Tτ =

(
(i)
k xTτ ,

(i)
l yTτ

)
. We applied
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Fig. 6. Raw trajectories before analysis (Pattern 1) (Color figure online)

Fig. 7. Estimated trajectories after analysis (Pattern 1) (Color figure online)

clustering based on contaminated normal distribution to 32+1 or 37+1 vectors

composed of 32 or 37 kinds of (i)Xvec
Tτ and (i)

kl X
vec
Tτ of a combination of (T, τ).

To classify each vector as vectors having the same characteristics as (i)
kl X

vec
Tτ of

no stimulus, we set the number of clusters to two. We analyzed (i)Xvec
Tτ for all

(T, τ) by the above process, and then, binarized the condition shown as Eq. (5).

δ (Xvec) =
{

0, Xvec ∈ (Cluster include no stimulus case)
1, otherwise

(5)
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5 Result

We experimented with ten subjects and indicate the result for one subject.
Figure 8 shows the result of δ

(
(i)Xvec

Tτ

)
in each division of each MSTS pattern.

Figure 8 is shown as white when δ
(
(i)Xvec

Tτ

)
= 0 and red when δ

(
(i)Xvec

Tτ

)
= 1.

In Pattern 1, it was confirmed that the number of (T, τ) allocated to clusters
different from the no stimulus case was large in time divisions i = 1 and 3. In
Patterns 2a and 3b, it was confirmed that the number of (T, τ) allocated to clus-
ters different from the no stimulus case was large in time divisions i = 1, 2, and
3. In Pattern 2b, it was confirmed that the number of (T, τ) allocated to clusters
different from the no stimulus case was large in time divisions i = 1 and 2. In
Pattern 3a, we confirmed that the number of (T, τ) allocated to clusters different
from the no stimulus case was large except time division i = 2. Moreover, we
confirmed that the number of (T, τ) allocated to clusters different from the no
stimulus case was large between time division i = 1 to 3 except for Pattern 3a.
Consequently, there is a possibility that body sway caused by the effect of tactile
stimuli was delayed between 1 and 150 ms after applying the tactile stimuli.

Fig. 8. Result of δ
(
(i)Xvec

Tτ

)
(Color figure online)

6 Conclusion

In this report, we measured body sway through the effect of tactile stimuli
and derived the estimated trajectory using clustering based on a mixtures of
Gaussian. We suggested that body sway through the effect of tactile stimuli was
delayed between 1 and 1500 ms after applying the tactile stimuli. However, the
relationship between tactile stimuli parameters and body sway was not clarified
and is a problem for future studies.

This work was supported by JSPS KAKENHI Grant-in-Aid for Scientific
Research (C) Number 25330406.
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Abstract. Petri network is a conventional method of maintenance modeling.
However it cannot characterize the hierarchical structure and time sequence
characteristics of maintenance activities, and it is more difficult to model
maintenance therblig, which is the atomic unit in maintenance activities. Based
on the extension theory and Agent, the formalization representation of the
therblig is defined in this paper, and the definition of maintenance activity is
transformed into a description of multiple variables. The validity of the method
is verified by examples.

Keywords: Human-machine interaction � Maintenance therblig �
Formalization action representation � Agent � Extension theory

1 Introduction

Maintenance tasks are an important way to ensure the normal operation of the product.
Essentially, maintenance is also a kind of typical human-computer interaction activity,
which is changed by the interaction between human and machine. In order to analyze
the relationship of human and machine in maintenance activities, the modeling of
maintenance activities is the first step in the study of maintenance. The whole process
of the maintenance task and the object properties involved are analyzed.

As a conventional method of maintenance modeling, Petri net is used to construct
the relationship of human and object in the interaction activity [1–3]. In fact, in order to
more systematically research on the complex activities, it is important to bring a
multi-hierarchy and multi-granularity analysis method [4]. Moreover, maintenance
activities have hierarchical structure. In the research of maintenance activities, main-
tenance activities are usually divided with bottom-up approach into several levels [5].
therbligs are the lowest level of maintenance activities [6].

The interaction between human and machine in maintenance activities shows up as
the sequential and timing relationship among therbligs. Petri net is better to describe the
discrete event system which is multistage, concurrent and asynchronous, but it is
difficult to characterize the hierarchical structure and time sequence characteristics of
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system. In addition, “human” activities change state of “machine” in the maintenance
activities, In other words, that change the relationship of human-computer interaction.

However, model based on Petri network is so poor in reusability that a new model
of maintenance activities is constructed. Therefore, it is very necessary to propose a
flexible and multi-granularity method to describe the interaction between human and
machine in the maintenance activities.

Formalization description is a method to describe the properties of the system by
the mathematical theory and form [7]. As a standard language describing the charac-
teristics of system, it is standard that can describe the time characteristics, the internal
structure, behavior characteristics of the system by the strict rules and definitions. As an
effective method to establish the system model, it is integrated that provides a complete
and unified framework to describe, establish and validate system [8]. Formalization
description can not only describe the characteristics and structure of maintenance
activities more accurately, but also make up for the deficiency of Petri Network.

According to the hierarchical structure of the maintenance activities, as the lowest
level of maintenance activities, therbligs can model all hierarchy of maintenance
activities from the bottom to the top. In this paper, Based on the extension theory of the
description of the relationship between things, as the bottom of maintenance task,
maintenance therbligs are redefined. Based on Agent theory of the concepts of state,
action, activity and behavior [9], the formalization representation of the therblig is
defined, and the definition of maintenance activity is transformed into a description of
multiple variables. The validity of the method is verified by examples.

2 Decomposition and Definitions of Maintenance Activities

The decomposition of maintenance is to decompose the complex task to the basic task,
so as to show the man-machine relationship and the “human” property in the main-
tenance task. Based on the analytic hierarchy process, this paper establishes the
decomposition rule of the maintenance task, which is defined according to the external
constraints such as the maintenance target and the environment. Specific rules are as
follows.

(1) the top level includes the maintenance objectives, environmental conditions, and
the associated objects and operations.

(2) for maintenance, first of all, it is necessary to maintain the target and the envi-
ronment and other external constraints to the first level. The complex tasks are
divided into the basic tasks according to the sub objectives and constraints.

(3) The sub objective is composed of several functional points, according to which
the next level is divided.

(4) the lowest level is the smallest human-computer interaction system.

The maintenance is divided into four levels, which are maintenance work, Main-
tenance activity, elementary maintenance and therblig.
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Agent is a behavioral entity that has the characteristics of autonomy, interactivity,
responsiveness and initiative [10]. According to the Agent theory of the concepts of
state, action, activity and behavior, not only the four hierarchies of maintenance
activities are defined and described, but also the interactive relationship between human
and machine is explained [11, 12]. Specific definitions are as follows.

Definition 1. Therblig is the smallest operation unit in the maintenance activities.

Definition 2. Elementary Maintenance Activity consists of a series of therbigs by
sequence and time. The relationship of therbligs is the “order”, “and” and “or”.

Definition 3. Maintenance activity consists of a series of elementary maintenance
activities on the condition.

Definition 4. Maintenance work consists of a series of maintenance activities on the
condition.

3 Formalization Modeling of Maintenance

3.1 Description of Therbligs

Essentially, the execution of the therbligs is a process that changes not only themselves
but also the relationship of human and machine in maintenance activities. The change
is the process where one state transforms into another. In order to describe this process,
this paper introduces basic element of extension theory to describe maintenance ther-
bligs as agent.

In the extension theory, basic element is to describe the world of an atomic element,
can be expressed as

B ¼ O; c; vð Þ

Where O denotes the object; c is feature; V is representation attribute value When
an object has n characteristic attributes, the basic element is represented by an
n-dimensional. According to the different objects, the basic element can be divided into
matter element, Affair element and relation element. Matter element, Affair element and
relation element can further describe the problem comprehensively.

Thus, the maintenance therbligs can be composed of “human” matter element and
“machine” matter element and “interactive action” affair element. Expressed as:

Act ¼ H; I;M½ �
H ¼ fch1; ch2; . . .; chng
I ¼ TRðci1; ci2; . . .; cinÞ

M ¼ fcm1; cm2; . . .; cmng
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Where Act is the maintenance therbligs; H is “human” as matter element; M is
“machine” as matter element; I is “interactive action” as affair element; cH, ci and cm
represent feature attributes.

Attribute values are static and dynamic. Dynamic attribute values can change
themselves over time, while static attribute values are fixed. The attribute values of H
and M are static attribute values. The attribute values of I is a dynamic attribute value.
In order to definite the complete and independent concepts of all therbligs, our static
properties of the H and M values are put forward.

H ¼ HA;HS;HM;HD;HP;HTf g

Where HA is Human actuator; HS is Human actuator shape; HM is Human force
method; HD is Human force direction; HP is Human posture; HT is Human tool;

M ¼ fMS;MM;MP;MG;MRg

Where MS is Machine size; MM is Machine modeling; MP is Machine position;
MG is Machine operation guide; MR is Machine operating restriction.

All the maintenance therbligs can be represented by this method, and the formal
description of each maintenance therblig is unique.

3.2 Description of Elementary Maintenance Activity

Elementary Maintenance Activity consists of a series of therbigs by sequence and time.
The relationship of therbligs is the “order”, “and” and “or”. These relations can be
represented by a relation element. Elementary Maintenance Activity (acts) can be
expressed as:

Acts ¼ A;R½ �
R ¼ T;Lð Þ

Where: A- the collection of therbligs; R- the timing and logical formula of ther-
bligs, indicating the timing relationship “T” is the “before” and “after”. Logical rela-
tionship “L” between the therbligs is the “order”, “and” and “or”.

3.3 Description of Maintenance Activity

Maintenance activity consists of a series of elementary maintenance activities on the
condition. Maintenance Activity (Atv) can be expressed as:

Atv ¼ \I;C;Acts[
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Where: I - the purpose and intent of the maintenance operation; C - the collection of
conditions or environmental factors, representing the condition or environment to
stimulate the maintenance operations. the impact of stimulation divides into three
kinds. The first one is its own factors, such as the difficulty of operation, operation time,
complexity and so on. The second kind of individual factors is the impact of indi-
vidual’s operation ability and cognitive level. The third kind of environmental factors is
the spatial size of the working environment, lighting, noise, and climate and so on. The
first two belong to their own influence, the latter one is outside the impact; Acts -
elementary maintenance activities, Acts 2 As, As - the collection of all elementary
maintenance activities.

For example, Maintenance activity (Atv) can be showed as:

Atv1 = <I1 C1 Acts1>
I1 = {Intention Description}
C1 = <c1 Condition Description>
Acts1 = <A1 R1 > 

A1 = <Act1 Act2 Act3 Act4 Act5 Act6> 
R1=(T1 L1 L3)
T1 = Act1 Act3 Act4 Act5
L1 = Act2 Act3 Act7
L2 = Act5 Act6

3.4 Description of Maintenance Work

Maintenance work consists of a series of maintenance activities on the condition.
Maintenance work (W) can be expressed as:

W ¼ \G;C;A;Atvs[

Where G is the set of all the purposes in the maintenance; C is the set of all factors
that affect the maintenance activities; A is the set of all motivations in the maintenance.
Atvs is the set of all Maintenance activities. Maintenance work represents the process
of human-machine interaction by the triple in this formula.

4 Verification

In order to verify the validity of the formalization modeling method based on agent, we
take an activity (W0), which is adapted from the literature [11, 12]. This method and
Petri net are respectively used to model W0.
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First of all, using this method, it can be formalized as follows:

W0 = <G,C,A, Atvs> 
G = <g1,g2 g3> 
C = <c1,c2> 
A = <Act1,Act2,Act3,Act4 Act5 Act6 Act7 Act8 Act9 > 
Atvs=< Atv1, Acv2> 

Atv1 = <I1 C1 Acts1> 
I1 = < g1,g2> 
C1 = <c1> 
Acts1 = <A1 (T1,T2;L1)> 

A1 = <Act1 Act2 Act3 Act4 Act5> 
T1 = Act3 Act4 
L1 = Act2 Act4 Act5 
T2 = Act1 Act5 

Acv2 = <I2 C2 Acts2> 
I2 = <g3 > 
C2 = <c2> 
Acts2 = <A2 (T1,T2,T3;L1,L2)> 

A2 = <Act6 Act7 Act8,Act9 >
T1 = Act8 Act9
L1 = Act7 Act9
T2 = Act6 Act9

Similarly, the active W0 can be modeled based on Petri net, as shown in Fig. 1.

P ¼ fp1; p2; p3; p4; . . .; p11; p12g
T ¼ ft1; t2; t3; t4; . . .; t9g

Where: P is a set of finite places based on Petri nets; T is a set of finite transitions
based on Petri nets.

p1
p2

p3
t1c1 t3

t2

t5

t4p4 p6

p5

p7

p8

p9t6c2 t8
t7

t9
p10

p12

p11

Fig. 1. Petri’s expression of W0
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It can be seen that the Petri net model is consistent with the method of this paper in
dealing with the distribution and concurrency. The validity of the method is verified by
examples.

5 Conclusion

In the future, on-orbit maintenance activities are complex and varied, and the operating
procedures are diverse [13]. Therefore, it is necessary to study on-orbit maintenance
activities in a more systematic way.

In order to study and analyze the maintenance activities more systematically,
according to Agent theory and the formal definition of therbligs, this paper defines and
describes elementary maintenance activities, maintenance activities and maintenance
works. The effectiveness of the method is verified by practical application. The method
of multi-granularity formalization solves the problems of the expression of complex
hierarchical and sequential-timing relationship in the modeling process of maintenance
activities. This paper will further study the method of automated modeling process of
maintenance activities.

Acknowledgments. This work was supported by the foundation of National Key Laboratory of
Human Factors Engineering, Grant No. HF 2012-Z-B-05, SYFD130061813, SYFD18061610.

References

1. Chew, S.P., Dunnett, S.J., Andrews, J.D.: Phased mission modelling of systems with
maintenance-free operating periods using simulated Petri nets. Reliab. Eng. Syst. Saf. 93(7),
980–994 (2008)

2. Yang, Y.: Modeling and analysis of collaborative maintenance process based on synthesis of
Petri net. J. Beijing Univ. Aeronaut. Astronaut. 37(6), 711–716 (2011)

3. Jiang, S., Liu, P., Zhang, X.: Method of process-modeling in virtual maintenance based on
petri net. J. Syst. Simul. 11, 025 (2007)

4. Zhang, Y.P., Zhang, L., Wu, T.: The representation of different granular worlds: a quotient
space. Chin. J. Comput. 27(3), 328–333 (2004). Chinese Edition

5. Vujosevic, R., Ianni, J.: A Taxonomy of Motion Models for Simulation and Analysis of
Maintenance Tasks. Iowa Univ Iowa City Center for Computer Aided Design (1997)

6. Li, X., Hao, J., Liu, H.: Design and realization of maintenance therblig model in virtual
maintenance simulation. China Mech. Eng. 16(2), 156–160 (2005)

7. Li, H.C., Shi, M.L.: Workflow models and their formal descriptions. Chin. J. Comput. 26
(11), 1456–1463 (2003). Chinese Edition

8. Yan, H., Guo, R.: Research on formal description model of directional relationships. Acta
Geodaetica Cartogr. Sin. 32(1), 42–46 (2003)

9. Ferber, J.: Multi-agent systems an introduction to distributed artificial intelligence.
Addison-Wesley, Reading (1999)

10. Wooldridge, M.J., Jennings, N.R., Kinny, D.: The Gaia methodology for agent-oriented
analysis and design. Autonomous Agents and Multi-Agent Systems, vol. 3. Kluwer
Academic Publishers, Netherlands, pp. 285–312 (2000)

Formalization Modeling of Maintenance Based on Agent 581



11. Junhai, C.: Agent-based discrete event simulation modelling framework and its application
study in system RMS modeling and simulation. A Doctor Dissertation of Armour Force
Engineering Institute (2002)

12. Cao, J., Zhang, H., Xiong, G.: Formalization description method of agent behaviors for
multi-agent simulation. Acta Simulata Systematica Sinica 11, 008 (2004)

13. Huang, W., Tian, Z., Wang, C., et al.: Research and practice of ergonomic requirements and
evaluation technology in manually controlled rendezvous and docking of spacecraft.
Manned Spaceflight 21(6), 535–544 (2015)

582 S. Tian et al.



Outside the Virtual Screen: A Tangible
Character for Computer Break

Sy-Chyi Wang1, Jin-Yuan Chern2(&), Chung-Ping Young3,
Wei-Hsin Teng4, and Xiao-Yi Xiong5

1 Department of E-learning Design and Management,
National Chiayi University, Chiayi, Taiwan

kiky@mail.ncyu.edu.tw
2 Department of Health Care Administration,

Chang Jung Christian University, Tainan, Taiwan
chern@mail.cjcu.edu.tw

3 Department of CS and Information Engineering,
National Cheng Kung University, Tainan, Taiwan

dryncku@gmail.com
4 Department of Visual Communication Design,

Kun Shan University, Tainan, Taiwan
jeffteng3d@yahoo.com.tw

5 Department of Information and Communication,
Kun Shan University, Tainan, Taiwan

orzorzooo@gmail.com

Abstract. Prolonged-sitting computer use has contributed to certain unhealthy
symptoms such as visual impairment and musculoskeletal disorders. To help
reduce the health risk and promote healthier computer use, researchers have
devoted a lot of time and effort developing user-friendly computer stretch/
massage programs for prolonged-sitting computer users. However, computer
users also expressed their concern on long-term adoption of the programs.
Therefore, this study aimed to develop and bring a proposed 3D character from
the virtual world (in computer break software) to the real world. This study
designed, developed and actually produced a “tangible” 3D character with 3D
printing technology, which could be touched, held, and interacted with real time.
A microcontroller, consisting a central processing unit (CPU), was
pre-programmed to adjust for the ON duration of red, yellow and green LEDs
light color to sense computer users’ working status via ultrasonic sensor.
A quantitative questionnaire survey was used to collect users’ evaluation along
with a face-to-face interview to solicit in-depth feedback of user experience. The
prototypes were tested with 10 volunteer undergraduate students followed by a
series of modifications. The overall satisfaction reached a high score of 4.68
(based on a 5-point Likert scale). Generally they thought the Daniel was useful
to alert user’s sitting duration in front of computer and they would be willing to
recommend it to friends. Currently a more robust evaluation with more partic-
ipants is under way. The next issue will be the impact of the created interactive
device on users’ working efficiency and task performance.

Keywords: Prolong sitting � Computer user � Interactive device � Computer
break � 3D character

© Springer International Publishing AG 2017
C. Stephanidis (Ed.): HCII Posters 2017, Part I, CCIS 713, pp. 583–587, 2017.
DOI: 10.1007/978-3-319-58750-9_81



1 Introduction

Extended computer use has drawn the public’s attention to its potential health risk in
recent years due to its possible contributions to symptoms of visual impairment,
musculoskeletal injuries, skin problems, and even emotional disorders [1]. It is claimed
that among the many possible causes of injuries, not taking regular breaks from
computer work is an important factor [2, 3].

In response to the concern about extended computer use, a lot of research effort has
been devoted to developing preventive programs such as computer software packages
or hardware devices. Optimistic and prospective results have been observed. For
example, van den Heuvel et al. [4] reported a positive effect on recovery from com-
plaints of work-related disorders through the use of software programs stimulating
regular breaks and exercise. Marangoni [5] proposed an intermittent stretching exer-
cises program and found that the interventions contributed to a significant reduction in
musculoskeletal pain associated with working at a computer workstation. Wang and
Chern [6] found that the computer break/stretch/massage program significantly affected
the participants’ computer-related health behaviors during the experiment period.

While most people have been aware of the potential benefits of the programs alike
to their health, it caused our attention that they might still hesitate on the adoption of
the interventions. Part of the reason is that they think the frequent breaks may diminish
their attention level and work performance as well. In response to the concern, we came
up with an interactive “tangible Daniel” for the purpose of informing prolonged-sitting
computer users of the time and intensity of screen focusing activities.

2 Methods

The key concept of the proposed “tangible Daniel” is to keep computer users staying on
the 3003-rule track (taking 3 min break away from computer screen after 30 min
sitting). Therefore, after a user has been sitting in front of the screen for more than
30 min, the ultrasonic sensor, controlled by an embedded IC chip, would send a signal
to the “tangible Daniel” (with LED light bulbs installed inside) to make the color of his
outside look turn red (see Fig. 1). To the contrary, as long as the user moved away from
the computer screen, Daniel would resume normal color.

Fig. 1. Concept of Daniel and operational timing (Color figure online)
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Three different level settings were built for the users to set up for their prefer-
ences—3003 and 5005 (3 min break after 30 min work and 5 min break after 50 min
work); 3006 (6 min break after 30 min work, and so on); and 3010 (10 min break).

The production of Daniel is the core task for the project (Fig. 2). First, the designers
worked on reshaping the proposed 3D design model “Daniel” for the shape, style,
color, ergonomics, etc., to make the model suitable for the body movement and
interactive devices installation. The most difficult challenge was to make sure there was
enough space inside “Daniel” to allow the programmer to install and wire some chips,
buttons, lights and sensors as well as batteries for the interactive functions.

Second, the designers worked on tackling the mechanism issues such as how to
actually install and fix the devices (chip, battery, LED light bulbs…) inside Daniel’s
belly (Fig. 3); and how to open up Daniel’s body for battery replacement, etc. The
concern arising here is to how to make an optimized trade-off between shape design
(user’s perspective) and functioning demands (producer’s challenge).

Next, after the figure and shape was settled, an IC chip was embedded inside
Daniel’s body to control for the LED color changing and motor driving mechanism. In
fact, the IC chip is the core technology of the proposed Daniel.

Figure 4 shows the block diagram of the embedded computing system, which is
programmed to sense the computer user’s working status with the aid of user moni-
toring program via ultrasonic sensor, and subsequently responds with the appropriate
stage of LEDs. The transition among the control stages is designed as a state diagram
and is programmed in the flash memory. A microcontroller, consisting of a central

Fig. 2. The production process of 3D printing and completed Daniel

Fig. 3. Installation of embedded components into the Daniel
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processing unit (CPU), executes the program to adjust the ON duration of red, green
and blue LEDs to mix up the specified light color.

3 Conclusions and Suggestions

After the completion of the prototype Daniel, a series of testing and modifications
followed through the participation of 10 volunteer undergraduate students. A quanti-
tative questionnaire survey was used to collect users’ evaluation along with a
face-to-face interview to solicit in-depth feedback of user experience.

Overall, the satisfaction of the product reached a high score of 4.68 (based on a
5-point Likert scale). Generally they thought the tangible Daniel looked cute and was
useful to alert user’s sitting duration in front of computer. Based on their own expe-
rience and perception, they would be willing to recommend it to their friends in the
future. Meanwhile, they raised some concerns about the design of the prototype. For
example, they thought the figure size was kind of big, which might make it inconve-
nient to be carried around; the changing color of LED light seemed too dim to attract
the user’s attention; and, the figure was relatively tall, which would make it look
unsteady.

In summary, this study followed previous research attention on the negative effects
of extended computer use and designed a prototype Daniel aiming to alert extended
computer users to “stand up” and even “stay away” from the computer from time to
time. It is expected that a healthy computer behavior would be pursued for prolonged
computer users, especially for the tech-savvy generation.

Currently a more robust evaluation with more participants is under way. After a
positive evidence is observed, the impact of the created interactive device on users’
working efficiency and task performance will serve as the next research issue in the
near future.

Fig. 4. A block diagram of the embedded computing system and electric circuit diagram (Color
figure online)
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Abstract. Due to the affordance to synchronous information exchange and
anytime-and-anyplace communication, mobile instant messaging system
(MIMS) becomes increasingly important in project collaboration. Compared to
traditional team-collaboration information systems, MIMS better supports both
task- and socialization-oriented communication in project member interaction,
yet whether this feature improves project performance is still a question to be
answered. Analyzing 120 responses from team members in different projects,
this study got two interesting findings: (1) Project performance is directly
affected by offline team relationship, including work interdependence and social
strength. (2) Online communication in MIMS (total number of task- and
socialization-oriented communications and the percentage of social communi-
cations) interacts with offline team relationship and task type, thus impact
project performance under certain conditions. Overall, this study provides a
better theoretical understanding of mobile collaboration, and also offers practical
implications for how and when to use MIMS in teamwork.

Keywords: Project collaboration � Project performance � MIMS � Task
interdependence � Social communication

1 Introduction

Mobile Technology has profoundly changed the way of human-computer interaction.
Over 20 years ago, Short Message Service (SMS) has revolutionized the way people
communicate. Synchronous information exchange at anytime in anyplace without
meeting with each other comes true. Recently, with the evolution of smartphones, a
new wave of mobile instant messaging system (MIMS) has gained considerable
attention. Applications such as WhatsApp, Line and WeChat allow mobile users to
send real-time text, photo or even video messages to individuals or groups of friends at
no cost. Compared to traditional SMS, except for more technical functions, MIMS
provides a convenient way of connecting with small communities, where people can
communicate and share information to a specific group of people. Besides, fluid and
natural social communication is also one of the main reasons for users’ migration to
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MIMS [1]. People can talk about their personal life freely in MIMS’s conversations,
with no limitation of characters, format, cost or just a sense of formality.

Owing to the above characteristics, MIMS can support both task-and socialization-
oriented communication in project member collaboration, and has been widely used in
team-based projects nowadays. However, whether MIMS improves project perfor-
mance is still a question to be answered. On one hand, synchronous, convenient and
informal interactions within a group stimulate more information exchange in team-
work, accelerate the speed of response and action, and promote a sense of cohesion
between team members. On the other hand, the chat-alike communication style in
MIMS leads to the problem of information overload and attention distraction, as well as
weaken the boundary of superior-subordinate relationship [2]. Overall, although
information sharing is critical in effective teamwork, we cannot simply argue that
MIMS is suitable for project collaboration due to the coexistence of both task-and
socialization-oriented interactions.

Therefore, we attempt to tackle the following two research questions in this paper:
(1) Whether the technology of MIMS can improve project performance? (2) How can
we better use MIMS to facilitate teamwork? To answer the above two questions, this
study examined the effect of MIMS communication (balance between task- and
socialization-oriented interaction) on project performance under certain context (task
type, work interdependence, social relationship). Based on communication perfor-
mance theory [3], we propose the interactive mechanism between offline relationship,
online communication, and objective offline project performance. 120 responses from
members in consulting and IT projects were collected, and support most of our
hypotheses. Our analysis results provide a better theoretical understanding of mobile
collaboration, and offer practical implications for how and when to use MIMS in
teamwork.

The rest of this study proceeds as follows. We first reviewed literature on com-
munication performance theory and factors influencing project performance. Then we
propose our research model and hypotheses. Research methods and data analysis
results were reported next. Finally, we discuss the implications of this study.

2 Literature Review

2.1 Communication Performance Theory

Communication performance theory is widely used to examine the application and
value of human-computer interaction technology at work. The main logic is that
“appropriate use of HCI tools can promote workplace communications and thus
improve work performance”. So we naturally link online communications to offline
project performance.

However, with the development of MIMS, these tools can not only stimulate
task-oriented interactions, but also generate socialization-oriented ones, merging both
work and interpersonal relationships [3]. Undoubtedly, effective information sharing
and social relationship maintenance are of equal importance in teamwork [4]. But when
we merge work and life together, authority of leaders and efficiency of work will be
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undermined. Therefore, the relationship between communications and work perfor-
mance become complicated and is worth our attention.

2.2 Team Input, Team Process and Team Performance

Stewart and Barrick (2000) proposed IPO Theory (Input-Process-Output) in teamwork
research, and emphasized that both team inputs and team processes influence team
performance [5]. Team inputs can be regarded as the original state of the team member
and characteristics. Team process means how people communicate, cooperate, and
execute before fulfilling the project. Jointly, the two parts determine team performance
and work outcome.

Specifically, we summarize the main factors influencing team performance from the
IPO perspective. On one hand, the most important team input is the relationship between
teammembers. Bock et al. (2005) proposed that formal and rigid organizational structure
is not always good for teamwork [6]. Contrarily, informal interactions under close social
relationship are helpful for tacit knowledge sharing, thus lead to greater cooperation
outcome. On the other hand, team process can be captured through team member
interactions. Difficulties in knowledge sharing and integration have been identified as
key factors hindering project process [7]. So, both explicit and tacit knowledge sharing
can contribute to better member satisfaction and teamwork performance.

3 Research Model and Hypotheses

Figure 1 depicted the research model of this study. Based on Communication Per-
formance Theory [3], we propose that technology of MIMS can enhance project per-
formance through increasing both task- and socialization-oriented communications.

Project Perfor-
mance

Work Interdependence

Percentage of Sociali-
zation-Oriented Com-

munications

Number of Task-
Oriented Communica-

tions

Social Relationship

Task Type

Direct Effect

Moderating Effect

Fig. 1. Research model
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Correspondingly, offline formal relationship (work interdependence) and informal
relationship (social strength) will interact with the online interactions, thus jointly
impact project performance. Besides, effectiveness of MIMS will also be affected by
different task types.

3.1 Effect of Online Task- and Socialization-Oriented Communications
on Project Performance

Based on communication performance theory, team communications is positively
associated with project performance. In other words, effective information sharing is
critical in successful projects. MIMS help users react instantly in an online group, and
the multi-lateral, near-synchronous form of communication can even match the
openness and transparency under face-to-face interactions [3]. Therefore, with the help
of MIMS, information, knowledge, and other resources can be quickly exchanged for
accomplishing teamwork. Team members can negotiate both task and socialization-
oriented topics online at anytime in anywhere. Such knowledge sharing reduces
uncertainties in work and maintains social connections in a virtual team, thus con-
tributes to better project performance including team satisfaction and outcome quality.
Therefore, we propose H1, and argue that more communications in MIMS can improve
project performance. Conversely, previous research found that, when a work team turns
into a social team, team performance will decrease significantly. The reason is obvious,
if team members take too much time in chatting, precious working time will be
occupied, just as H2 hypothesized:

H1: Number of total communications in the workgroup of MIMS is positively
associated with project performance.

H2: Percentage of socialization-oriented communications in the workgroup of
MIMS is negatively associated with project performance.

3.2 Effect of Offline Task- and Socialization-Oriented Relationship
on Project Performance

As the fundamental part of team input, offline team relationship between members
determines their working enthusiasm, tacit cooperation, and eventually team perfor-
mance. On one hand, when they cooperate and work interactively to complete tasks,
they depend on each other for reciprocal work inputs and form a close cooperative
relationship in work. This intimacy in project collaboration forms an atmosphere of
mutual assistance, which leads to higher project performance. On the other hand, when
team members are both colleagues and friends, the rigid superior-subordinate rela-
tionship will be mitigated. Under such close interpersonal relationship in a work team,
everyone will communicate, share, and help each other like a harmonious family,
which is good for project collaboration. Therefore, we propose H3 and H4:
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H3: Offline formal relationship (work interdependence) in the team is positively
associated with project performance.

H4: Offline informal relationship (social strength) in the team is negatively
associated with project performance.

3.3 Moderating Effect of Offline Relationship and Task Type in MIMS
Usage

We further argue that online communication and offline relationship should have an
interacting effect, and jointly impact project performance. First of all, when team
members rely on each other in work, instant and frequent communications become
more vital in project cooperation. The delay of one member will negatively impact all
members in the team, thus slow down the project process, leading to a worse team
performance. We propose H5, and denote the moderating effect of work interdepen-
dence. Secondly, when the social relationship between team members is close, they
will naturally have more communications in the workgroup of MIMS. This intimate
information exchange will further reinforce their relationship, thus form a virtu-
ous circle and result in more tacit cooperation and better project performance. There-
fore, we propose that social strength in the team will also moderate the relationship
between online communications and team outcome, as H6 argues:

H5: Offline formal relationship (work interdependence) between team members
positively moderates the relationship between online communications (number
of total communications and percentage of socialization-oriented communica-
tions) and project performance.

H6: Offline informal relationship (social strength) between team members positively
moderates the relationship between online communications (number of total
communications and percentage of socialization-oriented communications) and
project performance.

Another important factor in team collaboration is task type. For conceptual tasks
where negotiations and communications play an important role in project fulfillment
(i.e., consulting) [8], MIMS is a great technological advance and can improve project
performance significantly. Synchronous information exchange function realizes
anytime-and-anyplace communication for group members. On the contrary, behavioral
tasks focus on executing and completing projects (i.e., software development). Because
leaders only need to assign tasks to group members without too many negotiations,
MIMS seems unnecessary for this type of group. In a word, task type determines the
importance for spontaneous communications, thus play a moderating role during the
project process. We propose H7:

H7: Task type (behavioral task vs. conceptual task) positively moderates the
relationship between online communications (number of total communications
and percentage of socialization-oriented communications) and project
performance.
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4 Methodology and Results

4.1 Instrument Development

We developed an instrument (e.g., questionnaire) to measure each latent constructs in
the model. Subjects were required to answer all the questions based on the last project
they have just fulfilled. For subjective constructs, that is, work interdependence, social
strength, and project performance, we used three to four question items recognized in
previous literatures [9–11]. For instance, to measure project performance, we inquired
the efficiency, speed, internal and external effectiveness in the project collaboration.
A seven-point scale measurement was used. For objective constructs such as number of
communications, in order to mitigate memory bias, we asked subjects to report their
impression about the maximum, minimum, and average time of communications in the
workgroup of MIMS each day. The final number was calculated by the widely used
formula: (maximum number + 4 * average number + minimum number)/6. In the
measurement of task type, we referred to McGrath (1984), and asked subjects about
their time allocation for four kinds of work (plan, decide, negotiate, and execute) in
their project. When most of the team’s effort is put on making plans, decisions and
negotiations, we classify it as a conceptual task. On the contrary, a behavioral task
focuses on executing and completing the project [8].

4.2 Data Collection

To analyze the impact of MIMS in project collaboration, we have to choose subjects
whose job is project or team-based. So, our questionnaires were sent to employees in
only consulting and software development companies. A pilot test with 20 subjects was
conducted to collect both qualitative and quantitative feedback. Minor revisions were
made based on subjects’ feedbacks. In our main test, we sent out our questionnaires to
200 subjects, and received 154 ones back. Excluding invalid questionnaires with
missing data, 120 effective questionnaires were left. Altogether, there were 57 males
(47.5%) and 63 females (52.5%), the mean age was 28.1.

4.3 Data Analysis Result

Although the sample size was relatively small, an exploratory factor analysis indicated
that the instrument had satisfactory convergent and discriminant validity. Then, we
proceed to validate our structural model. Partial Least Squares (PLS) analysis was used
because it allows for the incorporation of both reflective and formative constructs, i.e.,
project performance, present in our model. The results of structural model analysis are
shown in Table 1.

We test the direct effect of both team input (member relationship) and team process
(communications) at first. The result shows that neither type of online communications
has a significant impact on project performance, failing to support H1 and H2.
A possible explanation is that, although more interactions contribute to prompt infor-
mation sharing, it might also cause information overload problem, thus do not benefit
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project collaboration. The reason for percentage of social communications is similar,
more interactions unrelated to work might distract people’s attention and waste their
time. Therefore, communications in MIMS is not always good for project performance.
However, original team relationship impact team performance directly. When members
in a team have a higher work interdependence and stronger social strength, their project
outcome will be significantly improved. This finding is consistent with H3 and H4,
validating the importance of team input.

For the moderating effects, we have several interesting findings. First of all, when
team members have to rely on each other to complete their task, more communications
in MIMS will show a significantly positive effect, but more social interactions do not
help much. Secondly, when team members are very close friends, project performance
will decrease with a higher percentage of social communications. In this circumstance,
people actually do not need more social interactions in their work, the redundant
information become a pure waste of time. However, more number of communications
does not show a significant effect. In summary, more communications in workgroup of
MIMS will be better under closer task-oriented relationship, but more social commu-
nications in MIMS will be worse under closer social-oriented relationship. Finally, we
show that for behavioral tasks which do not need a lot of negotiations, when team
members have social interactions more frequently, the project performance will
decrease significantly. Thus, H5, H6, and H7 were all partially supported.

Table 1. Results of structural model analysis

Direct effect DV: project
performance

Moderating effect DV: project
performance

Total communications 0.055
(0.073)

Work interdependence*
Total communications

0.100*
(0.052)

Percentage of social
communications

−0.116
(0.081)

Work interdependence*
Percentage of social
communications

−0.140
(0.098)

Work interdependence 0.436***
(0.070)

Social strength*
Total communications

−0.007
(0.129)

Social strength 0.429***
(0.094)

Social strength*
Percentage of social
communications

−0.028*
(0.015)

Task type*
Total communications

−0.085
(0.109)

Task type*
Percentage of social
communications

−0.153***
(0.048)

R-Square 0.31

Notes: ***p < 0.01, **p < 0.05, *p < 0.1; Numbers in parentheses are standard errors.
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5 Discussion and Implications

This paper analyzes the interactive relationship between online communication, offline
relationship, and final project performance. We have several important theoretical
implications. First of all, we extend communication performance theory and prove the
double-edged effect of communications in MIMS, which do not always promote
project performance due to more social interactions in worktime. Secondly, we com-
bine offline team relationship and online communications together, and find their
influence on team performance, which provides a new respective for O2O (Online to
Offline) research. Our practical implications are also profound. MIMS is not always a
good tool in teamwork, managers should be careful about how and when to use it. For
instance, when work interdependence is high, synchronous information exchange in
MIMS should be encouraged. However, when social strength between team members
is close, they shall not talk too much about personal life in MIMS. Besides, MIMS is
more suitable for conceptual tasks rather than behavioral tasks.
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