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Foreword

The 19th International Conference on Human–Computer Interaction, HCI International
2017, was held in Vancouver, Canada, during July 9–14, 2017. The event incorporated
the 15 conferences/thematic areas listed on the following page.

A total of 4,340 individuals from academia, research institutes, industry, and gov-
ernmental agencies from 70 countries submitted contributions, and 1,228 papers have
been included in the proceedings. These papers address the latest research and
development efforts and highlight the human aspects of design and use of computing
systems. The papers thoroughly cover the entire field of human–computer interaction,
addressing major advances in knowledge and effective use of computers in a variety of
application areas. The volumes constituting the full set of the conference proceedings
are listed on the following pages.

I would like to thank the program board chairs and the members of the program
boards of all thematic areas and affiliated conferences for their contribution to the
highest scientific quality and the overall success of the HCI International 2017
conference.

This conference would not have been possible without the continuous and unwa-
vering support and advice of the founder, Conference General Chair Emeritus and
Conference Scientific Advisor Prof. Gavriel Salvendy. For his outstanding efforts,
I would like to express my appreciation to the communications chair and editor of HCI
International News, Dr. Abbas Moallem.

April 2017 Constantine Stephanidis
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Program Board Chair(s): Dylan D. Schmorrow and Cali M. Fidopiastis, USA
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HCI International 2018

The 20th International Conference on Human–Computer Interaction, HCI International
2018, will be held jointly with the affiliated conferences in Las Vegas, NV, USA, at
Caesars Palace, July 15–20, 2018. It will cover a broad spectrum of themes related to
human–computer interaction, including theoretical issues, methods, tools, processes,
and case studies in HCI design, as well as novel interaction techniques, interfaces, and
applications. The proceedings will be published by Springer. More information is
available on the conference website: http://2018.hci.international/.

General Chair
Prof. Constantine Stephanidis
University of Crete and ICS-FORTH
Heraklion, Crete, Greece
E-mail: general_chair@hcii2018.org

http://2018.hci.international/ 
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Abstract. The world surrounding us has become increasingly technological.
Nowadays, the influence of automation is perceived in each aspect of everyday
life and not only in the world of industry. Automation certainly makes some
aspects of life easier, faster and safer. Nonetheless, empirical data suggests that
traditional automation has many negative performance and safety consequences.
Particularly, in cases of automatic equipment failure, human supervisors seemed
effectively helpless to diagnose the situation, determine the appropriate solution
and retake control, a set of difficulties called the “out-of-the-loop” (OOL) per-
formance problem. Because automation is not powerful enough to handle all
abnormalities, this difficulty in “takeover” is a central problem in automation
design.
The OOL performance problem represents a key challenge for both systems

designers and human factor society. After decades of research, this phenomenon
remains difficult to grasp and treat and recent tragic accidents remind us the
difficulty for human operator to interact with highly automated system. The
general objective of our research project is to improve our comprehension of the
OOL performance problem. To address this issue, we aim (1) to identify the
neuro-functional correlates of the OOL performance problem, (2) to propose
design recommendations to optimize human-automation interaction and
decrease OOL performance problem occurrence. Behavioral data and brain
imaging studies will be used to provide a better understanding of this phe-
nomenon at both physiological and psychological levels.

1 Introduction

Over the past 50 years, automation technology has profoundly changed our everyday
life. There is perhaps no facet of modern society in which the influence of automation
technology has not been felt. Whether at work or at home, while travelling or while
engaged in leisurely pursuits, human beings are becoming increasingly accustomed to
using and interacting with sophisticated computer systems designed to assist them in
their activities. Even more radical changes are anticipated in the future, as computers
increase in power, speed and “intelligence”.
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We have usually focused on the perceived benefits of new automated or comput-
erized devices. This is perhaps not surprising, given the sophistication and ingenuity of
design of many such systems (e.g., the automatic landing of a jumbo jet, or the docking
of two spacecraft). Automation certainly makes some aspects of life easier: by allowing
people with disabilities to be able to move and communicate; faster: with the gener-
alization of computerized devices and the increase of productivity; and safer: the
accident rate in aviation or high-risk industry has dropped thanks to the implementation
of automated systems [1]. In same time, the economic benefits that automation can
provide, or is perceived to offer, also tend to focus public attention on the technical
capabilities of automation. However, this fascination often obscures the fact that
automation does not simply supplant human activity but rather changes it, often in
ways unintended and unanticipated by the designers of automation [2]. Understanding
the impact of this evolution for the human operator is crucial for successful design of
new automated systems.

1.1 Automation and Human Operator Performance

For a long time, developers have assumed that adding “automation” was a simple
substitution of a machine activity for human activity (substitution myth, see [3]).
Unfortunately, empirical data on the relationship of people and technology suggest that
this is not the case. Particularly, it is now well accepted that traditional automation has
many negative consequences for performance and safety, including human vigilance
decrements (e.g., lack of operator sensitivity to signals), complacency (e.g., over trust
in highly reliable computer control) and loss of operator situation awareness [2].
This phenomenon has been called the out-of-the-loop (OOL) performance problem [4].
As a major consequence, the OOL performance problem causes a set of difficulties
encountered by the operator in case of failure. Amongst other, we can cite a longer
latency to determine what has failed, to decide if an intervention is necessary and to
find the adequate course of action. Such difficulties are illustrated in several tragic
accidents. Three examples suffice: the crash of flight 447 of Air France between Rio de
Janeiro and Paris in 2009, the Three Mile Island nuclear incident of 1979, and the case
of Knight Capital which lost about 400M$ due to a computer bug in 2012. Although
these previous cases are from different domains, they highlight that when the automatic
equipment fails, supervisors seemed dramatically helpless for diagnosing the situation
and determining the appropriate solution because they were not aware of the system
state prior to the failure. Numerous experimental results confirm these difficulties.

For example, Endsley and Kiris [4] provided evidence that performance during
failure mode following a fully automated period were significantly degraded, as
compared to a failure mode following a fully manual control. Merat and Jamson [5]
reported similar conclusion. In a driving simulation task, they demonstrated that dri-
vers’ responses to critical events were slower in the automatic driving condition than in
the manual condition. Because automation is not powerful enough to handle all
abnormalities, this difficulty in takeover is a central problem in automation design.

4 B. Berberian et al.



1.2 Automation and the Place of the Human Operator

Together with this security issue, replacing the human by automated tools in the control
loop gives rise to several critical issues. A first concern relates to the system accept-
ability. Improving acceptance of new technology and system by human operators is an
important area of concern to equipment suppliers [6]. To be acceptable, new tech-
nology must be reliable, efficient and useful. However, such qualities do not guarantee
acceptability from human operator. As pointed by Shneiderman and Plaisant [7], users
“strongly desire the sense that they are in charge of the system and that the system
responds to their actions”. Increase in automation has the potential to seriously threat
this sense of control, as confirmed by Baron when he claimed:

“Perhaps the major human factors concern of pilots in regard to introduction of automation is
that, in some circumstances, operations with such aids may leave the critical question, who is in
control now, the human or the machine?” [8].

This is not a simple question, and it is certainly not merely a matter of pilots’
self-esteem being threatened by the advance of the machine age. “The question goes to
the very heart of the nature of piloting, the seemingly divided authority between human
and machine, and mainly, what is the role of the pilot as minder of equipment that is
not only increasingly sophisticated but increasingly autonomous” [9].

A second concern relates to the penal responsibility of human operator in case of
incident. It is well accepted that we have to control our action, intentionally, to be
judged as responsible. With the interaction with highly automated system, the notion of
responsibility becomes less clear. If automation technology decreases human operator
performance, what about the responsibility of this operator in case of mistake? This is
particularly important in safety critical systems and in semi-automated systems where a
human supervising the task is held responsible for task failures. With the next gener-
ation of full-automated cars (i.e., google car project), this penal issue should become a
major concern.

A third concern relates to ethical problems. The interposition of more and more
automation between the pilot and the vehicle tends to distance human operators from
many details of the operation. They are isolated from most of the physical structures of
the system. In the same time, the automation tends to isolate the crew from the operations
of the system. The automatic equipment monitors and controls it, providing little or no
trace of its operations to the crew, isolating them from the moment-to-moment activities
of the system and of the controls. This combination of relative physical and mental
isolation tends to distance the human operator from the results of their action. At the
extreme, some pilots argue that automation reduces the status of the human to a “button
pusher” [10]. This form of disengagement regarding the result of the action has the
potential to disturb the mechanism classically used to regulate human behaviour. Indeed,
different works have proved that involvement in the consequence of your action is a
necessary condition to act with ethics, to act with moral judgement [11–13]. Military
robots are a perfect illustration of this ethical issue. Autonomy of this robot increases in
same time than the technology progress. If the last decision remains to the operator at the
moment, the distance (physically and cognitively) between human operator and its action
clearly ask question, for the society in one part, but also for the operators themselves.

My Brain Is Out of the Loop 5



1.3 Understanding the OOL Performance Problem: A Key Challenge

The OOL performance problem represents a key challenge for both systems designers
and human factor society. After decades of research (from [14] to [15]), this phe-
nomenon remains difficult to grasp and treat and recent tragic accidents remind us the
difficulty for human operator to interact with highly automated system. Moreover, with
the development of autonomous cars, which should come onto our roads in a few years,
everyone (not only expert operators) could be concerned by such difficulties, and the
issue becomes universal. In this project, we aim to improve our comprehension of the
OOL performance problem and to develop a new methodology for specification and
evaluation of “agentive” HMI (i.e., HMI which have the property to keep the operator
in the loop of control).

2 Characterizing the OOL Performance Problem
at the Physiological Level

As previously explained, the OOL performance appears as a first concern in the human
factors literature. Cognitive engineering literature has discussed at length the origins of
vigilance decrements (e.g., low signal rates, lack of operator sensitivity to signals),
complacency (e.g., over trust in highly reliable computer control) and the decrease
in situation awareness (use of more passive rather than active processing and the
differences in the type of feedback provided) in automated system supervision and has
established associations between these human information processing shortcomings
and performance problems. However, this OOL performance problem remains difficult
to characterize and quantify, excepted by difficulties in takeover situation. Detecting the
occurrence of this phenomenon, or even better detecting the dynamics toward this
degraded state, is an important issue in order to develop tools for evaluation and
monitoring.

In this project, we assume that the recent progress made by neuroscientists about
the characterization of the processes of vigilance, attention and performance monitoring
could help in this job. In this sense, the first goal of this project is to characterize the
OOL performance problem at the physiological level. Particularly, we aim to identify
the neuro-functional correlates of the OOL performance problem. We assume that such
characterization will help to both understand and quantify the transformation induced
by the OOL performance problem.

2.1 Physiological Markers

One important behavioral aspect of the OOL performance problem is reflected in an
insufficient monitoring and checking of automated functions, i.e., information on the
status of the automated functions is sampled less often than necessary [16]. Automated
systems typically are highly reliable—with the exception of some automated alerting
systems, which can have high false alarm rates. This, together with their opacity and
complexity, can lead operators to rely unquestioningly on automation [17, 18]. This
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overreliance on automation represents an important aspect of misuse that can result
from several form of human error, including decision biases and failure of monitoring
[19–21]. The lack of operator involvement in process or automated systems control in
supervisory modes and passive information processing will contribute to critical human
cognitive errors, specifically the loss of operator situation awareness, to which some of
the safety incidents discussed above have been attributed.

Beginning of these premises, our project aims to quantify the degradation of the
monitoring process during OOL performance problem. In this sense, we propose to use
recent insight about the anatomical substrate of action monitoring in humans (see for
example [22, 23]) to characterize the degradation involved in OOL phenomenon. Par-
ticularly, evidence from neuroimaging, EEG, and invasive recordings in humans and
nonhuman primates converges on the currently widely accepted view that this perfor-
mance monitoring function is implemented by a cortico-subcortical network connected
to the posterior medial frontal cortex (pMFC). Since the discovery of the error-related
negativity (ERN) and the error positivity (Pe) [24], several further temporally and
topographically defined event-related potentials (ERPs) have been linked to perfor-
mance monitoring at different stages of goal-directed behavior (i.e., the error-related
negativity or ERN, the error positivity or Pe, the feedback-related negativity or FRN, the
prediction error or PE, and so on). Each of these signals could be considered as a
physiological marker of response-monitoring processes in case of self-action. In this
project, we assume that similar mechanisms of performance monitoring could be
involved in case of the supervision of others’ action, based on the pMFC activity.

Using EEG recordings in supervisory task, we propose to study (1) the brain
activity related to the performance monitoring function in case of artificial agent
supervision, (2) the impact of OOL performance problem on such activity, first in a
simplified laboratory environment, and then in a cockpit simulation. Particularly, we
make the hypothesis (1) that same kind of event-related potential could appears when
you supervise automated system and detect system error than in case of self-action
monitoring, (2) that the OOL performance problem is linked to the degradation of this
performance monitoring function characterized by a decrease of the pMFC activity
(decrease of the amplitude and/or increase in the latency of the evoked potential related
to the performance monitoring activity). This degradation of the performance moni-
toring could serve as a physiological marker of the OOL phenomenon.

A two steps approach is proposed:

Step 1: The identification of the neural substrates of performance monitoring in
case of supervisory task. As previously explained, several further temporally and
topographically defined event-related potentials (ERPs) have been linked to per-
formance monitoring at different stages of goal-directed behavior (i.e., the
error-related negativity or ERN, the error positivity or Pe, the feedback-related
negativity or FRN, the prediction error or PE, and so on) in case of self-action. We
assume that similar mechanisms of performance monitoring should be involved in
case of the supervision of others’ action. To make evidence of this performance
monitoring activity, we propose to realize a set of experiment where the participants
have to supervise an automated system and detect system errors, first in a simplified
laboratory environment (artificial agent doing a Simon task for example) then in a
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cockpit simulation using ONERA simulation facilities (supervision of Flight
Managing System or Air Traffic Management system, see for example [25]).
Using EEG recordings, we propose to systematically study the relation between the
apparition of event-related potential in the pMFC (but also in other brain regions)
and the capacity to the operator to detect and correct system errors. By this way, we
aim to identify physiological markers of response-monitoring processes in case of
supervisory task.
Step 2: The characterization of the degradation of this process in case of OOL
episodes. It is well accepted that the OOL performance problem is reflected in an
insufficient monitoring and checking of automated functions. Interestingly, the
pMFC activity is known to be sensitive to performance. Particularly, the properties
(amplitude, reaction time) of certain evoked potential (NE, Nelike, ERN) appears
directly link to the efficiency of response monitoring [26]. If so, we should observe
some signs of the deficiency of response-monitoring processes in case of OOL
episodes. To make evidence of the degradation of this performance monitoring
process when OOL episodes occur, we propose to replicate the experiment realized
in Step 1 in condition stimulating the apparition of OOL episodes. Amongst other,
system opacity, system reliability, automation level or time on task are different
factors supporting the apparition of this OOL performance problem. We propose to
manipulate these different factors to place the human operator in OOL performance
episodes and to study the impact of this phenomenon on the pMFC activity, par-
ticularly on the amplitude and the reaction time of the evoked potential link to
performance monitoring.

2.2 Physiological Precursors

The closed loop with the system requires human attention and several studies show that
sustained attention over hours cannot be achieved [27–29]. Moreover, there is some
consensus for the existence of a decrease of human operator vigilance in case of
interaction with highly automated system [30, 31]. Both change in vigilance level and
deterioration of the attentional mechanisms could cause degradation of the monitoring
process involved in supervisory task.

In this project, we propose to document the relation between vigilance, attention and
the degradation of the monitoring activities. Particularly, we propose to study the
dynamics of vigilance and attentional mechanisms during the emergence of OOL per-
formance problem. Using EEG recordings and oculometric measures, we will explore
the impact of both change in vigilance and attentional on the monitoring activities.
Because vigilance and attention refer to two different mechanisms - vigilance or arousal
refer to the state of physiological reactivity of the subject [32, 33] whereas attention is
perceived as the appropriate allocation of processing resources to relevant stimuli [34] –
our project will take in consideration the respective part of these two processes in the
apparition of the OOL performance problem, but also their mutual interaction. More-
over, regarding the factors impacting the vigilance and attentional processes (motiva-
tion, stress, fatigue, habituation, see [35]), we propose to study how the context could
modify these relations.
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Our project also proposed to specifically question the relation between the emergence
of mind wandering episodes and the OOL performance problem. Mind wandering epi-
sodes correspond to the emergence of task unrelated thoughts and affects that are
attracting the attention away from the task at hand [36, 37]. Not surprisingly, mind
wandering episodes occur in our everyday life quite often. Interestingly, mind wandering
has been associated with lower level of alertness and vigilance, amental state with limited
external information processing where attention is decoupled from the environment.
Supporting this hypothesis, human subjects exhibited decreased performance in
rate-target oddball detection tasks duringmindwandering [38]. In addition, the amplitude
of the P300 event-related potential component was reduced during mind wandering,
suggesting a decrease in attentional resources directed towards stimulus processing [39].
We assume that mind wandering episodes occur more frequently in case of OOL per-
formance problem. In a recent work, Braboszcz and Delorme [40] have studied the brain
dynamics associated with mind wandering. They have shown that mind wandering
episodes are associated with an increase in theta (4–7 Hz) and delta (2–3.5 Hz) EEG
activity and a decrease in alpha (9–11 Hz) and beta (15–30 Hz) EEG activity. We pro-
pose to study the potential to use such pattern of activity as marker of OOL phenomenon.
Using EEG recordings in supervisory task, wewill study the relation between automation
and mind wandering. An interesting and opening question is the relation between mind
wandering and operator performance. We will tackle this question by systematically
exploring the relation between the performance and the mind wandering episodes
regarding the frequency of these episodes and their moment of emergence.

Taking together, these results will help us to characterize the state of the brain leading
to the degradation of the monitoring activities. We assume that such physiological
characterization could be used as physiological precursor of the OOL phenomenon. In
this sense, our project could help (1) to characterize the OOL phenomenon and develop
newmethodology to evaluate current/future HMIs that would keep the crew “in the loop”,
but also (2) to monitor the operator state and identify operator loop output times. Both
(1) and (2) have important implications. (1) could enforce safety and diminish fatigue of
humans when interacting with highly automated system. (2) could pave the future to new
brain computer interfaces to facilitate the exchange between human and machines.

To progress on this question, two experiments are proposed. The goal of the first
experiment is to study the attentional and vigilance dynamics during OOL emergence
and to determine the relation between change in vigilance and attention and the
emergence of OOL episodes. The general methodology will be as follow. Using an
adaptation of the supervisory task proposed by Berberian and collaborators [25], we
will explore how vigilance and attention evolved with the time spent on the task.
Both EEG recordings and oculometric measures will be performed to quantify these
cognitive states. Alpha and theta activities in the waking electroencephalography
(EEG) [41–44] and pupil dilatation [45] will be used to track the evolution of vigilance
level. Pupillary response and eye fixations will also be used to track the dynamics of
attention [46, 47]. Additionally, we will systematically explore the relation between
these physiological markers of vigilance and attention and the amplitude/the reaction
time of the evoked potential and eye field related potential related to the performance
monitoring process. This paradigm should enable to explore how vigilance and
attention mutually impact the performance monitoring process.
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The second experiment will explore the relation between mind wandering and
performance monitoring function. As previously noted, Braboszcz and Delorme [40]
have studied the brain dynamics associated with mind wandering. They have shown
that mind wandering episodes are associated with an increase in theta (4–7 Hz) and
delta (2–3.5 Hz) EEG activity and a decrease in alpha (9–11 Hz) and beta (15–30 Hz)
EEG activity. We propose to study the potential to use such activity patterns as marker
of OOL phenomenon. Using EEG recordings in supervisory task, we will study the
relation between automation and mind wandering. An interesting and opening question
is the relation between mind wandering and operator performance. We will tackle this
question by systematically exploring the relation between performance monitoring
functions and the mind wandering episodes regarding the frequency of these episodes
and their moment of emergence. In this sense, we propose to detect on line mind
wandering episodes and to introduce system failure during or just after one of these
episodes. Brain activity related to performance monitoring function, but also operators’
failure detection and pertinence of the takeover maneuver will inform of the impact of
mind wandering on operator performance.

3 Characterizing the OOL Performance Problem
at the Psychological Level

In the current context of a continued increase in automation, understanding the sources
of difficulties in the interaction with automation and finding solutions to compensate
such difficulties are crucial issues for both system designer and human factor society. In
this sense, the second objective of this project is to provide a new methodology for the
design of the next generation of technological systems regarding their capacity to keep
the human operator in the loop of control.

3.1 The Classical Approach

To explain the difficulties observed during human-automation interaction, the classical
approach has consisted in considering how human characteristics and limitations
influence the use (or misuse) of this automation. Regarding the difficulties for human
operator to interact with highly automated system, designers have concluded that
monitoring is a role for which humans are generally ill-suited [20, 48] and different
solutions to compensate this weakness has been proposed. Some of them consist to
train human operator to produce efficient behavior in case of system failure. For
example, Bahner and colleagues [49] show that exposing operators to automation
failures during training significantly decreased complacency and thus represents a
suitable means to reduce this risk, even though it might (see also [50]). A more popular
solution consists to manipulate the level of system automation (originally introduced by
[51]), sharing the authority between the automation and the human operator (for
example MABA-MABA methods, adaptive function allocation). In an attempt to
prevent operators from being reduced to automated control system supervisors, mon-
itors and passive information processors, the level of system automation allocates
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system functions to human and computer controllers based on consideration of the
capabilities and capacities of each under normal operating conditions and failure
modes. It has been hypothesized that by keeping the human involved in system
operations, some intermediate level of system automation may provide better human/
system performance and situation awareness than that found with highly automated
systems [4, 52]. From this time, empirical data has confirmed such hypothesis
[1, 53, 54].

If these techniques have the virtue to partially decrease the negative consequences
of automation technology, we assume that such explanation remains incomplete.
Indeed, such approach rests on the hypothesis that new technology can be introduced as
a simple substitution of machines for people - preserving the basic system while
improving it on some output measures. Unfortunately, such assumption corresponds to
a vague and bleak reflection of the real impact of automation: automation technology
transforms human practice and forces people to adapt their skills and routines [55].
Whatever the merits of any particular automation technology, adding or expanding the
machine’s role changes the cooperative architecture, changing the human’s role, often
in profound ways [56]. Creating partially autonomous machine agents is, in part, like
adding a new team member. One result is the introduction of new coordination
demands and the emergence of new classes of problems which are due to failures in the
human-machine relationship.

3.2 How to Make Automation a Collaborative Agent?

The key for designers is to depart from this quantitative, substitutional practice of
function allocation [57, 58] because substitution assumes a fundamentally uncooper-
ative system architecture in which the interface between human and machine has been
reduced to a trivial “you do this, I do that” barter. As stated by Deker and Woods [55],
the question for successful automation is not “who has control over what or how much”
but “how do we get along together”. Where designers really need guidance today is
how to support the coordination between people and automation, not only in fore-
seeable standard situations, but also during novel, unexpected circumstances. In this
sense, the main problem with automation is not the presence of automation, but rather
its inappropriate design. It was recently proposed that the key for designers is to
“socialize our interactions with technology” [57]. How to design collaborative agent
has known a particular interest during the last years [59–64]. Our project aims to
contribute to this effort by introducing recent insight about how humans understand and
control joint action. Indeed, we can assume that operators interpret the intentions and
the outcomes’ actions of a system with their own “cognitive toolkit”. Thus, under-
standing how this “cognitive toolkit” works could be relevant to propose design
principles for potentially controllable/collaborative systems.

A New Theoretical Framework: The Sense of Agency
The mechanisms underlying the experience of intentional causation and the sense of
control of our own actions are the first concern of the science of agency [65]. Gallagher
[66] defined agency as “the sense that I am the one who is causing or generating an
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action”. Put differently, agency corresponds to our capacity to make things happens, to
change the world thorough our action. Although, the mental processes contributing to
the sense of agency are not fully understood at this time, the different approaches
propose that we derive a sense of being the agent for our own actions by a cognitive
mechanism that computes the discrepancies between the predicted consequences of our
own actions’ actual consequences of these actions, similarly to action control models
[67–69].

What makes our understanding of agency especially pertinent is the fact that an
increasing number of our everyday agentive interactions involve technology. During
interactions with technology, the simple process of producing an action to cause an
intended outcome is endowed with a whole host of possible variables that can alter the
agentive experience dramatically (for a review see [70]). Automation is one of them.
With the progress of technology, current man-made complex systems tend to develop
cascades and runaway chains of automatic reactions that decrease, or even eliminate
predictability and cause outsized and unpredicted events [71]. This is what we will call
system opacity: the difficulty for human operator to see the arrow from system intention
to actual state and to predict the sequence of events that will occur.

Regarding the central place of predictability in the concept of agency, we could
imagine that such opacity could dramatically change our experience of agency. Such
degradation has been recently confirmed by empirical data [25]. Manipulating the level
of automation in an aircraft supervision task, we have demonstrated a decrease in
agency (both for explicit and implicit measures) concomitant to the increase in
automation.

Regarding our initial question – make automation a collaborative agent – Pacherie
[72] have recently argued that the different mechanisms underlying sense of agency for
individual actions are the same kind of those underlying sense of agency one experi-
ences when engaged in joint action. That is, the sense of agency in joint action is based
on the same principle of congruence between predicted and actual outcomes. In this
sense, we assume that a way to design a more collaborative interface is to consider the
supervision as a joint action between a human operator and an artificial co-agent
following the same principles as a biological coagent.

We can imagine that in the same manner as two people working together, the
supervisors must be able to predict automated systems’ actions and their outcomes in
order to facilitate the cooperation between them and built a “we-agency” (or joint
agency). This proposition echoes that of Norman [57] when he assumed that continual
feedback about the state of the system is needed, in a normal natural way, much in the
manner that human participants in a joint problem-solving activity will discuss the
issues among themselves. The use of the theoretical background of agency will make it
easier to achieve this objective. Therefore, we argue, in this project, for a mediated
agency: an approach to HMI interactions that takes into account how the information
provided by an automated system influences how an operator feels in mutual control.

Beginning from this premise, we aim to apply the concept of sense of agency to the
human machine interaction domain and take into account the role of the information
provided by an automated system in facilitating the operator’s understanding and
control of the system. Recent developments in the science of agency provide new
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conceptual tools and measures to analyse agent-system interactions. As proposed by
Wegner [73], the experience we have of causing our own actions arises whenever we
draw a causal inference linking our thought to our action. This inference occurs in
accordance with principles - priority, consistency and exclusivity - that follow from
research on cause perception and attribution. In an initial study (Le Goff, Haggard, Rey,
& Berberian, submitted), we have shown that manipulating the characteristic of the
interaction between the human operator and the automated system (automation
intention feedback) in accordance to these principles could increase human operator
performance in case of takeover situations. Particularly, using ONERA simulator, we
have tested the performance of human operators in a supervision task where they have
to supervise a highly automated aeronautical systems (FMS, automated detect and
avoid functions) and detect potential errors. We have observed an increase in perfor-
mance (system error detection) in presence of priming information in advance of the
action indicating the intention of the system.

We assume that using the tools proposed by the framework of agency, ergonomists
could design automation interfaces that are more predictable, and therefore more
acceptable and more controllable. In this sense, we propose to translate existing results
from laboratory studies of sense of agency towards situations of human system
interaction. This project aims to study how these principles could help to develop more
collaborative automation technology. In this sense, we will try to understand (1) how to
design predictable system, (2) the link between system predictability and OOL episodes
occurrence, and (3) how recover human control when these OOL episodes occur.

Again, a two steps approach is proposed:

Step 1: Study the relation between system predictability and OOL episodes occur-
rence. The goal is to highlight the degradation of the performance monitoring
function when human operator interacts with opaque system. The general method-
ology will be as follow. Using an adaptation of the supervisory task proposed by Le
Goff and collaborators (Le Goff, Haggard, Rey,& Berberian, submitted), we will
explore how the performance monitoring function degrades with the time on task in
different condition of system opacity. Participant will supervise an “air traffic
management”. This system will detect the presence of obstacle in environment and
implement automatically change in the course of the aircraft. We have recently
proved that using feedback to alert the operator to the current intention of the system
will significantly improve human operator performance in the case of unexpected
situations. In this sense, we will test two conditions. In a first condition, the super-
vised system will offer no information regarding the new course implemented
(opaque system). In a second condition, the supervised system will alert the human
operator of its intention before each avoidance maneuver (predictable system).
Using EEG recordings, we will explore how the performance monitoring function
will evolve with time regarding the predictability of the system. We assume that the
brain activity relating to PM function will decrease in the case of opaque system.
Step 2: Propose design for predictable system. We will perform a set of experiment
to understand how to use the Wegner principle to design predictable system. As
proposed by Wegner [73], the experience we have of causing our own actions arises
whenever we draw a causal inference linking our thought to our action. We propose
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to manipulate the characteristic of the interaction between the human operator and
the automated system (automation intention feedback) in accordance to these
principles and observe the impact of this manipulation on both performance in take
over and performance monitoring function. Regarding these design recommenda-
tions, a crucial question refers to the amount of information transferred to the pilot.
In this sense, we will test the minimum of information necessary to keep the human
operator in the loop of control. For example, we will compare situation in which
intention of the system is proposed all the time with situation in which intention of
the system is sent occasionally. In the same vein, we will explore the pertinence to
keep the operator in the loop all the time in comparison to situation in which we use
system predictability only in critical situation.

4 Conclusion

As previously suggested, automation technology have the potential to dramatically
change the way we interact with our environment. This transformation clearly asks the
place of the human operator in the future technological systems. Dealing with these
different issues is a necessary step to make future systems safer, more acceptable, more
usable.

The general objective of this research project is to improve our comprehension of
the OOL performance problem and to develop a new methodology for specification and
evaluation of “agentive” HMI (i.e., HMI which have the property to keep the operator
in the loop of control). To address this issue, our project will meet the following goals:
(1) to identify physiological correlates of the OOL performance problem, (2) to propose
design recommendations to optimize human-automation interaction and decrease OOL
episodes occurrence.

To address this issue, we propose a new theoretical approach of the change induced
by automation technology based on recent data from neurosciences. We assume that
such approach will lead to the creation of new tools for Human Machine Interface
(HMI) specification and evaluation and lead to the creation of knowledge that inspires
new ways of working for system designers.
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Abstract. During electroencephalography (EEG) neurofeedback training,
individuals learn to willfully modulate their brain oscillations. Successful mod-
ulation has been shown to be related to cognitive benefits and wellbeing. The
current paper addresses the specificity of three neurofeedback protocols in
influencing first- (basic Stroop effect) and second-order (Gratton effect) measures
of attentional control. The data come from two previously presented studies that
included the Stroop task to assess attentional control. The three neurofeedback
protocols were upregulation of frontal alpha, sensorimotor (SMR), and mid-
frontal theta oscillations. The results show specific effects of different EEG
neurofeedback protocols on attentional control and are modulated by the cog-
nitive effort needed in the Stroop task. To summarize, in less-demanding versions
of the Stroop task, alpha training improves first- and second-order attentional
control, whereas SMR and theta training had no effect. In the demanding version
of the Stroop task, theta training improves first-order, but not second-order
control and SMR training has no effect on either. Using a drift diffusion
model-based analysis, it is shown that only alpha and theta training modulate the
underlying cognitive processing, with theta upregulation enhancing evidence
accumulation. Although the current results need to be interpreted with caution,
they support the use of different neurofeedback protocols to augment specific
aspects of the attentional system. Recommendations for future work are made.

Keywords: EEG neurofeedback � Stroop effect � Gratton effect � Attention
training

1 Introduction

Biofeedback is a paradigm in which individuals are trained to modulate their biological
processes by providing them corrective feedback about the target biological variable.
Commonly known target variables are the heart rate and heart rate variability. How-
ever, biofeedback of neuroelectrical signals as measured with electroencephalography
(EEG) has also been shown in the clinical practice and in the research laboratories.
Several clinical disorders have been purported to be ameliorated by specifically
designed EEG neurofeedback training protocols (see for reviews, [1–4]). In the field of
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cognitive neurofeedback, the research focuses on cognitive enhancement and peak
performance [5, 6]. For example, training the alpha band frequency has been associated
with improved attentional control and working memory [7, 8]. Investigating attentional
control is typically done with tasks such as the Stroop task, in which a color word is
printed in a font color that is either the same (congruent) or different (incongruent) than
what the word represents and the participant is required to name the font color. The
slowed response time to naming incongruent compared to congruent stimuli is the
Stroop effect and is the prototypical measure of attentional control. In addition to the
simple difference of response times, recent theories of attentional control postulate that
the amount of incongruency experienced on a preceding trial influences the amount of
control exerted on the current trial [9, 10]. That is, the cognitive system reacts to the
increase in cognitive conflict by increasing the attention paid to the task. This leads to
an interaction effect whereby the Stroop effect is larger after congruent trials than after
incongruent trials. This pattern, called the Gratton effect, is a marker of cross-trial
fluctuations of attention and thus a more sensitive measure of how attention is dis-
tributed over time.

In a recent study, we showed that second-order measures of attentional control, i.e.,
the Gratton effect, was influenced by upregulation of frontal alpha oscillations [11]. In
particular, the alpha training lead to a decrease in the Gratton effect, which was
interpreted as a decreased need to exert reactive control. It was postulated that the
increase in frontal alpha made the attentional control system more efficient, leading to
less cognitive conflict and thereby to smaller Gratton effects.

An important consideration in neurofeedback research is the specificity of the
results (see e.g., [12]). For example, it is yet unclear whether the effect observed with
alpha neurofeedback is specific for that protocol or whether any other neurofeedback
protocol produces the same result. To test this, we compare three neurofeedback
protocols. The first is the frontal alpha protocol described above. The second and third
are a mid-frontal theta and a sensorimotor (SMR) protocol, respectively. The latter two
protocols were used in a large-scale study investigating their effects on a range of
cognitive tests and phenomenological experiences. The study used two variants of the
Stroop task that will be reanalyzed in this paper.

In the next section, the two studies are described to provide the context within
which each study was conducted. Although the methods vary, they do use the same
cognitive task. This is followed by two sets of analyses. The first set addresses first- and
second-order measures of attention across the three protocols. The second set follows
after an intermezzo about decomposition of response times in underlying latent cog-
nitive processes and looks at cross-protocol differences in drift rate, boundary sepa-
ration, and non-decision time. The paper closes with a speculative integration of the
findings based on the conflict/control-loop theory.

2 Description of Studies

In the first study [11], participants were trained over 5 consecutive days to enhance the
alpha oscillation over the prefrontal cortex (Fp2) using a virtual reality system. The task
within the virtual world was to levitate a vase that rested on a table in a room. This
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study consisted of two groups: a 3D group and a 2D group. The aim of the study was to
assess the effect of immersive feedback on the learning rate. It used the Stroop task to
measure the attentional focus. The task required participants to respond to the strings
RED, BLUE, and &&&& by pressing one of two keys denoting the font color of the
string (red versus blue). This created three trial types: congruent, incongruent, and
neutral. In each group, data from 10 participants were used in the analyses. The main
results were that the immersion due to the virtual environment (3D vs 2D) lead to a
higher rate of neural learning. The rate of enhancement of alpha over 5 training ses-
sions was associated with the amount of decrease in the Stroop and Gratton effect.

The second study [13] had a different aim and experimental design. Participants
were trained over 10 sessions to either enhance mid-frontal theta (Fz) oscillations or
central sensorimotor rhythm (SMR). The choice of mid-frontal theta was based on the
findings that the anterior cingulate cortex (ACC) is a critical neural component in the
attentional control system [9, 10] and is the cortical source for theta oscillations.
The SMR protocol was used as an active control condition, although in clinical
practice, the SMR protocol is used to address symptoms associated with attention-
deficit/hyperactivity disorder. Complete datasets were available from 10 and 16 par-
ticipants in the SMR and theta group, respectively. Participants were given a standard
feedback interface (not immersive) that provided visual and auditory (beeps) feedback
every time the power in the target frequency was above threshold. A battery of cog-
nitive tests was administered before and after the training period. Among these were
two variants of the Stroop test. The first was the same version as used in the alpha
study. The second, and more demanding, variant included an auditory beep that was
present on 25% of the trials and signaled to the participant to withhold the response.
Thus, in this variant, the participant had to keep two task goals in mind.

In sum, both studies included the Stroop task as the cognitive task to assess
attentional control and the second study also varied the demand characteristics. We
now turn to the results which are analyzed both across studies and for each training
protocol separately.

Results: Stroop Effects
Although earlier reports presented the mean response times of all trials [11, 13], here
the mean response times of congruent and incongruent trials that followed a neutral
trial are presented. The rationale is that these trials are uncontaminated by the influence
of reactive control. This also prevents confounding the first- and second-order mea-
sures, as data points will only contribute to one set of analyses.

Figure 1 presents the mean correct response times for all congruent and incon-
gruent trials in the Stroop tasks for all training groups. Data from the two alpha groups
were combined in the analysis to increase statistical power, but are shown separately
for information. A 2 � 2 � 3 mixed factorial ANOVA crossing the factors trial type
(congruent/incongruent), session (before/after), and neurofeedback group (alpha/SMR/
theta) revealed a Stroop effect [F(1,43) = 8.78, MSe = 1059.95, p < .01, partial
η2 = .17], an overall speed up from pre- to post-training [F(1,43) = 12.47, MSe =
4665.69, p = .001, partial η2 = .23], an interaction between session and trial-type
[F(1,43) = 8.90, MSe = 1431.11, p < .01, partial η2 = .17], which was part of the
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three-way interaction [F(2,43) = 3.96, MSe = 1431.11, p < .05, partial η2 = .16]. The
interaction was due to the SMR group not showing any Stroop effects.

For the Stroop-Stop task, a 2 � 2 � 2 factorial ANOVA revealed a marginal speed
up across sessions [F(1,24) = 3.74, MSe = 4450.61, p .065, partial η2 = .14] and a
significant Stroop effect [F(1,24) = 17.55, MSe = 1480.10, p < .001, partial η2 = .42].

Results: Gratton Effects
Figure 2 presents themean correct response times for all congruent and incongruent trials
in the Stroop tasks for all training groups as a function of the previous Stroop trial type.

The overall Gratton effect was present [previous x current trial type interaction F
(1,43) = 9.38, MSe = 2225.25, p < .01, partial η2 = .18], as was the across-session
speed up [F(1,43) = 12.24, MSe = 9236.23, p = .001, partial η2 = .22] and Stroop
effect [F(1,43) = 9.08, MSe = 2071.59, p < .01, partial η2 = .17]. However, the Grat-
ton effect differed across groups [F(2,43) = 4.73, MSe = 2225.25, p < .05, partial
η2 = .18] and across sessions [F(1,43) = 5.06, MSe = 1085.20, p < .05, partial
η2 = .11], due to absence of the effect in the theta group.

For the Stroop-Stop task, the Stroop effect was significant [F(1,23) = 8.79,
MSe = 2271.61, p < .01, partial η2 = .28], but the Gratton effect was marginally sig-
nificant [F(1,23) = 3.69, MSe = 3350.13, p = .067, partial η2 = .14] and failed to
reach statistical significance in the interaction with session and group (p = .21).

Fig. 1. Mean correct response times for congruent and incongruent trials (following neutral
trials) before and after neurofeedback training. Error bars represent standard error of the
within-subject mean. Simple effects comparing pre- and post-training scores are indicated:
** p < .01, * p < .05, + p < .10, ns = nonsignificant.
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3 Decomposition of Response Times

The results in the previous section focused on response times, which are the main data of
interest for most, if not all, of the Stroop literature. However, a particular response time is
the result of a series of cognitive events that can be roughly broken down into a decision
and a non-decision component. An influential theoretical explanation of response times is
the drift diffusionmodel (for a recent review see, [14]). According to this theory, response
times are a linear combination of the two components, with the decision component being
governed by two further parameters: drift diffusion and boundary separation. The latter
dictates the threshold at which a particular decision ismade, whereas the former reflect the
speed at which the system approaches this threshold. Fast responses can therefore be due
to short non-decision times, fast drift rates, or lower boundary separations. In order to

Fig. 2. Mean correct response times for congruent and incongruent trials before and after
neurofeedback training broken down by previous trial type. Error bars represent standard error of
the within-subject mean. A = alpha 2D (Stroop), B = alpha 3D (Stroop), C = SMR (Stroop),
D = theta (Stroop), E = SMR (Stroop-Stop), F = theta (Stroop-Stop).
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adjudicate among these possibilities, the drift diffusion model takes into account the
accuracy level. For example, lowering the boundary separation will not only decrease the
response time, but also increase the error rate. Increasing the drift rate will decrease
response time and increase accuracy. Finally, decreasing non-decision time speeds up
response times, but has no effect on accuracy. In order to obtain parameter estimates of the
drift diffusion model, Wagenmakers et al. [15] developed the EZ diffusion model which

Fig. 3. EZ diffusion parameter estimates for each neurofeedback training group. *** p < .001,
** p < .01, * p < .05, + p < .10
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simplifies the original diffusion model1 to a closed-form expression. In order to obtain
estimates of the drift rate, boundary separation, and non-decision time, all that is needed
are the mean correct response time (in seconds), the variance (in seconds2), and the
proportion of correct trials.

EZ Diffusion Model Decomposition
In order to obtain the parameter estimates, only the neutral trials in the tasks were used.
The rationale for this selection was that the congruent and incongruent stimuli are
invoking additional processes that warrant the diffusion model inappropriate as a
reasonable model for extracting cognitive parameter estimates.

Results: Diffusion Model Parameter Estimates
Figure 3 shows the parameter estimates for each group in each task. For the Stroop-Stop
task none of the parameter estimates changed due to neurofeedback training. For the
Stroop task, only alpha and theta training modified parameter estimates. Alpha training
decreased non-decision time [session x group interaction F(1,43) = 6.45, MSe = 0.001,
p < .01, partial η2 = .23] and boundary separation [session x group interaction
F(1,43) = 2.70, MSe < 0.001, p = .079, partial η2 = .11], whereas theta upregulation
lead to an increase in non-decision time, a decrease in boundary separation, and a strong
increase in drift rate [session x group interaction F(2,43) = 2.76, MSe = 0.003,
p = .074, partial η2 = .11]. No effects were observed for the SMR group.

4 Discussion

The current analyses addressed the specificity of EEG neurofeedback protocols on
measures of attentional control obtained in the Stroop task. The numerical results (and
simple effects analyses) showed that training theta leads to decrease in the Stroop effect,
while not affecting the Gratton effect. This pattern was only observed in a version of the
Stroop task that was made more cognitively demanding by including a stop-signal on
25% of the trials. In the less-demanding version, Stroop and Gratton effects did not
reach statistical significance.

In the SMR group, the Gratton effect in the less-demanding version was marginal
before training and non-significant after training with no influence on the Stroop effect.
In the more demanding Stroop version, Stroop effects were present before and after
SMR-training and a Gratton effect was absent. Finally, Stroop and Gratton effects
decreased with alpha neurofeedback.

The results on alpha oscillations supports theories claiming that alpha is associated
with the inhibition of distracting information. Enhancing the power of alpha oscilla-
tions would thus lead to decrease in Stroop effects and of the Gratton effect. The

1 The diffusion model contains many more parameters, most of which are variance parameters, in
order to account for complete response time distributions. In order to fit the full model to empirical
data, many data observations are needed and a complex fitting procedure be employed. The EZ
diffusion model has been shown to be reasonably accurate in estimating the underlying model
parameter values. Its simplicity lends itself to application to cognitive data obtained from the
neurofeedback studies.
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mid-frontal region, the cortical source of theta oscillations, has been associated with
monitoring cognitive effort and triggering top-down control. Enhancing theta power
specifically affects the incongruent stimuli, leading to a decrease in Stroop effect.
However, the Gratton effect, an interaction effect, is not affected. The absence of a
training effect with SMR underscores its use as an active control condition.

Strength and Limitations
Although the current analyses provide insights into the specificity of neurofeedback
protocols, there are some limitations that should inspire further empirical work. First,
Stroop effects were not always observed in the pre-training session, making it difficult
to infer any improvement in attentional deployment. This was inevitably due to the
small sample size from which data was available. It is recommended that the
pre-training test session be used to select for neurofeedback training those participants
who show initial cognitive effects. Although this would require a larger sample size
from the outset, it would prevent a situation where the number of completers is
insufficient to observe cognitive effects at the group level, as is the case here for the
SMR group. Second, the analyses compared data from two studies that varied in
methodology. It is not impossible that some of the observed differences can be
attributed to these. Future work could therefore aim to use the same methodology and
vary only the neurofeedback protocol in a large multi-protocol study. This would also
allow the opportunity for replication to assess whether any of the reported findings
were statistical anomalies. The nature of EEG neurofeedback requires multiple training
sessions to observe learning and as individuals vary in their rate of learning this will
inevitably lead to datasets that include this uncontrolled variance.

Despite these methodological issues, the current paper demonstrates two data-
analytic directions for neurofeedback research that can lead to understanding the cog-
nitive mechanisms underlying neurofeedback success. First, the second-order measure,
the Gratton effect, is a theoretically articulated pattern coming from an understanding of
the cognitive processes involved in the Stroop task. The use of theory-driven analyses can
ground neurofeedback results in an existing theoretical framework, from which new
testable predictions can emerge. Second, the use of the EZ diffusion model presents an
example in which a computational model is used to extract latent cognitive parameters to
allow evaluation of the impact of neurofeedback on these parameters. Model-based data
analyses like this provides insights beyond the dependent measures observed and speak
directly to the question of which cognitive processes are influenced by neurofeedback
training. It should be noted that both types of data-analytics can be applied to any
cognitive and brain training program to evaluate its efficacy. In doing so, the analyses
bridge the theoretical literature with the literature on cognitive enhancement.

5 Conclusion

EEG neurofeedback training has been shown to influence first- and second-order
measure of attentional deployment. Three training protocols demonstrate different
impact profiles on the Stroop task, evidencing that the protocols influence specific
components in the cognitive system supporting attentional control. Whereas frontal
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alpha enhances efficient deployment of top-down attention, mid-frontal theta leads to
faster conflict resolution.
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Abstract. Spontaneous thinking is a ubiquitous aspect of our mental life and
has increasingly become a hot topic of research in cognitive neuroscience. To
date, functional neuroimaging studies of spontaneous thought have revealed
general brain recruitment centered on a combination of default mode network
and executive regions. Despite recent findings about general brain recruitment,
very little is known about how these regions are recruited dynamically over
time. The current research addresses this gap in the literature by using EEG to
investigate the fine-grained temporal dynamics of brain activity underlying
spontaneous thoughts. We employed the first-person reports of experienced
meditators to index the onset of spontaneous thoughts, and examined brain
electrical activity preceding indications of spontaneous thought onset. An
independent component analysis-based source localization procedure recovered
sources very similar to those previously found with fMRI (Ellamil et al. in
NeuroImage 136:186–196, 2016). In addition, phase synchrony analyses
revealed a temporal trajectory that begins with default network midline and
salience network connectivity, followed by the incorporation of language and
executive regions during the period from thought generation to appraisal.

Keywords: Spontaneous thought �Neural dynamics � Electroencephalography �
Default mode network � Frontoparietal control network � Independent-component
analysis

1 Introduction

The human brain has a remarkable propensity to spontaneously generate mental content
that captures our attention. Memories and projections into the future arise in our
awareness unbidden, a previously contemplated problem may suddenly return to
cognizance, and so on. Such mental phenomena fall under the rubric of ‘spontaneous
thought,’ which can be understood as unintended mental phenomena that occur without
conscious generation, and which are relatively free-flowing with a lack of strong
deliberate control [1]. Types of spontaneous thought include mental states such as
dreaming, mind wandering, and creativity [1]. Psychological research has linked
spontaneous thought to various both beneficial (creativity, prospective planning, etc.
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[2]) and detrimental (disruptions and reductions in memory encoding [3, 4]) processes
and outcomes [5, 6]. However, much less is understood about the neural markers of
spontaneous thought, particularly with respect to its initial generation and onset – a
focus of the current research.

To date, functional neuroimaging studies of spontaneous thought have revealed
general brain recruitment centered on a combination of default mode network
(DMN) and frontoparietal control network (FPCN) regions [1, 7]. The DMN, which
encompasses medial temporal memory regions, is thought to supply the general content
of thought [8], while the FPCN likely pertains to processes such as attentional
appraisal, thought evaluation and elaboration, as well as maintenance in working
memory [9, 10]. This general network recruitment has been further fractionated into
distinct sub-components and specific brain regions, each of which putatively has a
distinct functional contribution to spontaneous thought [8, 11].

Moreover, in line with the highly dynamic and interactive nature of the brain, these
various sub-components are very unlikely to be uniformly recruited; rather, they are
likely to be differentially integrated into varying dynamic patterns contingent on both
the content of the thought, as well as the current temporal stage of the thought process
[11–13]. Thus, it is reasonable to expect that different stages of neural activity may map
onto different stages in the subjective experience of spontaneous thought: thought
generation, attentional appraisal, evaluation, and elaboration.

We currently know very little about the neural dynamics underlying the temporal
components of spontaneous thought. A particular challenge has been to isolate the
neural activity corresponding to the initial generation of a spontaneous thought and its
subsequent attentional appraisal. The reason for this is evident in the methodological
difficulty of experimentally isolating the onset of an elusive mental phenomenon such
as a spontaneous thought. By definition, a spontaneous thought cannot be induced by
external means; it must rise of its own accord – thus differentiating it from the
stimulus-based paradigms that constitute the bulk of cognitive neuroscience research.
Moreover, there is currently no known objective neural or behavioral index for the
moment of spontaneous thought onset. Studies that hope to investigate this phe-
nomenon, therefore, must employ first-person measures. Yet, first-person measures are
also imperfect given individuals’ typically poor ability to indicate the onset of mental
content, often only realizing their engagement in a mind-wandering episode some time
after the fact [5, 14].

One study by Ellamil and colleagues found a way to address these challenges: using
trained meditators to investigate the temporal dynamics of spontaneous thought [11].
Indeed, experienced meditators are suggested to have a refined introspective capacity,
and may as such constitute a uniquely suitable population to investigate subtler aspects
of first-person experience. This contention is encapsulated by the ‘neurophenomenol-
ogy’ research program [15], which promotes understanding the neural basis of
first-person experience by relating rigorous first-person reports from individuals with
introspective training to neural measures [16].

Meditation is generally conceived as a form of attentional training [17], and
mindfulness meditation in particular has an explicit goal of increasing one’s ability to
maintain awareness of the rise and fall of spontaneous mental phenomena [18].
Meditators/mindfulness practitioners have been shown to display greater awareness of
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subtle emotional and interoceptive feelings [19, 20] and have shown increased
meta-cognitive accuracy on memory judgments [21]. In addition, meditators have
shown improved ability on a number of perceptual tasks, presumably as a result of
increased attentional stability and efficiency [22, 23]. Performance improvements also
include, for example, increased perceptual sensitivity and vigilance on a visual
threshold line-length discrimination task [24] and improved detection of the second
target during attentional blink tasks [25]. As such, experienced meditators appear to be
an ideal population to investigate subtler aspects of spontaneous thought, as their
attentional capacities may enable them to recognize the onset of thoughts with greater
accuracy.

Ellamil and colleagues took advantage of the heightened metacognitive abilities of
meditators and employed a procedure that had long-term meditators self-report the
onset of spontaneous thoughts while they were maintaining a meditative focus. They
characterized brain region recruitment in blocks of 2 s prior to and after indications of
spontaneous thought onset [11]. This study found activations spanning both the DMN
and FPCN, with a distinct temporal trajectory that originated in the medial temporal
lobes as well as lateral and posteromedial parietal cortex (2 s preceding onset), spread
to a number of regions including medial prefrontal cortex (onset), and later spread to
executive regions such as dorsolateral prefrontal cortex and anterior cingulate cortex
(2 s following onset) [11]. Notably, however, this study was greatly limited by the
relatively poor temporal resolution of fMRI. Neural activity contains significant vari-
ability at the sub-second level, and as such a large amount of information is lost in the
use of 2-second blocks. Here we aim to extend the findings of the Ellamil study by
using EEG to address the temporal limitations of fMRI.

1.1 Current Study and Research Questions

The present study employed high-density electroencephalography (EEG) to overcome
the temporal limitations inherent in fMRI. High-density EEG is useful in this context as
it allows the measurement of brain electrical activity at the millisecond time scale while
also offering reasonably accurate source localization. Notably, at least one previous
study has successfully used EEG source localization to recover putative spontaneous
thought-related regions [26]. We adopted a similar experimental paradigm to Ellamil
et al. [11], capitalizing on the improved first-person reports afforded by using experi-
enced meditators as participants.

Our primary goals were (1) to determine whether brain regions activated during
spontaneous thought converge across our EEG analyses and the previous fMRI find-
ings [11], and (2) to investigate the temporal progression of interregional functional
connectivity (information sharing) between these regions. In line with our first goal, we
hypothesized that we would recover sources of neural electrical activity that correspond
to regions previously implicated in spontaneous thought, including DMN regions such
as the posterior cingulate cortex, medial prefrontal cortex, and medial temporal lobes,
and executive regions such as dorsolateral prefrontal cortex and dorsal anterior cin-
gulate [1, 7]. Moreover, we expected a particular temporal trajectory of activations
spanning these regions. In line with the results of Ellamil and colleagues’ study [11],
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we hypothesized that spontaneous-thought related activity will first begin in the medial
temporal lobe (MTL), and then spread to medial and lateral parietal regions, followed
by other default-mode network regions such as the medial prefrontal cortex (MPFC).
Additionally, executive regions, such as the dorsolateral prefrontal cortex (DLPFC), are
expected to only show activity immediately prior to responses, and not during the early
onset stage. This expectation is consistent with the DLPFC’s role in the volitional
top-down deployment of cognitive control [27], implying that executive regions may
not play a role early on in the spontaneous thought generation process.

In line with our second goal, we made a number predictions afforded by the greater
degree of temporal specificity in comparison to the previous fMRI results [11].
Importantly, we analyze brain activity at much smaller time intervals, up to four times
smaller than the previous fMRI study. For example, Ellamil and colleagues found a
peak in both medial temporal lobe (MTL) and posterior cingulate cortex (PCC) activity
at −2 s relative to thought onset indication, followed by medial prefrontal cortex
activation at 0 s (thought onset) [11]. Using EEG, we were able increase the temporal
specificity from 2 s temporal windows to 500 ms. We expect connectivity to begin
between the MTL and PCC, immediately followed by PCC-MPFC and PCC-lateral
parietal connectivity. This is consistent with a recent intracranial EEG study that found
that MTL-retrosplenial cortex (a region ventrally adjacent to the PCC) phase locking
peaked at around *200 ms following cued autobiographical memory retrieval, with
retrosplenial cortex activity peaking *300 ms later [28]. We expect this to then be
followed by connectivity with the MPFC in virtue of dense MPFC-PCC intercon-
nectivity and frequent coactivation [29], and connectivity with lateral parietal regions
in virtue of previous electrophysiological work indicating PCC and lateral parietal
coactivation during episodic memory retrieval [30].

2 Methods

2.1 Participants and Design

A total of 23 participants took part in the study (13 females; mean age = 31.4 years old,
SD = 5.3). 3 participants had to be excluded either because of too few thought reports
(>20), or because of technical issues with the data acquisition software. Participants
were experienced meditators recruited from the Greater Vancouver area. Minimum
meditation experience cut-off was 500 total hours within the past 2 years (mean
meditation experience = 726.6 h, SD = 374.4 h). Participants received $10 an hour as
compensation.

We employed a within-subjects yoked-control design (Fig. 1), similar to the one
used in Ellamil et al. [11]. Participants engaged in two 10-minute conditions while
sitting in front of a computer monitor: a thought condition (monitoring and reporting
spontaneous thoughts) and a word condition (monitoring and reporting words that
appeared onscreen, yoked to the timing of the thought condition). The two conditions
were completed back-to-back twice, totaling 20 min each (40 min total).
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2.2 Materials

The task and stimuli were implemented and presented using E-Prime 2.0 (Psychology
Software Tools, Sharpsburg, PA, USA). The words and fixation cross appeared as gray
font on a black background.

Word Task Stimuli. Words in the ‘verbal’ list consisted of 30 nouns (e.g., work,
money, family, goals, health) selected from the Edinburgh Associative Thesaurus
(EAT) [31]. The specific words were chosen based on their association with the typical
concerns that constitute the bulk of spontaneous thought content [32]. These included
home and household matters; employment and finance; partner, family, and relatives;
friends and acquaintances; love, intimacy, and sexual matters; self-changes; education
and training; health and medical matters; spiritual matters; and hobbies, pastimes, and
recreation. The ‘visual’ list consisted of 30 nouns (e.g., mountain, beach, rain, sun, pet)
selected from the Medical Research Council (MRC) Psycholinguistics Database [33]
which had imageability, concreteness, and familiarity ratings of 500–700 (on scales of
100 = very low to 700 = very high). The ‘somatic’ list consisted of 30 nouns and
adjectives selected from the EAT that were associated with various body sensations (e.g.,
warmth, tickle, vibration, pressure, pain), whereas the the ‘affective’ list consisted of 30
adjectives associated with various emotions (e.g., happiness, sadness, anger, disgust,
fear, surprise) [31]. Across all types, each word contained 3–10 letters and 1–3 syllables.

2.3 Procedure

Thought Condition. Participants were instructed to focus their attention on an aspect
of their breathing (sensations on the nostrils or the rise and fall of the abdomen)
throughout both conditions. They were told to rest their eyes on a black computer

Fig. 1. A visual representation of the two experimental conditions. Adapted from Ellamil et al.
[11] with permission.
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screen with a white fixation cross in the center. Participants reported when they
detected the onset of a spontaneous thought by pressing ‘I’ on the keyboard, then
immediately indicated the type of thought it was with an additional button press
(I = verbal, J = visual, K = somatic, L = affective). Verbal thoughts were defined as
thoughts that represent an internal narrative and/or that were embedded in terms of
language/inner speech. Visual thoughts were defined as any form of mental imagery or
symbols. Somatic thoughts were defined as thoughts directly related to bodily sensa-
tions. Affective thoughts were defined as thoughts directly related to emotions. These
thought types were chosen to correspond the categories of thought frequently identified
during mindfulness training [34].

Word Condition. For the word condition, participants were also instructed to attend to
their breathing and rest their eyes on a black computer screen with a white fixation
cross in the center. Rather than reporting on thoughts, however, participants were
instructed to press a button when a word was presented on the computer screen. Word
presentation was yoked to the thought condition, matched precisely for timing and type
of thought reported in the preceding thought condition via a real-time algorithm.
Participants were explicitly instructed to read and interpret the word prior to responding
with a button press, and each word stayed onscreen until the first button press. The first
button press was always followed by an asterisk (*) and the second by two asterisks
(**), in order to indicate that the responses were received. Participants were explicitly
told not to report thoughts during the word condition.

3 EEG Acquisition and Analysis

3.1 EEG Recording and Data Pre-processing

EEG was recorded using 60 electrodes on a standard electrode cap (International 10–10
System). The reference electrode was over the right mastoid and electrode AFz served
as the ground. Eye movements were recorded by 4 peri-ocular electrodes. Electrode
impedances were below 10 kX (input impedance of the amplifier was 2 gX).

Prior to analysis, all signals were re-referenced to an average reference and
down-sampled to 250 Hz. Signals were also digitally filtered using the EEGLAB
toolkit in MATLAB [35], to only contain activity within the 1–50 Hz range. The
continuous data were then separated into 10-second time-bins (epochs) time locked to
the thought/word onset button presses (5.5 s prior and 4.5 s after). Distinct sets of
epochs were delineated for each type of thought (verbal, visual, somatic, affective) and
for the word category in general – for a total of 5 conditions, which were used for
comparisons. Epoching was performed in order to remove task-irrelevant inter-trial
activity.

3.2 EEG Source Localization

In order to recover the sources of neural activity responsible for the EEG signals, we
ran independent component analysis (ICA) on the EEG data. ICA is a method of blind
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source separation, which separates the EEG data into apparent neural sources without a
priori constraints. Essentially, ICA takes into account the activity across all 60 channels
of the raw EEG data, and organizes it into a new set of 60 new channels (independent
components; ICs) that are free of the volume conduction that characterizes the raw
scalp EEG [36]. ICs represent non-Gaussian neural sources that are maximally inde-
pendent of each other, as defined by sharing minimal mutual information. Specifically,
the procedure involves iteratively solving a neural network for an IC x channel
‘unmixing’ matrix, U, according to I = UX, where X is the electrode channel x time
data matrix and I is the IC x time matrix of independent component activations. We
computed ICA by using the runica function in EEGLAB, which implements extended
infomax ICA [36].

Once IC’s were derived from the data of all 23 participants (a total of 1380 ICs), we
began the process of pruning and rejecting artifactual and unreliable sources. First, we
localized the neural sources of the ICs using the dipfit algorithm in EEGLab. Electrode
locations were co-registered to the Montreal Neurological Institute (MNI) average
brain, which enabled the production of Talairach brain space coordinates for the IC
dipoles. All ICs with dipoles localized outside of the brain were rejected as artifacts.
We then examined the spectral distributions for all of the included ICs, and rejected the
ICs that significantly deviated from a 1/f distribution; which would be indicative of
non-neural sources of activity such as eye movements or muscle twitches [37].

Clusters were then created using EEGLAB’s k-means clustering algorithm, which
minimizes intra-cluster distances while maximizing the inter-cluster distances, based on
each IC’s location in Talairach brain space. Large values of k relative to the number of
ICs yield many small, highly localized, clusters with only a few ICs per cluster,
whereas small values of k yield a few large, diffuse, non-localized, clusters with many
ICs per cluster. We investigated a range of k-values from 10 to 20, and ultimately
settled on a k-value of 13: thirteen clusters composed from a total of 289 valid ICs

Fig. 2. EEG data analysis pipeline. Event-related spectral perturbations (ERSPs) and
event-related potentials (ERPs) were excluded from discussion in the present paper.
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(ranging from 11 to 17 ICs contributed by each participant). Importantly, other k-values
within this range produced highly similar results.

In addition, we compared these results to the clusters generated by a seed-based
cluster analysis. This analysis generated clusters based on their Euclidean distance from
apriori ROIs (distance <3 cm), as defined based on the Talaraich coordinates of the
peak activations from Ellamil et al. [11]. We compared the clusters across these two
analyses in order to better determine sources of convergence and divergence between
our results and those of the original fMRI study.

We then selected the six IC clusters that best overlapped between the two cluster
analyses, based on their putative relationship with spontaneous thought-relevant pro-
cessing. Although several of the unselected clusters are also of some interest, their ICs
were not analyzed further in the interest of our focus on spontaneous thought and of
minimizing statistical error. We pruned these six clusters to contain only the most
representative IC from each participant, which consisted in choosing the IC in closest
proximity to the centroid and with the best fit to a single dipole. In a few ambiguous
cases, we also examined scalp maps and event-related spectral perturbations to
determine the inclusion of a particular IC over another.

It is important to emphasize here that dipole localization and clustering is for
interpretational purposes only, and has no bearing on the subsequent spectral and
connectivity analyses. These subsequent analyses are computed solely on the basis of
the statistically derived IC activations themselves.

In order to decompose the broadband signals into their component frequencies, we
applied wavelet analyses on all of the included ICs. Specifically, a Morlet wavelet
analysis on each IC time series yielded wavelet coefficients of the sinusoidal oscilla-
tions between 1 and 50 Hz, from which phase at each time-frequency point was cal-
culated to be used in computing phase synchrony analyses.

3.3 Phase Synchrony Analysis

In order to assess functional connectivity (an index of information sharing) between
regions, we conducted phase synchrony analyses. To do this, we computed
phase-locking values (PLVs) between IC pairs of interest, each of which were localized
to a specific brain region. PLVs were computed via the following formula [35]:

PLV1;2 f ; tð Þ ¼ 1
N

XN

k¼1

W1;k f ;tð ÞW�
2;kðf ; tÞ

jW1;k f ;tð ÞW2;k f ; tð Þj

where Wi,k(f,t) are the wavelet coefficients for each time point, t, and frequency, f, for
each IC, i, and k = 1 to N is the index of epochs. The PLVs as computed by this
equation represent the degree to which the phase differences between signals at a
specific oscillatory frequency are constant across trials. PLVs can range from 0 to 1,
where 0 indicates a total absence of phase locking, and 1 indicates that the phase
difference between two ICs at any given time point remains constant across all trials.
Due to neural noise, only 0 < PLV < 1 is expected from any time series of brain
activity.
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We first identified the ICs from participants that were common to both clusters and
then computed PLVs across all cluster pairs, across all conditions (verbal thought,
somatic thought, affective thought, visual thought, word condition), and all frequency
bands. We then ran t-tests comparing the PLVs between each thought condition and the
word condition. This gave us a PLV/time two-dimensional matrix for each comparison
(a total of four), for each region pair. We then looked at each frequency band separately
(theta, alpha, beta, gamma). Ultimately, for the scope of this paper we decided to focus
on the alpha frequency band for subsequent analyses. The reasoning for this was
two-fold. First, previous work has indicated that alpha processing plays a critical role in
attentional processes [38–40], and also in internally-oriented processing [38, 41].
Second, and in line with the abovementioned findings, activity in the alpha band
displayed the greatest amount of significant activity around the events of interest.

Looking at the alpha frequency band, we calculated the maximum t value at each
time point (i.e., across its component frequencies; 8–12 Hz). This was to determine the
most significant point in this frequency band at a given point in time; allowing us to
collapse across the band to one t value per time point. We then determined whether
each of these maximum t values was statistically significant at p < 0.01. This gave us a
binary output: 0 if not statistically significant, 1 if statistically significant.

Next, we did a chi-squared analysis as a means to measure synchrony over time in
500 ms time-bins. This analysis technique and time-bin length was chosen in order to
overcome limitations associated with the number of trials we received. We looked at
time bins of 500 ms, from 4 s pre-button press to the button press. Chi Squared tests
were used to determine whether the proportion of significant time points (the number of
1 s from the t value analysis) within a given time bin was significantly greater at
p < 0.01 in one condition relative to a comparison. We compared each individual
thought condition relative to the word condition, and the word condition relative to the
thought condition as a whole. As an additional check, the condition in question also
required at least one instance of a full cycle (133 ms for alpha) of consecutive sig-
nificant time points within the time bin to be considered significant. This was to control
for spurious inconsistent time points of significance within a time bin. Ultimately, these
tests indicate whether one condition is exhibiting higher connectivity between a given
region pair, during a given time bin.

4 Results

4.1 Behavioral Results

Before addressing our main research questions, we first assessed the frequency and
types of thoughts reported by the meditators. Participants reported a mean of 46
thoughts (2.3 thoughts per minute). Verbal thoughts were the most common (40%),
followed by somatic (37%), visual (16%), and affective thoughts (7%). As mentioned
in the methods, the words were yoked to the reported thoughts in the preceding thought
condition and thus had the same frequency and distribution. The trials for each indi-
vidual thought type were collapsed (into four groups), and all of the words types were
collapsed into one group. In subsequent analyses, we focused on the verbal thought
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type due to their high frequency (most common) and comparability with the word
condition, where participants were asked to interpret the meaning of a word.

4.2 EEG Sources Converge with Neuroimaging Data

Next, we determined whether the sources of neural activity recovered from the EEG
data spatially aligned with the regions implicated by previous fMRI investigations of
spontaneous thought. Specifically, we assessed whether prominent clusters localized
using EEG converged with regions from Ellamil et al. [11]. In line with our hypotheses,
a number of the clusters that were recovered through the ICA, dipole fitting, and cluster
analysis exhibited high spatial correspondence to regions previously identified with
fMRI using the same paradigm (see Table 1 and Fig. 2) [11]. The scalp maps of the ICs
indicated single dipole sources (Fig. 3), which further suggests that these locations
represent compact cortical generators [42]. Convergence between our EEG analyses
and previously reported hemodynamic results strongly suggests that we have indeed
identified reliable regions of spontaneous thought-related activity.

Table 1. Talaraich coordinates for the centroid of recovered neural source clusters.

Region Talaraich coordinates (centroid)
L/R/M BA x y z

Medial frontal gyrus (MPFC) M 10 −3 47 25
Dorsal anterior cingulate M 32 −8 2 36
Middle frontal gyrus (DLPFC) L 9 −30 37 31
Insula R 13 43 −12 16
Posterior cingulate cortex M 31 −19 45 21
Superior temporal gyrus L 22 −62 −12 1

40%

37%

16%

7%

Thought Types

Verbal

Somatic

Visual

Affective

Fig. 3. Thought type frequencies.
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However, one notable absence was evident: our analyses did not localize a medial
temporal lobe (MTL) cluster. On the one hand, this is surprising given that MTL
activity prior to thought onset was a primary finding in the previous fMRI study of the
same paradigm [11]. MTL regions are consistently recruited by spontaneous thoughts,
and are associated with a number of relevant mnemonic processes [1, 8, 43, 44]. On the
other hand, the absence of MTL activity makes sense given the relatively poor ability
of EEG to detect signals from deeper brain regions. EEG detects the scalp distribution
of the aggregate electrical charge of sets of neurons (dipoles). Due to the conductivity
of neural tissue, a charge generated by a deeper structure will spatially spread on the
way to the surface, and will therefore have weaker detectability (and localizability) at
the scalp [45]. As such, due to the location of MTL regions deep below the cortical
surface, it would require a very strong and consistent activation for them to be detected
by EEG. This kind of activity may not have been feasible with the current paradigm
and/or with the number of trials we observed. Future studies should further explore
whether EEG can detect MTL structures in relation to spontaneous thought.

4.3 Functional Connectivity over Time

Our second research question was addressed using phase synchrony analyses, which
allowed us to observe changes in interregional functional connectivity (i.e., information

       Medial Frontal Gyrus                    Posterior Cingulate              Left Middle Frontal Gyrus 

Right Insula Dorsal Anterior Cingulate Left Superior Temporal Gyrus 

Fig. 4. Cluster locations on a Talaraich brain. Blue circles represent independent components,
and the red circle is the centroid. (Color figure online)
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sharing) over time. We were specifically interested in contrasting the significant activity
that occurred in small windows prior thought to onset. This was done using two key
comparisons: (1) all words vs. all thoughts, and (2) verbal thoughts vs. all words.

We focused on connectivity between the IC clusters that exhibited high spatial
overlap with regions previously detected with fMRI. As mentioned in Sect. 3.4, we
investigated four time-bins of 500 ms leading up to thought onset to give us
finer-grained temporal resolution compared to the previous fMRI investigation. Our
chi-squared analysis (see Sect. 2) gave us connectivity matrices, which were then
projected onto three-dimensional brains (see Figs. 5 and 6 for results projected on an
MNI brain). In Figs. 5 and 6, lines are drawn between two regions when the com-
parison condition (i.e. Fig. 5: all words, Fig. 6: verbal thoughts) significantly differs
from the control condition (i.e. Fig. 5: all thoughts, Fig. 6: all words). More specifi-
cally, lines indicate there was (1) a significantly greater proportion of time points of
significant alpha-band synchrony between those two regions and (2) at least one
instance of a full alpha cycle’s worth of consecutive significant time-points.

Comparing all words vs. all thoughts ultimately served as a check of method-
ological validity. Based on previous studies of word reading and evaluation [10, 46],
we should see consistent LSTG connectivity with DMN midline and executive region
involvement. For this comparison (Fig. 5), we used a time window of −1.5 s to the
button press. This window was chosen due to the fact that individuals indicated word
onset at a mean of 1128 ms following word presentation. Indeed, LSTG connectivity
was consistent with our predictions, providing evidence for our methodological
approach.

-1500 to -1000ms   -1000 to -500ms -500 to 0ms

Fig. 5. Greater alpha synchrony for all words relative to all thoughts.

-2000 to -1500ms     -1500 to -1000ms  -1000 to -500ms  -500 to 0ms

Fig. 6. Greater alpha synchrony for verbal thoughts relative to all words.
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The verbal thoughts vs. all words comparison is the key analysis interest. A time
window of −2 s relative to the button press was used for the verbal thoughts vs. all
words comparison. We chose this window because there was very sparse significant
connectivity prior to this window of time; consistent with participants focusing on their
breath during this time. In line with our general hypotheses, we observed a progression
of DMN connectivity followed by greater executive region recruitment closer to
thought onset. Also, we interestingly found consistent significant connectivity between
putative ‘salience network’ [47] network regions.

5 Discussion

5.1 Overview

Following up on an fMRI study that employed the same behavioral paradigm [11], we
used EEG to investigate the neural dynamics underlying the generation and attentional
appraisal of spontaneous thoughts. Specifically, we characterized the temporal
dynamics of connectivity between the associated brain regions in the 2 s leading up to
indications of thought onset. Notably, and as hypothesized, ICA and dipole fitting
revealed sources of neural electrical activity that were highly convergent with activa-
tion peaks found in the original fMRI study (Fig. 4 and Table 1) [11]. This study is the
second to use this EEG source localization procedure to identify putative spontaneous
thought-related neural activity [26]. With these regions of spatial correspondence
recovered, we then conducted functional connectivity analyses. In particular, we
examined the temporal dynamics of interregional alpha-band phase synchronization, a
frequency band for which oscillations have been associated with attention [38–40] and
internally-directed processing [38, 41]. These analyses revealed a general trajectory
that begins with DMN midline and salience network connectivity, followed by the
subsequent incorporation of language and executive regions (Fig. 5), which was
generally in line with our hypotheses.

5.2 Major Findings

We recovered six sources of electrical brain activity that have general spatial corre-
spondence to spontaneous-thought related regions found by the previous fMRI study
(Fig. 2), which included DMN regions (MPFC and PCC) [8], salience network regions
(DACC and RINS) [47], a language processing region (LSTG) [48], and an executive
region (DLPFC) [27]. As mentioned, we analyzed changes in significant connectivity
between these regions (in pairs) in 500 ms time-bins, from −2 s to indications of
thought onset.

Although we did not recover any MTL activity as hypothesized, we observed
connectivity between the MPFC and PCC early in the thought generation process
(−2000 to −1500 ms). As mentioned, the PCC is highly structurally and functionally
connected with the MTL [29], and was coactivated with the MTL in the original fMRI
study [11]. It has also been found to activate in response to a variety of episodic
memory-based tasks [44]. This offers the interpretation that the PCC may serve as a
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(likely temporally delayed) proxy of MTL activity. Further support for this comes from
the recent intracranial EEG finding that MTL-retrosplenial cortex phase locking
occurred early during autobiographical memory retrieval [28].

The MPFC-PCC connectivity may represent the initial evaluative processing and
affective valuation of the spontaneously arising mental content [8]. The concurrent
connectivity between the RINS and DACC may indicate initial bottom-up salience
processing of this mental content [49]. Interestingly, the RINS also indicated significant
connectivity with the PCC. Although causal directionality cannot be inferred based on
the current analyses, it is intriguing to consider whether the RINS could be engaging its
putative network switching role in this instance by recruiting the PCC to switch from
external to internal processing in response to emerging mental content [49].

The second following time-bin, −1500 to −1000 ms, features LSTG connectivity
with the RINS and PCC. We interpret the LSTG-PCC coupling as possibly repre-
senting a form of linguistic encoding of thought content, consistent with the LSTG’s
role in language processing [48]. Underscoring this interpretation, comparisons with
other thought types (not presently discussed) revealed that LSTG-PCC coupling only
occurred in relation to verbal thoughts. The LSTG-RINS connectivity during this
time-bin may be indicative of the RINS signaling the need for LSTG thought encoding,
as a result of salience tagging [49].

The time-bin from −1000 to −500 ms uniquely includes DLPFC-MPFC connec-
tivity, which may represent evaluative processes occurring on the emergent mental
content; consistent with past work implicating these regions in thought evaluation [10].

The final 500 ms immediately preceding the thought onset-button presses, may
pertain to the conscious attentional/emotional appraisal of the thought culminating in
the decision to report via button press. The RINS-DLPFC connectivity found here very
likely indicates salience network recruitment of the executive network in the initiation
of the required behavioral response [27, 49].

5.3 Limitations and Methodological Considerations

There are a number of notable limitations to the present study. Firstly, although the
recovered sources had high spatial correspondence to the results of an fMRI studying
using the same paradigm, it is impossible to be certain that they represent the same
activity. Moreover, since each measure has its basis in a different indicator of brain
activity (i.e., electrical vs. hemodynamic), it is unclear whether exact spatial overlap is
to be expected or required for the validation of the EEG results. Our use of EEG source
localization combined with a measure of the temporal progression of interregional
synchrony is, to our knowledge, the first of its kind as applied to spontaneous thought.
As such, this study was as much a proof-of-principle methodological evaluation as it
was a study of spontaneous thought. The correspondence and interpretability of the
results in relation to previous research is suggestive, but further research employing a
similar set of analyses is required to validate the approach.

Another limitation corresponds to the use of meditator’s self-reports to index the
onset of spontaneous thought. Although we specifically only recruited individuals with
a moderate to high amount of meditation experience (range: *500–2000 h), it was not
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possible to evaluate the accuracy with which they were able to report the emergence of
a spontaneous thought. Additionally, it was also not possible to objectively evaluate
their meditation expertise and validate the hours of experience that they claimed to
possess. We were also limited in our analyses due to the relatively low amount of trials.
This precluded our ability to characterize differential patterns of activity for each
individual thought type, may have also contributed to our inability to detect MTL
regions, and limited us to 500 ms time-bins.

6 Concluding Remarks

Our results are generally consistent with those of Ellamil et al. [11] and additionally
move beyond them to provide a more fine-grained temporal analysis of the neural
dynamics underlying spontaneous thought. The electrophysiological dynamics
revealed by EEG appear to share similar sources to the regions found in the original
study, but the sequence of connectivity revealed at the millisecond level indicate that
there may be important specificities that are overlooked by fMRI. These results
underscore the neural heterogeneity of different temporal stages of spontaneous
thought, and the need for additional studies in characterizing their dynamics. Our
results also suggest that EEG spatial localization combined with phase synchrony
analysis may constitute a useful approach to study the neural dynamics of spontaneous
thought. Overall, the present study, in addition to Ellamil et al. [11], suggests that the
neural correlates pertaining to the temporally distinct processes of thought generation,
crystallization, and appraisal can be differentiated, and future research is needed to
further fractionate the complex dynamic process of spontaneous thought.
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Abstract. Transfer learning (TL) has gained significant interests recently in
brain computer interface (BCI) as a key approach to design robust predictors for
cross-subject and cross-experiment prediction of the brain activities in response
to cognitive events. We carried out in this.aper the first comprehensive inves-
tigation of the transferability of deep convolutional neural network (CNN) for
cross-subject and cross-experiment prediction of image Rapid Serial Visual
Presentation (RSVP) events. We show that for both cross-subject and
cross-experiment predictions, all convolutional layers and fully connected layers
contain both general and subject/experiment-specific features and transfer
learning with weights fine-tuning can improve the prediction performance over
that without transfer. However, for cross-subject prediction, the convolutional
layers capture more subject-specific features, whereas for cross-experiment
prediction, the convolutional layers capture more general features across
experiment. Our study provides important information that will guide the design
of more sophisticated deep transfer learning algorithms for EEG based classi-
fications in BCI applications.

Keywords: Transfer learning �Deep convolutional neural networks �EEG signals

1 Introduction

Rapid Serial Visual Presentation (RSVP) is a widely used EEG-based brain computer
interface (BCI) paradigm designed to study human brain response to time-lock rare
target stimuli [1]. RSVP has also found many applications including BCI keyboard,
smart learning, etc. Like in most BCI systems, designing robust classifier for accurate
prediction of RSVP target event from EEG measurements is a crucial component and it
has benefited from the advancement in machine learning and signal processing. While
the XDAWN filter [2] and Bayesian linear discriminant algorithm (BLDA) [3]
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represent two state-of-the-art shallow algorithms for RSVP target event classification,
deep learning has also gained much interest for this classification recently. To this end,
we have conducted comprehensive investigations of convolutional neural network
(CNN) models and showed that the spatial-temporal CNN (STCNN) model can achieve
considerable performance improvement over both XDAWN and BLDA in predicting
RSVP events, [4] demonstrating the ability of deep learning to learn robust and
complex EEG discriminate features.

To achieve this improved performance, deep learning requires a large amount of
training data. However, collecting large training data for a single user is expensive and
laborious. Prolonged BCI training time can also induce fatigue, thus deteriorating user
performance. It is therefore desirable to integrate data from other subjects performing
the same or similar BCI experiments. However, it is well known that there is a large
variation in individual brain responses to the same stimuli and brute-force combing
data from different subjects might degrade rather than improve the performance.
Instead, transfer learning [5–7] provides a principle paradigm for identifying and
adapting discriminate information in data across different subjects or experiments to
help improve subject-specific classification performance. However, developing deep
learning based transfer learning algorithms for RSVP event prediction and general
EEG-based classification is still an open topic, yet to be investigated.

Because of the nature of deep learning algorithm and architecture, transfer deep
learning models can be easily implemented through its fine tune process. However,
fine-tuning does not always lead to improved performance and an important investi-
gation of feature transferability of CNN models for image recognition [11] has showed
that the transferability decreases with layers, where the lower convolution layers tend to
learn general features more transferable and higher fully connected layers are more
likely to learn less transferable, task-specific features. This result has inspired new deep
transfer learning algorithms such as deep adaptive network that optimize the trans-
ferable features in CNN.

However, the extent to which the STCNN (as a deep convolutional neural network)
layers can be transferred and if the transferability result for image recognition still holds
for RSVP event prediction and general EEG-based classification are unclear. To answer
this very important question, in this work, we investigate how transferable the layers of
STCNN are. Specifically, we determine if the features learned in each layer of the
STCNN are general to different subjects or experiments or subject-/experiment specific
in the case of RSVP event prediction. We investigated both cross-subject and
cross-experiment predictions and interestingly, we showed that the fully connected
layer features are specific features and cannot be transferred. On the other hand, the
convolution layer features are extracting some general features but are not completely
general. In addition, transferring the features from source domain to target domain and
performing fine-tuning result in the best classification in target domain.

The rest of this paper is organized as follows. In Sect. 2, we introduce the datasets
used for this investigation. In Sect. 3, we explain the STCNN architecture for RSVP
event classification. In Sect. 4, we discuss the procedures of our investigation of feature
transferability in different layers of the STCNN and demonstrate the results for both
cross-subject and cross-experiment predictions. Concluding remarks are provided in
Sect. 5.
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2 Description of Data

In this work, we used EEG data from three RSVP experiments to study STCNN feature
transferability for both cross-subject and cross-experiment event prediction. In an
RSVP experiment, subjects are asked to identify a target image from a continuous burst
of image clips presented at a high rate. The target image can be predefined or decided
by certain rules. Subjects EEG signals are recorded during this process. The patterns in
EEG signals are different when the subject is presented with target or non-target
images. Three different RSVP data sets used in this work are CT2WS [19], Static
Motion [20] and Expertise RSVP [24]. In the CT2WS RSVP experiment, short
grayscale video clips as target and non-target stimuli (targets are moving people or
vehicles, and non-targets are plants or buildings) are presented at 2 Hz (every 500 ms).
The experiment included 15 subjects, where each subject participated in a 15-min.
session, where EEG data were recorded by Biosemi device with 64 channels, at
sampling rate of 512 Hz. In the Static motion RSVP experiment, target and non-target
images static images presented at speed of 2 Hz. 16 subjects have taken part, where
each subject participated in a 15-min. session, and EEG data were collected with a
Biosemi headset with 64 electrodes at a sampling rate 512 Hz. The Expertise RSVP
experiment consists of a 5-Hz presentation of color images of indoor and outdoor
scenes, where the target images come from one of following five categories: stair,
container, poster, chair, and door [25]. The experiment consists of 10 subjects, where
each subject participated in 5 sessions of 60-min. presentation. EEG data were
collected with Biosemi EEG headsets with 256 electrodes at a sampling rate of 512 Hz.
The data from all three datasets were first band-pass filtered with a bandwidth of
0.1–55 Hz to remove DC and electrical noise and then down-sampled to 128 Hz to
reduce feature dimension and cover the whole frequency band after filtering. For
Expertise RSVP, only 64 channels (based on the 10–20 system) were selected. Fol-
lowing the procedure described in [17], one-second epochs of the EEG samples
time-locked to each target/non-target onset were extracted for all subjects, where the
size of each EEG epoch is 64 � 128. For cross-subject prediction, we used Exper-
tise RSVP. Specifically, we called samples from subject 1 to 5 including 65831 epochs
as dataset A and those from subject 6 to 10 including 62553 epochs as dataset B. For
cross-experiment prediction, we combined the EEG epochs from CT2WS and Static
Motion data sets which contain 21680 EEG epochs and we call this C data set.

3 Spatial-Temporal CNN for RSVP Event Prediction

In this section we provide the explanation for STCNN architecture and also how the
transfer learning can be performed by STCNN.

3.1 Architecture of Spatial-Temporal CNN

We discuss next the architecture of spatial-temporal convolutional neural network
(STCNN), a deep learning model for classification of the RSVP EEG data sets [7–13].
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STCNN is a CNN model, specially designed in order to extract spatial correlations and
local temporal correlations of the EEG signals. STCNN similar to regular CNNs
structure includes convolutional layers as feature extractors and fully connected layers
(FC) on top of the neural network as classifier. Let v 2 RM�1 denote an input vector
with M ¼ C � T , where both C (channel size) and T (time samples) are 64 in this case.
Also, let Wpq

ct represent the cth and tth weight of the pth feature map for hidden layer k
and qth feature map for hidden layer k � 1, where c ¼ 1; . . .; c0, t ¼ 1; . . .; t0 with
c0 � t0 as the kernel size and p = 1,…,P, q = 1,…,Q, where P, Q are feature map sizes
(FMS) as hyper-parameters to be learned. Then, the pth FM at the output of the
convolutional layer is:

convolution vð Þpct¼ ReLU
XQ

q¼1

Wpq
ct � vct þ bp

 !
ð1Þ

where vct is input element corresponding to the EEG measurement from channel c at
time t, ReLU represents the rectified linear function [19, 20] f xð Þ ¼ maxð0; xÞ. Asterisk
sign is convolution operation as Wpq

ct � vct ¼ Rc0
u¼�c0R

t0
v¼�t0W

pq
ct vc�u;t�v and bp is the bias

parameter for pth feature map. We can see from (1) that the kernel filters for all channels
at time t form a spatial filter. After the convolutional layer, an MLP is added to combine
all FMs for prediction of target/non-target events. In current design which is specific for
EEG signals STCNN contains two convolution layers to capture both spatial and
temporal correlations in EEG signals. In the first convolutional layer, kernels of size
64 � Conv1W (c0 ¼ 64; t0 ¼ Conv1W) is applied to sub-epochs, where each kernel
slides in the whole epoch from the start to the end to generate a
1 � (128-Conv1W + 1) feature map [21–23]. Figure 1 shows the structure of the
STCNN.

Fig. 1. STCNN architecture. A. The designed CNN architecture. There are N convolution layers
and blue boxes are convolution operations, where the texts inside represent [kernel shape]=MP
width � feature map size. “FM” denotes feature map. B. The detailed architecture of the DNN
Module in A. The gray ovals are hidden units. (Color figure online)
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3.2 Transfer Learning with Spatial-Temporal CNN

Suppose that we have two datasets, generated from the same experiment but for dif-
ferent subjects or from two similar experiments (e.g. two RSVP experiments). Par-
ticularly, we call them as source and target domain datasets separately. We further
assume that a STCNN has been trained by using the source domain dataset. The goal of
transfer learning is to train another STCNN by using the target domain dataset and by
transferring the architecture and common features from source domain STCNN.
Common features between source and target domain refers to the features learned by
STCNNs that are general across these two domains. To perform transfer learning with
STCNN, we consider in the paper simple weight transfer and fine-tuning, i.e., we copy
the weights of the source domain STCNN to the target domain STCNN and then
perform fine tuning. The weight transfer can be carried out by layers. The investigation
of transferability of a layer is to study if the source domain weights in this layer contain
general or task-specific features. We investigate two approaches. In the first approach,
we transfer the weights of a certain layer and fix them in target domain model, which
means that the transferred weights will not change and no fine-tuning will be performed
on them when the target domain STCNN is trained. We call the first approach “Frozen
(fixed) transferred layer approach”. For the second approach, we can transfer the
weights of a layer from source domain STCNN to target domain model and then that
transferred layer gets fine-tuned while the target domain STCNN is being trained. We
called the second approach the “fine-tuned transferred layer approach”.

4 Results

In this section, we show the results on the transferability of STCNN for both
cross-subject and cross-experiment predictions. We used area under the curve
(AUC) as a measurement of the prediction performance. To obtain an AUC for an
algorithm, a 10-fold cross validation (CV) was performed, where for each CV, the data
were randomly separated into 10 equal sized parts with one part used for validation and
the remaining 9 parts used for the trained the model. This is done 10 times and the
average performance is considered as classification performance of the model. In fol-
lowing sections, we first show the baseline performance of STCNN and other
state-of-the-art shallow algorithms and then present the results on the transferability of
STCNN for both cross-subject and cross-experiment predictions.

4.1 Baseline Performance of STCNN

We first evaluated the baseline performances of STCNN in dataset A, B and C,
respectively, and compared with the state-of-the-art shallow learning algorithms
including Bagging, XDAWN-LDA (XLDA) and LDA. Figures 2, 3 and 4 show the
classification AUC performances for dataset A, B and C, respectively. They show that
STCNN outperforms all three tested shallow machine learning algorithms in all three
datasets. STCNN has the highest gain in dataset B, where it achieved *8%
improvement.
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4.2 Investigation of STCNN Transferability for Cross-subject Prediction

In this section, we investigate how transferable are the weights learned in different
layers of the STCNN for cross-subject prediction. In this case, we first train a STCNN
model using a source domain dataset and our goal is to transfer this model to a target
data set. Apparently in cross-subject prediction the source domain contains the EEG
epochs of the subjects, which are not seen in target domain and source domain and
target domain contain completely different subjects. In order to study the transfer
learning for cross subject prediction, we alternate dataset A and B as source and target
datasets.
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Fig. 2. AUC classification performances for dataset A.
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Fig. 4. AUC classification performances for dataset C.
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In the following, we used AnB(+) and BnA(+) to represent how the transfer
learning is being performed, where AnB means that A is the source domain, B is the
target domain, there are n transferred layers and If “+” is also included, then the
transferred layers are also fined-tuned. Figure 5 depicts the results for transferring from
A to B. The green dot (Base B) is the baseline classification performance of the
STCNN trained only using dataset B. The blue dots which are named AnB show
the performance of the frozen transferred layer approach and the red dots AnB+ show
the performances of the fine-tuned transferred layer approach. We can see that AnB
performance drops continuously from the convolutional layers to the fully connected
layer, comparing with the baseline performance, where the drops in convolutional
layers are higher than in fully connected layers. This suggests that all the layers contain
subject-specific features, where convolutional layers seem to capture most of these
subject-specific features as performances of frozen fully connected layers does not
induce too much drop anymore. The fact that the largest performance drop is about 5%
also suggests that all layers also contain a significant amount of general information.
This is confirmed by the results of the fine-tuned transferred layer approach (AnB+),
where fine-tuning after weights transfer significantly improves the performance and the
improvement is pronounced particularly for the convolutional layers. Moreover, when
all the layers are transferred and fine-tuned, the highest classification performance
73.28% is achieved, which is 2.69% higher than the baseline performance.

Figure 6 shows the results of transferring from B to A. Very similar results can be
seen in this case. In addition, fine-tuning of all transferred layers results in the highest
classification performance 72.42%. Taken together, the results show that for
cross-subject predictions, both convolutional and fully connected layers in STCNN
contain both general features that can be transferred and subject specific information
that cannot be transferred. It is notable that fine-tuning of all the transferred layers using
the target domain data achieves the best performance and improves the baseline
performance.

Fig. 5. AUC classification performance of the target domain B when the features transferred
from source domain A. (Color figure online)
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4.3 Experimental Results for Cross-experiment Transferability Study

In this section, we study the cross-experiment transferability with STCNN. In this case,
we consider dataset C as the source domain and A and B are considered two individual
target domain datasets. Figures 7 and 8 depict the transferability from C to A and B,
respectively. Once again, the green dot is baseline performance trained with only the
target domain data. The blue dots named CnA and CnB show the results for the frozen
transferred layer approach and the red dots in CnA+ and CnB+ show the results for the
fine-tuned transferred layer approach. From CnA and CnB we observe again that the

Fig. 6. AUC classification performance of the target domain A when the features transferred
from source domain B.

Fig. 7. AUC classification performance of the target domain A when the features transferred
from source domain C. (Color figure online)
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performance drops with layers, suggesting that all layers learn experimental-specific
feature. However, this time there is a lot less amount of drop in convolutional layer;
there is almost no significant drop in convolutional layers for C to A. This suggests that
the convolutional layers capture a significant portion of features that are general across
two different RSVP experiments. In contrast, the fully connected layers contain more
experiment-specific features. Since both convolutional and fully connected layers
contain experimental specific features, as expected fine-tuning improves the perfor-
mance and once again fine-tuning of all layers obtains the highest performance 77.24%
and 74.38% for transferring from C to A and B respectively.

5 Conclusion

In this work, we studied the transferability of STCNN layers in performing for
cross-subject and cross-experiment classification of RSVP target and non-target events
using EEG data. We showed that for both cases, all convolutional layers and fully
connected layers contain both general and subject/experiment-specific features. For
cross-subject prediction, the convolutional layers capture more subject-specific fea-
tures, whereas for cross-experiment prediction, the convolutional layers capture more
general features across experiment. This suggests that the convolutional layers are more
likely transferable for cross-experiment predictions. Previously, it has been shown for
image recognition that convolutional layers contain general features that can be
transferred. Apparently, for EEG based BCI classification, the characteristics of
transferability is more complicated. Nevertheless, we show that fine-tuning can
improve the baseline performance, which suggests that transfer learning with STCNN
has the ability to transfer general features from source domain to improve the per-
formance in the target domain for EEG based classification. This study represents the

Fig. 8. AUC classification performance of the target domain B when the features transferred
from source domain C. (Color figure online)
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first comprehensive investigation of CNN transferability for EEG based classification
and our results provide important information that will guide the design of more
sophisticated deep transfer learning algorithms for EEG based classifications in BCI
applications.
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Abstract. Over the past ten years there has been a rapid increase in the number
of portable electroencephalographic (EEG) systems available to researchers.
However, to date, there has been little work validating these systems for
event-related potential (ERP) research. Here we demonstrate that the MUSE
portable EEG system can be used to quickly assess and quantify the ERP
responses associated with visuospatial attention. Specifically, in the present
experiment we had participants complete a standard “oddball” task wherein they
saw a series of infrequently (targets) and frequently (control) appearing circles
while EEG data was recorded from a MUSE headband. For task performance,
participants were instructed to count the number of target circles that they saw.
After the experiment, an analysis of the EEG data evoked by the target circles
when contrasted with the EEG data evoked by the control circles revealed two
ERP components – the N200 and the P300. The N200 is typically associated
with stimulus/perceptual processing whereas the P300 is typically associated
with a variety of cognitive processes including the allocation of visuospatial
attention [1]. It is important to note that the physical manifestation of the N200
and P300 ERP components differed from reports using standard EEG systems;
however, we have validated that this is due to the quantification of these ERP
components at non-standard electrode locations. Importantly, our results
demonstrate that a portable EEG system such as the MUSE can be used to
examine the ERP responses associated with the allocation of visuospatial
attention.

Keywords: EEG � ERP � Attention � Visuospatial attention � Portable
technology

1 Introduction

The collection of electroencephalographic (EEG) data used to be associated with
expensive (>$25,000 USD), large electrode array systems. However, in the past ten
years there has been a rapid increase in the availability and number of “low-cost” EEG
systems available to researchers. However, what remains problematic is the extent to
which these low-cost systems record data of sufficient quality for research purposes.
Indeed, in a seminal paper Picton and colleagues [2] outlined standards that a “research
grade” EEG system needed to have to be able to record a level of data quality necessary
to allow collection of event-related brain potential (ERP) data. In particular, the Picton
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group [2] noted that electrode type, electrode quality [3, 4], number of electrodes [5],
and amplifier specifications [6] all had minimum values that were necessary to meet a
sufficient research standard. Initially, the low-cost systems that were available to
researchers did not meet these standards and as such there was a paucity of published
research using these systems. However, in recent years the quality of low-cost EEG
systems has improved sufficiently that there is now a small, but rapidly increasing
number of studies that have successfully used low-cost EEG systems to conduct ERP
research [7–14].

Electroencephalography provides an excellent methodology for examining human
visuospatial attention. Indeed, given the excellent temporal resolution of the technique,
EEG and more specifically, ERPs provide a means to directly examine neural responses
and their sensitivity to the allocation of attentional resources. While there are a myriad
of ERP components that have been shown to be sensitive to attentional processing, here
we will focus on two specific components – the N200 and the P300.

1.1 The N200

The N200 ERP component is a negative going deflection in the ERP waveform that
occurs between 180 and 300 ms post stimulus onset [15] with the scalp topography
depending on the how the N200 is elicited. Specific to the present study, the N200b
([16]: simply referred to in this paper as the N200) has a topography that ranges from
central to posterior and is evoked by the occurrence of infrequent stimuli during
performance of the visual oddball paradigm. Indeed, the amplitude of the N200 is
sensitive to target frequency – thus it is evoked by any stimulus but is increasingly
more negative with increasing target rarity. Changes in the amplitude of the N200 have
been yoked to visual attention [17]. Specifically, the amplitude of the N200 evoked
during oddball paradigms is typically reduced when the target is stimulus is not being
attended.

1.2 The P300

The P300 ERP component reflects a positive, posterior deflection in the ERP waveform
that can be as early as 300 ms post-stimulus onset but that can be observed as late as
800 ms post-stimulus onset [1]. Seminal work on the P300 associated it with
context-updating [18]. The context-updating hypothesis posits that the P300 is sensitive
to an updating of an internal model of the world, and as a result, it is sensitive to
changes in stimulus frequency. The P300 is also a marker for visuospatial attention.
Specifically, previous research [19, 20] has shown that the amplitude of the P300 is
reduced for non-attended stimuli. In this manner, the P300 is reflective of underlying
attentional processes, even if it is not a direct measure of visuospatial attention itself.
Indeed, the amplitude of the P300 has been shown to be proportional to the amount of
attentional resources that are available for stimulus processing [21, 22].
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1.3 Hypotheses

In the present study we wanted to determine whether or not the MUSE EEG system
(www.choosemuse.com) was capable of quantifying two ERP components associated
with visual processing and the allocation of visuospatial attention, the N200 and the
P300. As noted above, both the N200 and the P300 have been shown to be sensitive to
the allocation of attentional resources. Here, participants completed a standard visual
oddball task while EEG data was recorded via a MUSE EEG system. Importantly, our
experimental setup was such that task presentation and data collection were completed
on a single Macbook Air laptop. Our hypothesis was simple, we predicted that the
MUSE EEG system would be able to record data of sufficient quality that the N200 and
the P300 ERP components would be visible in the grand average ERP waveforms.
Further, we predicted that a standard mean peak detection analysis would be able to
statistically verify N200 and P300 ERP component existence.

2 Methods

2.1 Participants

Sixty undergraduate students (n = 60; 34 female, mean age: 21) from the University of
Victoria participated in the experiment. All participants had normal or corrected-
to-normal vision, no known neurological impairments, volunteered for extra course
credit in a psychology course and provided informed consent approved by the Human
Research Ethics Board at the University of Victoria. The study followed ethical
standards as prescribed in the 1964 Declaration of Helsinki. We note here that the data
used here is subset of a larger study that specifically validated the MUSE EEG system
against a more conventional large array EEG system (Brain Products ActiChamp).

2.2 Apparatus and Procedure

Participants were seated in a sound dampened room in front of a Macbook Air computer
and completed a visual oddball task while EEG data were recorded via a MUSE EEG
system. The oddball task was coded in the MATLAB programming environment (Ver-
sion 8.6, Mathworks, Natick, U.S.A.) using the Psychophysics Toolbox extension [23].

During the oddball task participants saw a series of blue (MATLAB RGB
value = [0 0 255]) and green (MATLAB RGB value = [0 255 0]) coloured circles that
appeared for 800 to 1200 ms in the center of a dark gray screen (MATLAB RGB
value = [108 108 108]). Prior to the onset of the first circle and in between the pre-
sentation of subsequent circles a black fixation cross was presented for 300 to 500 ms
(MATLAB RGB value = [0 0 0]). Participants were not told that the frequency of the
blue and green circles differed: the blue circles appeared less frequently (oddball: 25%)
than the green circles (control: 75%) with the sequence order of presented circles being
completely random. Participants were instructed to mentally count the number of blue
circles (oddballs) within each block of trials. Participants completed 3 blocks of 40
trials during performance of the oddball task. For a full time line of the task see Fig. 1.
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2.3 Data Acquisition

EEG data in the MUSE group were recorded from a MUSE EEG headband with
research preset AD (500 Hz sampling rate, no onboard data processing: InteraXon,
Ontario, Canada) (see http://developer.choosemuse.com/hardware-firmware/hardware-
specifications for full technical specifications). The MUSE EEG system has electrodes
located analogous to Fpz, AF7, AF8, TP9, and TP10 with electrode Fpz utilized as the
reference electrode. Using the muse-io SDK we streamed data from the MUSE EEG
system directly to MATLAB via the open sound control (OSC) protocol (see http://
www.neuroeconlab.com/muse.html for all configuration, setup, and acquisition meth-
ods and software). In essence, following the presentation of each experimental stimulus
of interest we directly sampled 1000 ms of streaming data into MATLAB – subject to a
small, varying inherent timing lag due to the Bluetooth connection (see http://
developer.choosemuse.com/protocols/data-streaming-protocol). We tested the latency
and variability of the latency of the Bluetooth EEG data stream by sending a series of
5000 TTL pulses into the MUSE auxiliary port from MATLAB and measuring the time

Fig. 1. Experimental timeline of the oddball task
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it took for these pulses to “return” and be visible in the sampled EEG data. This test
demonstrated a mean lag of 40 ms (±20 ms). It is important to note that this time
includes the transmission time of the TTL pulse to the MUSE, the time back from
MUSE system via Bluetooth, the conversion to an OSC format via muse-io (the
MUSE SDK software), and time needed to read the OSC message stream into
MATLAB. We also note here, however, this variability was in part due to a few
samples (n < 10) with extreme latencies.

2.4 Data Processing

The MUSE EEG were converted from the MUSE data into a format suitable for
analysis in Brain Vision Analyzer (this software is available at http://www.
neuroeconlab.com/muse-analysis.html).

The EEG data were first referenced online to electrode Fpz and as such we did not
re-reference the data offline. Data were then filtered with a dual pass Butterworth filter
with a passband of 0.1 Hz to 15 Hz in addition to a 60 Hz notch filter. The data were
then segmented from the onset of the stimulus of interest to 600 ms after. Next, a
baseline correction was applied to each segment using a window from 0 ms to 50 ms –
a window that was chosen as we did not record EEG data prior to stimulus onset with
the MUSE system. An artifact rejection algorithm was then implemented; as a result of
this procedure segments that had gradients of greater than 10 lV/ms and/or an absolute
difference of more than 100 lV were discarded. Finally, we pooled the data for
electrodes TP9 and TP10 into a common pooled TP channel.

The segmented data were then separated by experimental condition (oddball,
control) and event-related potential averages were created for each condition (oddball,
control). Finally, a difference waveform was created by subtracting the control
waveforms from the oddball waveforms. For each conditional and difference wave-
form, a grand average waveform was created by averaging corresponding ERPs across
all participants. ERP components of interest were quantified by first identifying the
time point of maximal deflection from zero lV on the grand average difference
waveform in the time range of the component where this deflection was maximal
(N200: 240 ms; P300: 335 ms). All peaks were then quantified on an individual basis
by taking the mean voltage ± 25 ms of the respective time points for each participant.

2.5 Data Analysis

For all analyses the same statistical procedures were used. For each component (N200,
P300) analyses were conducted on the mean peak amplitudes extracted from the dif-
ference waves. To confirm the differences between conditions of each component, we
compared the mean peak difference data to zero using three statistical methods: 95%
confidence intervals, t-tests (a = 0.05), and 95% highest density Bayesian credible
intervals.
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3 Results

Our analyses of the grand average difference waveforms revealed components with a
timing consistent with the N200 and P300 (see Fig. 2). Furthermore, all statistical tests
determined that there was indeed a difference in the N200 and P300 component peaks
as a function of experimental condition for all analyses (see Fig. 3).

Fig. 2. Grand average conditional waveforms locked to the onset of the target and non-target
stimuli at the averaged TP electrode. To allow meaningful interpretation of differences, the
waveforms are shown with 95% confidence intervals.

Fig. 3. The grand average difference waveform locked to the onset of the target and non-target
stimuli at the averaged TP electrode. To allow meaningful interpretation of differences, the
waveform is shown with its 95% confidence interval.
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3.1 The N200

Our analysis of the MUSE data revealed a component was similar to the standard
N200 ERP component (Md = −4.85 lV [−5.95 lV −3.76 lV], t(59) = −8.89,
p < .0001, Bayesian HDI: l = −4.80 lV [−5.91 lV −3.69 lV]).

3.2 The P300

Again, our analysis of the MUSE data revealed an ERP component similar to previous
accounts of the P300, albeit quantified at a non-standard electrode site (Md = 1.37 lV
[0.39 lV 2.35 lV], t(59) = 2.80, p = .0069, Bayesian HDI: l = 1.36 lV [0.36 lV
2.36 lV]).

3.3 Resampling Analysis

To provide readers with a measure of the reproducibility of our result, we also
implemented a resampling analysis wherein we pulled 10,000 samples from the
existing data with increasing sample sizes from 2 to 60. For each sample size (e.g.,
n = 10), a single samples t-test against zero was conducted for each of the 10,000
samples. Plotted in Fig. 4 are the percentage of tests that were significant for each
sample size.

4 Discussion

Our results clearly demonstrate that we were able to see and statistically quantify two
ERP components associated with the processing and allocation of visuospatial atten-
tion, the N200 and the P300. Specifically, both the N200 and P300 ERP components

Fig. 4. The resampling analysis. The curve reflects a fit of the percentage of significant single
sample t-tests for each sample size from 2 to 60.
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were clearly visible in the grand average conditional and difference waveforms. Fur-
ther, a peak detection analysis statistically verified the existence of these two ERP
components. We also implemented a resampling analysis that demonstrated that the
N200 ERP component was reliably visible with a sample size of 10 participants. In
terms of the P300, the resampling analysis demonstrated that a larger sample size of 20
participants is needed to reliably quantify this ERP component. The larger sample size
needed to quantify the P300 is possibly related to the fact that we had to use
non-standard ERP electrode locations with the MUSE EEG system (i.e., TP9 and TP10
as opposed to more standard posterior midline electrodes used to examine this
component).

Importantly, our results show that we can measure some of the electroencephalo-
graphic correlates of visuospatial attention with in a simple and efficient manner.
Attention has been studied quite extensively with electroencephalography. Indeed, in a
prominent review paper in 2000, Luck and colleagues [24] reviewed 30 years’ worth of
research on the major findings of electroencephalographic studies of attention. Typi-
cally, ERP studies of attention focus on the P100 and the N100 components. However,
with our technique and from pilot data in our lab to date we have not been able to detect
these components. Most likely, this is due to the relatively small effect size seen in
differences with these components and given the noise inherent in markerless approach
we used with the MUSE system the “temporal jitter” in our data washes these com-
ponents out. Conversely, the N200 and the P300 are quite large in terms of voltage
effect size and thus we are able to observe them with our approach. As outlined above,
the N200 and P300 have been shown to be sensitive to the allocation of visuospatial
attention [15–21]. Thus, the MUSE EEG system and the approach used here can be
quantify some of the processes that underlie, or at least sensitive to, the allocation of
visuospatial attention.

Our data provide further support for the use of low-cost, portable EEG systems
such as the MUSE for field research [9]. More specifically, our results increase the
research capability of researchers to collect EEG data in clinical settings and out in the
“real world” by demonstrating a simple to use, portable, low-cost methodology for
collecting ERP data. Given these factors (ease of use, cost, etc.), researchers using this
technology will now have the ability to collect large numbers of participants with
relative ease. Supporting this, the data collected in the present study was done on
average in less than 6 min per participant – a time that includes EEG system setup, task
performance, and post experiment cleanup. Further, we remind the reader that our setup
was done with a single MacBook Air laptop computer and a single MUSE EEG system
– there were no wired connections thus further increasing the portability of the system.
Indeed, the portability of data collection with MUSE is being demonstrated by a variety
of projects in our laboratory – we have collected data from doctors working in hos-
pitals, in a monastery in Nepal, and even from rock climbers during ascent of a
climbing wall. We note here that to some extent our approach replicates previous work
[25, 26] but our technique greatly improves the portability and ease of use of mobile
ERP data collection.
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5 Conclusions

In the present study, we have demonstrated that it is possible to quantify two of the
electroencephalographic correlated of visuospatial attention – the N200 and the P300 –

in a quick and efficient manner using the MUSE EEG system. Further, we demonstrate
that this can be done with a single laptop computer. Combined with the low inva-
siveness of the system (it is a headband) and the Bluetooth connection our method-
ology opens the doors to the study of visuospatial attention in a variety of novel
contexts.
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Abstract. In the present work we used wearable EEG sensor for recording brain
activity during simulated assembly work, in replicated industrial environment.
We investigated attention related modalities of P300 ERP component and
engagement index (EI), which is extracted from signal power ratios of a, b and h
frequency bands. Simultaneously, we quantified the task unrelated movements,
which are previously reported to be related to attention level, in an automated
way employing kinectTM sensor. Reaction times were also recorded and inves-
tigated. We found that during the monotonous task, both the P300 amplitude and
EI decreased as the time of the task progressed. On the other hand, the increase of
the task unrelated movement quantity was observed, together with the increase in
RTs. These findings lead to conclusion that the monotonous assembly work
induces the decrease of attention and engagement of the workers as the task
progresses, which is observable in both neural (EEG) and behavioral (RT and
unrelated movements) signal modalities. Apart from observing how the
attention-related modalities are changing over time, we investigated the func-
tional relationship between the neural and behavioral modalities by using Pear-
son’s correlation. Since the Person’s correlation coefficients showed the
functional relationship between the attention-related modalities, we proposed the
creation of the multimodal implicit Human-Computer Interaction (HCI) system,
which could acquire and process neural and behavioral data in real-time, with the
aim of creating the system that could be aware of the operator’s mental states
during the industrial work, consequently improving the operator’s well-being.
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1 Introduction

Roughly 50 years from the introduction of IBM 360, the way we interact with com-
puters has changed immensely. Communicating with a computer required humans to
learn a specific, limited set of commands that, when issued to a computer, produced a
certain effect. Today, we witness a fast movement of computer technology towards
more natural model of interaction with humans. This is attributed to rapid development
of sensing technology and improvement of algorithms that can interpret the acquired
signals. Sensing technology does not only serves for explicit interaction between the
computers and our environment (such as in smart cities, houses, vehicles etc.), but it
also opens a novel way of understanding humans as the technology is deployed to
monitoring our behaviors and mental states. Ultimately, computers now act as a link
between humans and their environment.

Vinton Cerf states that in a world of humanoid and functional robots, smart cities,
smart dwellings, and smart vehicles we cannot disregard the notion of instrumented and
augmented bodies [1]. By enabling computers to sense human neural states and
behavior, we can also enable them to create dynamic user-state representations and
respond dynamically and context-specifically to changes in actual human mental states
(the user states). One way of achieving this is by expanding the conventional modelling
in HCI, which is explicit in nature, by introduction of implicit interaction [2].
Implicit HCI assumes that actions performed by the user are not primarily aimed to
interact with a computerized system, but the system may still understand the actions as
an input [2].

A fertile ground for the introduction of implicit interaction can be found in an
industrial workplace. Although It is generally known that industry tries to reach the
“lights-out” manufacturing [3] (i.e. fully automated factories) for decades, there are still
many industrial processes relying on human operators [4], which are often character-
ized as the most fallible element in the production line [5, 6]. The main cause of this are
limited mental and physical endurance that can sometimes cause behavior and reactions
to be unpredictable [6]. Our motivation is to develop an automated system capable of
detecting a drop in mental and physical performance so that appropriate action (e.g. a
break or a change in task) can be taken to prevent errors and improve the productivity
and quality of manual tasks. In this study, we analyzed worker’s neural (electroen-
cephalography- EEG) and behavioral (reaction times - RT and the quantity of the task
unrelated movements) signals in order to interpret the implicit multimodal interaction
[7] between the worker and the workplace in manual assembly tasks. The ultimate goal
is to achieve a system that will be able to perform online detection of mental strain and
monitor attention fluctuation thereby preventing the occurrence of operating errors [8]
and improving the worker experience.

2 State-of-the-Art

We approach the problem of worker’s online attention monitoring by analyzing the
relationship between brain dynamics and the active behavior during execution of work
activities [9]. This is done by recording brain activity, using unobtrusive wearable EEG
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in parallel with motion capture sensors in naturalistic industrial environment. Although
industry conceived the use of wearables for over a decade now [10], the majority of
their applications are still oriented towards explicit interaction and providing workers
with the information about their task [11], or for augmenting the reality [12], rather
than for collecting and exploiting data about the task being performed or the worker
performing the task.

The only available and reliable tool for direct brain activity monitoring in a natu-
ralistic workplace environment is wearable EEG [13]. Nowadays, the EEG research is
mainly oriented towards Brain Computer Interface (BCI), which uses brain activity to
allow humans to interact with computers without any physical contact or verbal
exchange of commands [14]. BCI research already had some success in medical
applications, mainly in helping people reacquire the lost ability of moving a certain
body part. Moving away from its primary usage, however, a novel direction in BCI
(passive BCI) is orienting towards continuous analysis of the recorded brain signals in
human-machine interaction, with the aim to objectively assess the user states [15].

A clear momentum of passive BCI technology [15] recently opened new doors to
application in industry, empowering the research area of neuroergonomics [16]. This
emerging scientific field is focused on merging classical ergonomics methods with
neuroscience, while exploiting the benefits of both [16]. Mainly, it provides precise
analytical parameters of the work efficiency of individuals, by investigating the rela-
tionship between neural and behavioral activity [17]. The advantage of this approach is
avoidance of unreliable results about the cognitive state of the workers based only on
theoretical constructs [17]. As EEG sensors became wearable, it is finally possible to
reach the ultimate goal of neuroergonomics and examine how the brain carries out
complex tasks in real working environments [16]. Specific EEG features that can be
used for estimating human attention level and cognitive engagement are event-related
potentials (ERPs) and Engagement index (EI), respectively.

ERPs represent the voltage fluctuations of the EEG signal that are related to the
specific event (stimuli) [18], and its components are defined by the polarity and latency
from the event occurrence. As such, the P300 ERP component represents the positive
deflection that occurs approximately 300 ms upon the stimulus presentation. The P300
component is the most prominent over the central and parieto-central scalp locations
(Fz, Cz, CPz and Pz, the central portion of Fig. 2; [18]). It has been largely accepted
that the magnitude of the P300 component’s peak directly correlate to the attention
level of the person - higher amplitude values of the P300 correspond to the higher
attentive state [18].

The cognitive engagement of a person can be measured from the EEG signal
through EI. The brain rhythms are usually investigated through four distinct frequency
bands: gamma (c = 0–4 Hz), theta (h = 4–8 Hz), alpha (a = 8–12 Hz) and beta
(b = 12–30). The low frequency waves are usually high in amplitude and are dominant
in the state of rest, relaxation, sleepiness, low alertness etc. Conversely, the high
frequency and low amplitude waves reflect the alert state, state of wakefulness, state of
task engagement, etc. EI represents the ratio between the high frequency waves (b), and
the summation of the low frequency waves (a + h), i.e. EI = b/(a + h). Therefore, a
higher EI indicates the higher engagement of the person in the task, whereas the low
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values of EI indicate that person is not actively engaged with some aspect of the
environment during the task [19].

Apart from direct observation of brain functions with the neuroimaging techniques,
the user state assessment can be conducted with behavioral measurements. For
instance, in early stages of experimental psychology, the researchers relied mostly on
behavioral measurement (e.g. reaction times − RTs) to estimate the cognitive state.
RTs reflect various cognitive processes and are recorded simply by measuring the time
elapsed from stimulus presentation to initiation of the required action. Although RTs
reflect cognitive processes to an extent, they lack the temporal precision and fail to
provide deeper insights to the underlying brain activity [20].

Another measureable aspect of human behavior is body movements [9]. Research
has indicated that variability in movement that is not directly related to the task could
be an important indicator of the user’s state assessment [21]. Behavioral activity
analyses of movements are usually carried out off-line, since researchers typically
record the participants with the RGB camera and then perform manual analysis, which
mostly comes down to counting the number of different types of movements [21].
Advances in HCI and computer vision technology allowed an on-line and automated
processing of these movements. The structured light technology in unison with addi-
tional sensors, as can be found in Microsoft KinectTM, opens the possibility of auto-
matic acquisition of the information on behavioral activities. The KinectTM interprets
human body with the stick figure, where the joints (e.g. elbow, shoulder, etc.) are
represented in terms of key-points and they can be retrieved in real-time. This enables
installment of simple behavioral models based on movement energy (ME) that we
propose and which will be described further in text.

The combination of neural and behavioral modalities can open a deeper under-
standing of human mental states during complex work activities [9]. Until very
recently, research that investigated the relationship between brain dynamics and human
behavior was confined to strictly controlled laboratory conditions, where the obtru-
siveness and immobility of EEG and motion sensors was the main culprit for this.
However, as the technology matures, EEG eventually became wearable, thus enabling
experiments in the realistic workplace conditions. In order to investigate the possibility
of implicit interaction between worker and workplace, we developed the replicated
workplace that was equipped with the computing entities capable of sensing workers’
neural states and interpreting behavioral activities. We named such a workplace
“sensitive workplace”.

3 Methods

3.1 Participants

Six participants were engaged in the study. All participants had normal or corrected-
to-normal vision. They have agreed to participation and signed informed consent after
reading the experiment summary. The study was approved by the Ethical committee of
the University of Kragujevac.
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Participants started with a 15-minute training session, after which they confirmed
their readiness to participate in the study. The experiment consisted of two tasks, where
each task’s duration was around 90 min, and between the tasks they had a 15-minute
break (the total duration of the experiment was 4 h). The tasks were counterbalanced
across the participants.

3.2 Replicated Workplace

We replicated the physical workplace of an automotive sub-component manufacturing
company where we simulated the assembly of the hoses used in the hydraulic brake
systems of the vehicles (see Fig. 1).

The operation was divided into six sub-steps as follows: (1) – Picking the rubber
hose (blue box, on the right hand of participant in the study); (2) – picking the metal
extension, that should be crimped to the hose (yellow box, on the left hand side of the
participant); (3) – placing metal extension on the rubber hose; (4) – Placing unassembled
part in the improvised machine (white box in front of participant); (5) – pressing the
pedal foot switch, with the right foot, in order to initiate the simulated crimping process;
(6) – removing the assembled part from the machine and placing it inside the box with
the assembled parts (grey box in front of participant).

3.3 Sensitive Workplace Architecture

A combination of sensing technologies was installed to the replicated workplace in
order to acquire neural and behavioral data. Figure 2 depicts the system architecture of
the resulting sensitive workplace environment.

Fig. 1. Real life workplace (on the left) compared to the replicated laboratory workplace (on the
right)
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For neural data, we opted for wireless EEG signal acquisition, using SMARTING
system (mBrainTrain, Serbia). SMARTING is a small and lightweight EEG amplifier,
tightly connected to the EEG recording cap (EasyCap, Germany), thus minimizing
movement related artefacts making it usable in real-life environments (Fig. 2 – upper
left corner).

The movement data were acquired with the Microsoft KinectTM that was mounted
above and in front of a person. The human body is tracked based on structured light
technology and is interpreted in a form of a stick figure. Since the device comes with an
software development kit (SDK), we were able to develop standalone motion-acquisition
module capable of simultaneously recording and streaming the data (Fig. 2).

When acquiring the neural and behavioral signal modalities in a real-world envi-
ronments, a precise synchronization between multiple sensor modalities represents a
major challenge. This is even more challenging when requiring synchronization of the
sensors that are different in both the type of data and the sampling rate, e.g. EEG, RTs
and movement data. For example, during acquisition of EEG signals, and particularly
for extraction of ERPs, a millisecond precision in the data synchronization is manda-
tory. This problem becomes prominent with wireless technologies, where grouping
sensors or making a common reference signal is not feasible.

To deal with this issue, we used the open source platform “Lab Streaming Layer”
(LSL, https://github.com/sccn/labstreaminglayer). LSL is a real-time data collection
and distribution system, capable of synchronously streaming multiple streams of
multi-channel data which are heterogeneous in both type and sampling rate [9, 22], to
the recording program “Lab Recorder” (bottom central panel, Fig. 2). LSL has a
built-in synchronized time facility for all recorded data and it is capable of achieving
sub-millisecond accuracy on computers connected in a local area network (LAN) [22].

Fig. 2. Sensitive workplace system architecture
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In order to elicit ERPs from continuous EEG recording we provided visual stim-
ulation to the subjects (Explained in detail in the Sect. 3.4). For this we used Simu-
lation and Neuroscience Application Platform (SNAP, available at https://github.com/
sccn/SNAP) capable of real-time experimental control, and compatible with the LSL.
SNAP also supports interpretation of actions retrieved from various input devices.

3.4 Experimental Task

We conducted an experimental study using the sensitive workplace, with the aim of
investigating the relationship between EEG and behavioral modalities. One goal of the
experiment was to determine whether RTs and ME (in combination with EEG) could
provide reliable attention monitoring results. We subjected participants to the change in
task during the simulated assembly task, in order to investigate how the changes in
mental workload alter workers’ attention level. The ultimate goal is to propose a
real-time system for the on-line measurement of workers’ attention in industrial
environments.

Participants in this study sat in a chair in front of the improvised machine (shown in
the right panel of Fig. 1), while performing the simulated assembly task. In order to
investigate the time-locked features of neural signals (ERPs), two verified psycho-
logical tests for estimating cognitive ability were presented to participants on the 24”
screen from a distance of approximately 100 cm (the task specifications were pro-
grammed in SNAP). The tests we used were the modified Sustained Attention to
Response Task (SART) and the Arrow task.

The SART paradigm represents the ‘go/no-go’ task. The numbers ranging from ‘1’
to ‘9’ are presented to participants in random order, where they are required to initiate
the action, with the exception if the number ‘3’ appears on the screen. Therefore,
numbers other than ‘3’ are target stimuli and the probability of the appearance of the
target stimuli was set to 90%. The Arrow task is also a ‘go/no-go’ task, where par-
ticipants are required to initiate the action once the white arrow appears on the screen
(also a target stimulus, with 90% probability of appearance), whereas they should
withhold the action if the red arrow appears.

The main difference between the SART and Arrow task was in the level of mental
workload to which participants were subjected. SART is monotonous psychological
test, being suitable for investigating the neural correlates of the attention decline. In this
task, participants could freely choose which hand they will initiate the action with. On
the other hand, in the Arrow task we imposed a slightly higher workload to partici-
pants, as in this task they were instructed to initiate the action alternating the hand
according to the direction of the white arrow presented on the screen. Thus, the
direction of white arrow determined the order of action execution.

3.5 Sensing the Operators’ State

In order to estimate the user state through EEG signals, we extracted and analyzed
specific features of ERPs and Engagement index (EI). The behavioral modalities of
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RTs and ME of the participants were analyzed together, during the periods when they
were not physically engaged with the task. Finally, we investigated the relationship
between attention- and cognitive engagement -related behavioral and neural modalities.
Methodology outline is presented on Fig. 3 and explained further in text.

P300 and EI - Attention Related EEG Modalities
In order to calculate the P300 component’s amplitude, the EEG signal was first
bandpass filtered from 1–35 Hz, then re-referenced to the channels on mastoid loca-
tions, followed by the eye movement and muscle artifacts removal using Independent
Component Analysis (ICA; [22]). Finally, the signal was segmented to the period of -
200 to 800 ms, according to the timestamps of stimulus presentation. We used the
mean peak amplitude measure, meaning that we calculated the P300 peak amplitude as
the mean value of the window in the range between 230–450 ms following stimulus
onset (shaded section in the upper right corner on Fig. 3).

We further analyzed the Engagement Index (EI; [19]). In order to quantify the power
contained in different signal bands, bandpass filtering was applied in three frequency
bands (h, a and b), followed by re-referencing the signal, and artifact removal with ICA
[23]. The EEG signal was then segmented according to the timestamps of the stimuli
appearance and the signal segments of 1 s preceding the stimulus appearance was used
for the further analysis. Finally, the signal Power Spectral Densities (PSDs) were cal-
culated for each frequency band and then EI is calculated according to the equation
(EI ¼ b=ðaþ hÞ), that is graphically represented in the upper left corner of the Fig. 3.

Reaction Times and Motion Energy – Attention Related Behavioral Modalities
Reaction Times are recognized as a tool for estimating the level of attention, where the
shorter RTs are often considered as an indicator of higher attentive state, with the

Fig. 3. Methodology outline: (a) Engagement Index equation; (b) Visualisation of P300 window;
(c) Motion Energy equation. Central Segment presents joint positions (also called key-points) for
motion analysis (Left, Right, Central/Palm, Wrist, Elbow, Shoulder, Head) and position of used
EEG electrodes (Fz, Cz, CPz and Pz)
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exception in case of speed-accuracy trade-off. We calculated RTs as an elapsed time
between the stimulus presentation and the beginning of the machine crimping action
(i.e. between steps 1 and step 5 that were explained in Sect. 3.2).

The quantity of task unrelated movements is another behavioral modality analyzed.
We measured the amount of movement, from the period where participants assembled
a part (step 6 from Sect. 3.2) until the successive ‘go’ stimulus to perform the task (step
1 from Sect. 3.2). In this period, participants were expected to sit still with no activity.
To quantifying these movements, we analyzed the data obtained from key-points
provided by the KinectTM sensor. In this analysis, a seated model of the person was
used (joints indicated in central portion of the Fig. 3), since the machine occludes the
lower portion of the body. We calculated the kinetic energy of movement [24] for each
point in three axes (Eq. 1) and the final energy for each key point was calculated as a
summation of the energies produced for each axis (Eq. 2).

@Ex
@t

¼ @x@2x;
@Ey
@t

¼ @y@2y;
@Ez
@t

¼ @z@2z ð1Þ

ME ¼
Xn

i¼1

xiþ 1 � xið Þ xiþ 2 � 2xiþ 1 þ xið Þ½ �
þ

½ðyiþ 1 � yiÞðyiþ 2 � 2yiþ 1 þ yiÞ�þ
½ðziþ 1 � ziÞðziþ 2 � 2ziþ 1 þ ziÞ�

8
>>><

>>>:

9
>>>=

>>>;
ð2Þ

3.6 Statistical Analysis

We conducted an off-line data analysis in order to investigate the relationship between
neural and behavioral attention related modalities. First, we conducted Spearman’s
correlation, mainly to investigate whether any of the four attention-related modalities
can reveal a decline in attention and cognitive engagement as the task progresses, i.e.
with the Spearman correlation we investigated the general trend of each modality over
the time course of the task. Further, we performed Pearson’s correlation between all the
modalities recorded in the study with the aim of comparing RTs and ME to the EEG
data.

4 Results and Discussion

The results of the Spearman correlation are shown in the upper panel of Fig. 4 (note
that the “+”/“−” sign represents positive/negative correlation (trend), “−” with the
p < .05, while the empty field represent statistically insignificant values). The results
revealed that in the monotonous (SART) task the behavioral activity of ME is
increasing, while the P300 amplitude and EI are decreasing over the experiment pro-
gression, regardless of the order of task presentation. The Spearman correlation further
revealed that in the more demanding (Arrows) task, the results depended on the order
of the Arrows task presentation, that is, the results were identical to the SART task, if
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the Arrows were presented as a first task. However, when the arrows task was pre-
sented as second task, the P300 amplitude increased as the task progressed, while the
ME and EI decreased during the task. It is noteworthy that RTs were independent from
both task type and task order and it was decreasing with the time-on-task, probably
caused by the effect of rehearsing as the task progresses.

From Spearman correlation results (presented in lower panel of Fig. 4), it can be
inferred that the monotonous task (SART) induces the attention decline, regardless of
the task order. Spearman correlation revealed that the P300 amplitude and EI declined
as the time of the task increased, while ME increases as the task progresses. On the
other hand, results in the more mentally demanding task (Arrows) depended on the
presentation order. This is especially notable through evaluation of the P300 amplitude,
as it increases during the task if the Arrow task follows SART. Although EI was still
decreasing, proving that mental engagement of the participants was decreasing during
the task, the evaluation of the P300 amplitude revealed that the participants were able
to maintain higher attention state during the task. This is also notable through evalu-
ation of ME, as only in case where Arrows were a second task, the ME was decreasing
with time elapsed, i.e. the participants were making less task unrelated movements.

Fig. 4. Results retrieved from experimental study. Upper left table – Spearman’s correlations of
elapsed task time with neural and behavioral factors; Bottom table – Pearson’s correlations
between behavioral and neural factors; The fields with “+”/“−” sign represent positive/negative
correlation results (p < .05), while the empty fields are representing the statistically non-significant
results (p > .05). Fz, Cz, CPz and Pz represent the electrode sites from which we calculated P300
amplitudes and EI. The rows in the lower table represents the key point locations derived from
Kinect, explained on Fig. 3. The last rows represent the reaction times (RTs).
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Bottom part of Fig. 4 depicts Pearson’s correlation results. It is notable that expected
negative correlation between P300 amplitudes and ME is more distinguished in case of
low demanding, monotonous (SART), than it can be seen in more mentally demanding
(Arrow) task. This finding is not surprising, as in the existing literature the quantity of
movements, which are not related to the task, are reported to be linked to the attention
decline in monotonous tasks [21]. Further, when the more monotonous task is presented
first, the EI was negatively correlated for each key-point, while in the more demanding
task almost no correlations were found between neural and behavioral attention-related
modalities. Finally, if the Arrows were presented as the first task, the only negative
correlation with the P300 amplitude was at the LP, LW, RP and RWkey-points, while the
EI was positively correlated with the ME on almost all key-points. This could be
explained through the notion of re-activation, as participants inmorementally demanding
task use the task unrelated movements in order to re-activate the attention related
resources in the brain [18], thus staying more focused on the task. This was not obvious if
the SART was following the Arrow task. In fact, again in the more monotonous task the
P300 amplitude was negatively correlated to the ME on majority of key-points. From all
these results, we can infer that during low demanding and monotonous tasks, theME that
is unrelated to the task is negatively correlated with the attention level.

Presented results support our intention on monitoring the operators’ attention level
by synchronously recording and analyzing behavior and EEG modalities, with rela-
tively simple and low-cost unobtrusive sensor network. However, an obvious limitation
is that we did not use the on-line attention analysis, which is expected to occur in future
studies. The future steps will include the development of advanced algorithms for
automated, real-time acquisition and analysis of presented modalities, which we could
further implement in factory environment for sensing the user state. Such a system
could ultimately lead to increase of overall workers’ wellbeing.

5 Conclusion

Monotonous and repetitive tasks, commonly seen in manual assembly production lines,
often lead to mental strain, due to limited mental and physical endurance of humans.
Our work focused on exploiting advances in neural and behavioral sensing technology
in order to detect users’ states that indicate occurrence of attention decline and mental
fatigue. The final goal is to prevent errors that might lead to product waste or injuries
and which are caused by attention decline and mental fatigue.

We have shown that neural and behavioral markers can provide more detailed
insight in human attention level. This was done in a realistic workplace environment
and represents a first step of the described HCI model paradigm. ME, which can be
analyzed in real time, is less obtrusive than EEG. It may provide a reliable, stand-alone
tool for attention monitoring, especially in industrial scenario. An obvious follow-up is
to provide real-time processing of these features and put them in a feedback loop with
some sort of indication communicated to workers. That way, a person is informed
about the attention drops in a close-to real-time manner, which could serve to prevent
errors and dangerous consequences. This could then become basis of a true future
implicit human-computer interaction.
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Abstract. Several lines of evidence suggest that humans can predict events that
seem to be unpredictable through ordinary sensory means. After reviewing the
literature in this controversial field, I present an exploratory EEG study that
addresses this hypothesis. I used a pattern classification algorithm drawing on
EEG data prior to stimulus presentation to successfully predict upcoming motor
responses that were constrained by the upcoming stimulus. Both the phase of
peak alpha activity and overall amplitude at *550 ms prior to the presentation
of the stimulus were useful in predicting the upcoming motor response.
Although these results support the idea that brain activity may reflect precog-
nitive processes in certain situations, due to the exploratory nature of this study,
additional pre-registered confirmatory experiments are required before the
results can be considered solid. Implications for creating a closed-loop predic-
tive system based on human physiology are discussed.

Keywords: Predictive anticipatory activity � Presentiment � Precognition �
Prospection � EEG � Alpha � Auditory-visual

1 Introduction

Many organisms can use associations from past experiences to help predict future ones.
For instance, planarian worms that have been trained to expect electrical shock fol-
lowing a light burst will demonstrate a conditioned response to the light alone [1]. Here
we discuss some neurophysiological correlates of a different kind of prediction – one
that does not seem to be based on inferences from past experiences. This kind of
prediction is known as precognition – the beyond-chance prediction of future events

The original analysis and some of the results described in this paper was registered with the Koestler
Parapsychology Registry at http://www.koestler-parapsychology.psy.ed.ac.uk/Doc-uments/Study_
Results_1004.pdf. Further, that document briefly describes how the initial prediction from the first
20 participants was assessed in the second 20 participants, and was not upheld (unless the alpha level
for significance was relaxed). The results shown in more detail here are from a combined analysis of
data from all 40 participants. Thus, any meta-analysis including this manuscript should not include
the data registered there, to avoid data duplication.
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that are not predictable through ordinary means. In humans, the physiological analogue
to precognition has been called presentiment [2], or more recently, predictive antici-
patory activity (PAA; [3]). After a brief review of the behavioral precognition and PAA
literature, I will describe an EEG experiment in which I used characteristic alpha
measures to examine PAA in an auditory-visual task. While we do not currently
understand the mechanisms underlying PAA, the results of this experiment add to
converging evidence that it may be possible to engineer a closed-loop system drawing
on PAA or related phenomena to predict seemingly unpredictable future events.

2 Background

Given that we normally experience a linear order of events in time, it seems reasonable
that our minds or bodies could accurately predict future events only if those future
events can be inferred from the past. On the other hand, given that we know about the
order of events in time is largely based on our conscious perceptual experiences, one
also might consider that nonconscious processes (of which we are not normally aware)
may have access to what we call the “future” (e.g., [4, 5]).

Regardless, it is safe to say that if an organism can predict a future event with any
level of accuracy beyond chance, using whatever means, this ability is likely to be
adaptive. Whether that event is predictable based on our present-day understanding of
time may not eventually turn out to be of practical importance. Instead, what I suggest
is important for our survival is the ability to harness any sort of predictive ability,
regardless of its source, and use it to predict events such as strokes, terrorist attacks,
explosions, and violent riots [6]. Via the process of this harnessing project, we may
better understand the unfolding of events in time.

The evidence that both human behavior and physiology are influenced by seem-
ingly unpredictable events in the future has recently been highlighted in two
meta-analyses. Behavioral evidence for precognition in humans was recently examined
in a meta-analysis including 90 implicit precognition experiments examining the
hypothesis that even when participants aren’t asked directly about future events,
behaviour in the present is related at a level beyond chance to randomly selected future
events that are not known in the present by experimenters or participants in the
experiments [7]. While the overall effect was highly statistically significant, it was also
small. Interestingly, an admittedly post-hoc but nonetheless revealing analysis of the
data showed that the overall effect was carried by the subset of the experiments in
which participants were asked to use less deliberation (“fast-thinking” behavioural
systems [8]). This subset of the experiments had a bigger, significant overall effect,
whereas the other subset (using “slow-thinking” systems) was smaller and not statis-
tically significant. This analysis suggests that conscious, deliberative control may
obscure information about future events. In support of this idea, I took a precognition
experiment that originally required extended deliberation, and after consulting with the
experimenter’s designer (Daryl Bem), I created a low-deliberation version of the
experiment, which revealed a significant precognitive effect for events that would occur
minutes in the future [9]. I am currently conducting an attempted replication of this
effect. Further supporting the idea that behavior precognition represents a real, albeit
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unexplained effect, experiments in birds [10] and planarian worms [11] have revealed
statistically significant differences in predictive behavioral changes in these animals
prior to two classes of randomly selected behavioral stimuli.

Physiological precognition, otherwise known as predictive anticipatory activity or
PAA, was examined in a meta-analysis including 26 PAA experiments in humans [3].
The meta-analysis examined the hypothesis that physiology in the present is related at a
level beyond chance to randomly selected future events that are not known in the
present by experimenters or participants in the experiments. The meta-analysis found a
statistically significant small-to-medium overall effect, and spurred some reasonably
friendly debate [12, 13].

3 Motivation and Study Overview

In the abstract and conclusion of the PAA meta-analysis, we included the following
sentence: “The cause of this anticipatory activity, which undoubtedly lies within the
realm of natural physical processes (as opposed to supernatural or paranormal ones),
remains to be determined.”The dual aims of understanding the natural physical processes
underlying PAA and, in order to do so, enhancing the signal-to-noise ratio of the effect,
are what drove me to undertake the PAA experiment using EEG that I describe here.

To understand the context of this experiment, it is important to know that Libet [14]
and later others [15, 16] found neurophysiological signals called readiness potentials,
which are generally considered to be neurophysiological reflection of unconscious
decision-making processes tied to upcoming choices. Further, Matthewson et al. [17]
showed that EEG activity in the alpha range (7.5–12 Hz), especially alpha phase, pre-
dicts whether an upcoming near-threshold visual stimulus will be detected or not, which
was reported via a motor response. It seemed possible that perhaps both phenomena
could be interpreted as PAA signals that predict upcoming motor responses, especially
given that there is tentative evidence that precognition may be associated with alpha
activity (for review, see [18]). To examine this idea, I designed a task in which the motor
response is not a free choice, as it is in a traditional readiness potential experiment, but
instead is constrained according to task directions about which of two buttons to press in
response to randomly selected auditory and visual stimuli. Then I analysed current-
source density transformed ERPs and EEG alpha activity that occurred prior to the
software’s decision about which stimulus to present to the participant, within the time
frame of readiness potentials termed “type I” as originally found by Libet [14], to
determine whether this activity could predict the upcoming button press.

4 Brief Methods

4.1 Hypothesis

The hypothesis of this study was that future motor responses to randomly selected
auditory and visual stimuli could be predicted from brain activity that occurred prior to
the selection of the stimuli.
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4.2 Participants

Forty participants, ages 18–26, completed the study in two groups of 20. All partici-
pants were right-handed native speakers of English, and none had been diagnosed with
neurological deficits. Some participants received course credit in exchange for their
participation, while others received payment ($10/h for 2 h). All participants signed a
consent form, describing procedures approved by the Northwestern University Insti-
tutional Review Board.

4.3 Task and Stimuli

The task was a speeded response task coded in Presentation software, in which I asked
participants to press the left key of a computer mouse after seeing a white number “1”
on a dark computer monitor or hearing a low-pitched tone (250 Hz) over headphones,
and to press the right key of a computer mouse after seeing a white number “2” on the
dark computer monitor or hearing a high-pitched tone (1 kHz) over the headphones
(Fig. 1). All button presses were to be made with the right hand. I wanted participants
to monitor attention in more than one sensory system because I suspected that this
could ensure that they did not fall asleep as they did the task (a problem I had had with
other EEG studies). Further, the auditory-visual nature of the task allowed me to test a
different hypothesis that I do not explore here.

All stimuli were randomized according to a pseudorandom number generator,
which selected from the four possible stimulus types with equiprobability. The selec-
tion of the stimulus type was made just prior to the beginning of the pre-stimulus delay.

The order of events in the task and their durations were:

(1) black screen with no visual or auditory input (1000 ms),
(2) presentation of a red fixation dot in the center of the screen (2000 ms),
(3) random selection of stimulus type (with no display or indication of type),
(4) pre-stimulus delay with no visual or auditory input (2500 ms),

Fig. 1. Schematic showing timing and example of the correct response on a sample visual trial
of the auditory-visual task, as it would appear to a participant.
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(5) presentation of the selected visual stimulus alone or auditory stimulus alone
(300 ms),

(6) [user responds according to task requirements; all records with response
times > 700 ms removed from analysis],

(7) return to 1.

4.4 Procedure

After the participant read and signed the consent form, I fitted 64 active EEG electrodes
(BioSemi cap) to the participant’s scalp. I explained that I was interested in under-
standing how neural activity as recorded by EEG electrodes could be related to
expectation of future events. I did not discuss precognition. I told participants that while
I knew this was an easy task, they should try to be as accurate and as fast in their
responses as possible. The goals of this instruction were: first, to help participants
attend to the task and not fall asleep, and second, to push response times into the
domain in which fast-thinking processes could dominate. I also asked participants to
blink during the presentation of the red fixation dot and to withhold blinking after that
until they responded, because this would produce fewer eye movement artifacts during
the 2.5 s leading up to the stimulus presentation.

The first 20 participants performed 120 trials of the task and the second 20 par-
ticipants performed 100 trials of the same task. The reason for the change in the number
of trials in the second group of participants was that I wanted to shorten the duration of
the experiment because several of the first 20 participants had complained about
boredom, and the analysis data from the initial 20 participants suggested that 100 trials
was enough to obtain the effect. All analyses shown here were derived from the first
100 trials of all 40 participants.

4.5 EEG Analysis

I recorded EEG with a 64 + 8 active-electrode (Biosemi) system, using a 1024-Hz
sampling rate and bandpass filtering between 0.1 and 100 Hz. Using Matlab (EEGlab
Toolbox), I re-referenced data offline to a nose electrode. I baselined each value in the
2500-ms pre-response trace preceding a correct response to the average of the first
500 ms of that 2500-ms pre-response trace, and removed blinks and movement arti-
facts using standard methods. I used current-source density transformation in Matlab to
improve resolution (CSD Toolbox Version 1), and performed all remaining analyses on
the CSD-transformed traces. After examining the data, I focused on two different
dependent variables that seemed to predict upcoming motor movements: mean (within-
participant, across-trial) CSD trace magnitude, and phase of the mean CSD trace
(within-participant, across-trial) at each individual’s peak alpha frequency in the CSD
traces. Each were calculated twice for each participant; one time each for the trials
preceding right- and left-button presses. To calculate the mean CSD trace magnitudes
for each person at each electrode and for each of the two response types, I averaged the
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values of CSD traces in 25 ms intervals between *1850 to *1975 ms (*650
to *525 ms prior to stimulus presentation; times approximate because analysis was
done on the points sampled at 1024 Hz). Thus for each of the response types, each
person had 320 CSD trace magnitudes (64 electrodes � 5 epochs). I calculated peak
alpha activity by first using a Fast Fourier Transform on each trace to find the fre-
quency with greatest energy in the alpha range (7.5–12 Hz), then using a Butterworth
filter to create a trace containing just that isolated frequency. Then for each electrode
for each participant and each response type, I calculated the mean CSD trace within
each participant, finally calculating absolute phases of this mean trace at the same
25 ms intervals (calculated every 25 ms between *1850 and *1975). Thus for each
of the response types, each person had 320 CSD peak alpha phase values.

4.6 Pattern Classification

I used a random forest pattern ensemble pattern classification algorithm to objectively
determine which of the dependent variables were best able to classify the future motor
response (left or right button press). More details about this algorithm are available in
my previous work [19], but briefly, the algorithm performs a series of analyses using
decision trees to separate the data, and it includes a generalization test in which it uses a
subset of the data as a training dataset and then tests on the remaining portion of the
data (i.e., out-of-bag error estimation). Thus, only the error rate based on attempts at
classifying the upcoming response using the instances that are not used during the
training phase are reported as the final, or “generalization” error rate. It also allows for
post-test querying to determine which features are most important in each classification
attempt. The classifier was run with 640 sets of dependent variables for each of the
response types, for each of the 40 participants (see Sect. 4.5 EEG analysis). The
classifier was executed using the actual data versus a scrambled version of the same
data to create a fair comparison, given that there were many dependent variables. This
scrambled version was created on each run of the classifier by randomly selecting 50%
of the left-button trials and renaming them as right-button trials, and vice versa. I ran
the classifier 1000 times each, for the original data and the scrambled version of the
same data, and recorded the generalization error rates for both datasets and the most
important features for the original data.

5 Results

Here I report only the EEG results of this study; the behavioral results were not
remarkable in relation to the present hypothesis. Grand means of CSD-transformed
traces for correct trials showed a differential time course depending on the appropriate
response to the upcoming stimulus (Fig. 2). The differential activity (black lines)
deviates from zero primarily in the left-frontal region, suggesting that in the time domain,
scalp electrodes in this region are best at separating future right- from left-button presses
during time prior to stimulus presentation.
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Our statistical method allowed us to compare two distributions of generalization
errors rate across 1000 attempts at classification of the across-participant data (Fig. 3).
A distribution tail-test comparing classification error rates based on data presented in
the original order versus data presented in scrambled orders gave a statistically sig-
nificant result (p < 2.5 � 10−6). The classification method allowed us to determine the
relative criticality for the 10 most critical electrodes and time points for each of the two
dependent variables with the data in the original order; these were the three electrodes
that were calculated by the classifier as the most necessary to produce robust classi-
fication (i.e., without these electrodes, classification all but failed). Averaging the
relative criticality weighting of these electrodes over the 1000 classification attempts
indicated that, on average, the most critical electrodes for the CSD-trace magnitude
data were in the midline-to-left-frontal region (Fig. 4, left), and the most critical
electrodes for the peak alpha-phase data were in the midline-to-right-parietal region,
with some left-frontal involvement (Fig. 4, right). Further, the activity at the most
critical electrode for both the CSD-trace magnitude data and the peak alpha phase data
occurred at *550 ms prior to stimulus presentation (*1950 ms), suggesting that this
time point contains more information about the future response than any other tested
timepoint.

Fig. 2. Grand mean CSD traces for the 2500-ms pre-stimulus period (including the 500 ms
baseline period) for correct trials on the auditory-visual task (N = 40 participants). Left
upcoming response is indicated by green (middle trace); right upcoming response is indicated by
pink (bottom trace); the difference is indicated by black (top trace). Correct responses were tied to
the stimulus presented at 2500 ms, according to task instructions. (Color figure online)
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Fig. 3. Generalization error rate histograms for ordered data (purple; solid line) and scrambled
data (green; dotted line). Chance performance is at 0.5, but the important comparison is the lack
of overlap between distributions. (Color figure online)

Fig. 4. The most critical features among the two types of dependent variables for predicting
future left versus right responses. Hotter colors indicate higher importance. (Color figure online)
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6 Conclusions

It appears that it is possible to use CSD magnitude and the phase of peak alpha activity
prior to a seemingly unpredictable upcoming motor response to predict the type of that
motor response, at least when possible responses are binary. Further, this predictive
ability was best for data obtained 550 ms prior to the stimulus presentation that induced
a pre-planned response linked to the stimulus, which is in the time frame associated with
type I readiness potentials, the type that occur with some preplanning of future motor
movements (i.e., starting at about 1050 ms prior to initiation of the motor movement;
[14]). The left frontal (contralateral to the motor response) and midline-to-right-parietal
involvement indicated in the critical electrode plots (Fig. 4) is within the boundaries of
what might be expected based on previous examinations of type I readiness potentials
[14–16], In addition, it may be a coincidence, but the average response time across
participants was about 550 ms following the stimulus, suggesting a compelling form of
time symmetry. To test this idea, a fruitful future approach may be to reanalyze the data
using a trial-by-trial analysis, in which the dependent variables for each trial are the
CSD-trace magnitude and the peak alpha phase exactly X ms prior to the stimulus
presentation, where X = response time for that trial.

Three important flaws with this study must be highlighted. First, the random
selection of the upcoming trial type should be performed following the pre-stimulus
period. Although the software did not act on this selection in any way except to store the
trial type in the computer’s memory, if there is some way in which the participant could
sense the presence of this selection remotely then it is difficult to interpret the results as
reflecting a precognitive process. Second, these results were obtained with an
exploratory step in which the dependent variables were selected, so it is crucial that they
are replicated independently prior to drawing firm conclusions. Third, the results were
obtained with a pseudorandom number generator, which does not mimic real-life
uncertainty, so if a closed-loop system used to predict future events were to be created, it
should be based off of data obtained with a truly random (quantum) number generator.

If these results are replicated independently using a random selection using a truly
random number generator following the pre-stimulus period, two compelling conclu-
sions can be explored. These are: (1) brain activity may predict motor responses that
are, by ordinary means, unpredictable, and (2) type I readiness potentials (and poten-
tially the alpha phase effects observed by Matthewson and others [17]) may be
redundant with predictive anticipatory activity, or PAA.

In terms of the implications for creating a closed-loop system based on human
physiology, I have several recommendations that arise from the results of this exper-
iment as well as others; some of these recommendations were previously mentioned in
an earlier review of PAA [6].

(1) Interindividual differences make the search for a single stereotyped signal diffi-
cult; one solution is to use machine learning to better isolate the predictive signal
for a given event for each individual.

(2) The complexity of the nervous system may allow for better isolation of signals
tied to an array of different future events as compared to a simple binary
comparison.
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(3) On the other hand, the quick-responding nature of the nervous system, assuming
this quick response applies also to the “reverse” temporal direction, is likely to be
poorly suited to predict events for purposes that would require seconds to minutes
of preparations. In contrast, implicit behavioral effects, like those investigated in
the precognition meta-analysis already discussed [7], are among the slowest
effects. Thus, if temporal symmetry around an event is a general rule, it is likely
that these implicit behavioral measures will also reveal the upcoming event earlier
in time than other measures, because they respond later than other measures.

In sum, the results, if replicated independently, support converging evidence that
there is some mechanism by which events in time are mirrored by behavioral and
physiological systems. Whether these events in time are motor responses (as in this
study) or sensory stimuli (as in many others, as machine learning techniques improve, it
may be possible to create a closed-loop system able to predict events that previously
were thought to be unpredictable. Note that one common concern that impedes the
development of such a device is that it would cause a temporal paradox – for instance,
the so-called “grandfather paradox” in which an anti-hero can go back in time and kill
her own grandfather at a stage in life prior to when her own mother was conceived,
thereby making our anti-hero cease to exist. One way to avoid this paradox is to assume
that events in time are conditioned according to both information from the past and the
future – in other words, what is happening in the present is only possible because past
and future events agree with it. An interpretation of quantum mechanics sympathetic
with this view has been advanced recently [20], and a formulation of closed timelike
curves has been tested to show that it solves for the grandfather paradox using a similar
idea [21]. If we can successfully build a closed-loop system that allows people to avoid
future dangers, then we will also be better positioned to understand why the system
worked. The mechanisms underlying precognition, while still unknown, may well
become better understood as we attempt to create such a system.
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Abstract. In this work, the variation of the waveform of the movement related
cortical potential (MRCP) was investigated in a real-time neurofeedback study, in
which the spontaneous slow cortical potential (SCP) within the same frequency
band as MRCP ([0.05 3] Hz) was provided as feedback to the subjects. Exper-
iments have shown that the background SCP activity has a strong influence on
the waveform of the self-paced MRCP. Negative potential SCP has been shown
to increase the negative peak of the MRCP waveform, while positive potential
SCP has been shown to reduce the negative peak. The variation of the single-trial
MRCP waveform was correlated with the background SCP activity. This study
provided a new approach to evaluate and modulate MRCP waveform, which
directly determines the brain switch detection BCI performance.

Keywords: Brain-computer interface (BCI) � Movement related cortical
potential (MRCP) � Slow cortical potential (SCP) � Neurofeedback

1 Introduction

Brain-computer Interface (BCI) provides an alternative communication and control
channel for healthy or disabled users to interact with the external environment through
brain activity alone [1]. Scalp-recorded EEG is comprised of a wide variety of oscil-
latory activities, such as delta ([2 4] Hz), theta ([4 8] Hz) alpha ([8 13] Hz), beta ([13
26] Hz), gamma ([30 70] Hz), even near to direct current (DC) component (< 1 Hz),
which we call slow cortical potential (SCP) [2]. Among those oscillatory activities,
sensorimotor rhythm frequency band ([8 to 30] Hz) has been shown to be correlated
with movement or imagined movement intention [3], and also somatosensory attention
[4]. By detection of the changes of band power, subjects’ motor or sensation intention
can be reliably recognized by the BCI system and transferred to control external
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devices [5, 6]. However, there is a latency, usually in the order of seconds, between the
motor imagery (MI) task and the generation of SMR patterns [7–9], making it difficult
to develop a highly interactive BCI. This is especially the case in stroke neuroreha-
bilitation [10, 11], when the delay between motor intention and the corresponding
detection is required to render the Hebbian principle effective [12, 13].

Another signal modality, called movement-related cortical potential (MRCP) has
been shown able to reflect the subject’s motor intentions within a few hundreds of
milliseconds, thus it is critical for the afferent feedback to be timed to arrive in syn-
chrony with the movement intention [14–16]. The MRCP based closed-loop BCI
would provide a novel neuromodulation system to enhance the neuroplasticity more
effectively. The performance of the MRCP based BCI system is a key factor
influencing stroke recovery, as it is necessary to accurate single-trial detection of the
MRCP waveform in real-time. However, the waveform of MRCP can vary substan-
tially and therefore affect the performance of the brain switch. Factors influencing the
waveform of MRCP need to be quantified, in part, by quantitatively analyze its trial by
trial variability. Understanding the MRCP variability in a single-trial basis would
provide a new way to enhance the corresponding BCI detection performance.

The MRCP consists of a Bereitschafts potential (BP) [17], followed by a motor
potential (MP) [18] and a movement monitoring potential (MMP) [19, 20]. The BP
consists of a slow decrease in EEG amplitude starting approximately 1500 ms prior to
the onset of the movement, and is considered as a cortical representation of motor
preparation. MRCP is one kind of a slow cortical potentials, within the frequency range
of 0.05 to 3 Hz, but the waveform is related to movement – either real movement or
imagined movement. The SCP can be self-regulated through neurofeedback training
[21], i.e. the voluntary production of negative and positive potential shifts. There is an
apparent overlap in frequency band between MRCP and SCP, both near the DC fre-
quency range, hence the spontaneous SCP would be one of the factors influencing the
MRCP waveform. The variability of single-trial waveform would be explained by the
background SCP activity.

In this study, the spontaneous SCP will be topographically presented to subjects in
real-time, and subjects will be instructed to perform self-paced real movement in the
following three conditions: (1) without neurofeedback; (2) with negative SCP potential
feedback; and (3) with positive SCP potential feedback. The variability of the MRCP
waveform will be systematically investigated and compared between conditions.

2 Methods

Subjects
Four healthy subjects participated in the experiments (two female, all right handed,
average age 22 ± 3.5 years), all were BCI naïve subjects. All participants have normal
or corrected to normal vision, and none reported to be diagnosed with any neurological
disorder. This study was approved by the Ethics Committee of the University of
Waterloo, Waterloo, Canada. All participants signed an informed consent form before
participation.
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EEG Recording and EMG Recording
EEG signals were recorded using a 44-channel g.USBamp EEG system (g.tec, Austria).
The electrodes were placed according to the extended 10/20 system, as shown in
Fig. 1. The reference electrode was located on the right earlobe, and the ground
electrode on the forehead. A hardware notch filter at 60 Hz was applied to the raw
signals. The signals were digitally sampled at 1200 Hz.

One channel surface electromyography (EMG) was also recorded with the g.
USBamp amplifier. EMG was acquired in monopolar montage from the tibialis anterior
(TA) muscle with disposable electrodes. The electrode was placed on the mid-belly of
the right TA muscle, while the reference and ground electrodes were placed on the
bony surface of the right knee and right ankle, respectively.

Real-Time Spontaneous SCP Neurofeedback Interface
The EEG signals were continually filtered between 0.05 to 3 Hz using a second order
Butterworth filter. The filtered SCP signals was then averaged within 100 ms windows.
The potential across electrodes was presented to subjects on a color scalp topographic
map, which was updated every 100 ms, as shown in Fig. 2.

Experimental Procedure
The experiment paradigm was shown in Fig. 2. Subjects were required to perform
movement tasks according to different conditions: (1) No neurofeedback, (2) Neuro-
feedback with Negative Potential, (3) Neurofeedback with Positive Potential.

Fig. 1. Topographic localization of EEG electrodes.
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The subject was seated on a comfortable armchair, with both forearms and hands
resting on the armrests. The subjects were instructed to limit their eye, facial and arm
movements. Every subject performed three runs of foot dorsiflexion task, with 20 trials
per run. Before the start of every run, subjects were required to stay still and not make
any foot movement in the first 10 s, which was used as baseline for the subsequent
online EMG detection. During the first run, subjects performed self-paced foot
dorsiflexion, with 5–8 s between each task. No neurofeedback was provided to the
participants in this run, as shown in Fig. 2(A). During the second run, subjects received
the real-time slow cortical potential maps (the whole scalp), and subjects were
instructed to perform foot dorsiflexion when the center of the scalp (Cz) turns into blue
color, which corresponded to negative potential as shown in Fig. 2(B), and rest for
5–8 s before next task. During the third run, the participants received the same neu-
rofeedback as in the second run, but were instructed to perform the foot dorsiflexion
task when the center of the scalp turns to red color, as shown in Fig. 2(C), which
corresponded to positive potential. Subjects rested 4 to 10 min between runs.

Fig. 2. Graphic Demonstration of Experiment Paradigm. (A) No neurofeedback was pre-sented
to subjects. (B) Neurofeedback was presented to subjects, when negative potential was presented
around Cz vertex subjects performed a real movement. (C) Neurofeedback was pre-sented to
subjects, when positive potential was presented around Cz vertex subjects performed a real
movement. Color bar indicates the voltage value. (Color figure online)
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Data Analysis
The Teager–Kaiser energy operator was used to detect movement onset from the EMG,
which has been shown to be more accurate than using the amplitude of the surface
EMG [22]. The TK value of EMG in the first ten second of every run was used as
baseline for the subsequent EMG onset detection. If the TK value of the EMG surpass
that of three times of the baseline value, then the onset of EMG was detected, which
corresponded to the start of the foot dorsiflexion task. A band-pass filter from 0.05 to
3 Hz and the large Laplacian spatial filter centered at Cz were used to enhance the
signal-noise ratio of Cz. The spatial and spectrally filtered virtual Cz was used in
subsequent processing steps. 2.5 s before and 1.5 s after each movement onset of the
preprocessed EEG was extracted for the waveform analysis.

3 Results and Discussion

MRCP Waveform in Different Conditions
Figure 3 illustrates the averaged MRCP waveforms ([0.05 3] Hz) under the three
different conditions. Evidently, the peak negativity peak in run 2 was more pronounced,
reaching up to −15 uv, while the peak negativity was only approximately −5 uv in run
3. The peak negativity was approximately −10 uv from run 1. The averaged MRCP
essentially overlapped with the waveform from run 1.

SCP Topography in different Time Period
Figure 4 illustrates the SCP maps in different time period ([0.05 3] Hz) in no neuro-
feedback condition (run 1), 0 corresponds to the onset on movement as detected by
EMG. The potential with the corresponding time window was averaged, including time
window of [−2.0 −1.8] s, [−1.5 −1.3] s, [−1.0 −0.8] s, [−0.5 −0.3] s, [−0.2 0] s,
[0 0.2] s, [0.4 0.6] s, and [0.8 1] s.

Figure 5 illustrates the SCP maps in different time period in neurofeedback with
negative potentials (run 2). Figure 6 illustrates the SCP maps in different time period in
neurofeedback with positive potentials (run 3).

From the time period between −2.0 s to −1.8 s, the potential distribution around
the scalp were similar among the three conditions. While in the time period between
−0.5 s to −0.3 s, there was a clear difference between the three conditions; there was a
more negative potential around the Cz channel in the negative potential neurofeedback
condition, and a more positive potential around the Cz channel in the positive potential
neurofeedback condition. These differences were explicitly induced by our experiment
protocol, and it is clear that they are influencing factors for the subsequent MRCP
amplitude changes. At around 0 s, the resulting negative potential was more pro-
nounced in run 2 than that in both run 1 and run 3.

In this preliminary neurofeedback study, the background SCP changes were found to
be correlated to the variation of the MRCP waveform. To the best of our knowledge, this
was the first study to address the waveform variation due to the background SCP changes.
Through the proposed neurofeedback strategy, the MRCP amplitude can be enhanced or
reduced. This confirmed our hypothesis that there would be an additive effect between the
background SCP and self-induced MRCP signal in the resulting waveform.
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Fig. 3. MRCP waveform in different neurofeedback conditions. Black line indicates the
averaged waveform across all trials (20 � 3 = 60 trial); red dashed line indicates the waveform
in Run 1; green dash-dotted line indicates the waveform in Run 2; blue dotted line indicates the
waveform in Run 3. 0 s indicates the start of the task. (Color figure online)

Fig. 4. SCP topography in different time period in no neurofeedback condition. 0 corresponds
to the onset of the EMG. Color bar indicates the voltage. (Color figure online)
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4 Conclusion

The variation of the MRCP was influenced by the background spontaneous SCP
activity. Real-time neurofeedback provided a new approach to quantify and affect the
self-paced MRCP waveform, which would have a direct influence on the MRCP BCI
performance.
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Fig. 5. SCP topography in different time period in neurofeedback with negative potentials.
0 corresponds to the onset of the EMG. Color bar indicates the voltage. (Color figure online)

Fig. 6. SCP topography in different time period in neurofeedback with positive potentials.
0 corresponds to the onset of the EMG. Color bar indicates the voltage. (Color figure online)
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Abstract. Successful communication relies on the ability to express and obtain
information and fast adaptability to the communication that others think has
high quality [1]. The one with high exchange quality in group-based commu-
nication is generally supposed to have leadership. The leader’s neural mecha-
nism during the communication is not deeply studied in the previous researches.
In this paper, a new method is proposed to evaluate the leadership in group
activity by utilizing the characteristic of EEG. We collect the brain electrical
activity of the group members with non-intrusive high precision wireless EEG
acquisition device to reduce the barrier in exchange activity. Through classifi-
cation of interactive and noninteractive multivariate analysis with multi-person
EEG electrode, it’s found that the left temporal lobe cerebral region of leader
elected by voting features obvious activation of electrode after receiving mes-
sages from others. Further, his a EEG is significantly inhibited and b EEG is
obviously activated. This cerebral region is considered to be the one disposing
and predicting errors, which indicates that the leader is good at analyzing each
person’s information and disposing errors and used the resources for predicting
and planning after accepting the problem. Besides, the frontal lobe a wave of the
leader during the stage of communication and discussion is inhibited obviously
and it is the same as the voting result.

Keywords: EEG � Leadership � Synchronization and multi-person interaction

1 Introduction

When many people participate in team interaction, they exchange messages through a
series of behaviors. Different individuals are adapted to their communication means
through in-depth tightly coupled alignment. Multi-person team interaction process can
be considered to be the frequent two-person communication with different objects.
However, it is different from the two-person communication. Due to the randomness of
multi-person communication object, the individual is required to fast synchronize with
different objects. If the effect of tightly coupled alignment is not desirable, the com-
munication quality will be reduced.
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To be different from team, social group is defined as two or more interacting and
mutually influencing each other [2]. Some social psychologists think that the member
of “group” as regards those in his group as “us” instead of “them”. The difference
between social group and team is that the team consists of members who are highly
differentiated and mutually dependent while social group consists of members who are
homogeneous and substitutive. It can be understood that team is a group with special
form. Human society consists of human group. However, people are consciously
divided into different teams to improve efficiency in modern society. The leader, as the
core of the team, should possesses strong communication ability, for which the leader
should rapidly synchronize with the followers and get to know the thought and
intention of the followers so as to divide the homogeneous group into the teams with
special trait.

It’s poorly understood how the brain supports the social function in current
researches, most of which are centrally carried out under experimental environment.
However, there tends to be blank researches carried out under natural environment. In
this paper, one leader marker is defined to evaluate the leadership of individual in
group. Meanwhile, the similar but different experimental contents made with same
members can be used as the result reference for the task completion result with or
without leader. Then, the task is expanded to the practical problem (built with building
blocks) from the topic discussion. According to the result, it shows that task completion
and evaluation of the predicted group under the leadership of the leader is superior to
the control group without leader.

To be specific, according to the previous research on synchronic dual-EEG, it’s
found that the power spectrum of the parietal lobe a wave (about 10 Hz) has the
tendency of synchronization when focusing on common thing namely when syn-
chronization occurs. That is to say, when focusing on the same thing, there is syn-
chronic tendency for the beginning and ending time of the activating and inhibiting
strength of a wave. When not focusing on same thing, the power spectrum strength of
a wave is not obviously associated. In a bid to eliminate the error between external
disturbance and wireless device, a small interactive-blink test is designed before the
experiment is officially implemented. That is, the eyes are opened according to the
order of experimenter and all group members are completely stochastic. Opening and
closing eyes alternatively at regular of 10 s shall be regarded as the basis for static data
(base-data) and evaluating wireless connection quality.

2 Materials and Methods

2.1 Participants

25 subjects (12 males, averagely aged: 23.52 ± 3.02) have no cerebral diseases and
bad habits. All participants receive the experimental notes and don’t repeatedly par-
ticipate in experiment.
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2.2 Task and Procedure

The subjects can see each other and observe the expressions of others during the dialogue.
The subjects have 5 min’ rest before the experiment starts and then begin discussing the
topics. Two conditions are discussed in the experiment. Firstly, the whole-follower’s
state of the group leader is not designated. Secondly, the leader-follower of the group
leader is designated.

(1) Whole-Follower. At this time, all group members can make statements freely at
their will and the experimenter read the topic for all subjects once and then discuss it.
There is no fixed answer for the question. The subjects can involve any fields that they
are adept in during the discussion. The subjects shall keep gentle and should not be
excited and nervous during the explanation. The discussion lasts 20 min all group
members shall select a group leader after times run out, and the group leader will report
the final result. During the discussion, two DV cameras will record video from different
directions for recording such information as the demeanor of the group members,
beginning & ending time of communication and mood and serve as one of reference
basis for evaluating the communication quality.

Each subject will have to fill in one questionnaire for inquiring about the voting
result of the group leader selected by each subject and evaluating their attentions to the
question, communication quality and level of their interest in the topic. Each question is
divided into 1-10 grades. The answer of questionnaire will be used as the basis for
future classification.

(2) Designated Leader-Follower. There are 10 min for rest after the last stage, then
the group leader selected by the last group is designated as the leader, taking the lead in
topic discussion. After the experimenter explains the question, the subjects can begin
the discussion. The discussion process requirement, video recording detail and ques-
tionnaire shall be the same as those for the last stage.

Besides, two extra stages are designed to explore difference in activation of cerebral
region of the leader and follower.

(3) Whole-Follower (Task). At this time, all group members can make statements at
their will and complete building of electronic bricks (environment is minecraft creative
model) on computer. All group members connect the network through LAN. There has
existed a building in the task. All materials have been given out. The group members
are required to repeatedly build a same building. The construction process can be
discussed. The subjects shall keep gentle and should not be excited and nervous. The
time is 20 min according to the discussion and building process, it is required to reduce
head and body movements as far as possible, mutually communicate with each other
over the earphone and record video with PC camera and serve as one of reference basis
for evaluating the communication quality and attention in the late stage. The subjects
should fill in questionnaire after completion of construction. The content shall be
referred to that at the first stage.

(4) Designated Leader-Follower (Task). One leader (voted through investigation
questionnaire at the third stage) shall be designated at the very beginning, then the
leader give commands in completing the building of the target. To prevent the repeated
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work from bringing influences to the result, the difficulty in building at the second stage
is the same as that at the third stage but the structure is different from that at the third
stage. All subjects participated in teaching and are all skilled at operation before. The
requirements and specific details are the same as those at the third stage (Fig. 1).

2.3 EEG Recordings

All members of each group collect EEG data synchronically. 5 32-channel electrode
caps are used, for which international standard electrode location (standard-10–10)
is adopted. 5 groups of independent wireless receiving devices are connected in
parallel with synchronic annunciator, which sends out beginning and ending signals to
ensure the synchronization among 5 groups of devices. The recorded bandwidth is
0.1 Hz–60 Hz and the sampling frequency is 250 Hz.

2.4 EEG Data Preprocessing

EEGLab (version No.: 13_6_5b) is used for data processing and analysis and MATLAB
software toolbox for data processing. All periods shall be expected to be manually
classified. It’s necessary to differentiate each subject is at the state of listening or
expressing according to the video recording and record area. If the expressing time is
long, it’s necessary to select−1–1.5 s before start, 1 s during the expression and−1.5–1 s
before the ending time. All expressing time length shall be standardized within 6 s. The
data before normal form is used shall be adopted as the baseline correction standard to
remove DC offset.

2.5 Artifact Removal

The data is further processed with ICA. Because the normal form of experiment is
mainly constituted by the dialogue, head movement and blink, the influence on EEG

Fig. 1. Specific flow chart
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cannot be avoided. The electrode cap is equipped with gyroscope, which can collect
acceleration data of axis X, Y and Z, judge the component of blink, eye and head
movement by combining accelerometer and PCA, and then remove it. Then, the main
component is extracted through PCA to reduce the data dimension and non-main
leading component. Besides, PCA is also helpful for reducing distortion of frequency
domain. Main 6 components are calculated through PCA as the classification basis in
the late stage.

2.6 Spectral Analysis

To standardize the state of cerebral activity of different participants, the time for
communication is standardized. The expression time is intercepted. Every intercepted
section only involves expression that man is the expression state with the remaining
participants considered to be at listening state. WT (wavelet transform) is adopted.
Hamming window length is 2 s. It’s supposed that the intercepted standard length is a
trail. To reduce the data error, the corresponding power spectrum is calculated after
average of data overlay of each trail is taken. The range that we are interested in is
centralized at two frequency bands a (8–12 Hz) and b (13–30 Hz). The selection of
channel is calculated according to correlation test of whole-brain channel to select EEG
channel with high correlativity. In the meantime, the previous research shows that there
is obvious difference in activation of temporal lobe of the bran when the leader
communicates with non-leader [3].

Figure 2 shows the change in whole brain power strength of the leader at different
frequency bands during expression and listening. It could be known from the figure that
the activation degree of parietal & temporal lobes in the left side and temporal lobe in

Fig. 2. Midpoint of frequency band a (8–12 Hz) mainly marked in a and b 10 Hz represents
wave a and midpoint 22 Hz of b frequency band (13–30 Hz) marked in the figure represents
wave b. It could be found that the electrode in parietal lobe in the left side and temporal lobe in
the right side of the brain is activated obviously during the communication. B wave power during
the talk is obviously larger than that during listening while a wave power during listening is
obviously larger than that during the talk. The energy during listening is mainly centralized in
low-frequency band (0 < 15 Hz); the energy distribution during listening is more average than
that during listening. The proportion of high frequency band (15 > 30 Hz) is larger.
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the right side during the expression is obviously higher than that during the listening.
According to psychological and related research results, it’s supposed that the errors
that have already made or might be made during the expression are judged and cor-
rected in advance. Figure 2a and b shows that the leader is more relaxed during
listening and more concentrated during the expression.

Figure 3 shows the change in whole brain power strength of follower during rep-
resentation and listening at different frequency bands. Similarly, the cerebral region in
the left side is activated obviously during communication. However, to be different
from the leader, the difference in energy of activated and other electrodes of follower is
small. Besides, energy of wave a and b is obviously smaller than that of leader. It
indicates that the follower is more relaxed during the talk for the error-tolerant rate of
follower during expression is higher and the responsibility is small. Therefore, the
follower is in relaxing state during expressing.

2.7 Analysis of Regression

The ultimate goal of this research is to find out specific EEG index evaluating the
individual leadership and build a prediction model through this index to predict the
efficiency of the group, and give out the recommended leader. Therefore, it’s ultimately
necessary to build a regression model. There are 5 members in each group. Each
participant collects 32 channels of EEG data and has discussion or numerous groups of
dialogues will be had in the experiment. The data dimensionality for EEG analysis is
large. The specific characteristic is selected for the data. SVM is finally selected as the
classifier and RBF kernel is selected for kernel function.

Fig. 3. Midpoint 10 Hz of a (8–12 Hz) mainly marked in the figure represents wave a while
midpoint 22 Hz of b frequency band (13–30 Hz) marked in the figure represents wave b. It could
be found that the cerebral region in the left side is similarly activated during the talk. It indicates
the participants think about and analyze questions and try to correct the errors. However, the
activation degree of the follower is not as remarkable as that of the leader. EEG tendency of
follower and leader is just on the contrary. The energy of follower during listening is obviously
larger than that during expressing, which is the same that in video. That is, the follower is further
not good at expressing but is inclined to listen.
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Due to data nonlinearity, the data is not completely stochastic. The classification
effect of linear kernel function and Gaussian kernel is not good. When the regression
function is made, the data is divided into two parts: 80% for training set and 20% for the
test set. The training data is put into SVM to monitor learning. To improve the per-
formance of classifier, the parameter c and g of SVM is optimized through grid search to
search for the optimal parameter. Searching range: parameter c:2^(−8)–2^8; parameter
g:2^(−8)–2^8. The stepping is 1. Because the experimental content is fixed and the noise
reduction & filtering and standardization of data is implemented before it is finally put in
SVM. To simplify calculation step, once the optimal parameter is determined through
grid search it will be no longer modified. Though it may not be optimal parameter for
different data sets, it can be considered to approach the optimal parameter.

2.8 Effectiveness Evaluation of Data

For EEG is collected with wireless device. There is high requirement for environment.
Channel disturbance and mutual interference among devices might have great influence
on experimental result. Therefore, the data validity is evaluated before beginning and
ending of experiment. The specific step is: order group members to sit when facing the
wall for 5 min, and then open and close eyes alternatively according to the order of the
experimenter. The eye opening or closing state lasts 10 s. 3–5 groups shall be made
cyclically. Then, the subjects shall sit when facing the wall according to the order of
experimenter. If the data validity proves that the environmental interference belongs to
the acceptable range, it’s necessary to start the experiment after resting for 5 min.

After the experiment is finished, it’s necessary to repeat the same evaluation step. If
the assessment result is data validity, then it’s considered that the data is reliable. Once
the assessment result is data invalidity, the data for the experiment will be abandoned
and the subjects also cannot join in experiment again.

Up to now, there have been research on influences of eye opening & closing on
EEG carried out. There are unified opinions in the circle. Therefore, it’s necessary to
verify the data validity through alternative eye opening and closing. If the data analysis
result is the same as the opinions in the circle, the data will be considered to be valid,
vice versa.

3 Result

3.1 Individual Leadership

It’s mentioned in the above text that the activation of left hemisphere of leader or
follower during communication is obvious, in which the electrode activation of temporal
and parietal lobes is obvious. The cerebral region activation of the leader is obviously
higher than that of the follower. Simultaneously, the leader is more relaxed during
listening and communication than the follower. In this way, the leader has clear thought
and improves the efficiency in solving the problem. However, there is no especially
obvious trend for the follower. Even if some followers are more concentrated during
listening, the activation level of their cerebral region is far lower than that of the leader’s.
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Because there are many featured electrodes and activated electrodes of different
subjects and role are also not the same, the features might be lost if few featured
electrodes are selected for the classification. Therefore, 8 motors in left parietal and
temporal lobes, etc. are selected for classification. To facilitate Fig. 4, feature of P3
electrode (international standard motor location is channel 24) is only displayed. By
combining the time frequency map and investigation questionnaire of follower’s P3
electrode, it’s found that the electrode activation of left temporal lobe of followers with
high executive force during listening is obvious, which indicates that the followers
summarize and extract the orders or tasks of the leader consciously or subconsciously.
Meanwhile, it also indicates that the leader has good expressing ability.

Fig. 4. Middle-stage (about 3 s of data after standardization, representing the middle part of
communication stage) P3 electrode activation of leader during the talk is obvious. (a) P3
electrode activation of leader during the middle and back periods (about 4.5 s and 6–7.5 s of data
after standardization, representing the middle and ending parts of listening stage) during listening
is obvious, in which a wave plays a dominating role. (b) P3 electrode of follower during the
whole stage of communication is activated but the activation level is obviously lower than that of
leader. (c) P3 electrode activation of follower at beginning and ending stage during
communication and listening is obvious, which indicates that beginning and ending of
communication excites the follower greatly.
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It’s also found that the cerebral region of follower doesn’t have obvious features at
all stages, which is identical to the research conclusion reached previously. For high
precision EEG acquisition device is used in this paper, the inconspicuous activation
features still can be found. It proves that the followers participate in discussing and
thinking about the topic but the strength is not the same. This conclusion fills the blank
in analysis of thinking mode in previous researches. In addition, the hypothesis is
verified with experimental data.

Further, data is classified through the searched out. The average classification
accuracy reaches above 90%, which proves that the features searched out can indeed be
regarded as the classification basis and can differentiate from the follower and leader.
By building regression model through classifier to predict the individual leadership and
comparing the predicting result into the voting result of questionnaire, it’s found that
the predicting accuracy is about 70% and even higher. If the prediction accuracy is
found out for the optimal parameter of classification parameter during construction of
prediction model, there is still the trend for promoting.

3.2 Behavioral Results

Through analysis of the communication video of experimental paradigm, it’s found that
the individual leader is not directly associated with communication frequency, but the
person with high communication frequency is indeed easily selected by voting. The
individual with high leadership can fast understand others’ thought and give satisfying
answers to others. When the individual with high leadership makes speech, short-term
collaboration comes up with others’ a EEG. That is, when the individual makes speech,
the difference in change trend of power spectrum intensity of others’ a EEG is small.
This feature only will emerge when the communication quality of individual with high
leadership is high. Besides, once the expressing stage ends, EEG of others will fast lose
synch state.
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Abstract. Interactive image segmentation method plays a vital role in various
applications, such as image processing, computer vision and other fields.
Traditional interactive image segmentation methods focus on using the way of
manually adding interactive information, such as sketching the edges, distin-
guishing foreground backgrounds with dotted frames, and so on. The infor-
mation acquisition and decoding technology has become more mature, such as
in eye movement and electroencephalogram, and based on which, this paper
presents an interactive image segmentation method that uses eye movement
trajectory and EEG as interactive information. While observing the image, it
collects the data from EEG and eye movement, based on these physiological
signals to establish a more natural interactive image object segmentation
method. The results show that the method of brain-computer interaction based
image segmentation has advantages in the following aspects: first, it is
hand-free, and can be applied to special occasions; second, there will be higher
efficiency and better results in multi-target image segmentation. This research
provides a new way to establish a new method of image segmentation based on
human-computer cooperation.

Keywords: Interactive image segmentation method � Human-computer
cooperation

1 Introduction

Image segmentation is one of the important branches of image processing. Fast and
reliable image segmentation is not only the cornerstone of image editing and image
analysis, but also an indispensable catalyst for pattern recognition, computer vision and
artificial intelligence. Image segmentation plays an irreplaceable role as an initial step
in target detection and tracking, image retrieval, shape from silhouette and other
applications (Vezhnevets and Konouchine 2005).

Although the automatic image segmentation is developing continuously, the seg-
mentation effect has been greatly improved. However, any kind of fully automatic
image segmentation method can only have a good segmentation result and cannot be
generalized for a specific case (Hernández-Vela et al. 2011). In the process of image
segmentation intervention, it can get better results (Veksler et al. 2010) by making
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interruption moderately, so more researchers are increasingly turning to the interactive
image segmentation.

The interactive methods of early interactive image segmentation methods are
mostly tedious and the method of image segmentation is not very effective. For
example, Intelligent paint (Harley and Reese 1999) uses a region-based hierarchical
segmentation method to link similar image regions together automatically (Mortensen
and Barrett 1998; Mortensen and Barrett 1999) and it takes each pixel as a section of
the picture, and then it makes image segmentation through graph theory finding the
shortest distance. While in the aspect of interaction, the algorithm needs to sketch the
approximate edge contour artificially, and uses artificial sketch edge to generate the
shortest path. However, when the background texture is complex, multiple shortest
paths may be generated to influence the final segmentation effect. In this case, addi-
tional relay points are needed to fit the shortest path to the contour of the target object.
Therefore, it obtains a better segmentation effect, which virtually enhances the com-
plexity of human-computer interaction process.

In order to improve the image segmentation results and interactive methods, many
image segmentation methods turn to differentiate the foreground and background, such
as GraphCut (Boykov and Jolly 2001; Greig et al. 1989) which is also an image
segmentation method based on graph theory. Each pixel as a graph node, the algorithm
maintains a global label, and the label is divided into two categories: the foreground
and background; it uses maximum flow, shortest path method to maintain all the pixels
of the label, the global optimization of the foreground label It can be used as the basis
of image segmentation to complete the whole process of image segmentation. The
purpose of interaction is to define the foreground and background as the initial
parameters of maximum flow and shortest path. When the foreground and background
texture are similar, GrabCut (Rother et al. 2004) is an extension of the GraphCut
method that adds an iterative process to the GraphCut. GrabCut first determines the
approximate range of the foreground and background by the human frame, initializing
the foreground and background of the label, then each iteration is to re-calculate the
weight of each edge of the graph. It uses new weights for the image segmentation
algorithm, re-segmentation of the image, after several iterations, the image segmen-
tation algorithm will gradually converge to a better result; GrabCut can also improve
the segmentation results of irregular shapes of transitional edge objects by adding detail
edge shapes.

There are some limitations in foreground background segmentation using maxi-
mum flow and shortest path algorithm of graph theory, including only one foreground
object can be segmented, and interactive mode is inevitable to divide foreground
background. In view of these problems, a variety of image segmentation algorithms are
introduced into the interactive image segmentation method to improve the image
segmentation effect and simplify the interactive mode. GrowCut (Vezhnevets and
Konouchine 2005) is still focused on the division of the foreground and background,
and it uses prospects, background tags as the basis for image segmentation; GrowCut
uses cellular automata idea, before it starts the image segmentation by the user through
the interaction of the target object position, outline and location of the background, as a
foreground seed and background seed, through the growth of cellular automata, the
user does not specify the pixels into the foreground or background. During the whole
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growth process, the foreground label and background tags are all completed, and the
use of dual-tag can complete the target object segmentation. TouchCut (Wang et al.
2014) is a simple image segmentation method based on level set and interaction.
TouchCut first requires the user to input the position of a target object. Through the
edge information of the image and the GMM color model, scholars (Qiu et al. 2014)
use the energy function of edges, textures and geometries to obtain the contours of the
level set and then use the evolution of the level set to obtain the final target object
segmentation. The super-pixel segmentation and merging approach are to achieve
image segmentation; in the image preprocessing, it aims to complete the super-pixel
segmentation and the initial merger, to add the object to determine the location and
approximate shape of the line, the super-pixel is merged to complete the image seg-
mentation process (Table 1).

As can be seen from the above description, interactive image segmentation methods
are moving in the direction of more diverse image segmentation methods and simpler
and more natural way of interaction. Amid which a class of methods such as the
intelligent paint and intelligent scissors, in the present view, whether it is from the
result of image segmentation or interactive mode of simplicity, both are unsatisfactory.
In the graph-based interactive image segmentation method, GraphCut further applies
the maximum flow and shortest path algorithm of graph theory in the image seg-
mentation domain, and GrabCut obtains better results by iterative method. The inter-
active way is from drawing foreground background to drawing. It is more convenient to
distinguish the foreground background from the earlier interactive segmentation
methods. However, the image segmentation methods based on graph theory are not
flexible enough. The only parameter is the weights between the graph nodes. The
interaction can only provide foreground and background seed information. It is not
suitable for image segmentation, and this method is more suitable for the classification
problem of binary objects, that is, the classification of single object and background is
not suitable for multi-target image segmentation (Vezhnevets and Konouchine 2005).
GrowCut, and TouchCut use the cellular automata and level set methods to get the

Table 1. Comparison of several methods

Methods Image segmentation
method

Interactive mode

Intelligent paint Based on areas Draws the target contour
Intelligent
scissors

Based on graph theory Draws the target contour

GraphCut Based on graph theory Painting the background and simple
outline

GrabCut Based on graph theory Frame and detail shapes
GrowCut Cellular automata Draw the target position and the contour

line
TouchCut Based on level sets Draw the target location
LinedCut Super-pixel segmentation Draw the target location and shape
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labels from the seed point growth iterations. LinedCut uses the method of super-pixel
segmentation and merging for image segmentation. These methods are more suitable
than the graph theory method for obtaining target object segmentation, but the inter-
action of multi-target segmentation will become more complex.

While except for that it does not apply to multi-objective image segmentation, the
above methods, whether using the mouse or touch-based, are not able to get rid of the
step that add interactive information manually. So, for the special cannot use the hand
to add interactive information occasions, such as handicapped people, these methods
are not able to adapt.

Thoughts to put forward this method:
In view of the above problems, this paper presents an interactive idea: when the

viewer watches the images, they only need to watch the images naturally, without the
need to add interactive information. When the viewer watches, the eye movement
trajectory of the viewer is collected, The EEG signal is collected and processed to
measure the attention of each point of interest. The attention is monitored by the
attention, and the segmentation process of the image is monitored by the attention
point.

The entire interactive image segmentation method uses the SLIC super-pixel seg-
mentation (Achanta et al. 2012a) as the initial step; the eye tracker used to acquire the
eye trajectory has an accuracy of 0.4° (Larivière et al. 2015), and the eye-tracking
trajectory can be well used in the image compression field (Nguyen 2006). We use
EEG signal as the supervisory information of eye movement trajectory, and we
introduce the EEG signal as the monitoring information of eye movement trajectory, in
which the alpha rhythmic wave is used to monitor the eye movement track. The alpha
rhythmic wave (8–12 Hz) can be a good measure of the viewer’s attention when
viewing the image as the viewer focuses on the picture (Thut et al. 2006; Worden et al.
2000; Sauseng et al. 2005); by filtering the attention points and monitoring the merging
process of ultra-pixels using the filtered points of interest, an interactive image seg-
mentation method combining eye movement trajectories and EEG signals can be
realized.

2 Methods

2.1 Data Acquisition and Data Set

The eye tracking device is the Tobii TX120 Eye Tracker, which can operate at 60 Hz or
120 Hz sampling rate; the EEG acquisition device uses NeuroSky’s MindWave
single-electrode device; the display is a 23-inch display with a resolution of 1920 * 1080;
The NeuroSky SDK is developed under Windows environment. The device connection,
device calibration, synchronous data acquisition and human - computer interaction is
realized in C# language, and the image processing part such as super - pixel segmen-
tation and merge is realized by C++ language.
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2.2 Process

Combined EEG and eye movement data of the image segmentation system is mainly
composed by two parallel processes. First, the target image is displayed to the user, and
the eye movement tracker and the EEG synchronizer are used to collect the eye
movement trajectory and the EEG signal of the user during the user viewing process.
And then, it obtains the focus by processing the eye movement data and gets the
attention by processing the EEG. The use of focus and attention is to obtain the interests
points of users in the process of viewing images; While the user views the image, the
other part of the system simultaneously makes super-pixel segmentation to the image,
and then splits the good super-pixel block to optimize the merger to reduce the number
of super-pixel block to facilitate the next super-pixel combination of computing time.
After the completion of the super-pixel optimization, the part will wait for the end of
the user’s viewing process and the eye movement trajectory, and EEG signal pro-
cessing. When the focus and attention calculation have been completed, it will merge
users’ super-pixel blocks interests by using optimized hyper-pixel block and attention
information and the super-pixel blocks which are not interested by the user are
removed, and the output image is the image object segmentation obtained by the user’s
eye movement trajectory and EEG signal (Fig. 1).

2.3 Core Algorithm

The core algorithm of the system is divided into three parts: super-pixel segmentation
and optimization, simultaneous acquisition and joint analysis of EEG signals and eye
movement signals, and super-pixel merging using interactive information monitoring to
obtain the image segmentation of target objects (Fig. 2).

Super pixel segmentation as a starting point for the entire segmentation algorithm, it
can obtain a basic similar block of pixels, that is the super-pixel. Because we use

Image rendering

The userImage rendering

EEG recorderEye tracker

The data analysis module

Super pixel division

Super pixel optimization

Super pixels merging

Images target

Fig. 1. Flow chart of image segmentation system combined with eye movement and EEG
method
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human-computer interaction monitoring information which the eye movement trajec-
tory obtains the focus and EEG data gets the attention, because of the characteristics of
human eye when viewing the image, whose fixation time is about 600 ms, and sac-
cades angle is about 3° (Andrews and Coppola 1999), so the coverage of each focus is
stable. So, we have to choose a super-pixel size as stable, similar to the method of
super-pixel segmentation, as mentioned above, block initialization method of
super-pixel segmentation SLIC method is a block initialization method, and it can form
a square pixel approximation of the super-pixel block. SLICO method is in the
super-pixel block size, and its shape is relatively stable. It is more suitable for the use of
attention, and attention as supervisory information is for super-pixel merging. SLIC
method is a sort of box initialization method, which is used to calculate the relative
parameters automatically. The generated super-pixel blocks are more similar to regular
polygons and are more regular. After contrast experiment, we find that the SLICO
method is more regular, but it is not precise enough for small edge detection. SLIC
method is to generate the shape of the super-pixel and sometimes it is not so neat but it
has more accurate detection of small edges, so when we make super-pixel segmentation
according to different images, it needs us to choose a different method.

The average size of each super-pixel block is calculated as the initial parameter of
the super-pixel segmentation according to the characteristics of the human eye, the
human-to-screen distance, the screen size, and the image size. The formula is as
follows:

Fig. 2. Contrast between SLICO and SLIC, the left is SLICO algorithm, while the right is the
SLIC algorithm.
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L ¼ 2x�tan3�2x�tan3 S1 ¼ W�H n ¼ S1=S

SLIC/SLICO is a Kmeans-based super-pixel segmentation method, so this method
will eventually form an approximation to the initial set K value of the number of
ultra-pixel block, but for large areas of similar color areas, such as the background, it is
a solid color or close to a solid color texture, this method will be divided into many
initialization box size of the background of the super-pixel size, similar objects in the
color close to the object will be divided into an indefinite number of super pixels. These
meaningless super-pixels block only merges with the complexity and time-consuming
of subsequent super-pixel, so we need to optimize the merger of these meaningless
super-pixel blocks. The general super-pixel merging mainly uses the greedy algorithm,
but for the color texture complex image, it is difficult to determine a similarity threshold
or a number of pixels’ threshold. While for inappropriate threshold, belong to different
objects or belong to the foreground background of the super pixel block maybe merged
together to influence the effect of the final target object segmentation. Unlike the
traditional greedy merge method, we use a clustering method that takes the BOC of
each super-pixel block as a feature, since the color distribution of each super-pixel
block is sparse, so it is easy to use clustering methods to super-pixel blocks merged into
a small number of clusters, thus greatly reducing the number of super-pixel blocks.

We first obtain the BOC feature of the whole image according to the method of
(Wengert et al. 2011), and then use Kmeans’ clustering method to get the color dic-
tionary, that is, several color feature vectors of the whole picture. The clusters are
clustered by clustering centers. The color vector is also calculated for each super-pixel
block, i.e. the BOC characteristics of each super-pixel block. Then we use each of the
above-obtained super-pixel block vectors to do Kmeans clustering to several color
vector centers of the whole image. Since the SLIC/SLICO method is a super-pixel
segmentation in the CIE-Lab space, two points are in the Lab color space. The distance
between them is the same as the distance between the two points in the European space.
Therefore, the clustering process automatically classifies the adjacent hyper-pixel
blocks into the same cluster, so after clustering, the super-pixel blocks with close vector
distance are merged, so that the super-pixel blocks of different objects are not merged
together, and the error merging caused by the greedy algorithm can be greatly reduced
when the image color texture is complicated (Fig. 3).

The EEG signal is used as reference information of the eye movement trajectory to
eliminate the inattention of the user during the process of viewing the image. That is to
say, the EEG signal is processed to form the attention information synchronously with
the eye movement trajectory.

EEG signal processing first uses short-time Fourier transform, and the short-time
Fourier transform the main idea is to window the time-domain signal, and then win-
dowed signal after Fourier transform to the frequency domain, time domainWindow can
be a very short period of time-domain signal extraction, the time window in the entire
time domain sliding, you can get any location of the local spectrum, that is, the local-
ization of the spectrum. Using the energy distribution of the local spectrum, we can
obtain the energy amplitudes of a wave, h wave and b wave. A waves are thought to
reflect the local excitability of the brain-related cortical areas (Kanwisher et al. 1997).
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Studies of h-waves and b-waves have shown that h and b waves can also produce
amplitude changes under vision, (Raymond et al. 2005; Egner and Gruzelier 2004),
which reflects the degree of excitement and attention of the brain under visual stimu-
lation. The three-rhythm wave normalized to 0–100 between the uses of three rhythmic
wave energies. Expressed concern about the level of the formula is as follows:

Att ¼ b� h� 10 � a

Where Att represents the attention of the viewer when viewing the image, i.e., the
degree of attention is the particular point of interest in the image.

In the short-time Fourier transform, it needs to determine the width of the time
window. In order to synchronize the points of interest and attention as closely as
possible, it is necessary to make the frequency of the attention information as close as
possible to the frequency of the attention information. In the above environment, the
sampling rate of the TX120 eye tracker is 120 Hz or 60 Hz, and the sampling rate of
MindWave is 1000 Hz. Set the global sampling rate in the system, eye tracker set the
sampling rate in accordance with the global sampling rate, window width is set to
w = 1000/rate, allows the rhythm wave frequency similar to the eye movement
sampling rate, eye movement data Synchronization with EEG data.

While eye movement data is being collected, since the frequency has been adjusted
to the same level as the eye movement data while the EEG data is being processed, the

Fig. 3. Super-pixel contrast before and after the merger, the left side is the SLICO algorithm
based on the size of the super-pixel block calculated by the super-pixel segmentation, the right is
with the combination of color dictionary for the super-pixel block clustering optimization results,
showing a significant number of super pixels cut back. (Color figure online)
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time between the eye movement data and the EEG data is removed with the time stamp
while the eye movement data is acquired The eye movement data is synchronized with
the EEG data, and the synchronized eye movement data is filtered according to the
attention degree acquired by EEG data processing to remove eye movement data with
insufficient attention.

Then, the eye movement data are divided into two categories, one is the fixation
point and the other is the glance point. We consider that the eye movement point within
3° in 600 ms which is the same fixation point (Andrews and Coppola 1999). The eye
movement point between the fixation points is a scanning trajectory. For the present
system, the scanning of the target image does not help, so we only use the gaze as the
target image of the monitoring data. The gaze center, the gaze time, and the number of
eye movement points included in one gaze point can be calculated at the same time as
the gaze point is divided,

R ¼ ðtime=1000Þ � ðL=2Þ

Obtaining the radius of interest, superimposing each circle of interest with the
super-pixel block information, can obtain the attention by each super-pixel block, and if
the pixel block is covered by only one fixation point, the pixel will be covered by the
pixel. If the pixel block is covered by multiple fixation points, the fixation result will be
the attention of the pixel block. The focus on below a certain threshold of ultra-pixel
block removal is to retain the user to watch the process of attention and focus on the
part of the focus, that is, the user is to watch the target object.

3 Results and Discussion

In this paper, we use the part of the BSDS300 image library to test our image
segmentation method, and compared with the classic and better interactive image
segmentation algorithm of Grubcut (Fig. 4).

It can be seen from the previous section that the interactive image segmentation
method using eye movement trajectory combined with EEG signal processing as
interactive is better than Grubcut in average. Single object segmentation has more
advantages in multi-object segmentation, and the image segmentation method using the
eye movement trajectory as the main interactive mode is satisfactory in the result
(Fig. 5).

The interactive way of the traditional interactive image segmentation methods,
whether it is crossed, frame or draw points, are inevitably added manually after viewing
the interactive information, both in terms of speed or ease of interaction are not enough
human. While eye movement trajectory as interactive information, only the user to
view the image at the same time to collect the user’s eye movement information and
EEG information in the process of viewing the user to automatically get the interactive
information, after viewing the image will be completed after the entire interactive
image Segmentation process, from the interaction speed to the convenience of inter-
action are far superior to the traditional interactive way. It can be said that this new
interactive image segmentation method is more natural and more efficient.
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Traditional interactive methods cannot interact with each other in many special
cases. In many situations where hand cannot be used, such as disabled persons or
patients whose hands cannot work normally on the battlefield, traditional interactive
image segmentation is degraded into a non-interactive method, and the use of eye
movement can meet most of these needs, then the use of eye movement trajectory
image segmentation method can also be applied naturally in many areas, such as the
battlefield computer equipment, computer vision, paralysis, disabled after a simple
training. By which, those people can achieve the use of computers, the network of new
interactive means, real-world enhance (AR) realm more real content, faster and virtual
content integration.

Confidence level of the traditional interaction cannot meet the needs in specific
situations, such as the trial suspects want to know that the pictures are more concerned
about the target object to provide ideas for the detection of cases, the use of traditional
interaction is clearly not easy to obtain real attention to the target object. But with the
eye track as the main interactive way, combined with EEG signal as the auxiliary
monitoring information, you can effectively get the image in the view of the real
concern to the target object.

Fig. 4. Compared effect with Grubcut
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4 Conclusion

In this paper, an interactive image segmentation method that does not require additional
hands-on interaction by the viewer is realized. The eye movement trajectory and the
EEG signal acquired by the observer at the same time are all interactive information in
the image segmentation. It is difficult for the observer to add fake supervisory infor-
mation in the tracking of eye movements and EEG signals. In the case of suspect
interrogation, it is necessary to divide the image into real images. This method can
segment the object with one or several viewers at the same time in one viewing process,
which can effectively solve the problem of traditional interactive image segmentation
system in multi-object segmentation, or in the costs to pay time or the complexity of the
problem of interaction.

Acknowledgments. This work is supported by the NSFC Key Program (91520202), and
General Program (61375116). This work is also supported by Beijing Advanced Innovation
Center For Future Education with grant No. BJAICFE2016IR-003.

Fig. 5. Results
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Abstract. In this study, we present a novel application of sketch ges-
ture recognition on eye-movement for biometric identification and esti-
mating task expertise. The study was performed for the task of mammo-
graphic screening with simultaneous viewing of four coordinated breast
views as typically done in clinical practice. Eye-tracking data and diag-
nostic decisions collected for 100 mammographic cases (25 normal, 25
benign, 50 malignant) and 10 readers (three board certified radiologists
and seven radiology residents), formed the corpus for this study. Sketch
gesture recognition techniques were employed to extract geometric and
gesture-based features from saccadic eye-movements. Our results show
that saccadic eye-movement, characterized using sketch-based features,
result in more accurate models for predicting individual identity and
level of expertise than more traditional eye-tracking features.

Keywords: Eye-tracking · Biometrics · Sketch recognition · Mammog-
raphy

1 Introduction

Survival of breast cancer disease is largely dependent on early detection through
the annually recommended mammographic screening process. Studies show that
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through early detection, while the disease is localized, patients have a 98.5%
relative survival rate in comparison to a 25% survival rate when the cancer is
metastasized; a point at which the disease becomes incurable [42].

The timely detection of breast cancer is made possible through a process
known as mammographic cancer screening. Mammographic screening is a spe-
cialized examination of X-ray images of interior breast tissues by a trained radi-
ologist. Achieving expertise in radiology requires specialized training, which con-
sists of 5–7 years of Radiology residency and fellowship, and years of experience
during which the practitioner develops an intuition for the task. Expert radiol-
ogists exhibit notably outstanding characteristics, such as increased speed and
higher overall accuracy with which he/she makes decisions on the pathology of
an image, which differentiate them from non-experts. However, the length of
training, and the specific nature and duration experience necessary to achieve
expertise has been the subject of much research in medical imaging [5,23,30].

Although the exact relationship between experience and expertise remains
unclear, one approach to establishing a quantitative relationship between the
two, within the context of mammography, is through identifying differences in
visual search behavior between experts and non-expert image readers [23,30].
In a study of six image readers (board certified radiologists and Radiology resi-
dents), Krupinski [22] compared cumulative cluster dwell times on 20 mammo-
graphic cases between experience groups. A comparison of the median values for
experienced and inexperienced image readers revealed that experienced readers
tend to have shorter dwell times. Their findings suggest that temporal measures
of visual search behavior may be important factors in differentiating experience
level of image readers.

Kundel et al. [25] evaluated the eye-movements of 24 subjects, which included
laymen, medical students, and experienced radiologists while viewing normal and
abnormal chest radiographs. They reported an evolution of observers’ scanpaths
from the localized central patterns of first-year medical students to the circum-
ferential patterns of the experienced radiologist. They noted that, in addition to
the distinct nature of experienced radiologists’ scanning patterns, experienced
radiologists also moved their eyes to the target faster and were more accurate at
interpreting what they saw. Kundel and LaFolette’s findings suggest that geomet-
ric properties of scanning patterns formed during visual search may be important
factors in differentiating between experienced and inexperienced image readers.

To investigate human factors associated with proficiency of diagnostic pathol-
ogy, Krupinski et al. [24] conducted a study examining the eye-movement of nine
image readers of varied experience level (medical students, Pathology residents,
and pathologists). They reported that, when compared with Radiology resi-
dents and medical students, experienced pathologists exhibited longer saccades
on average (measured in seconds). A similar trend was noted when comparing
medical students Radiology residents.

In addition, they reported that the average saccade velocity for experienced
pathologists was lower in comparison with Radiology residents, who’s average
velocity was higher than those recorded for medical students. They noted that
the decreasing trend in saccade velocity with years of experience was consistent
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within the experienced pathology group (board certified pathologists), with the
more experienced pathologists exhibiting a significantly lower average saccade
velocity than the less experienced pathologists. Krupinski et al.’s findings suggest
that distance and velocity measures of eye-movement during visual search in
diagnostic pathology may also be important factors in differentiating between
experienced and inexperienced readers.

In this paper, we describe a novel application of sketch gesture recognition
to extract discriminative information from eye-tracking data for the purpose of
user identification and for determination of task proficiency in Radiology. The
remainder of this paper is organized as follows. Section 2 provides a general intro-
duction to the domain of sketch recognition along with related. Section 2 also
covers related work in eye movement-based biometric identification. Section 3
describes our experimental procedure and data processing methods. Section 4
presents the results from our experiments. Section 5 gives a brief discussion of
results followed by conclusions (Sect. 6) and acknowledgements respectively.

2 Related Work

2.1 Sketch Gesture Recognition

Sketch is considered a natural form of communication involving free form shapes,
letters, and numbers, which encode contextual meaning. Sketches can be consid-
ered as a special class of gestures. The fundament in sketch recognition involves
encoding patterns contained within a sketch gesture in a manner, which permits
accurate interpretation and inference based on the intent of the author of the
sketch gesture [16]. The domain of sketch recognition utilizes machine intelli-
gence to capture and interpret intent of the author making the sketch gestures.
The correct interpretation of gesture intent enables the integration of sketch ges-
tures in user interface systems, which in turn enables intelligent manipulation
and computation on the recognized input.

There are numerous algorithmic contributions to general artificial intelligence
from the domain of sketch recognition. The majority of sketch recognition algo-
rithms fall into one of three broad categories: geometry-based algorithms [34],
vision-based (appearance-based) recognition algorithms [20,32], and gesture-
based (motion-based) algorithms [27,40], or hybrid combinations of these [7].

Geometry-based algorithms apply geometric relationships and constraints to
describe primitive (basic) shapes, which combine to form recognizable high-level
shapes [34]. Appearance-based recognition algorithms rely on the appearance of
a sketched shape; ignoring timing and ordering constraints of data points [38].
These algorithms rely on recognition techniques, such as template-matching,
on the snapshot of a sketched shape to distinguish between shapes [20,32].
Gesture-based (motion-based) recognition algorithms rely primarily on the path
of motion of a strokes that make up a sketch shape. Gesture-based algorithms
characterize shapes based on how individual strokes are drawn (the path of each
stroke) in contrast with the shape of the stroke, even though the latter can be
correlated. These types of algorithms were initially conceptualized for identifica-
tion of a small set of application-specific gesture commands [27,40]. Rubine [40]
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developed a pen input gesture-based recognition system (GRANDMA), which
enabled recognition of single stroke gestures through simple trainable linear clas-
sifiers. In this work, Rubine proposed and evaluated 13 features for classifying
ten different gesture datasets, each containing 15 classes, and reported an aver-
age accuracy of 98%. In a followup work, Long et al. [27] proposed 11 additional
features to those developed by Rubine.

Sketch recognition algorithms were previously applied to solve challenging
pattern recognition problems in other domains [14,26,43]. Dixon and Hammond
in 2010 [9,15] and Pramanik and Bhattacharjee in 2012 [36] applied sketch
recognition algorithms to identify faces in images from sketched drawings. They
reported an average of 86% similarity with the top five matches using their
method, which was significantly higher than averages from the two alternatives
presented (eigenface: 43%, and sketch transform method: 80%).

Cig and Sezgin [6] developed a eye-movement interaction system, which inter-
prets eye-movement patterns as auxiliary commands to augment pen-based ges-
tures as a mode selection mechanism (drag, minimize, scroll etc.) during sketch
interaction. Their results demonstrated that manipulation commands can be
recognized with 88% accuracy using natural gaze behavior during pen interac-
tions. In [32], Ouyang and Davis presented a robust, multiple domain sketch
recognition system, which uses vision based decomposition methods to clas-
sify hand-drawn symbols. Their system represented symbols as a set of feature
images, in contrast to geometric or temporally ordered data points. These image
features capture properties of the constituent strokes in a sketch symbol, such
as orientation and the location of end points.

More advanced systems [13,45] are able to identify high-level shapes by
using geometry-based algorithms to characterize its constituent low-level shapes.
Valentine et al. developed Mechanix, an intelligent, interactive, on-line tutoring
system, which allows engineering students to enter planar truss and free-body
diagram solutions to homework problems [45]. The work reported in this paper
does not represent the first time sketch-based features have been applied to
human motions other than pen [2,29,33], but it is the first time they have been
applied to characterize eye-movement.

2.2 Eye-Movement as a Biometric

Biometrics refer to authentication techniques, which rely on easily verifiable
physical characteristics of an individual. Biometric identifiers are categorized as
measurable physiological and behavioral properties of the individual. Physiolog-
ical characteristics are measures related to some property of the physical body,
which include fingerprint, footprint, palmprint, palm veins, face, DNA, iris, and
retina. Behavioral characteristics are measures specific the behavior of a person
(behaviometrics), which include typing cadence, gait, hand-writing, and voice.
Eye-movements do not easily lend themselves to forgery, since they are largely
dependent on brain activity and extra-ocular muscle characteristics, which are
unique to the individual not unlike the biomechanics of walking (gait). This
property makes eye-movement an attractive option for biometric identification.
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In a previous work, Noton and Stark [31] observed that individuals tend to
repeat certain scanpath trajectories during repeated viewings of a given pat-
tern. In their experiments, they tested this theory, coined scanpath theory, and
found that the general scanpath for a subject during a first viewing of a pat-
tern was repeated in initial eye-movements of approximately two-thirds (65%) of
subsequent viewings. In addition, Noton and Stark observed that the scanpath
produced by an individual for a given stimulus pattern was unique and varied
for each subject [31]. These findings were also supported by subsequent research
in reading related information processing [39,41].

Eye-movements were first explored as a potential biometric identifier in [21].
In this work, Kasprowski and Ober used a combination of eye reaction time
(the period of time between introduction of stimulus and eye reaction), and
stabilization time (the time taken for the eye to fixate on a new location after
stimulus), as features for a predictive model. Using data from nine subjects, they
reported a best average false acceptance rate of 1.48% achieved with a k-nearest
neighbor classifier (k = 3).

Subsequently, researchers explored various eye-movement measures includ-
ing: gaze trajectory [8,11], gaze velocity [46], and pupil size [3] with reasonable
success. Galdi et al. developed a gaze analysis (GAS) soft-biometric based on
user behavior during observation of particular objects such as facial images [11].
The GAS system constructs a user profile using a fixed area of interest-based
feature vector, which is computed using the order-independent cumulative dura-
tion of fixations on the respective area of interest. The system was tested on 88
subjects and gave encouraging results on user identification by computing the
profile with the lowest Euclidean distance from the test sample.

Yoon et al. explored gaze as a biometric by examining the scanpath of 12
subjects viewing 50 images of patterns with varied spatial characteristics. They
modeled gaze velocity using Hidden Markov Models to create unique profiles for
each subject. Using a leave-one-out cross-validation scheme, they reported an
average performance accuracy in user identification ranging between 53% and
76% [46].

Holland and Oleg evaluated eye movement-based metrics as a feature for bio-
metric identification. They recorded eye-movements while subjects performed a
challenging reading task. From the recorded data, they extracted eye-tracking
features and scanpath measures including: fixation count, fixation duration, sac-
cade amplitude and velocity. Applying an information fusion method, they com-
bined these features and reported a 27% error rate in a subject identification
task [18].

3 Materials and Methods

3.1 Image Dataset

For the proposed study, we selected 100 screen-film mammograms from a corpus
of mammographic images, digitized using a high resolution LUMISYS scanner
(50 m per pixel, 12 bit), sourced from the University of South Floridas Digital
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Database for Screening Mammography (DDSM) [17]. Each case provided by the
DDSM database is accompanied by associated patient information, the cranio-
caudal (CC) and the mediolateral oblique (MLO) view mammographic images
of both the left and the right breasts. Abnormal cases are accompanied by dupli-
cate images containing pixel level ground truth markings of abnormalities, and
ground truth subtlety values using the BI-RADSTM lexicon [37] established via
biopsy, additional imaging, or two-year follow-up. The selected set included clin-
ically actionable cases covering a broad range of mass margin and shape char-
acteristics. Of the 100 selected cases, 50 cases included biopsy-proven malignant
masses, 25 cases included biopsy-proven benign masses, and the remaining 25
cases were normal as determined during a 2-year cancer-free follow-up patient
evaluation. A description of the images used in our experiments are provided in
greater detail in a previous publication [1].

3.2 Experimental Procedure

Ten readers with varied levels of expertise (Radiology residents and board cer-
tified radiologists) were recruited from an academic institution to conduct a
blind review of the selected mammograms for this study. Each reader was out-
fitted with an H6 headmounted eye-tracking device developed by Applied Sci-
ence Laboratories (ASL, Bedford, MA, USA). Readers were then presented with
the selected mammographic images on medical grade monitors (dual-head 5MP
mammo-grade Totoku LCD monitors calibrated to the DICOM display stan-
dard), and asked to report on location and provide a corresponding BI-RADSTM

rating of any suspicious mass through a graphical user interface (GUI) custom
designed for this experiment. A more detailed overview of the study participants,
software and hardware, and the experimental protocol is provided in greater
detail in a previous publication [1].

3.3 Eye-Movement Detection

Eye-movements refer to voluntary and involuntary change in the configuration
of the eyes, which help the subject to acquire, fixate or track visual stimuli. The
movement of the human eye is controlled by pairs of muscles, who’s combined
and coordinated effect (depicted in Fig. 1) is responsible for horizontal (yaw),
vertical (pitch), and torsional (roll) eye-movements, respectively; enabling them
to control the three-dimensional orientation of the eye.

Three antagonistic pairs of muscles: the lateral and medial rectus muscles, the
superior and inferior rectus muscles, and the superior and inferior oblique mus-
cles, are responsible for the characteristic eye-movements (illustrated in Fig. 1)
along different axes: horizontal adduction toward the nose or abduction away
from it, vertical elevation or depression, and intorsion or extorsion movements
that bring the top of the eye toward or away from the nose respectively.

According to Donders law [44], orientation uniquely determines the direction
of gaze independent of how the eye was previously orientated. Large sections
of the brain control the eye muscles to direct gaze to the desired location in
space. Humans primarily engage in seven types of voluntary and involuntary
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(a) Mechanics of lateral
rectus muscle.

(b) Mechanics of medial
rectus muscle.

(c) Mechanics of inferior
rectus muscle.

(d) Mechanics of supe-
rior rectus muscle.

(e) Mechanics of supe-
rior oblique muscle.

(f) Mechanics of inferior
oblique muscle.

Fig. 1. Superior view of muscles responsible for horizontal (yaw), vertical (pitch), and
torsional (roll) eye-movements (From Lynch [28]).

eye-movement: fixation, saccade, glissade, smooth pursuit, microsaccade, tremor,
and drift [19]. From eye-tracking data recorded from each reader while reviewing
the four mammographic images across two monitors, we extracted fixations and
saccades.

A fixation refers to a state in which the eyes remain relatively still (or within
a minute spatial radius) over a period of time, such as when the eyes pause on
a given word while reading text. The rapid motion of the eye from one fixation
to another (such as from one word to another while reading text) is known as
a saccade. Saccades are considered the fastest movement the body can produce;
typically taking 30–80 ms to complete. An important peculiarity of saccades is
that they rarely take the shortest path between two points, but instead undergo
one of several (often suboptimal) paths resulting in shapes and curvatures Fig. 2.

Although there is no universally excepted method for computing fixations,
there are parameters based on eye physiology, which permit a reasonable criteria
for approximating fixations from gaze data. To identify fixations, we computed
the average x and y coordinates for gaze points measured over a period of time
during which the point-of-gaze continuously remains within an area (approxi-
mately 1◦ visual angle) for a minimum amount of time (approximately 100 ms
for our algorithm). Since saccades are described in terms of the gaze data between
fixations, we computed saccadic events as gaze points connecting the completion
of one fixation to the beginning of the next fixation. Saccadic movements between
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Fig. 2. Sample saccade recorded during a mammographic reading.

displays (jumping from one screen to the other), thus between mammographic
image views, were excluded from our analysis.

3.4 Gesture-Based and Geometry-Based Features

Once fixation and saccadic events were computed, we applied feature extraction
algorithms developed for sketch recognition to characterize the shape and curva-
ture of individual saccadic movements. Since gaze scanpath is an aggregate shape
consisting of individual saccadic movements, aggregating features extracted from
saccadic movements will, in principle, provide an accurate characterization of the
scanpath (Fig. 3).

Gesture-based features are dependent on how individual strokes are drawn
(i.e. the path of each stroke) in contrast to the final geometric shape of the
stroke, although the latter can be correlated. For this reason, gesture-based fea-
tures contain subtle user-dependent variations, which are useful in differentiating
between users [10]. Based on work by Rubine [40], Long et al. [27], and Paulson
et al. [35], we extracted 29 gesture-based and vision-based features, which were
previously demonstrated as being efficiently computable in real-time given a
large input size, robust to noise, and capable of encoding semantically meaning-
ful and discriminative information about shapes.

Drawing inspiration from work by Ouyang and Davis [32], we computed an
orientation based feature, which captures the direction of the scanpath. The
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Fig. 3. Rubine’s features capture properties associated with the shape a sample saccade
from mammographic reading.

intuition behind this feature is the tendency of the readers’ gaze scanpath to
follow a specific direction indicating individual behavioral adaptations resulting
in a preferred direction for scanning an image. This value is computed as an
aggregate of point to point directionality of constituent gaze points in a saccade
mapped to one of 12 angles indicating the cardinal direction.

4 Analysis and Results

In this section, we present performance results of sketch-based eye-movement
features on two tasks: predicting reader identity, and predicting reader exper-
tise. For comparison purposes, we examined the performance results of tradi-
tional eye-tracking features on the same set of tasks. For both sets of features,
we first performed feature subset selection to reduce dimensionality of feature
representation.

First, since the dependent variable (reader identity) is nominal, features were
ranked using a combination of model-based, information gain ratio-based, and
correlation-based ranking. To compute the model-based ranking, a k-nearest
neighbor classifier was trained (one per feature) on a randomly selected training
and test subset to predict the identity of each reader.

Information gain (IG) measures the expected reduction in entropy resulting
from a partitioning of a dataset based on the values of a given feature. However,
IG is not normalized and can therefore be biased in favor of large-valued features.
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Table 1. Final feature subsets.

No. Source Feature Description

s8 Sketch Length of gesture Length of saccade

s10 Sketch Angle of gesture Curvature of saccade

s12 Sketch Gesture duration Duration of saccade

s17 Sketch Linear efficiency Ratio of saccade length to pixel-wise
distance

s18 Sketch Spatial efficiency Ratio of saccade length to area
covered

s30 Sketch Gesture orientation Orientation of saccade

f1 Eye Pupil size Average pupil size

f2 Eye Inter-fixation duration Time between fixations

f3 Eye Fixation duration Duration of fixation

f4 Eye Scanpath length Length of scanpath

f5 Eye Inter-fixation degree Visual angle between fixations

f6 Eye No. of fixations Total No. of fixations

f7 Eye Fixation rate Rate of fixations

For this reason, we employ the information gain ratio to obtain a gain ratio-based
rank for each feature. The information gain ratio (IGR) resolves the limitations
of IG by taking the number and size of partitions into account when choosing
an attribute, thereby reducing bias towards large-valued attributes.

Next, the ten highest ranked features were selected by combining the gain
ratio-based and model-based ranking methods. The final feature set was fur-
ther reduced by eliminating highly correlated features. Table 1 provides the final
subset of features from both the sketch-based features and the traditional eye-
tracking features.

We then evaluated the efficacy of both feature subsets by training a Random
Forest classifier [4] using a k-fold cross-validation scheme (k = 10). For each
fold, a 90% of the cases were set aside for training the model, and the remainder
10% was utilized for model evaluation. Note that for each fold, identical cases
(identified by case id) were selected from each reader for model training and
evaluation. The aggregated (mean) predictive value over all k folds served as the
final performance evaluation for the predictive model. All training and testing
evaluations were performed using WEKA software package [12]; an open source
machine learning software for building and testing predictive models.

4.1 Predicting Reader Identity

To test the effectiveness of sketch-based features on a biometric identification,
we developed a between-subject predictive model using a Random Forest clas-
sifier evaluated using a k-fold cross-validation partitioning scheme (k = 10)
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Table 2. Performance metrics (F-score) for sketch-based and traditional eye-tracking
features for biometric identification task.

Reader Sketch Eye-tracking ZeroR

N1 0.94 0.75 0.1

N2 0.88 0.74 0.1

N3 0.9 0.66 0.1

A1 0.87 0.59 0.1

A2 0.87 0.65 0.1

A3 0.92 0.64 0.1

A4 0.95 0.86 0.1

E1 0.87 0.8 0.1

E2 0.88 0.7 0.1

E3 0.84 0.62 0.1

Avg. 0.89 0.7 0.1

Table 3. Confusion matrix for sketch-based features for biometric identification task.

PREDICTED

ACTUAL NR1 NR2 NR3 AR1 AR2 AR3 AR4 E1 E2 E3

NR1 93 1 0 2 0 1 0 0 0 3

NR2 0 90 1 1 1 0 3 4 0 0

NR3 2 0 91 3 0 0 3 0 0 1

AR1 1 2 0 94 0 0 0 0 1 2

AR2 2 0 1 2 83 3 0 2 2 5

AR3 4 3 0 1 3 89 0 0 0 0

AR4 0 1 0 2 0 0 96 1 0 0

E1 1 2 2 0 0 0 0 85 7 3

E2 0 1 1 3 2 0 0 8 85 0

E3 3 1 3 4 1 0 0 2 3 83

as previously described. Multiple (k) rounds of cross-validation were performed
using different partitions, and the validation results were averaged over all rounds
in to reduce variability. As a baseline, we include the results of a majority classi-
fier (ZeroR). A ZeroR classifier is a simple majority rule classifier, which classifies
all input test samples as the majority or modal class independent of feature val-
ues of the input sample. In Table 2, we report F-score (the harmonic mean of
precision and recall) performance metrics for the biometric identification task
using sketch-based features. For comparison purposes, Table 2 also includes per-
formance metrics using eye-tracking features for the same task. The confusion
matrix provided in Table 3 illustrates the instances of error when predicting the
actual class label for the sketch-based models.



134 F.T. Alamudun et al.

4.2 Predicting Reader Expertise

We grouped each of the 10 participating readers into one of three experience
levels: new trainee resident (NR), advanced trainee resident (AR), and expert
radiologist (E). Next, utilizing a similar cross-validation partitioning scheme, we
evaluated the efficacy of sketch-based features in predicting the experience level
(expertise) of each reader. In Table 4, we report F-score performance metrics
for the reader expertise prediction task using sketch-based features and include
the performance of eye-tracking features for the same task for comparison. The
confusion matrix provided in Table 5 illustrates the instances of error when pre-
dicting the actual class label for the sketch-based models.

Table 4. Performance metrics (F-score) for sketch-based and eye-tracking features for
reader expertise prediction task.

Class Sketch Eye-tracking ZeroR

NR 0.9 0.77 0.4

AR 0.93 0.8 0.4

E 0.91 0.83 0.4

Avg. 0.91 0.8 0.4

Table 5. Confusion matrix of predictive model for reader expertise using sketch-based
features from eye-movement.

PREDICTED

ACTUAL NR AR E

NR 270 17 13

AR 15 370 15

E 15 13 272

5 Discussion

The final set of features (see Table 1) include four measures related to motion:
the orientation, duration, length, and rotational change of the shape formed by
the saccade, and two measures of visual appearance: ratio of saccade length to
overall size (s16 ), and the ratio of saccade length to the actual inter-fixation
distance (s17 ). The highest ranked feature, saccade orientation, explains the
tendency of the image readers’ saccadic scanpath to follow a specific direction.
We speculate that this feature captures coordinated muscle movements result-
ing from adaptations of repetitive behavior over time, which are specific to the
individual. This observation is not unlike the uniqueness of the biomechanics of
walking (gait). However, more detailed studies and experimental data is required
to validate this speculative statement.
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Previous studies in mammography have identified some measures of direction,
duration, and lengths of saccadic movements as containing discriminative infor-
mation about the experience in radiology [24,25,30]. Intuitively, both density
metrics (s16 and s17 ) capture the spatial efficiency of the saccadic movements.
While s16 measures the linear efficiency of the scanpath, s17 measures the two-
dimensional spatial efficiency of the scanpath. Both features give a piecewise
decomposition of the geometric properties of the scanpath formed by the image
reader during the screening process. Previous studies have suggested that mea-
sures of overall scanpath formed during the viewing of a mammographic case
are related to the individual and experience [25,31]. The scanpath has also been
studied as a biometric for individual identification under varied image viewing
conditions unrelated to mammography [18,46]. To the best of our knowledge,
these features were never applied in predictive models as biometric identifiers or
for predicting experience level. Additionally, the characterization using gesture
recognition methods have never been explored until now.

6 Conclusions

In this study, we proposed and evaluated two methods for extracting features,
which contain discriminative information about the identity and the level of
expertise of a radiologist in screening mammography. These features character-
ize changes in positional and non-positional measures of eye-movement. First,
we applied sketch recognition algorithms to extract gesture and geometry-based
features from eye-tracking data. These features give a fine-grained characteriza-
tion of the scanpath by aggregating the spatial (shape), directional, and kinetic
properties of individual saccadic movements. We compared the effectiveness of
these sketch-based features with more traditional metrics from eye-tracking.

Using a corpus of eye-movement and pupillary data from 100 mammographic
cases reviewed by ten readers of varied experience level, recorded under clini-
cally equivalent experimental conditions, the findings presented in this study
establishes the following generalizable trends:

1. During the mammographic screening task, positional and non-positional mea-
sures of changes in the eye can provide sufficient discriminative information
about the identity of an image reader.

2. Positional and non-positional measures of changes in the eye provide sufficient
discriminative characterization of the readers’ level of expertise for a given
task (mammographic screening).

3. Both positional and non-positional measures perform significantly better than
random chance at predicting the readers’ identity and level of expertise.

4. Sketch-based features of eye-movement result in more accurate predictive
models when compared with more traditional eye-tracking features.
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Abstract. Automation is fundamentally shifting the tasks that many humans
perform. Unmanned aerial vehicles, which originally had stick and rudder
control, now rely on waypoint based navigation. The future operators of these
systems are increasingly becoming supervisors of automated systems and their
primary role is shifting to simply monitoring those systems. This represents a
challenge for assessing human performance since there is limited interaction
with the systems. Low cost eye tracking, specifically measures of pupil diameter
and gaze dispersion, may serve as a means of assessing operator engagement
and workload while using these automated systems. The present study inves-
tigated the use of a low cost eye tracking system to differentiate low and high
workload during an unmanned vehicle supervisory control task. The results
indicated that pupil diameter significantly increased during periods of high
workload; however, there was no change in the distribution of eye gazes. These
results suggest that low cost eye tracking may be an effective means of deter-
mining an operator’s workload in an automated environment, however more
research is needed on the relationship between gaze distribution, workload and
performance within a supervisory control environment.

Keywords: Supervisory control � Workload � Eye tracking � Automation �
Pupil diameter

1 Introduction

Advances in automation have shifted many tasks previously controlled by unmanned
aerial vehicle (UAV) operators to automated systems. These technological advances,
coupled with a proliferation of unmanned systems, have pushed the military to explore
a supervisory control paradigm for future UAV operations. However, one of the
problems experienced by current UAV operators, dramatic fluctuations in workload
based on mission context, is also expected to impact future UAV supervisory control
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operators. For example, the waypoint-based navigation of current UAVs only requires
the operator to set the route; once the platform is enroute, it controls the flight systems
and the operator’s role is reduced to monitoring the automated system. Assessing
human performance in highly automated systems is challenging because the operator’s
direct interaction with the system can be limited. How can one assess whether an
operator is engaged and monitoring a system when the operator doesn’t need to interact
with the system for extended periods of time?

Eye tracking may be an effective means of continuously assessing both operator
attention and engagement when interacting with complex automated systems. Eye
tracking data is typically broken down to periods where the eye is relatively still
(fixating) on a given region and periods where it is moving [1]. Individuals can only
process new visual information during the periods where the eye is relatively still or
fixating. This makes gaze position, particularly fixations, an important measure of an
individual’s overt attention [2]. However, analysis of fixations usually emphasizes areas
of interest, comparing where and how long fixations occur in different regions. The
results of these types of analyses are very task and even situation specific since the
visual field needs to be broken up into task dependent regions.

One newer approach to analyzing gaze data, which does not require the visual field
to be divided into areas of interest, is the Nearest Neighbor Index (NNI) [3, 4].
The NNI is the ratio of the average distance of each object to its nearest neighbor,
compared to distance one would expect if the distribution were random. This technique
was originally developed as a means of characterizing spatially distributed populations
[5] and only recently applied to eye tracking data [3]. When NNI has been applied to
eye tracking data, it has been shown to be sensitive to changes in task load. Specifi-
cally, NNI increases as workload increases. These changes in NNI were characterized
as the distribution of gazes becoming more random. The results have been found in
both a video game task [3] as well as during a simulated flight [4]. The researchers have
suggested that under periods of high workload that an individual might have a more
dispersed pattern of gazes so that they are more ready to process incoming information.
NNI has only been applied to a limited number of tasks and has not been used in
environments where participant’s primary role is to monitor automated systems.

Eye trackers not only measure where an individual directs their visual attention, but
also measures the size of an individual’s pupils. The link between increases in pupil
diameter and increases in working memory demand has been well documented since
the 1960’s [6, 7]. Although much of the early research linking pupil size to mental
workload focused on basic tasks such as a digit span task [8], more recent research has
shown pupil diameter increases within more complex visual environments such as
driving, [9] and unmanned vehicle control [10]. Although low cost eye trackers have
been shown to be capable of measuring pupil diameter changes in response to workload
in basic tasks with consistent luminance levels [11], they have not been investigated
within more complex visual tasks.

The present research seeks to determine if a low cost system can assess changes in
workload within a supervisory control task. The goal for this study is to demonstrate
that low cost eye tracking can be used to measure changes in workload via increased
pupil diameter as well as a more random gaze pattern as accessed by the NNI.
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2 Method

2.1 Participants

Nineteen (18 men and 1 woman) Navy and Marine Corps student pilots and flight
officers aged 22–29 were recruited from Naval Air Station Pensacola, Florida. Par-
ticipants were run in two groups. Eye tracking data for one of the participants was not
recorded.

2.2 Equipment and Setup

Each of the 10 workstations in the lab were equipped with the Gazepoint GP3 eye
tracker, which is capable of collecting both left and right gaze position as well as left
and right pupil diameter size at 60 Hz. The task was displayed on a 25 in. Acer monitor
at 2560 � 1440 resolution. Participants were all seated approximately 65 cm from the
display.

2.3 Supervisory Control Task

Participants in the study used a single-screen version of the Supervisory Control
Operations User Testbed (SCOUT) [12]. SCOUT (see Fig. 1) was developed to be a
game-like environment where participants are awarded points for simultaneously
completing a number of tasks associated with supervising three highly autonomous
UAVs. There are three primary tasks within SCOUT including route management,
sensor monitoring, and responding to communications. Within the route management

Fig. 1. Screen shot from the Supervisory Control Operations User Testbed (SCOUT). SCOUT
consists of six main screen areas including the (1) moving map, (2) target information table,
(3) sensor task, (4) route builder, (5) vehicle status, and (6) communications.
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task, the participant develops a plan by assigning their vehicles to pursue objectives
with varying priority levels, search area sizes, and deadlines. The initial plan may be
modified as new objectives become available or changes to the parameters of an
existing objective occur during the mission.

SCOUT’s sensor monitoring task begins when the vehicle arrives within an
objective’s specified search area. The participant has to monitor the vehicle’s sensor for
the target shape specified for the objective and then clicking on it when it appears in the
feed. The final task is responding to communication queries and command. For a
communication query, the participant is asked to provide information on a specific
vehicle or objective. For a communication command, the participant is asked to update
a parameter of a vehicle (e.g. altitude) or objective (e.g., longitude). The version of
SCOUT used in this study was modified so that all of the information could be
displayed on a single display.

2.4 Procedure

Participants first completed an informed consent and then performed Gazepoint’s
calibration process (looking at a circle as it moved to 9 different positions on the
display). Participants next completed a self-paced SCOUT training session that lasted
approximately 35 min, followed by a 10-min practice mission. Once familiarized with
the SCOUT environment, they completed two 30-min experimental mission scenarios:
Prototype and Legacy. In the Prototype scenario, participants could choose to use
automation during the payload task. They were told the automation would always find
the target but was subject to false alarms; false alarms resulted in point loss. In the
Legacy scenario, participants did not have sensor automation available.

Both missions were structured so that after the initial plan was selected each vehicle
would proceed to its initial destination for approximately 15 min, where the partici-
pants would experience low workload. During this downtime, participants only had to
monitor progress and answer one incoming chat message. In the Prototype mission,
participants had the option of earning more points by requesting additional chat
messages. The second half of each mission was characterized by a heavy task load, as
participants had to monitor the payload task, respond to a stream of frequent infor-
mation requests, and update target information and vehicle commands. The average
and maximum subjective workload was assessed using the crew status survey [13] at
the beginning of each scenario, after planning, at the end of the low task load period,
and at the end of the high task load period.

3 Results

3.1 Eye Tracking Analysis

Fixations. Fixations were computed using a radius dispersion algorithm in which a
packet was either considered to be part of a fixation or not. The dispersion based
algorithm identified a fixation when a series of consecutive packets that met the
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minimum time duration (100 ms) were all within 50 pixels of their computed centroid.
The 50 pixels equates to approximately 1° of visual angle. The fixation criteria were
selected because they are comparable with those used for complex visual tasks [1]. For
the fixation to be extended beyond the minimum duration a new centroid was com-
puted and then compared to each packet to ensure they were all less than the maximum
distance from the centroid. This definition of fixation was used to compare average
fixation duration as well as to assess NNI. Fixations were compared during the plan-
ning phase during six five minute blocks of time (three low task load and three high
task load) throughout the mission (excluding times when the scenario was paused for a
workload probe or SA probe). For the data to be included in the analysis at least 50
fixations, the suggested minimum for NNI, were needed for each time segment. Sixteen
percent of the total blocks did not meet this minimum.

Fixation Duration. The fixation duration analysis looked at the mean during the
planning phase (variable length) and the six five minute time segments. A 2 way
repeated measures ANOVA (Automation scenario � Time segment) was performed on
average fixation duration. There was a significant effect of time segment F(6,98) =
3.312, P < .005 on the mean fixation duration. There was a trend for fixation duration
to decrease over each 5 min block, however Post Hoc analysis revealed that only the
difference between the first five minutes after planning and the last five minutes of the
experiment were significantly different. Figure 2 shows the average fixation duration
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Fig. 2. Average fixation duration for both the no automation and adaptable automation
scenarios for the planning phase and six 5-min time blocks. Error bars represent standard error of
the mean
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for each of the time segments. There was no main effect of Automation scenario or
interaction of automation and time.

Nearest Neighbor Index. The NNI was computed using fixations from each of the six
time blocks and planning period for each scenario using the convex hull method of
computing area. A 2 way repeated measures ANOVA (Automation scenario � Time
segment) did not find any significant main effects or interactions for NNI. The NNI’s
for each time segment are shown in Table 1.

Pupil Diameter. Gazepoint provides the left and right pupil diameter measured by the
number of pixels each pupil occupies on the camera, as well as a quality measure that
indicates whether each particular sample is good or bad. When the quality for both eyes
is indicated as valid, the left and right pupil sizes are highly correlated. The analysis
looked at right pupil diameter during the planning phase (variable length) and during
six five minute blocks of time (three low task load and three high task load). Data for
each five minute block of time were considered for each participant only if there was at
least 30 s of good data for that block. Twenty percent of the total blocks did not meet
the minimum 30 s threshold and were not included in the analysis.

A 2 way repeated measures ANOVA (Automation Scenario � Time segment) was
performed on right pupil diameter data. There was a significant effect of time segment
F(6,96) = 11.119, P < .01 on right pupil diameter. Post hoc analysis revealed a sig-
nificant increase in pupil diameter for the last three 5 min blocks compared to the
planning phase and the first three 5-min blocks. The pupil diameter data is presented in
Fig. 3. There was no main effect of automation scenario or interaction of automation
and time.

3.2 Subjective Workload and Fatigue

The current research utilized a computerized version of the crew status survey, a
psychometrically validated unidimensional workload and fatigue scale developed by
the Air Force, which measures both the average and maximum workload experienced

Table 1. Nearest neighbor index for each time segment

Time segment NNI

Planning 0.642452
Low 0–5 0.663226
Low 5–10 0.625114
Low 10–15 0.629899
High 15–20 0.62045
High 20–25 0.652253
High 25–30 0.638474
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on a 7 point anchored scale [13]. A 2 way repeated measures ANOVA (Automation
Scenario � Task load) performed on both the average and maximum workload yielded
the same pattern of results. There was a significant effect of scenario task load
F(2,38) = 14.714, P < .01 (Average workload) and F(2,38) = 13.563, P < .01
(Maximum workload). Post hoc analyses for both revealed a significant increase in
reported workload during the high task load compared to the low task load and
planning. Results for the maximum reported workload are shown in Fig. 4. There was
no main effect of automation scenario or interaction of task load and automation
scenario for the subjective workload probe.

There were no main effects or interactions for the fatigue portion of the crew status
survey.
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4 Discussion

The results of the study found no differences between the two automation conditions in
either the reported workload and fatigue, or for any of the eye tracking measures.
However, both the eye tracking measures, particularly pupil diameter and the subjec-
tive workload scale, were able to detect changes in workload across the periods of high
and low task load within each scenario.

The pupil diameter results are consistent with those found in a number of other
studies in that pupil diameter is shown to increase as mental effort increases [6, 8, 9,
11]. The results are meaningful since they were found in a task with varying levels of
luminance across the different regions of the screen. Despite the lack of control for
screen luminance, the low cost system was still able to detect a pupillary response to
increased task load. This suggests that pupillary response may be a robust measure of
mental workload even in visually complex environments.

The authors expected to see significant increases in the Nearest Neighbor Index as
workload increased, however this was not the case. The nearest neighbor index did not
show any significant differences or even non-significant trends in the data. It is not clear
if this is due to problems with data quality, problems with accuracy of the eye trackers,
or a lack of sensitivity of the NNI. Although not reported in the paper, the authors
adjusted the fixation criteria to allow for both shorter fixation durations and larger
dispersion; however using different fixation criteria did not meaningfully alter the
outcome of the NNI analysis. To date NNI has only been applied to a limited number of
task domains and additional research on NNI needs to be done to see if it is a robust
measure of workload.
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One of the main limitations of the present study was that there was a large amount
of data marked as poor quality by the eye trackers. The authors took a liberal criteria in
accepting eye tracking data. The high data loss is most likely due to the participants
moving outside of the Gazepoint GP3’s limited head box. This problem was exacer-
bated by the fact that participants were seated at rolling chairs which could recline.

Overall, despite problems with data quality, the low cost eye trackers, specifically
the measures of pupil diameter, demonstrated that they could differentiate between high
and low task load in a complex visual task.
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Abstract. Statistical graphs are images that display quantitative information in
a visual format that allows for the easy and consistent interpretation of the
information. Often, statistical graphs are in the form of line graphs or bar graphs.
In fields, such as cybersecurity, sets of statistical graphs are used to present
complex information; however, the interpretation of these more complex graphs
is often not obvious. Unless the viewer has been trained to understand each
graph used, the interpretation of the data may be limited or incomplete [1]. In
order to study the perception of statistical graphs, we tracked users’ eyes while
studying simple statistical graphs. Participants studied a graph, and later viewed
a graph purporting to be a subset of the data. They were asked to look for a
substantive change in the meaning of the second graph compared to the first.
To model where the participants would direct their attention, we ran several

visual saliency models over the graphs [2–4]. Visual saliency models try to
predict where people will look in an image; however, visual saliency models are
typically designed and evaluated to predict where people look in natural images
(images of natural or real world scenes), which have lots of potential informa-
tion, subjective interpretations, and are not typically very quantitative. The ideal
observer model [2], unlike most saliency models, tries to predict where people
look based on the amount of information contained within each location in an
image. The underlying theory of the ideal observer model is that when a person
sees a new image, they want to understand that image as quickly as possible. To
do this, the observer directs their attention first to the locations in the image that
will provide the most information (i.e. give the best understanding of the
information).
Within this paper, we have analyzed the eye gaze from a study on statistical

graphs to evaluate the consistency between participants in the way they gazed at
graphs and how well a saliency model can predict where those people are likely
to look in the graph. During the study, as a form of mental diversion to the
primary task, participants also looked at natural images, between each set of
graphs. When the participants looked at the images, they did so without guid-
ance, i.e. they weren’t told to look at the images for any particular reason or
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objective. This allowed the viewing pattern for graphs to be compared to eye
gaze data for the natural images, while also showing the differences, in the
processing of simple graphs versus complex natural images.
An interesting result shows that viewers processed the graphs differently than

natural images. The center of the graph was not a strong predictor of attention.
In natural images, a Gaussian kernel at the center of an image can achieve a
receiver operating characteristic (ROC) score of over 80% due to inherent center
bias in both the selection of natural images and the gaze patterns of participants
[5]. This viewing pattern was present when participants looked at the natural
images during the diversion task, but it was not present when they studied the
graphs. Results from the study also found fairly consistent, but unusually low
inter-subject consistency ROC scores. Inter-subject consistency is the ability to
predict one participant’s gaze locations using the gaze positions of the other
(n − 1) participants [3]. The saliency model itself was an inconsistent predictor
of participants’ eye gaze by default. Like the participants, the saliency model
identified titles and axis labels as salient. The saliency model also found the bars
and lines on the graphs to be salient; however, the eye gaze of most participants
rarely fell or focused on the line or bar graphs. This may be due to the simplicity
of the graphs, implying that very little time or attention needed to be directed to
the actual bar or line graph in order to remember it.

Keywords: Cognitive modeling � Perception � Emotion and interaction �
Understanding human cognition and behavior in complex tasks and
environments � Visual salience � Information theory � Statistical graphics

1 Introduction

Statistical graphs (SG) are visual representations used to represent high-order relations
into different facets of data sets of a variety of types through the use of symbolic
systems [6]. SGs present data as different types of images to take advantage of the
advanced pattern detection capabilities of the human visual system and to allow an easy
and consistent interpretation of information. SGs have numerous uses, including data
exploration, structure investigation, outlier and anomaly detection, model verification,
network flow, dimensional analysis, and more. Basic SGs include line graphs, bar
graphs, and scatter plots. Line graphs and bar graphs are two of the most commonly
used types of SG’s and the type of SG used to present data can constrain or infer how
that data is to be interpreted. In many fields, sets of SG’s are used to detect and monitor
complex types of information (widely known as “information dashboards”). Typically,
the more specialized the use of the SG’s is the harder it is for a novice to understand the
information and the more time it takes to train a novice to be able to use these systems.

There has been substantial work in the design of SG according to human factors
guidelines [7–10], which could help make these graphs more intuitive and reduce the
learning curve of new trainees, but these guidelines are rarely used to create SG’s in
practice [7]. At the same time, some human factors guidelines can interfere with the
intended application of the SG. It has been shown that features that make a graph more
memorable can actually interfere with the comprehension of that graph [11, 12].
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In this paper, we describe the results from a study aimed at studying the perception
and comprehension of graph content, by seeing if participants could detect when the
content in an SG changed. Participants studied a graph, and later viewed a graph
purporting to be a subset of the data. They were asked to look for a substantive change
in the meaning of the second graph compared to the first. In this paper, we analyzed the
recorded eye gaze locations when the participants were examining the SG and the
natural image in order to model the participants’ perception of the SG by applying a
visual saliency model to those same SG and comparing the results. Visual saliency
refers to how likely items in an image are to attract a person’s attention.

In Subsect. 1.1, we describe some of relevant work in the design of SGs, similar
studies in the perception of SGs, as well as a brief background in modeling of visual
salience. In Sect. 2, we briefly discuss the study that was conducted and the types of
analyses done on the eye tracking data collected during the study. In Sect. 3, we
discuss the results of the analysis on the patterns of eye gaze and the prediction of eye
gaze using different saliency models. In the last section, we provide a short conclusion
of the analysis and modeling done in this work.

1.1 Relevant Work

The Design of Graphs. There have been several papers on the design of SG [7–10]. The
goal of these papers has been focused on how best to design graphs to convey an easily
understood message to the reader, when a graph should be used to present information,
and what type of graph should be used for different types of information [13, 14].
Research in the design of SGs has looked at how to make graphs more easily understood
[8, 9], more memorable [11, 12], or how to control the aesthetic quality [15, 16].

There are many choices to be made when creating a graph, from the type of graph to
use, the style of the text, the placement of text in the graph, as well as the types of
graphical cues to use. Each of these choices can have an impact on the memorability of
the graph and how easy it is to understand the primary and secondary meanings (if any)
contained within the graph [7–10, 17–19]. In general, a graph with the simplest layout
and the fewest number of variables and extraneous clutter is the easiest to understand,
while a graph that is visually striking or has natural objects is more memorable.

Research into the memorability of graphs, by Borkin et al., has shown that the most
memorable items in a graph are identified and encoded within the first 10 s of viewing
[11, 12]. At the same time, they found that human recognizable objects in a graph
improved a person’s ability to recognize or recall the graphs. For graphs with less
easily memorable features or objects standard text elements of a graph were used to
recall and recognize those graphs, with title being the most popular point of recognition
and recall [11, 12].

Understanding or interpreting the meaning of a graph starts with the type of graph
used to represent the information. Certain types of graphs are selected based on the
common interpretation of data when it is shown in a graph of that type [17]. Graph
understanding is further colored by the salience of different graphical elements, the use
of graphical cues, and the types of graphical cues used [17]. In general, graphical cues
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have a strong impact on the interpretation and perception of an SG dominating
attention over salient effects [17]. Work on the comprehension or understanding of
graphs has shown that comprehending the trends or the effects that depend on inter-
actions across graphs is difficult without training [18]. Untrained individuals don’t see
all of the information present in graphs, but what they do see they remember [18].

Work on the perception of SGs has focused on higher level descriptions of how the
information in SGs could be encoded and represented within the brain [20, 21]. These
descriptions are organizational; much like feature integration theory (FIT) by Treisman
and Gelade [22], models of the perception of graphs like saliency models break up
graph comprehension in terms of bottom-up and top-down processes. Most models,
however, are not computational. Given a sample SG, these models can be used to tell a
person how to evaluate how easily a graph can be understood or what level of
knowledge a person needs to understand a particular graph [20].

Predicting Where People Look. Computational models of visual salience are a
popular way to model visual perception. Visual salience is the aspect of visual per-
ception that attracts a person’s attention to a particular location in an image over others.
Visual saliency models thereby predict where people look by identifying the most
salient locations in an image and then assume that these locations are likely to be where
a person will look. There are two main factors that influence the salience of an object or
location in salience models, top-down factors and bottom-up factors. Top-down factors
are learned or goal directed factors that affect visual attention. In short, they are external
factors that influence where a person may look. In the realm of SGs, a common
situation with a strong top-down factor is when a person is looking at an SG to answer
a specific question. Top-down factors are also related to higher level processing tasks
like object recognition, classification, and some aspects of segmentation [23–26].
Bottom-up influences are more sensory based; eye gaze is affected in this case by
changes in contrast, texture, intensity, or color. Accounting for top-down influences in
a model generally requires some sort of learning or training step that must employ a
large database of positive and negative examples of objects or patterns. As a result,
almost all current saliency models with top-down influences have only been trained on
natural images. In the rest of this paper we focus only on bottom-up approaches to
saliency. A benefit of bottom-up approaches is that while they have been developed
and tested primarily on natural images their underlying assumptions and approaches are
tied primarily to low level models of vision and so they can be generalized to most
domains of vision.

Most bottom-up models of where people look take the natural approach to modeling
attention by basing some or all of the components of their models on the neural
circuitry involved in eye gaze [4, 27–31]. The theory of how attention works, on which
these models are based, is from FIT by Treisman and Gelade [22] and Koch and
Ullman [32]. Treisman and Gelade proposed that the extraction of features from a scene
or image occurs in a parallel fashion extracting all the features from the image in one
pass, while attention is a serial process and must jump from one region of the scene to
another. Koch and Ullman expanded upon this theory by proposing the idea that the
movement of attention from one part of a scene to another occurs in a winner-take-all
(WTA) process and they first coined the term of “saliency map.” There were several
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features initially thought to be extracted by Treisman and Gelade [22]; however, most
biologically inspired bottom-up saliency models extract only three types of features
intensity, color, and orientation at multiple spatial scales [4, 27, 28, 33].

Another approach that has been used to develop saliency models is to look at
fixation from an information theoretic perspective. The underlying idea of these models
is that when a person looks at a new image or scene they want to learn as much about
the scene as quickly as possible. The locations that are gazed or attended to first are the
ones that have the most information. In these models information is typically measured
as entropy [2, 34–36] or self-information [5, 37, 38]. Other saliency models have been
based in different areas of mathematics than information theory, like graph theory [3],
and Bayesian estimation [39].

2 Materials and Methods

The objective of the study on SGs was to explore the manipulation of the information
content in SGs. The approach taken in the study was to manipulate SGs (line graphs
and bar graphs) in two ways. The first way the graphs were manipulated was by
reducing the amount of information presented in each graph, thus graphs with 3–6
elements were modified into graphs with 1–3 elements. The other change was to
sometimes change the message of the original graph, such that it no longer presented
the same information. Each participant’s task was to detect if the information stated in
the simplified graph was stated in the original graph (where “not stated” could imply a
conflict or simply new information).

2.1 Procedure

The procedure followed within this study was to show each participant a very simple
SG, then present the participant a series of distractors, afterwards the participant viewed
a modified version of that same graph. The distractors were a series of natural images
and a brief paragraph. For the images of SGs participants were given at least 30 s to
study each image. For the natural images participants were told to free view the natural
images for 3 s each. For the paragraph, participants were asked to read it, as they would
have to answer questions about the paragraph, which they did after they were shown
the simplified graph. For each trial, participants had their eye gaze tracked and
recorded; however, while the eye gaze of the participants was tracked during the
paragraph reading and answer sections they were not analyzed in this paper and so that
aspect of the eye gaze data won’t be discussed further nor did we analyze the pattern of
eye gaze when the participants viewed the modified graph. Each modified graph was
only viewed by 4–5 of the participants.

2.2 Stimuli

The participants were shown 12 different SGs, 6 line graphs and 6 bar graphs. The
graphs were chosen to be relatively simple and straight forward in meaning, such that if
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the information was changed in the simplified graph the change would be clear. The
natural images were selected primarily to serve as distractors to the main task, but they
were selected from the MIT1003 dataset [40], which would allow the eye tracks to be
compared to another natural image eye gaze dataset.

2.3 Participants

Twenty-four participants completed the study (20 men, 4 women) between the ages of
19–58 with a mean and median age of 38. Most participants were heavy computer users
(at least 20 h per week). All but five participants said that they read or created graphs
regularly (at least weekly).

2.4 Equipment

The participants’ eye gaze was tracked using a Gazepoint GP3 eye tracker. The system,
after calibration, tracked the participants’ eye gaze for the rest of the study.

2.5 Analysis

Fraction of Valid Eye Tracks. The Gazepoint GP3 eye tracker is a desktop mounted
eye tracker that tracks the left and right eye gaze of the person sitting in front of the
device. It also maps the location each eye is looking into the pixel based coordinates of
the display by using a 9-point calibration method where the viewer is prompted by the
Gazepoint software to look at nine specific locations on the display. The nine different
points of gaze allows the system to triangulate not just the user’s eye gaze, but also the
relative position of the user to the display and eye tracker in three dimensions. How-
ever, two main things can and did interfere with the eye tracker’s ability to determine
where on the screen the viewer was looking. (1) The viewer would sometimes look
away from the screen, or at least outside the region where the SGs or images were
presented. (2) The presence of eye glasses or any form of corrective lenses in front the
participant’s eyes. Glare from the computer screen or overhead lights could create
specular reflections or highlights confusing the system’s ability to locate the eye. Also
the unknown prescription can refract the light in ways that can’t be compensated for
using the default calibration [41].

Observed Differences in Eye Gaze. It has become a typical finding that when ana-
lyzing the locations of gaze from a group of individuals who have been looking at a
natural image without any stated objective there is a distinct central bias regardless of
the content of the image [5, 29, 42]. This is present in every unguided eye tracking
dataset using natural images. There have been several potential reasons given to
explain this behavior. Commonly in eye tracking studies, participants are asked to
focus on the center of the screen before the image is shown, therefore many eye
fixations are found in the center. A similar justification is that when studying an image
going back to the center is optimal from the perspective of minimizing the travel time
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to any location in the image. Another explanation often given is that natural images
used in studies are often taken by people and typically people take pictures so that the
most salient object is located in the center of the image [43, 44]. We will compare the
aggregated eye gaze locations for all users over all natural image against the aggregated
eye gaze locations from the SGs to view any differences in viewing bias between the
two classes of images.

Saliency Analysis. Saliency models are typically designed with the assumption that
the image that will be analyzed is a natural one; with “natural” meaning an image that
could be found in the real world. Thus, it could be argued that saliency models have no
applicability to SGs. But the human visual system has evolved looking only at natural
scenes, hence any image viewed by the human visual system may be initially processed
as if it were a natural image. This is especially likely for bottom-up models of vision.
So bottom-up saliency models may not be too far off in predictive accuracy when
applied to SGs, in terms of identifying what might be salient. To evaluate how well
saliency algorithms predict where people look in SGs when participants aren’t trying to
answer a specific question, we analyzed the SGs and natural images in this study using
several visual saliency algorithms.

The best predictor of where people will look in an image is where other people look
when they see that same image, under the same circumstances. This is more formally
known as the inter-subject consistency and if there are N participants in a study it is
calculated by blurring the aggregated eye gaze locations of N − 1 of the participants
into a 2D eye gaze map, treating it like a saliency map, and then using that map to
predict the eye gaze locations of the Nth participant. This is done for all N participants
and then the average similarity value is calculated for all participants. Typically, the
average inter-subject consistency represents the highest achievable accuracy possible
by a saliency model. But the specific value has also been interpreted as a measure of the
consistency of interpretation due to the consistency between the gaze locations [45].
We calculated the inter-subject consistency using two different saliency measures for
the natural images and SGs used in this study. We also calculated the inter-subject
consistency of the natural images using the eye fixation from the MIT1003 dataset [40],
which is the original dataset the natural images came from.

There are several different similarity measures to compare a saliency map against a
map of eye gaze [46]. In this paper, we selected two popular similarity measures, the
receiver operator characteristic (ROC) and the Kullback-Leibler divergence (KL
divergence). The receiver operating characteristic is a widely-used measure of the
performance of a binary classifier. For succinctness, we have used the single-value
version of the ROC and calculate the area under the ROC curve (AUC). The ROC
curve compares the true positive rate vs. the false positive rate for each saliency
map. By doing this it assesses the rank ordering of the values in the saliency map for
each saliency model. The Kullback-Leibler divergence is a standard statistical measure
for comparing the difference between two distributions; thereby comparing the overall
pattern of fixation versus salience.
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2.6 Results

Fraction of Valid Eye Tracks. A substantial portion of the eye gaze samples from the
participant data was found to be invalid. This was partially due to the fact that three of
the participants had no valid eye gaze information recorded at all. Discarding the users
who had less than 10% valid eye gaze samples we found that 19.97% of the remaining
eye gaze samples were invalid due to the eye tracker marking the recorded gaze as
inaccurate, while, 37.52% of the gaze locations were not considered as the user’s eye
gaze didn’t fall anywhere on the graph or image that was being shown. Overall only 13
participants had a sufficient number of eye gaze samples to be analyzed. From the
remaining participants, the ratio of valid eye gaze samples had a mean and standard
deviation of (l = 0.4196; r = 0.1563). If the eye gaze samples are partitioned between
whether the participant was looking at an SG vs. a natural image we find that 60.57%
of the eye gaze samples are valid for the natural images and 38.86% of the eye tracks
are valid for the SGs. If we further restrict the eye tracks of the SGs to the first 3 s
21.53% of the eye tracks are valid. Overall this means that there are 59,679, 11,656,
and 188,986, valid samples of eye gaze when participants were looking at the natural
images, at the SGs for three seconds, and at the SGs for the full study period,
respectively.

It is of note that 13 of the 24 participants reported wearing some sort of prescription
corrective lenses and 3 additional participants reported that they use non-prescription
reading glasses. However, whether the participants were wearing some form of cor-
rective lenses during the study was not recorded and not every participant who was
eliminated from the analysis wore some form of corrective lenses. To determine the
correlation between invalid eye gaze samples and corrective lenses we computed three
binary dummy variables for eyewear:

1. Any form of eye correction = 0 or “Poor” and No correction = 1 or “Good”; this
variable is called “No Correction”

2. Prescription eyeglasses = 0 or “Poor” and anything else = 1 or “Good”; this vari-
able is called “No Script Glasses”

3. Prescription or Non-prescription eyeglasses = 0 or “Poor” and anything else = 1 or
“Good”; this variable is called “No Glasses”.

Any form of correction includes contact lenses, prescription eyeglasses, and
non-prescription reading glasses. We suspected based on the literature and conversa-
tions with experts that prescription eyeglasses would create challenges for the eye
tracker, because the frames and (often) thick lenses create unexpected reflections in the
images that the eye tracker uses to locate the pupils. By similar logic, we suspected
reading glasses to create challenges as well, since they have frames (and despite the
lenses generally being thinner than prescription glasses). We did not expect contact
lenses to create challenges for the eye tracker, since the lens is so close to the cornea.
Our three dummy variables include (respectively) all three corrections (hypothesis: too
restrictive), just prescription eyeglasses (hypothesis: too permissive), prescription or
non-prescription glasses (hypothesis: best predictor). All these hypotheses are sup-
ported by the following analysis.
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We computed analysis of variance (ANOVA) for the dummy variables. This also
showed that the three dummy variables encapsulating the use of eyewear were a
significant factor in the percentage of valid eye gaze data (Table 1). Note that the
generalized effect size (GES) for each variable is considered large.

Observed Differences in Eye Gaze. Aggregating the eye gaze locations from all of
the valid participants across all of the images shown creates a picture of the viewing
patterns and biases people employ when viewing imagery. In Fig. 1a, a blurred version
of the aggregated eye gaze locations from all of the valid participants over all of the
natural images used in this study shows the aforementioned central bias typically found
in unguided eye gaze studies of natural images. Repeating that procedure for the SGs
creates a very different pattern of eye gaze, Fig. 1b. The pattern of eye gaze on SGs
shows that in this study there was consistently more than one location that drew a
participant’s attention. The fixation pattern for the SGs shows clusters of fixations near
the edges of the image, falling where text for the graph is usually found: the title, the
y-axis label, the x-axis label, and the legend. Strangely however, the actual content (the
line in the line graph or bars in the bar graph) does not seem to attract as much attention
as does the text on the x and y-axis, the title, or the legend. Part of this is likely due to
the simplicity of the graphs. There are few data points in the line or bar graphs and
there are no secondary factors or interactions to interpret. If the participants are viewing
the graphs for upwards of 30 s, simple bars and lines are unlikely to require much
attention. There is slightly more information in the text and the numbers for each axis,
especially since the task was to study the graph in order to identify differences later.
Patterns of eye gaze are typically different in free viewing tasks compared to memo-
rization tasks. In memorization tasks there is a stronger top-down influence, there tend
to be more eye fixation locations, and the average distance between fixation locations is
larger [47]. The increased length of time the participants viewed the SGs meant that
both bottom-up and top-down factors were guiding the participants viewing behavior.
In the first 3 s of viewing the SG bottom-up effects are likely to dominate the eye gaze
pattern. Samples from the first 3 s of viewing the SGs seem to primarily be drawn to

Table 1. Analysis of variance (ANOVA) for dummy variables regarding eyewear and the
percentage of valid eye gaze data. Each (binary) dummy variable shows a significant main effect
on the percentage of valid data, indicating that, in particular, eyeglasses – whether prescription or
not – seemed to create challenges for the eye tracker to acquire valid eye gaze data. GES is
generalized effect size; it is considered large for each variable, implying that each variable could
explain a significant amount of the variance in percentage of valid data. It appears that the best
hypothesis is that any form of eyeglasses created challenges for the eye tracker, whereas
including contact lenses wear as a predictor of poor performance explained less of the variance.

F (1,22) P GES Mean ratios
Good (SEs) Poor (SEs)

No correction 4.4040 0.0481 0.1734 0.38 (0.08) 0.19 (0.05)
No script glasses 9.3274 0.0060 0.3076 0.36 (0.06) 0.11 (0.05)
No glasses 9.6320 0.0054 0.3144 0.40 (0.07) 0.14 (0.05)
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the x-axis label for both bar and line graphs, Fig. 1c. Two of the implications of this
behavior are that eye gaze is largely controlled by information content and initial
fixation or optimal search strategies are not the main cause of central bias in natural
images [43, 44].

Saliency Analysis. The calculated inter-subject consistency for the SG and natural
images used in the study on SG has fairly low AUC values, Table 2. As a point of
reference the calculated inter-subject consistency of the participants’ eye gaze patterns
when looking at natural images from the SG study compared to the MIT1003 study
shows a substantial drop in consistency using the AUC measure. The differences in the
inter-subject consistency of the natural images shows that, assuming the different pools
of participants are interchangeable, the substantially lower scores from this study are
likely a result of the dropped eye gaze samples. The substantially lower inter-subject
consistency scores from this study are likely due to participants with a smaller per-
centage of valid eye gaze samples or participants whose valid eye gaze locations are
close together. If locations where most of the other participants directed their gaze
didn’t coincide with the eye gaze location of the reaming participant due to dropped
samples, then that location is marked as a false positive lowering the overall consis-
tency score and changes the rank ordering of the salient and non-salient locations.

    
a.) b.) c.)

Fig. 1. Aggregated eye fixation for all of the participants. (a) Shows the aggregated eye fixations
for all of the participants when they were looking at a natural image. (b) Shows the aggregated
eye fixations of all of the participants over all the SGs for the entire time they were looking at
each graph. (c) Shows the aggregated eye fixations of all of the participants over all of the SGs
for the first three seconds that they were looking at the graph. The SGs were smaller than the
natural images and so there is an empty border around the aggregated eye fixations for the SGs.

Table 2. Comparison of the inter-subject consistency of the eye gaze patterns analyzed by this
paper broken out by image type (natural image and SGs) and the per image trial length (the entire
trial vs 3 s). Also on the table is the inter-subject consistency using the eye gaze patterns from the
MIT1003 dataset.

AUC KL divergence

Statistical graph (all) 0.6460 (r = 0.0789) 1.2864 (r = 0.6524)
Statistical graph (3 s) 0.6216 (r = 0.0397)* 5.0776 (r = 1.3348)*
Natural images 0.6606 (r = 0.0888) 3.2033 (r = 1.7713)
Natural images (MIT) 0.8674 (r = 0.0363) 2.7507 (r = 0.7234)
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Conversely, the inter-subject consistency values for the KL divergence seems to
show no real difference when comparing the eye gaze patterns over the natural images.
This suggests that the KL divergence values for the SGs represent a true upper bound
of the best a saliency model could be expected to do in terms of predicting where a
person would look when memorizing an SG. This also suggests, that the KL diver-
gence computation is more invariant to the holes in a participant’s eye gaze samples.
This seems like a reasonable conclusion as the KL divergence basically compares the
difference in distribution of the saliency values where a participant looked against the
saliency values where they didn’t look. So even if there is missing data so long as the
separation in saliency values between gaze locations and non-gaze locations is wide
enough the KL divergence values won’t be affected. This also explains why the KL
divergence value is so much lower when the KL divergence is calculated using all of
the eye gaze samples from the SG trial vs. the first 3 s of the trial. There are more eye
gaze locations as the number of eye gaze samples is increased, increasing the variability
in the saliency values at the gaze locations thereby reducing the differences in the
distributions.

We applied several different saliency models to the images of the SGs (the Itti
model) [4], the graph based visual saliency model (GBVS) [3], and the ideal observer
model (ioM) [2]. In the evaluation of the saliency models we also include a saliency
map that is simply a Gaussian kernel centered in the middle of the image. The accuracy

Image Eye Gaze Map ioM [2] Itti [4]GBVS [3]

Fig. 2. Qualitative comparison of the saliency maps from the different saliency models. The 1st

column, the leftmost column, shows the original images used within the study. The 2nd column
shows the aggregated eye fixations for each image. The 3rd, 4th and 5th columns shows the
saliency maps generated by the ideal observer model (ioM) [2], the graph based visual saliency
(GBVS) model [3], and the Itti et al. model [4].
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of the Gaussian kernel sets a minimum level of required predictive accuracy since the
predictions are solely based on central bias and don’t change with image content. Each
saliency model generated a saliency map for each image, showing a 2D probability of
the likelihood that each location would attract someone’s attention, Fig. 2. These maps
were compared against the aggregated maps of eye gaze for each SG, Fig. 1. Con-
sistently across all of the saliency models the saliency maps of SGs find not just the text
areas salient, but they also identify the graph and bars as salient. However, it is unclear
what impact this has on each measure of accuracy.

In the first evaluation, we compared the ability of the saliency models to predict eye
gaze when people looked at natural images, at the SGs for 3 s, or the SG for the entire
memorization time (>30 s) Fig. 3. We specifically compared the output of the saliency
models against the gaze patterns from the first 3 s of the SG trial for two reasons:
(1) The participants could only look at the natural images for three seconds, so using
only the first three seconds of the eye gaze patterns for the SGs makes for a more
appropriate comparison. (2) In the first three seconds, bottom-up influences are still a
strong predictor of eye gaze.

Across all of the models the predictive strength of the saliency models for the AUC
measure follows an expected progression, Fig. 4. Every model has a higher accuracy
when applied to a natural image, a slightly lower accuracy predicting eye gaze in the
first 3 s of viewing an SG and even less accuracy predicting eye gaze for the entire time
participants were viewing the SG. The results of the KL divergence however, shows a
more unusual pattern. Each saliency model still has the highest accuracy predicting eye

a.) b.) c.)

d.) e.)

Fig. 3. (a) Sample SG used in the study. (b) Aggregated eye fixations of all the participants
overlaid over the original graph. (c) Shows the aggregated eye fixations of all the participants
during the first three seconds of viewing the graph. (d) Sample natural image used in the study.
(e) Aggregated eye fixations of all the participants overlaid over the original image. Each eye
fixation location is blurred to *1° of visual angle. This visualizes the approximate accuracy of
the Gazepoint eye tracker and the coverage area of the fovea of the average participant.
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gaze on for natural images, but the accuracy in predicting eye gaze from the entire SG
trial is higher than for the first three seconds. A possible reason is that with the longer
viewing time the pattern of eye gaze is more spread out over the entire image. When the
KL divergence calculates the distribution differences between saliency map values at
eye gaze locations vs non-eye gaze locations the longer eye gaze time reduces the
number of non-eye gaze locations that fall on a high saliency map value.

Finally, a more anomalous pattern shown in Fig. 4a and b is that that even though
the saliency models have a higher predictive accuracy when applied to natural images
they have the same or a lower similarity score than the Gaussian kernel using the AUC
similarity measure. However, all of the saliency models have a higher similarity
measure than the Gaussian kernel when predicting eye gaze locations during the first

a.)

b.)

0

0.2

0.4

0.6

0.8

ioM_w/CB GBVS_w/CB Itti_w/CB ioM GBVS Itti Gaussian

AUC 

Natural Images Statistical Graphs (3 s) Statistical Graphs (all)

0

0.2

0.4

0.6

ioM_w/CB GBVS_w/CB Itti_w/CB ioM GBVS Itti Gaussian

KL divergence 

Natural Images Statistical Graphs (3 s) Statistical Graphs (all)

Fig. 4. Comparison of the predictive accuracy of the ioM, GBVS, and Itti saliency models when
applied to natural images, and SGs using different similarity measures. (a) Uses the area under the
curve of the receiver operating characteristic similarity measure. (b) Uses the Kullback-Leibler
divergence similarity measure. Results are shown for the saliency models with center bias (left
three groups of bars) and without center bias (right three groups of bars). The results of the
Gaussian kernel are typically considered minimum necessary performance for minimum
accuracy.
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3 s of the SG trial, but only for the KL divergence similarity measure. When predicting
the eye gaze for the entire SG trial most of the saliency models have a higher AUC
score compared to the Gaussian Kernel, but in this case, all of the tested saliency
models had a higher KL divergence similarity measure than the Gaussian kernel.

We also compared how the predictive accuracy of the saliency models used in this
paper changed when eye gaze locations from the MIT1003 dataset were used, Fig. 5.
For both similarity measures, an improvement in the predictive accuracy occurred in all
of the saliency models we tested. Another improvement that occurred is that the
Gaussian kernel no longer matches or outperforms the predictive accuracy of the
saliency models using the eye gaze information from the MIT1003 dataset. Hopefully,
this means that by using a more precise eye tracker, the predictive accuracy of the
tested saliency models will also improve, using the AUC similarity measure when
applied to SGs. What all of this most likely means is that bottom-up saliency models
can with some accuracy, predict where people first look at simple SGs, but a more
precise eye tracking system is necessary to definitively show this.

3 Conclusion

Within this paper, we have analyzed the eye gaze of participants while they memorized
SGs and natural images. We have shown that a person’s viewing pattern when looking
at simple SGs is different from their viewing pattern when looking at natural images.
When a person looks at a natural image there is a strong unimodal bias near the center
of the image. This strong central bias allows a person’s gaze to be predicted, at higher

a.) b.)

0
0.2
0.4
0.6
0.8

1

AUC

Natural Images Natural Images (MIT)

0
0.5

1
1.5

KL divergence

Natural Images Natural Images (MIT)

Fig. 5. Comparison of the predictive accuracy of the ioM, GBVS, and Itti saliency models with
center bias when applied to the natural images in this study, but evaluated using the eye gaze
locations from this study vs. the eye gaze locations from the MIT1003 dataset using different
similarity measures. (a) This graph uses the area under the curve of the receiver operating
characteristic similarity measure. (b) This graph uses the Kullback-Leibler divergence similarity
measure.
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than chance levels, using just a Gaussian mask centered in the middle of the image. The
viewing pattern for the SGs analyzed is far more multimodal. For the graphs used in the
study that we analyzed there were distinct attractors of the participants’ gaze that was
consistent across graph type and graph content. These attractors of attention are focused
on the graph axes, title, and to a lesser degree the graph legend. These results are
consistent with the results of other studies that have looked at the eye gaze patterns of
individuals when they looked at natural images or SGs [11, 48].

Many visual saliency models try to predict where people will look in an image by
trying to model some component of the human visual system. These models are typ-
ically only applied to natural images, but using bottom up principles of vision SGs can
be processed like any other image. Based on the performance of the different saliency
models in the results section it does seem like saliency models can predict where people
will look in a graph, for the first few seconds at least, with accuracies better than chance
and better than just assuming the center of the image is important. One hindrance to
improving the predictive accuracy of saliency models is likely due to the fact that SGs
are generally more structured than natural images. There are certain locations,
regardless of the type of graph, that are likely to contain relevant information and
thereby be salient. This bias is similar to the central bias present in natural images and
possibly this bias can be incorporated into a saliency model for SGs. However, the
graphs that were analyzed in this paper had titles and axes roughly in the same location.
For this bias to be used on more generic SGs it would be necessary to automatically
detect the locations of the titles, axes, and text within a graph.

An issue that we encountered in processing the eye track data was that a lot of eye
locations were invalid. Either because the eye tracker had low confidence in its pre-
diction of where a participant was looking or the participant was not looking at the
screen. These errors seemed to be concentrated on certain participants. Several par-
ticipants had no valid eye data for the entire study. To try and clean up the fixation data
used we discarded all the eye gaze information for any participant with less than 10%
valid eye gaze locations over the entire study. This rule discarded almost half of all of
the participant gaze information. The issues with the eye gaze locations may be due to
issues with the Gazepoint eye tracker and its ability to track eye movement when
participants wore corrective lenses. This is a common issue with eye trackers due to the
way certain eye trackers calculate the pose of the eye [41]. Even after removing the eye
tracks of users whose eye gaze couldn’t be tracked effectively the wide variation in the
inter-subject consistency and low average inter-subject consistency prevented the
establishment of a true upper bound in predictive accuracy of the saliency models using
the AUC similarity measure though the KL divergence similarity measure was more
insensitive to issues with lost eye gaze samples.

The issues with the missing eye gaze locations from the participants we did use also
affected the results of the saliency model evaluation for both similarity measures, since
the performance of the saliency models was much higher when the eye gaze infor-
mation from the MIT1003 dataset was used for the natural images. Even though the KL
divergence measure was more insensitive there was a distinct increase in the similarity
measure score for the MIT1003 dataset. This suggests that with higher confidence eye
gaze information the measured predictive quality of saliency models on SGs would also
increase. Looking forward it would be ideal to evaluate the predicting accuracy of
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saliency models using the SGs and eye gaze information from the MASSVIS dataset to
see if the SG based biasing improves the performance of a standard visual saliency
model [11].
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Abstract. Eye tracking is considered one of the most salient methods
to study the cognitive demands of humans in human computer interac-
tive systems, due to the unobtrusiveness, flexibility and the development
of inexpensive eye trackers. In this work, we evaluate the applicability of
these low cost eyetrackers to study pupillary response to varying mem-
ory loads and luminance conditions. Specifically, we examine a low-cost
eye tracker, the Gazepoint GP3, and objectively evaluate its ability to
differentiate pupil dilation metrics under different cognitive loads and
luminance conditions. The classification performance is computed in the
form of a receiver operating characteristic (ROC) curve and the results
indicate that Gazepoint provides a reliable eye tracker to human com-
puter interaction applications requiring pupil dilation studies.

Keywords: Low-cost eye trackers · Eye tracker performance · Gaze-
point · Pupil dilation · Memory load · TEPR · Power spectral density

1 Introduction

Eye tracking metrics are found to be useful indicators of visual attention and cog-
nitive workload in numerous application areas, including reading and language
comprehension [1], driving [2], individual differences [3], gaming devices [4], and
medical applications [5]. Eye tracking devices (eye trackers) are used to collect
measurements, such as pupil dilation, gaze locations and eye-closing patterns.
Recent technical advances in video sensors and miniaturized computing power
have resulted in cost-effective mass produced eye tracking devices; thus, several
low-cost eye tracking devices have become available for researchers. However,
the effectiveness of these low-cost devices to study human behavior remains an
ongoing investigation [6–13] and is the objective of this paper. Specifically, we
examine a low-cost eye tracker, the Gazepoint GP3 (cost ≈ $500), and objec-
tively evaluate its ability to differentiate pupil dilation metrics under different

c© Springer International Publishing AG 2017
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cognitive loads and luminance conditions. To our knowledge, this is one of the
first studies reporting the effectiveness of Gazepoint GP3 in capturing pupillary
data.

Several pupillary metrics have been proposed in the past as useful indices
of cognitive context [14–16]. Out of those, we employ two widely accepted met-
rics in this paper: one computed in the time domain and the other in the fre-
quency domain. Using data collected by the Gazepoint GP3 eye tracking device,
a time domain measure, task evoked pupillary response (TEPR) [17], as well as a
recently published frequency domain measure, pupillary power spectral density
(PSD) [18], are computed and evaluated as indicators of mental workload under
different luminance conditions. It has been well established that pupil diameter
is impacted by both mental workload and luminance conditions [19–24]. There-
fore, the objective of our experiment is to verify the potential use of Gazepoint
system to study the impact of these two factors on pupil diameter in studies
involving cognitive context analysis.

Towards this end, we employed the digit span task [19] experiment under
different luminance conditions, which is explained in Sect. 2. The rest of the
paper is organized as follows: data collection and analysis methods are described
in Sects. 2 and 3, respectively, the results of classification analysis are presented
and discussed in Sect. 4, and the paper is concluded in Sect. 5.

2 Experiment

2.1 Subjects

Twenty participants ranging in age from 22 to 29 years (M = 23.9, SD = 2.41)
voluntarily participated in the experiment conducted by researchers from the
Naval Research laboratory (NRL) at the Naval Aerospace Medical Institute
(NAMI).

2.2 Apparatus

All the eye tracking data were collected using the Gazepoint GP3 system. The
system was calibrated for each user according to the Gazepoint Application Pro-
gram Interface (API) manual [25]. GP3 collects the pupillary data, specifically,
pupil size in pixels for each eye and their corresponding binary quality factor
(valid/invalid) at 60 samples/s.

2.3 Task

A visual digit span task (also known as memory span task), which is a common
technique used for assessing working memory capacity, was employed to assess
the pupillary response of the participants to mental workload. In this task, par-
ticipants are presented with a series of numbers and are then asked to recall the
digits in the order they saw them. Longer series of numbers present more of a
challenge for working memory, while shorter series are expected to be easier.
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A luminance change task was employed to assess the pupillary response of the
participants to the screen luminance. While completing the digit span task, par-
ticipants were fixating on a monitor which varied in the background luminance
(black, gray, and white).

2.4 Procedure

As mentioned in the previous section, participants engaged in a digit span task.
Each participant was given four sets of digits of sizes 3, 5, 7 and 9 under three
different screen luminance conditions (black, gray and white). The experiment
utilized a within subject design (i.e., repeated measures) in which each par-
ticipant completed all digit span set sizes (3, 5, 7 and 9, randomly ordered and
exhaustive) three times for each of the 3 different background colors (white, gray,
and black). Thus, a total of 36(= 4 set sizes× 3 colors × 3 times) trials were con-
ducted. Participants were told to focus on a central fixation cross (a “+” sign
∼50 pixels tall and wide) that was offset from the background color (80 brighter
for the black and gray backgrounds, and 80 darker for the white background).
The string of numbers was then sequentially presented ∼1 s per number. Follow-
ing each number set (e.g., “2, 6, 1, 8, 4”), a numeric keypad appeared on the
screen and participants used the mouse to input the string of numbers (“2, 6, 1,
8, 4”) by clicking on the corresponding numbers in order. The keypad was used
to ensure that participants continued to fixate on the screen, while they were
making a response. When satisfied, the participants clicked the submit button.
Participants were not given performance feedback on their response accuracy.
Following each set of digits, there was a pause of ≈3 s before presenting the par-
ticipant with a numeric keypad on the monitor to enter his/her response. The
pupillary measures from this time segment, known as the encoding phase of the
memory, are analyzed here. The total time to complete the digit span task varied
from 10–15 min, depending on the participant’s response times.

3 Data Analysis

The Gazepoint GP3 collects the following pupillary data: pupil size in pixels
for each eye and their corresponding binary quality factors (valid/invalid) at
60 samples/s, the scale factor of each eye pupil (unitless), whose value equals 1
at calibration depth, is less than 1 when the user is closer to the eye tracker
and greater than 1 when the user is further away. Only data from the encoding
time segment are analyzed in this work, as it has been established by the human
factors researchers that the maximum pupil dilation occurs during the encoding
of the stimulus materials for short term memory recall tasks [26,27].

3.1 Data Preprocessing

For time-domain analysis (TEPR), the poor quality samples (quality fac-
tor = 0) of the pupil size signals were marked as missing values (or NaN in
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MATLAB R© [28]). Pupil size data of the eye with fewer missing observations [29]
were utilized for analysis. A “clean-up” function was employed to remove all
the data below 4th percentile and above 98th percentile, in order to remove any
sudden dips/peaks in the pupil size signal. Then, a hampel filter (of order 6)
[30] was applied to remove outliers and a linear interpolator was used to recover
missing values. Figure 1a shows an example of raw data and filtered data signals.

For frequency-domain analysis (PSD), the linear trend in the above pre-
processed signals was removed using the detrend function in MATLAB R© and
the resulting signals were passed through a zero-phase lowpass butterworth fil-
ter with a cutoff frequency fc = 4 Hz using the filtfilt function, since most of the
pupillary activity falls in the frequency range of 0–4 Hz [31]. Figure 1b shows an
example of detrended data and filtered data signals.
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Fig. 1. Pupil size signal preprocessing

3.2 Data Analysis

Task Evoked Pupillary Response (TEPR): To evaluate the ability of the
eye tracker in capturing the changes in pupil diameter caused by mental work-
load changes, we analyzed the data of set sizes 3 (labeled as EASY), 5 (labeled
as MEDIUM) and 7 (labeled as HARD) only. The set size 9 was excluded from
the analysis since recall performance dropped to 65% (i.e., only remembering
65% of the 9 numbers) and there was increased variability between participants,
suggesting it was either too difficult for some participants or that some partic-
ipants gave up. For classification purposes, the median values of the pupil size
in the encoding phase (TEPR), for each person, for each set size, each back-
ground color, and for each trial, (e.g., pupil size of person 13, set size 3 in a
black background for the first trial) were computed over a sliding window of size
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30 samples with an overlap of 25 samples (≈80% overlap). A simple cut-point
grouping into binary classes was implemented for pairs of set sizes 3 (EASY) vs.
7 (HARD), 3 (EASY) vs 5 (MEDIUM) and 5 (MEDIUM) vs. 7 (HARD) for the
corresponding pairs of the moving-median filtered signals. The Receiver Operat-
ing Characteristic (ROC) curves [32] were drawn by varying the cut-points from
the minimum of the two signals, in steps of 0.01 pixels, to the maximum value
of the two signals.

Power Spectral Density (PSD): PSD of the pupil diameter signals was com-
puted for each person using the Welch’s method with segments of 50 samples with
50% overlap [18]. Each segment was windowed with a Hamming window. Only
the ‘encoding’ phase was considered when computing PSD under the memory
tasks of set size 3 (EASY) vs set size 5 (MEDIUM) vs. set size 7 (HARD). PSD
presented here is the average PSD over 20 participants * 3 trials; thus averaged
over a total of 60 trials for each background luminance color.

4 Results and Discussion

At the preprocessing stage, an average of 37% data was missing due to poor
quality recordings. Figure 2 shows the boxplots for average pupil diameters across
different background luminance conditions and workload conditions. It is evident
that the average pupil diameter in a black background is higher than that of the
grey background which, in turn, is greater than that of the white background;
this pattern agrees with earlier pupillary light reflex studies, thereby assuring the
GP3’s capability to capture light-sensitive pupillary readings. Figure 2 also shows
the differences in average pupil diameter for different workload tasks within the
same background conditions and it can be seen that the average pupil diameter
for set size 3 is lower than that of set size 7 under all 3 luminance conditions.
However, the pupil diameters of set size 5 is not clearly greater than (or lesser
than) for set size 3 (or for set size 7) under black and grey background luminance
conditions.

To further analyze the differences in TEPRs corresponding to the different
set sizes, we plotted the ROC curves from classification as described in Sect. 3.
An example set of ROC curves for one person are shown in Figs. 3, 4 and 5. For
this particular example, Fig. 3 shows a 100% accuracy in classifying pupil size
signals of set size 3 vs. 7 for all three background conditions, whereas a 68%
accuracy in classifying pupil size signals of set size 3 vs. 5 in grey background
conditions and a 78% accuracy in classifying pupil size signals of set size 5 vs. 7
in white background conditions. Table 1 gives the average classification accuracy
values over all participants and over all 3 repeated trials. Therefore, the mini-
mum average classification accuracy is approximately 80%, which is considered
a significant value by psychologists in detecting human cognitive context.

Figure 6 shows the results of PSD analysis, where Figs. 6(a–c) correspond
to black, grey and white background conditions, respectively. The results agree
with earlier studies only in the average power spectral densities of set size 3 vs.
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Fig. 2. Boxplot of average pupil diameters under different backgrounds and mental
workloads
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Fig. 3. ROC curves from classification of TEPRs between set size 3 and 7

set size 5 or 7. However, the results we obtained do not conform to the finding
that average PSD increases in the frequency range of 0.1–0.5 Hz and 1.6–3.5 Hz
with increase in cognitive workload as the average PSD in set size 5 is seen to
be greater than that of set size 7. This could be due to the recovery of lost data
points by using a linear interpolator or due to similar spectral behavior of pupils
during set sizes 5 and 7. Also, to our knowledge, there is no detailed mechanism
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Fig. 4. ROC curves from classification of TEPRs between set size 3 and 5
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Fig. 5. ROC curves from classification of TEPRs between set size 5 and 7

for this phenomena of pupil control and PSD, yet. Future research will integrate
the PSD metrics in classification studies to attempt to validate the findings of
Peysakhovich et al. [18] and Nakayama and Shimizu [31].
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Table 1. Average accuracies in TEPR classification

Average accuracies in %

Background luminance
conditions

Set size 3 vs. 7 Set size 3 vs. 5 Set size 5 vs. 7

Black 90.73 79.83 83.28

Grey 87.53 80.92 81.77

White 86.89 81.45 79.68
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Fig. 6. Power spectral density under different workload conditions

5 Summary and Conclusion

In this paper, we evaluated the performance of Gazepoint GP3, a low-cost eye
tracker, by using pupillary metrics that are already tested and used by human
factors researchers: TEPRs and PSD. We collected pupil size data from 20 vol-
unteers engaged in a visual digit span task. First, a preprocessing routine was
employed to filter out outliers from the data for time domain analysis, and low
pass filtering was performed prior to frequency domain analysis. Then, TEPRs
and PSDs were computed and studied for different digit set sizes. The classifica-
tion performance is computed in the form of a receiver operating characteristic
(ROC) curve and the results show the applicability and limitations of low-cost
eye tracking devices by cognitive workload researchers.

The results indicate that the Gazepoint GP3 is an easy and inexpensive tool
that can be utilized in psychological studies involving pupil diameter data. The
classification results indicate that the eye tracker does a good job in classifying
mental workloads under different background luminance conditions; however,
it is not a robust tool for frequency domain analysis which could be attribut-
able to linear interpolation of poor quality readings. Researchers, with budget
constraints, who are interested in incorporating pupillary measures of cognitive
workload now have access to a reliable inexpensive eye tracker. However, they
should keep in mind the GP3 is limited to collecting pupil diameter data for tasks
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which use a single screen and is vulnerable to loss of chunks of data. Finally, we
believe that the low cost eyetrackers are of great value to researchers from all
disciplines trying to incorporate human factors aspects in their systems.
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Abstract. Data visualizations are used to communicate information to people
in a wide variety of contexts, but few tools are available to help visualization
designers evaluate the effectiveness of their designs. Visual saliency maps that
predict which regions of an image are likely to draw the viewer’s attention could
be a useful evaluation tool, but existing models of visual saliency often make
poor predictions for abstract data visualizations. These models do not take into
account the importance of features like text in visualizations, which may lead to
inaccurate saliency maps. In this paper we use data from two eye tracking
experiments to investigate attention to text in data visualizations. The data sets
were collected under two different task conditions: a memory task and a free
viewing task. Across both tasks, the text elements in the visualizations consis-
tently drew attention, especially during early stages of viewing. These findings
highlight the need to incorporate additional features into saliency models that
will be applied to visualizations.

Keywords: Data visualizations � Text � Eye tracking

1 Introduction

Data visualizations are widely used to convey information, yet it is difficult to evaluate
whether or not they are effective. Previous work on graph comprehension has sug-
gested that the effectiveness of a graph depends on the relationships between the visual
properties of the graph, the experience and expectations of the user, and the type of
information to be extracted from the graph (reviewed in [26]). As such, the recom-
mendations for the “best” way to present as dataset may differ for every new visual-
ization created.

Eye tracking can provide insight into how people comprehend data visualizations.
It is a useful measure of where visual attention is being directed, as attention is typically
closely linked with gaze location (see [24] for review). Eye tracking measures are
divided into fixations (periods of relative stability) and saccades (ballistic movements,
during which effectively no new visual information is processed). In general, people
tend to spend more time looking at, and make more fixations on, areas of a display that
are difficult to process or important to their current task goals [24]. Graph compre-
hension researchers have devised various metrics to evaluate ease of processing
information from graphs. For example, the time to the first fixation in a region is taken
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as an indicator of how easy the region was to find. The time from landing in a region to
making a decision about a graph is taken as an indicator of how easy the information
was to process after it was found (see [5, 12] for discussions of other useful metrics). In
this way, eye movement patterns can provide a window into the ongoing cognitive
processes taking place as people comprehend data visualizations.

Although eye tracking metrics have the potential to be useful in evaluating the
effectiveness of a data visualization in conveying information to a viewer, they must be
evaluated within the context of many different factors that affect viewers’ eye move-
ment patterns. One factor is the viewer’s task, which has a large impact on his or her
eye movements. For example, Goldberg and Helfman [12] found more fixations to a
graph when viewers subtracted or added data than when they were tasked with simply
extracting values. Similarly, Strobel et al. [27] found more fixations to line graphs than
bar graphs when users were performing trend analyses. The type of visualization
technique used also impacts how users take in the same information, with, for example,
more fixations for unfamiliar or difficult visualizations [10, 11]. Characteristics of the
viewer also influence eye movement behaviors. More experienced users can extract
information in less time and may pay attention to different aspects of a visualization
than less experienced viewers [20].

To address the diversity of factors that can influence what aspects of a data visu-
alization draw the viewer’s attention, it is useful to distinguish between top-down and
bottom-up visual attention. Top-down, or goal-oriented, visual attention is driven by the
viewer’s goals and expectations. Meanwhile, bottom-up visual attention is driven by the
physical characteristics of the image, such as color and contrast [9, 22]. There are
existing models of bottom-up visual attention that use the visual properties of an image
to predict which parts of the image will draw a viewer’s attention (cf. [16]). These
models take an input image and generate a map of visual saliency, where the salient
regions are those that are more likely to attract bottom-up visual attention. To assess the
ability of the models to predict where people will look, the saliency maps are compared
to eye tracking data collected under free viewing conditions (i.e. the participants view
the images for a fixed amount of time with no specific task to complete [2]).

In prior work, we developed evaluation approaches for data visualizations that
incorporate eye tracking data, saliency maps, and sensor phenomenology [20]. We
demonstrated that comparing saliency maps to eye tracking data collected from
experienced and inexperienced viewers can highlight the differences between features
that are highly salient and features that are highly task-relevant. Using saliency maps
and eye tracking data in combination was informative for teasing apart which aspects of
the data drew viewers’ attention from both the bottom-up and top-down perspectives.
This information can then be applied to improving the visual representation of the data
and to assessing feature detection algorithms.

In subsequent work, we have attempted to extend this general approach from the
realm of sensor data into the domain of abstract data visualizations. Predicting what
parts of a visualization will draw the user’s attention would be a useful first pass at
evaluation [25]. However, our work has found that existing saliency maps do not work
well for predicting where viewers will look in abstract data visualizations. In Haass
et al. [13], we evaluated the ability of multiple models of visual saliency to explain
viewing behaviors in natural scenes as well as data visualizations. The models
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performed well for natural scenes, but they were poor predictors of viewing patterns for
abstract data visualizations. Based on comparisons of the saliency maps and fixations, a
large part of the discrepancy seems to be due to people attending to text in the data
visualizations. The text elements received a high proportion of the viewers’ fixations,
but were generally not identified as salient in the saliency maps. The visual properties
of text are quite different from those of features in natural scenes, so models designed to
predict eye movement in scene viewing do not account for the text’s influence on the
viewer’s patterns of attention.

The findings of Haass et al. [13] highlight the point that abstract data visualizations
are very different from natural scenes – each element was chosen by a designer and is
there for a reason. In this way, data visualizations share some commonalities with print
ads, which are also comprised of a combination of images and text to convey a
message. Eye-tracking techniques have been applied to the print ad literature (see
review in [14]), and their findings have largely echoed the graph comprehension lit-
erature in showing that the viewer’s goals have a huge influence over eye movement
guidance. One robust finding is that when viewers are asked to learn about a product or
decide on a product to purchase, they tend to look at the text of an ad earlier and for
more time—roughly 70% of viewing time—than when they are evaluating an ad for its
likeability or effectiveness (in which case viewers show a preference for fixating the
images). Readers are also more likely to fixate, and spend more time viewing, ads with
large text relative to small text, although the same is not true for photo size. Impor-
tantly, the characteristics of eye movements also change when people look at different
elements of ads: readers make longer fixation durations and saccades on graphical
elements compared to text.

It is worth noting that the graphical elements in ads and data visualizations serve
different purposes (display a product versus convey numeric information, respectively),
and so different mechanisms might influence viewing patterns for these two visual-
ization types. However, gaining an understanding of the features that drive eye
movements in a range of visualizations is an important first step in understanding how
viewers allocate their attention between text and graphics during successful compre-
hension. Uncovering these basic features will help inform models of visual saliency.
Our previous work has already shown that simple saliency maps are not sufficient to
explain viewing patterns in visualizations [13]. Updating these models to incorporate
insights regarding how users allocate their attention between text and graphics might
help visualization designers to assess their designs more accurately than models that
treat text similarly to graphics.

In the present study, we take a closer look at viewers’ attention to text in data
visualizations. First, we analyzed eye tracking data collected by Borkin et al. [3] in the
context of a memory study. While their study included a wide range of visualizations,
we selected and analyzed a subset of the data that included frequently-used graph types,
such as bar charts and line graphs. We then assessed how much attention participants
devoted to different regions of the visualizations, paying particular attention to how
attention was allocated to regions that contained text compared to those that did not.
The data collected by Borkin et al. [3], henceforth referred to as the MASSVIS data,
was collected during a memory study. The parameters of this task are somewhat
different from those used in the eye tracking datasets that are commonly used to
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evaluate visual saliency models. To address this, we collected eye tracking data from a
new group of participants who completed a free viewing task for the same subset of the
MASSVIS images and an additional set of newly created data visualizations.

2 Viewing Data Visualizations in a Memory Task

To study how viewers divide their attention between text and graphics in data visu-
alizations, we began with an analysis of a subset of the MASSVIS dataset (http://
massvis.mit.edu/). These data were collected during a memory study in which partic-
ipants viewed images for 10 s and were later tested on their memory for the visual-
izations via recognition and recall tests [3].

For the present analysis, we selected a subset of 35 images from the MASSVIS
study. These images represented a variety of commonly used types of data visualiza-
tions, all of which contained some combination of text and graphical representations of
data. The subset included four area plots, four bar charts, one bubble plot, four column
charts (including two double Y-axis plots in which a line graph was overlaid on the
column charts), three correlation plots, three line graphs, two map-based visualizations,
three network diagrams, three pie charts, and five scatter plots. In addition to these 32
images, we included the three visualizations that had the best match between the eye
tracking data and the saliency maps in our prior evaluation of saliency models [13].
These included two infographics and one line graph.

Regions of interest (ROIs) were defined for the stimulus set, dividing the visual-
izations into the following regions: Title, Data, Data Area, X-Axis, X-Axis Label,
Y-Axis, Y-Axis Label, Legend, Data Labels, and Text. For each visualization, the
ROIs were marked using GIMP software (www.gimp.org). The ROIs were tightly
drawn to the edges of each region.

Scan paths, representing the sequence of fixations across the ROIs for each par-
ticipant and each visualization where constructed using MATLAB [19]. Fixations were
counted as falling within an ROI if their center, defined as the geometric median of all
points in the fixation, fell within a 1° viewing angle of the ROI, approximating the
participants’ useful field of view. If the same fixation could be assigned to multiple
ROIs, multiple variants of the scan path were generated. However, for the purpose of
this analysis, only the first variant was used. A total of 562 scan paths were analyzed,
with an average of 16 scan paths from different participants for each visualization.
There were an average of 36 fixations per scan path (range 6–51).

2.1 Analyses

For each visualization, the number of participants who fixated within each ROI in the
visualization at least once was calculated. The average proportion of participants who
fixated on an ROI (when present) across all of the visualizations is shown in Table 1.
Unsurprisingly, participants nearly always fixated on the data in the visualizations.
They were also highly likely to fixate on the title, legend, and data labels, when those
ROIs were present.
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To determine where the participants allocated their attention in the visualizations,
we calculated the proportion of each participant’s fixations that fell within each ROI for
each visualization. The average proportion of fixations in each ROI is also shown in
Table 1. The Data ROI received the highest average proportion of fixations, but this
proportion was relatively low. On average, only 27% of the participants’ fixations were
in the Data ROI, while the Title and Data Labels ROIs received similar proportions of
fixations (25% and 26%, respectively).

To test our hypothesis that participants disproportionately pay attention to text in
data visualizations, the ROIs were categorized based on whether or not they contained
text for each stimulus. For example, the X-Axis ROIs contained text in some visual-
izations but not in others. For each visualization, we then calculated the proportion of
fixations that fell in ROIs containing text, the proportion of fixations to the data and
data area, and the proportion of fixations that fell in other ROIs that did not contain text
(including graphics, symbols, numbers, etc.). On average across all of the visualiza-
tions, 59.9% (SD = 16.1%) of the participants’ fixations fell into ROIs containing text
relative to 30.0% (SD = 15.6%) of fixations in the data ROIs and 10.1% (SD = 6.6%)
of fixations in the other non-text ROIs.

As another measure of how participants weighted the relative importance of each
ROI, we assessed how often each ROI was one of the first three ROIs visited by a
participant. This was calculated as the proportion of scan paths in which the ROI was
one of the first three fixated (for visualizations where that ROI was present). Note that
this does not necessarily mean that one of the first three fixations in the trial fell in that
ROI. For example, if a participant began a trial by fixating four times on the title, then

Table 1. Attention to each ROI in the analysis of the MASSVIS data, including average
proportions and (standard deviations).

ROI
name

Number of
visualizations
containing ROI

Average proportion of
participants viewing ROI

Average proportion of
fixations to ROI

Title 26 0.94 (0.10) 0.25 (0.10)
Data 35 0.98 (0.05) 0.27 (0.17)
Data
area

21 0.55 (0.26) 0.04 (0.03)

X-axis 24 0.64 (0.20) 0.05 (0.03)
X-axis
label

11 0.67 (0.14) 0.06 (0.05)

Y-axis 24 0.70 (0.22) 0.12 (0.17)
Y-axis
label

15 0.73 (0.25) 0.10 (0.08)

Legend 23 0.89 (0.15) 0.20 (0.11)
Data
label

15 0.88 (0.22) 0.26 (0.16)

Text 24 0.56 (0.28) 0.07 (0.10)
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fixating three times on the data, and then fixating once on the legend, then the title,
data, and legend would be counted as the first three ROIs visited on that trial. In other
words, we assessed the order in which the ROIs were viewed irrespective of the
number of fixations in the sequence.

The Title ROI was the most likely to be one of the first three ROIs visited. When
the Title ROI was present in a visualization, it was one of the first three visited in
87.8% of the scan paths. The Data ROI was a close second at 83.5%. The proportions
were much lower for the other ROIs (51.1% for Data Labels; 39.8% for Legend; 34.7%
for the combination of Y-Axis and Y-Axis Labels; 17.0% for the combination of
X-Axis and X-Axis Labels; 14.8% for Text). Some of the X- and Y-Axis ROIs con-
tained words (e.g. the names of countries or months) while others were numerical (e.g.
years or values). The axis ROIs were subdivided into those that contained text (other
than the axis labels) and those that did not. When the X-Axis ROI contained text, it was
one of the first three ROIs visited in 48.5% of the scan paths.1 When the X-Axis ROI
did not contain text, it was one of the first three ROIs visited in 12.4% of the scan paths.
The difference was even more dramatic for the Y-Axis ROI, which was in the first three
ROIs visited in 80.9% of the scan paths when the ROI included text, but only 13.0% of
the scan paths when it did not.

To explore the data further, we looked at correlations between the number of words
in an ROI and the proportion of fixations in the ROI. If a participant is spending time
reading the text in a particular ROI, we would expect to see a high correlation between
the number of words and the proportion of fixations. The correlations were significant
for the Title (R2 = 0.73, p < 0.001), Text (R2 = 0.82, p < 0.001), X-Axis Label
(R2 = 0.69, p < 0.02), and Y-Axis Label (R2 = 0.83, p < 0.001) ROIs. For the Legend
and Data Label ROIs, which received relatively high proportions of fixations on
average, there was not a significant correlation between the number of words and the
proportion of fixations (Legend: R2 = 0.39, p = 0.07; Data Labels: R2 = 0.41,
p = 0.15).

The axes themselves provide an interesting opportunity for investigating the effect
of text on where viewers spend their time when studying a visualization. As mentioned
above, some of the X- and Y-Axis ROIs contained words and others contained only
numbers. When the axes contained words, there was a significant correlation between
the number of words and the proportion of fixations to the axis (X-Axis: R2 = 0.48,
p < 0.02; Y-Axis: R2 = 0.90, p < 0.001). In contrast, when the X-Axis contained only
numerical values, there was no correlation between the number of numerical values and
the proportion of fixations (R2 = 0.09, p = 0.68). When the Y-Axis contained only
numerical values, there was a significant negative correlation (R2 = −0.46, p < 0.03).

2.2 Discussion

The results of our analyses indicate that participants disproportionately viewed regions
of the visualizations that contained text in the MASSVIS study. Although the

1 However, there were only two visualizations in this category, with a total of 33 scan paths. The other
groupings contained much higher numbers of visualizations and scan paths.
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participants did spend time looking at the visualized data, the majority of their fixations
were devoted to regions containing text. For some of those regions, including the Title,
Text and Axis Label ROIs, significant correlations between the number of fixations and
the number of words in the ROIs indicate that participants were spending time reading
the text. For other regions, namely the Legend and Data Label ROIs, there was not a
significant correlation between the number of fixations and the number of words. These
ROIs received relatively high proportions of fixations overall, so the absence of a
correlation between the number of words and the proportion of fixations in these
regions likely indicates that the participants read the text in those regions but also
referred back to them more than once as they studied the visualizations.

Interestingly, the axes of graphs seemed to attract participants’ attention when they
contained text but not when they contained numbers. Axes containing text were much
more likely to be one of the first three ROIs viewed than axes containing only numbers,
and for the Y-Axis ROI there was a significant negative correlation between the
number of fixations and the number of numerical values along the axis. There are
several possible explanations for this pattern, but it seems plausible that numerical axes
can be comprehended at a glance, making repeated fixations and revisits unnecessary.

An important point to note is that the MASSVIS eye tracking dataset was collected
in the context of a memory study, which may have had a substantial influence on how
participants allocated their attention. For example, they may have devoted a lot of
attention to the titles of the graphs, thinking that the titles would be easier to remember
than the details of the visualized data. To explore the impact of the task on patterns of
attention to the visualizations, we conducted a study in which participants viewed data
visualizations in a free viewing task.

3 Viewing Data Visualizations in a Free Viewing Task

When eye tracking datasets are used to assess saliency maps, the participants in the eye
tracking studies are typically given a free viewing task. For example, in the widely used
MIT Saliency Benchmark eye tracking datasets (http://saliency.mit.edu), participants
completed a free viewing task in which they viewed each image for 5 s [2, 6, 17]. In
this study, we used the same task and presentation duration to examine eye movement
patterns on a larger set of data visualizations and a larger group of participants. Par-
ticipants viewed the same subset of MASSVIS stimuli that were used in the analysis
described above and an additional 27 data visualizations in the context of a larger free
viewing experiment.

3.1 Method

Participants
Thirty participants were recruited from students, faculty, and staff in the University of
Illinois community (10 males; mean age = 30.53 years, SD = 13.06) and compensated
$20 for their time. All participants were tested for color vision deficiencies (24 plate
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Ishihara Test [15]) and near vision acuity prior to completing the study. Data from an
additional five participants was discarded because: they failed the colorblindness and/or
acuity tests prior to beginning the experiment (2 participants); the eye tracker failed to
successfully capture their eye movements for a significant portion of the experiment (1
participant); they fell asleep for any portion of the experiment (1 participant); or there
was a problem with the experimental apparatus (1 participant).

Materials
Four blocks of images were used in this study, consisting of a total of 108 images. Each
image was centered and gray padded to fill the dimensions of the screen.

Two of the blocks consisted of line drawings (30 images) and fractals (16 images)
drawn from the MIT Saliency Benchmark CAT2000 dataset [2]. Those blocks are not
analyzed in the present study. One block contained thirty-five data visualizations pulled
from the MASSVIS dataset [3, 4]. These were the same visualizations as those ana-
lyzed in Sect. 2. The final block contained twenty-seven data visualizations that were
created specifically for this experiment (3 bar charts, 3 boxplots, 3 bubble graphs, 3
column charts, 3 line plots, 3 parallel coordinates plots, 3 pie charts, 3 scatterplots, and
3 violin plots2). These stimuli were selected to represent a variety of common types of
data visualizations. To mirror the visualizations in the MASSVIS set, not all of the
visualizations contained all of the possible ROIs and the placement of specific ROIs
(such as the Legend) varied across visualizations. The newly generated visualizations
also differed from the MASSVIS set because they did not contain infographics or
additional text, such as text indicating the source of the data.

The order in which the four blocks of images were presented was counterbalanced
across participants. Within each block, the stimuli were shown in a random order.

Procedure
The experiment was completed in a dark room at a nominal viewing distance of 0.8 m.
Stimuli were presented on a large monitor (0.932 � 0.523 m; 1920 � 1080 pixels)
while eye movements were recorded with two Smart Eye Pro cameras. Participants first
underwent the standard Smart Eye camera setup procedure and 9-point calibration.

Participants were instructed to view each image as it was presented. Each trial began
with a 2-s fixation cross in the center of the screen. The fixation cross was followed by
the presentation of an individual image, which was displayed on the screen for 5 s.

Analysis
In the resulting dataset, fixations were defined as samples for which the velocity over
the preceding 200 milliseconds (ms) was less than 15 degrees per second. The first
fixation in each trial and any fixations with a duration less than 100 ms were dropped
from the analysis. For all of the analyses described below, the visualizations pulled
from the MASSVIS set and the visualizations created specifically for this experiment

2 Due to a programming error, 11 of these images were dropped (leaving a total of 97 images in this
experiment). Because they were still of interest, the dropped images were included in a subsequent
data collection. The participants in that data collection were recruited in the same manner as the
initial group of participants. The group consisted of thirty participants (7 males; mean age = 29.57,
stdev = 13.79). Two participants completed both data collection sessions.
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are pooled together. A total of 1834 scan paths were included in the analysis. There
were an average of 11 fixations per scan path (range 1–19).

As in our earlier analysis, the number of participants who fixated within each ROI
at least once was calculated for each visualization. The average proportion of partici-
pants who fixated on an ROI (when present) across all of the visualizations is shown in
Table 2. In addition, we calculated the proportion of each participant’s total fixations
that fell within each ROI for each visualization. The average proportion of fixations in
each ROI is also shown in Table 2. As before, the three ROIs receiving the highest
proportion of fixations were the Data (37%), Title (22%) and Data Label (19%) ROIs.

The ROIs were categorized based on whether or not they contained text for each
stimulus. For each visualization, we then calculated the proportion of fixations that fell
in ROIs containing text, the proportion of fixations to the data and data area, and the
proportion of fixations that fell in other ROIs that did not contain text (including
graphics, symbols, numbers, etc.). On average across all of the visualizations, 40.8%
(SD = 19.5%) of the participants’ fixations fell into ROIs containing text relative to
44.4% (SD = 18.3%) of fixations in the data ROIs and 14.8% (SD = 0.07%) of fixa-
tions in the other non-text ROIs.

We assessed how often each ROI was one of the first three ROIs fixated by a
participant using the same procedure defined above. In this experiment, the Data ROI
was most often one of the first three ROIs fixated. It was one of the first three ROIs
fixated for 80.5% of the scan paths. The Title ROI was second at 67.5%. Once again,
the proportions were lower for the other ROIs (50.8% for Data Labels; 40.5% for

Table 2. Attention to each ROI for the visualizations in the second analysis, including average
proportions and (standard deviations).

ROI
name

Number of
visualizations
containing ROI

Average proportion of
participants viewing ROI

Average proportion of
fixations to ROI

Title 43 0.71 (0.21) 0.22 (0.14)
Data 62 0.91 (0.12) 0.37 (0.18)
Data
area

43 0.53 (0.23) 0.10 (0.06)

X-axis 46 0.43 (0.18) 0.07 (0.04)
X-axis
label

23 0.17 (0.11) 0.02 (0.02)

Y-axis 47 0.52 (0.22) 0.10 (0.10)
Y-axis
label

33 0.39 (0.23) 0.07 (0.07)

Legend 42 0.68 (0.21) 0.14 (0.08)
Data
label

17 0.70 (0.30) 0.19 (0.13)

Text 24 0.24 (0.29) 0.05 (0.08)
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Legend; 40.3% for the combination of Y-Axis and Y-Axis Labels; 18.7% for the
combination of X-Axis and X-Axis Labels; 13.8% for Text). The axis ROIs were
subdivided into those that contained text (other than the axis labels) and those that did
not. When the X-Axis ROI contained text, it was one of the first three ROIs viewed in
22.2% of the scan paths. When the X-Axis ROI did not contain text, it was one of the
first three ROIs viewed in 14.4% of the scan paths. The Y-Axis ROI was one of the first
three ROIs viewed in 56.4% of the scan paths when the ROI included text and 22.0%
of the scan paths when it did not.

As before, we also assessed the correlations between the number of words in an
ROI and the proportion of fixations in the ROI. The correlations were significant for the
Title (R2 = 0.90, p < 0.001), Text (R2 = 0.81, p < 0.001), X-Axis Label (R2 = 0.57,
p < 0.01), Y-Axis Label (R2 = 0.64, p < 0.001), Legend (R2 = 0.39, p < 0.02) and
Data Label (R2 = 0.60, p < 0.02) ROIs.

As in the first analysis, some of the X- and Y-Axis ROIs contained words and
others contained only numbers. For the X-Axis, there was not a significant correlation
between the number of items and the proportion of fixations for axes consisting of
words (R2 = 0.27, p = 0.07) or numbers (R2 = 0.03, p = 0.86). For the Y-Axis, there
was a significant correlation between the proportion of fixations and the number of
words (R2 = 0.89, p < 0.001), and, as in the first analysis, a significant negative cor-
relation for numbers (R2 = −0.41, p < 0.01).

For a more detailed assessment of how participants allocated their attention to the
ROIs, plots were created to show the time course of attention to various parts of the
visualizations. Every trial was divided into 313 consecutive 16 ms time windows, from
trial onset until the five second trial cutoff time. For each time window, we calculated
whether a fixation was made, and if so, which ROI the fixation fell into. An ROI was
given a value of 1 for the time window if it received a fixation, and a 0 if it did not.
Time windows of 16 ms were chosen to coincide with the sampling rate of the
eye-tracker. Fixations were counted as occurring within a time bin if any part of the
fixation fell in the window (i.e., even if the fixation ended or started during the time
window). Only one fixation was allowed to occur in a single 16 ms time window; if
multiple fixations occurred during a time window, only the first ROI visited was
counted, and the fixation to the second ROI was assigned as starting in the next time
window. However, given that it takes roughly 30–50 ms to make a saccade, it is highly
unlikely that two separate fixations would have been possible in the small time win-
dow. The first fixation of the trial was excluded, as it began with the disappearance of
the fixation cross and did not represent a volitional look to any ROI.

The data plotted in Fig. 1 shows the viewing patterns collapsing across all visu-
alizations. The x-axis represents time from trial start, the y-axis represents the proba-
bility of fixating an ROI, and each line represents a different ROI. Note that the
probabilities do not necessarily sum to 1 at every time point, because not every par-
ticipant made a fixation during every time point (e.g., due to saccades or track loss).
Overall, participants tended to look at the Title ROI early in the trial, with Title
fixations peaking between 750–1000 ms after trial onset and then quickly declining.
Fixations to the Data ROI surpassed looks to the Title beginning *1500 ms after trial
onset, and continued to increase throughout the duration of the trial until peaking at
*4500 ms. The next most-fixated ROI was the Legend region, which had a
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numerically higher probability of fixation than the rest of the ROIs from*750 ms after
trial onset until the end of the trial. However, the low probability of fixating the other
ROIs could be due the fact that not all ROIs were present in all visualizations, meaning
that many ROIs had zeros for several visualizations. This plot highlights that although
users made more fixations to the data ROI overall, this pattern was only true in the later
part of the viewing period. Upon first viewing a new visualization, users tended to look
at the Title first, after which they shifted their attention to other areas of the
visualization.

The data plotted in Fig. 2 shows viewing patterns to visualizations without text in
the y-axis (top panel) versus with text in the y-axis (bottom panel). In both cases, Title
fixations peaked early in the trial (*500 ms in vis without y-axis text and *1000 ms
in vis with y-axis text).

Fig. 1. Probability of fixating each ROI across time, collapsing across all visualizations.
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However, striking differences are apparent in the pattern of looks to the y-axis. In
visualizations with y-axis text, users showed clear preference for fixating the y-axis
over the data area after *500 ms into the trial, and fixations to the y-axis exceeded
Title fixations after *2250 ms. Conversely, in visualizations without y-axis text,
participants made very few looks to the y-axis, and instead focused most of their
fixations on the Title early in the trial, and to the Data ROI later in the trial (after
*1500 ms). There was a small preference for fixating the Labels ROI, relative to the
non-Data ROIs, from *3000–4500 ms, suggesting the need to seek out text to
understand the plots when it was not present in the y-axis. This pattern clearly shows
that users’ viewing patterns to the y-axis were strongly influenced by the presence of
text. Users made many more y-axis fixations when text was present compared to when
it was not, and even made more fixations to the y-axis than to the Data when text was

Fig. 2. Probability of fixating each ROI across time, plotted separately for visualizations without
y-axis text (top panel) and with y-axis text (bottom panel).
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present, highlighting the emphasis that users place on text during visualization
comprehension.

4 General Discussion

Overall, the results of these analyses suggest that viewers devote a great deal of
attention to the text in data visualizations. For the eye tracking data collected as part of
the MASSVIS study, the majority of the participants’ fixations were devoted to ROIs
that contained text. In the second eye tracking dataset, collected using a larger set of
data visualizations and a larger group of participants along with a free view rather than
memory task, the proportion of fixations devoted to text was comparable to the pro-
portion of fixations devoted to the data.

For both datasets, it was instructive to examine the participants’ attention to the
axes, which contained text in some visualizations and numbers in others. The axes were
one of the first three ROIs fixated more often when they contained text than when they
did not. Interestingly, for the Y-Axis ROI in both datasets, there was a significant
correlation between the proportion of fixations and the number of words in the ROI,
and a significant negative correlation between the proportion of fixations and the
number of numerical values. An analysis of the time course of fixations for the second
dataset indicated that when the Y-Axis ROI contained text, it had a high probability of
being visited throughout the trials, and was the most likely ROI to be viewed in the
second half of the trials, after participants had turned their attention away from the title
of the visualization. When the Y-Axis ROI did not contain text, it had a low probability
of visits throughout the trial, with participants devoting more attention to the Data and
Legend ROIs.

It is important to note that the two datasets are different in several ways.
The MASSVIS data was collected in the context of a memory study where the visu-
alizations were displayed for 10 s each. It consisted of visualizations that were found
“in the wild.” Although we selected a subset of the visualizations that represented
common types of data visualizations, these images often contained descriptive titles,
annotations, and text noting the source of the data. In other words, the data itself was
contextualized by the text in the visualizations. In the second study, we added an
additional set of visualizations that were generated in the lab rather than being found in
the wild. These visualizations tended to be simpler and had less contextual information.
In addition, to mirror the experimental parameters that have been used for assessing
visual saliency maps, participants were given a free viewing task3 with only 5 s for
examining the visualizations. The simpler text and shorter viewing times in the second
dataset may have driven the difference in the overall proportions of fixations to the text
versus the data. However, even in the second dataset, the ROIs containing text were
viewed almost as often as the data ROIs, indicating that the text still draws viewers’

3 It is worth noting that a free viewing task may be more representative of how people interact with
visualizations in the wild than a memory task. When a person encounters a data visualization in The
Economist, for example, they are essentially doing a free viewing task.

188 L.E. Matzen et al.



attention even when they have little time and the text provides relatively little
information.

Our finding that viewers focused on the text elements in data visualizations is
consistent with prior research. Some studies have found that users spend as much as
60–70% of viewing time reading the title, data labels and axes of simple graphs [1, 8,
18]. Users are also more likely to re-fixate text-based areas, such as the legend [3, 21,
28]. In our current analysis, we investigated a wider variety of visualization types and
complexities, but the overall tendency to devote a large amount of viewing time to
text-based regions remained the same.

The analyses presented here have several limitations. First, the relatively small size
of the text in visualizations may necessitate more direct fixations due to the limits of
visual acuity [23]. This may have an impact on overall viewing time. Second, the
participants in these studies had no particular expertise with interpreting data visual-
izations, and their tasks did not require them to find specific information in the visu-
alizations, or even to understand the gist of the data presented. While this approach
may be realistic for understanding how people process visualizations that they
encounter in daily life, such as an infographic presented in a magazine, patterns of
attention are likely to be quite different in cases where a viewer is using a visualization
to obtain specific information in the context of a larger task. Domain experience also
plays an important role in how people attend to data visualizations. Our own prior work
found large differences between professional imagery analysts and novice viewers
looking at radar imagery [20], and other researchers have found that even brief
instructions on how to interpret a plot can change how people allocate their attention
[7]. Individual differences in information processing also play an important role. For
example, dyslexic individuals spend disproportionately more time on text than typical
readers [18]. None of these factors operate in isolation, and taking their combination
into account can result in complex interactions between such factors as chart type, task
difficulty, and the user’s perceptual speed [28].

Despite these limitations, the general finding that text in data visualizations draws
the viewer’s attention has important implications for the development of visual saliency
models that apply to visualizations. As discussed above, the ability to make predictions
about where viewers will look in data visualizations could be a useful evaluation tool.
To make accurate predictions, these models must take attention to text into account. In
our future work, we plan to develop a new saliency model that incorporates text as a
visual feature. We will test how to weight this feature relative to the other visual
features that are commonly used in saliency models (color, contrast, and orientation). If
successful, this approach will provide an improved tool that will allow visualization
designers to evaluate their designs from the perspective of human visual processing.
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Eye Tracking for Dynamic, User-Driven
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Abstract. Researchers at Sandia National Laboratories in Albuquerque,
New Mexico, are engaged in the empirical study of human-information inter-
action in high-consequence national security environments. This focus emerged
from our longstanding interactions with military and civilian intelligence
analysts working across a broad array of domains, from signals intelligence to
cybersecurity to geospatial imagery analysis. In this paper, we discuss how
several years’ of work with Synthetic Aperture Radar (SAR) imagery analysts
revealed the limitations of eye tracking systems for capturing gaze events in the
dynamic, user-driven problem-solving strategies characteristic of geospatial
analytic workflows. We also explain the need for eye tracking systems capable
of supporting inductive study of dynamic, user-driven problem-solving strate-
gies characteristic of geospatial analytic workflows. We then discuss an ongoing
project in which we are leveraging some of the unique properties of SAR image
products to develop a prototype eyetracking data collection and analysis system
that will support inductive studies of visual workflows in SAR image analysis
environments.

Keywords: Visual search � Synthetic Aperture Radar � Information foraging �
Eye tracking � Imagery analysis

1 Introduction

In this paper, we are interested in how computational hardware and software have
changed geospatial imagery analysis in the United States Intelligence Community, and
consider the implications of that shift for characterizing, modeling, and supporting
humans in the visual interpretation of imagery. In particular, we have become acutely
aware of the technological limitations of eye tracking systems for studying visual
attention in natural settings.

Computational technologies have profoundly changed how humans generate, store,
share, and interact with data and information. As a result, office work today relies on
quite a different set of technologies than it did even twenty years ago, when the electric
typewriter was an unremarkable desktop artifact. These days, typewriters are a rarity:
instead, we rely on desktop computers, network cables, routers, servers, and mice,
icons and electronic displays to work more creatively and flexibly with ever greater
amounts of data and information. As many commentators have noted, the same systems
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that are enabling us to work with all that information are also generating new types of
data and information at an astounding rate. The resulting information glut presents
capability and capacity challenges for even the most technologically sophisticated
sectors of Western economies.

This data glut is problematic even among the institutions comprising the United
States’ military and civilian intelligence community (or IC). Although these are among
the most sophisticated developers and consumers of new technology, even they are
struggling to adapt to the rapid evolution of their local information ecologies [1].

Of particular importance is the remote sensing revolution that has swept the
intelligence community since 2001. Conflict in Afghanistan and Iraq spurred the
United States government to invest heavily in developing, deploying, and integrating a
dizzying array of sensor systems into the country’s suite of collection technologies.
Sensor investments blossomed quickly, producing a data harvest that has strained the
capacity of national information transmission, storage and processing systems. Over
the past few years, leaders in both military and civilian intelligence functions have
expressed concern that their analytic experts are “swimming in sensors and drowning in
data,” as Air Force Lieutenant General David Deptula famously put it [2, 3].

To help military and intelligence agencies realize the information return on their
country’s sensor investment, technology developers have increasingly turned their
attention to enhancing the analytic performance of human operators. They are doing so
by developing systems aimed at helping human analysts discover, assess, and make
decisions about the signatures and patterns captured in national datasets. Such systems
include methods, algorithms, software, data products, and visualizations that are
rapidly making their way to the ground stations, cubicles and open workspaces of the
intelligence community.

In the best of worlds, analysts would be able to adopt these new technologies into
their workflows, leveraging their wealth of data to make better sense of complicated
events, trends and shifts in the world around us. Yet the extent to which new analytics
and interaction models are actually enabling people to identify important patterns in the
flood of sensor data remains an open question – one that will challenge
human-computer interaction researchers to expand their evaluative frameworks to
increasingly complex forms of perceptual and cognitive work.

1.1 Previous Work

The authors of this paper include an anthropologist, a cognitive neuroscientist, a
computer scientist and a software-engineer-turned-data-scientist. We have spent much
of the past decade studying human-information interaction among imagery analysts in
the intelligence community, most recently with Synthetic Aperture Radar (SAR) ana-
lysts affiliated with Sandia National Laboratories. Sandia is a multi-program, federally
funded research and development center (FFRDC) owned by the United States
Department of Energy and headquartered in Albuquerque, New Mexico and Liver-
more, California. Sandia’s national security mission includes a wide array of basic and
applied research and development activities, including the design and engineering of
remote sensing systems used in operational, tactical and strategic mission areas.
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Sandia is internationally recognized for its expertise in developing SAR systems.
These radars rely on the movement of a platform, such as an air vehicle, to synthesize a
photographic aperture. As the platform travels over an area to be imaged, the radar
emits pulses of radio energy to “illuminate” terrain features. Reflected energy is cap-
tured and processed by image formation algorithms that create two-and-three dimen-
sional renderings of terrain features [4].

As researchers working at the intersection of human, SAR technologies, and
national security, our proximity to sensor engineers and their operational users has
given us a unique opportunity for studying real-world intelligence workflows. In
previous papers, we have leveraged this experience to describe some of the challenges
that accompany designing, fielding, and then evaluating the usability and utility of
remote sensing systems in the operational workplace. We have discussed the use of
ethnographic field study methods with cognitive work analysis and cognitive task
analysis frameworks, an approach that has informed the development of experimental
visual search studies we have conducted with imagery analysts [5–7]; offered guidance
to radar engineers for designing usable operational interfaces for deployed systems [8];
and examined how eyetracking data can be leveraged with measures of visual saliency
and radar image quality metrics to assess the utility of an image product for a particular
class of signature detection tasks [9].

1.2 Purpose of This Paper

This paper is different from our previous reports: it is a position paper asserting the
need to re-think task models that describe visual inspection of image products; and data
collection systems and analysis frameworks that enable researchers to perform
inductive studies of dynamic, user-driven visual workflows.

In the following pages, we explain how new technologies have changed imagery
analysis in ways that challenge the task-based models frequently described in the visual
inspection literature [10–13]. We suggest that many imagery analysis activities involve
visual information foraging workflows, in which analysts pull selectively across a
heterogeneous assortment of data and information types to inform decisions about
whether or not an indicator meets accepted criteria for “something that matters” [14–
17]. This is somewhat of a departure from traditional visual inspection models, which
do not explicitly account for the presence of easily accessible electronic data and
information in today’s workplaces.

Characterizing the complex, dynamic workflows of imagery analysis will require us
to develop systems that accurately and precisely capture the behaviors indicative of
resource foraging decisions in interactive workflows. Of particular importance are
eyetracking data collection systems and analysis methods that enable researchers to
identify what features seem to be cueing analysts to seek additional information in the
electronic resources available to them. To this end, we briefly discuss a recent initiative
to develop a prototype system that associates gaze events with geospatial point data,
which we hope will enable us to capture and model the trajectory of a user’s movement
through large, heterogeneous information spaces.
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2 Imagery Analysis as Visual Inspection and Profession

In the academic literature, imagery analysis has traditionally been studied using models
of visual inspection derived from well-established research in human factors and
industrial engineering. However, as we discuss below, desktop computing and enter-
prise information systems have changed analytic practice in the intelligence commu-
nity, in ways that challenge older models of visual inspection.

2.1 Imagery Analysis as Visual Inspection

From a human-information interaction perspective, imagery analysts are using their
visual systems seek, detect and characterize features of interest in geospatial infor-
mation products; i.e., they are performing visual inspection, which involves the
deployment of our evolved capacity for visual search in purposeful work.

Visual inspection and visual search are related but not synonymous scientific
research areas. As Wang et al. have pointed out, in the academic literature the term
“visual search” has historically denoted the study of physical and neuropsychological
processes associated with perception, cognition and attention in the context of scanning
a stimulus in the visual field [18–21]. In contrast, inspection is the purposeful activity
of examining and artifact to identify anomalies, signatures of signals associated with an
event or trend of significance [11–13].

Researchers in human factors, industrial and engineering psychology have been
developing empirical and theoretical models of visual inspection processes for decades.
This research is the empirical foundation for qualitative and quantitative models that
have, in turn, provided structure for examination of the factors that influence human
inspection performance [22, 23]. Models of inspection processes typically decompose
these workflows into distinct goal states which can be described in terms of specific
behaviors, perceptual activity, cognitive activity, and decisions that mark a transition
from one task state to another.

1. Selection of the item to be examined;
2. Manipulation of the item or one’s workspace to facilitate visual examination;
3. Visual scanning of the item for anomalous features;
4. Detection of an anomaly/feature of interest;
5. Evaluation of the anomaly to determine its meaning, cause and significance; and
6. A decision about whether the anomaly merits action (see discussions in [12, 13,

22, 23].

Task models such as the one delineated above are very useful for researchers
studying visual work in organizational settings. They enable close study of specific
stages of a workflow, including the experimental identification of factors that promote
successful outcomes, such as the identification of a fault indicative of an impending
mechanical failure. They have enabled practitioners to develop and evaluate training
protocols used to prepare inspectors for evaluating high-consequence sociotechnical
systems, such as power grid components or commercial aircraft [10, 11, 18, 23].
Finally, they have supported the design and execution of controlled laboratory studies
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to document eye movement events and patterns associated with different stages in an
inspection workflow, with studies of gaze behavior dating back to the 1970s (for
example, [24]).

Interestingly, over the past decade, scientists traditionally associated with labora-
tory studies of visual search have shifted attention to studying visual inspection. Of
particular importance are observational and experimental studies of feature detection
behaviors and performance among airport baggage screeners [26–28]. Eye tracking
studies that capture patterns of gaze behavior have enabled researchers to explore how
vocational experience influences search strategies and performance; i.e., by comparing
the strategies and detection performance of non-professional searchers with trained
airport security officers; and by developing skill acquisition models to explain the
performance of professional inspectors [26, 28].

These studies have has generated some lively, entertaining debates about basic
understandings of visual attention, perception and cognition, but have also highlighted
the difficulties that attend the application of laboratory methods and approaches in
actual work environments [27, 29]. One particular challenge is the adaptation of eye
tracking data collection and analysis to sample gaze behaviors as people perform tasks
in real-world work environments, where it is difficult – sometimes impossible – to put a
full suite of experimental controls on stimuli, the environment, and the behaviors of the
human operators. As we discuss below, this is a significant barrier to understanding
how people interact with data and information to develop intelligence assessments with
remote sensing data products.

2.2 Imagery Analysis as a Profession

Imagery interpretation and analysis are common tasks in many domains, from medical
diagnostics to drought monitoring. However, in the intelligence community, “imagery
analysis” is a recognized professional domain. Both civilian and military intelligence
agencies hire geospatial imagery analysts, commonly referred to as “IAs,” to review
and assess geospatial datasets derived from the nation’s array of remote sensing sys-
tems (e.g., electro-optical, infrared, radiometric). Geospatial imagery analysts use a
range of software tools, data and information resources, and assessment methods to
detect and evaluate evidence of important trends and events. They are responsible for
communicating intelligence findings to military and civilian stakeholders to support
tactical, operational and strategic decision- and policy-making.

As is true in most Western office environments, technology has dramatically
changed how these professionals work with data and information. In 2010, one of the
authors (McNamara) spent a year performing a multi-site field study of imagery analyst
workflows. Interviews and observational research with imagery analysts brought
McNamara in contact with imagery analysts across a range of experience levels, from
recently-hired novices to senior intelligence personnel with decades of experience in
the agency. It was from this latter category of seasoned domain experts that she was
made aware of how much the world of imagery analysis had changed over the previous
decade – a change described as the shift from “hardcopy” to “softcopy” imagery
analysis.
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2.3 The Softcopy Revolution in Imagery Analysis

As the term implies, “hardcopy” describes images printed on paper or rendered in
transparent/semitransparent films. In contrast, “softcopy” images are stored electroni-
cally and accessed via computer on a display terminal. In the intelligence community,
both have been around for decades [30], but only recently have softcopy image
products and analysis methods overtaken hardcopy imagery as the primary work focus
of geospatial intelligence analysis.

When asked to compare hardcopy and softcopy workflows, senior imagery analysts
invariably pointed to differences in the artifacts used in their intelligence activities. In
the days of hardcopy analysis, filing cabinets, films and light tables were the key tools
of the imagery analyst. One analyst had fond memories of walking down rows of filing
cabinets to locate a particular cabinet, then a particular drawer, and then thumbing
through files to identify the relevant films. Once she had returned to her desk, she
removed the films from their protective envelopes to be displayed against the glowing
surface of her light table. She examined her selected images for indicators of
strategically-important activities, using her hands to move optical tools (such as
magnifying lenses) and measurement instruments to examine fine detail and evaluate
features in the scenes. This focused, manual-visual workflow enabled her to assess
trends in a region of interest, for inclusion in reporting products that were disseminated
to military decision-makers across the Department of Defense.

Of all the resources that imagery analysts used, the light table may have been the
hallmark artifact of the profession. One of McNamara’s interviewees spent his career
examining electro-optical imagery for evidence of change in Soviet military posture. At
one point in the interview, he observed that he had likely spent more of his adult life
with his light table than with his wife or children.

However, in today’s intelligence workplace, light tables are about as common as
electronic typewriters. As enterprise computing systems took hold in government
workplaces in the 2000s, filing cabinets, films and light tables were gradually sup-
planted by desktop computers, servers, routers, mice and keyboards, and so-called
“electronic light tables” – i.e., hardware and software setups that analysts use to
retrieve, manipulate, enhance, compare, measure, and mark imagery that is rendered on
digital displays and/or CRT monitors (the latter still prized by analysts for the stability
and clarity they afford).

Imagery analysts who developed their skills in the days of hardcopy inspection
often express dissatisfaction with electronic light tables. They point out that even the
highest resolution digital displays can perceptibly pixelate fine details in an object or
scene. However, this is only one way in which softcopy analysis has changed
human-information interaction in this domain.

2.4 The Complexity of Softcopy

The digitization of geospatial information has opened the door to more dynamic and
interactive models of analyst-imagery interaction. First, not only are remote sensing
systems generating more data; they are generating greater array of image products, and
in seemingly ever-increasing quantities. The data flooding the intelligence community’s
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networks and servers has given image scientists exciting new research challenges. They
have responded by developing new mathematical models and algorithms that exploit
everything from the statistical properties of image pixels to the physics of radiometric
datasets. Their creativity has provided the intelligence community with new image
products and new ways to analyze geospatial data; for example, by integrating temporal
and geospatial information to examine patterns of activity at local and regional levels.

Second, the metaphor of the “electronic light table” underestimates what softcopy
analysis entails. Today’s commercial imagery analysis platforms do far more than
simply reproduce the physical manipulation of hardcopy artifacts on a light table.
Softcopy systems enable a remarkable array of interactions with geospatial datasets. For
example, an analyst might apply different spectral filters to electro-optical imagery to
assess changes in the moisture content of agricultural topsoil; or import records of other
types of intelligence reporting, such as captured radio communications, to help her
determine if recent vehicular activity indicates expanding military presence in a region
of interest. Softcopy systems also facilitate the creation and rapid dissemination of new
intelligence products; for example, an analyst could create a KML (Keyhole Markup
Language) to represent all known military vehicle and tank positions in the past month,
and provide the file as part of a geospatial analysis package for her customers.

2.5 Softcopy Imagery Analysis Is Visual Information Foraging

As technology has evolved in the intelligence workplace, so have the strategies people
use to work with data and information. The hardcopy-and-light-table inspection model
is inadequate to account for the range of behaviors comprising softcopy analytic
workflows. Certainly, softcopy image analysis can be described in terms of source
selection, manipulation, examination, detection, evaluation and decision-making.
However, desktop computing enables people to perform a wider range of operations at
each stage of an inspection task. In particular, when an analyst detects a feature of
interest, he often sets aside the primary stimulus (e.g., an electro-optical satellite image)
to seek complementary data to characterize and resolve ambiguous features.

For this reason, we have come to think of visual imagery analysis as
visual-inspection-plus-information foraging. Information foraging theory was first
articulated by Peter Pirolli and Stuart Card in the late 1990s [14]. Derived from eco-
logical models of resource foraging “in the wild,” information foraging theory posits
that human information seeking can be modeled as a tradeoff between the amount of
time spent seeking sources of relevant information (working “between patches” of
information); and the amount of time one spends ingesting relevant information (re-
alizing the information value “within patch”). An efficient foraging strategy is one that
minimizes the former while maximizing the latter.

Information foraging theory is one of the most powerful descriptive models of
human-information behaviors with electronic data, influencing the design of informa-
tion retrieval systems for large, heterogeneous spaces, such commercial search engines
used with the World Wide Web (Chi et al.). Although it has not been widely used in the
design and evaluation of systems for geospatial intelligence analysis, information
theory’s principles can usefully expand visual inspection models to account for the
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expanded range of behaviors that we have observed with imagery analysts working
with softcopy systems. Indeed, a recent paper by Paik and Pirolli extended information
theory to develop a computational cognitive of information selection in map-based
geospatial intelligence retrieval and integration tasks [15].

Among imagery analysts, the availability of so many information sources means
that foraging activities have become part and parcel of the image inspection workflow.
For example, detecting a feature of interest in an electronic image frequently shifts an
analyst’s attention away from inspecting that image into a foraging mode. She may
open other image products for comparison with the scene at hand; or begin searching
complementary datasets to determine if there are other indicators of the suspected
activity. If a signature seems meaningful, the analyst will often engage in “patch
enrichment” behavior: pulling complementary information from the selected databases
and compiling a reference set she can use to contextualize the anomaly for her
stakeholders.

3 SAR Imagery Analysis: A Dynamic Workflow

Since 2011, most of our work has focused on understanding how imagery analysts
working with the US military use products from SAR systems to identify and evaluate
indicators of operationally important events, such as the movement of illicit cargo
through remotely populated areas in a military theater. As previously described, SAR
systems are radiometric sensors that actively illuminate a scene, generating rich data-
sets whose physical properties can be exploited to generate a range of image types.
Sophisticated geo-registration algorithms enables accurate spatial alignment of images
generated at different points in time. This makes SAR systems particularly useful for
detecting and revealing changes in a scene, such as the appearance of a car near the side
of a building.

Because SAR datasets are so information dense, SAR researchers have been able to
develop a variety of algorithms for highlighting different types of objects in a scene, as
well as changes in the state or position of scene features. Many of these products are
intended to help SAR analysts detect and make sense of signatures indicative of
behaviors of interest. However, as image scientists expand the range, quantity and
quality of SAR image products, it is worth assessing whether or not image products are
helping analysts as intended. After all, introducing new information into an established
workflow may benefit performance or lead to decrements, depending on whether
people are able to integrate it into their decision-making framework. This requires us to
understand how analysts use their perceptual and attentional resources to identify
significant indicators, so that we can ensure our products support human requirements.

3.1 Characterizing Analyst-Imagery Interactions in SAR Operations

Between 2011 and 2014, we performed a series of observational and experimental data
collection activities with SAR imagery analysts generating near-real time intelligence
for tactical decision-making in military theaters of operation [5–7, 9]. The SAR
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systems in question were regularly used to image key terrain areas, so that the analysts
could detect and characterize signatures associated with known illicit activities.
Because it was used so regularly, this system was generating a tremendous amount of
radiometric data, and Sandia’s image scientists were continuously working to improve
and/or provide more useful image products to help analysts detect and assess key
signatures. At the time we became involved with the program, the system was gen-
erating more than a half-dozen types of distinct image products on a regular basis,
across many linear miles of terrain.

To facilitate analytic inspection and decision-making, Sandia had provided the
SAR analyst teams with custom-designed, SAR-specific softcopy display and analysis
software, which the analytic teams used to select, display, manipulate, and mark image
products containing indicators of potentially important events. We were asked to
support a comparative evaluation of two different image products using two slightly
different analysis algorithms, to determine if analysts would find one more useful than
the other.

As described in [5], we performed ethnographic interviews using frameworks from
Cognitive Work Analysis and cognitive task analysis to develop descriptive models of
the SAR operational system. We also observed training sessions with pilots, radar
operators, and imagery analysts comprising the deployed teams. Although we identified
a number of distinct work processes and activities that contributed to system success,
we focused on the analysis of newly-generated SAR imagery as the keystone task that
integrated team members and technologies in the execution of the intelligence mission.
The importance of this workflow highlighted the need to understand how imagery
analysts were using the Sandia softcopy system to interact with different SAR image
products to detect and characterize the signatures of interest.

SAR analysts work quickly. In fact, it is not unusual for an experienced analyst to
exhaustively scan several hundred square meters of terrain in a few seconds, and do so
using a number of complementary image products. This made observational docu-
mentation impossible.

Instead, we instrumented a copy of the Sandia softcopy display system so that we
could log analyst interactions as they executed an operationally realistic inspection
task. For our stimulus set, we selected four sets of SAR images, each consisting of a
few dozen frames of imaged terrain, from operationally deployed systems. For every
frame in these sets, we provided the full suite of SAR image products, as well as thirty
days’ worth of historical imagery for each frame, providing the participants with a total
of several hundred image products available for review. Each of the four sets contained
one frame displaying a verified signature of illicit activity, as well as multiple dis-
tractors; i.e., visually similar but operationally irrelevant markings scattered throughout
the scenes. We marked each of the four target frames and several of the distractor frame
with the word “STOP.”

Twelve SAR analysts volunteered to perform our simulated search task. Each
participant was assigned two of the four image sets we had curated. They were
instructed to search the entire set of image products, as though they were performing an
operational assessment; but to stop at each of the marked frames and report whether or
not the frame contained any operationally meaningful features. Once the analyst had
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completed evaluating both sets of imagery, we played back a screen video recording of
their session and asked them to narratively describe their search strategy and actions as
they were examining the images.

3.2 Dynamic Foraging in Analytic Workflows

As discussed in [5], we discovered that analysts were actually using the image products
differently than the system engineers had expected. However, what really caught our
attention were the interaction patterns we extracted from the log files. Our customized
logging system captured detailed information about the operations each analyst per-
formed on the datasets we had assigned them. The logs allowed us to see the order in
which each frame was examined; which image products each analyst accessed when
evaluating the content of each frame; the amount of time spent on the frame; selection
and manipulation of the image products associated with each of the frames (such as
panning, zooming, and flickering across the half-dozen image products the SAR system
generated for each scene); mouse clicks on a feature to mark anomalies; and opening
additional image windows to access and display any of the previous months’ image
products.

By comparing the log files with the video recordings and voiceover narratives we
collected from the analysts, we identified interaction behaviors that seemed to be
associated with different stages in an inspection workflow: moving rapidly from one
frame to another, with minimal zooming or flickering, indicated the analyst was quickly
scanning frames for anomalies of interest without detecting anything meaningful.
Stopping on an image product, then manipulating the frame by panning around its
content or zooming in and out of features in the frame, indicated a deeper investment of
attention. Rapid, repeated flickering among different image products within the frame
indicated a level of expectation that an anomaly might be present, since analysts rely on
the animation effects of rapid flickering to facilitate the detection of new objects. When
such a feature was detected, the analyst would position the feature of interest in the
center of her display, then zoom to a useful level of resolution before moving into an
extended flicker pattern among multiple image products, examining the area for
additional evidence of an important event. If the feature seemed like it might meet the
criteria for a signature of intelligence significance, the analyst would engage in
seeking-and-enrichment behavior: opening a new display window and populating it
with previously collected SAR imagery for the same frame, comparing and contrasting
changes over time to put the anomaly into an activity context.

As we examined the log file captures and identified consistent interaction behaviors
associated with different stages in the SAR analysis workflows, we realized that the
analysts were engaged in complex, dynamic type of search and inspection, interwoven
with behaviors characteristic of information foraging in electronic datasets. By “feature
contingent,” we mean that detection of a potential feature in a frame seemed to
occasion a shift in the analyst’s interaction strategy, as indicated by a change in the
pattern of interaction with particular image products (from panning across frames to
flickering within a frame, for example). This opened up the possibility of using
information foraging theory to develop models of efficiency gains as imagery analysts
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developed proficiency in the work environment. However, we realized that we were
also missing key component of information: What features, in what areas of which of
the images, were capturing the participants’ attention, precipitating the detected shift in
their behavioral patterns?

Empirical studies of information foraging behaviors have capitalized on
mouse-element interactions, or “clicks,” in an interface [17]. However, when an ima-
gery analyst is using a softcopy system to select, display and manipulate image sources,
she may not be leaving a path of click events to inform an empirical description of her
workflow. Studies of visual attention require the use of eye tracking systems, which
became an important data collection resource in our studies of SAR analysts. Although
we were able to develop and implement experimental protocols that revealed important
sources of search efficiency between novice and experienced analysts (e.g., [9]), we
quickly realized that eye tracking systems are simply not built for studying the
unpredictable dynamics of foraging behaviors.

4 Needed: Eye Tracking in Dynamic, User-Driven Workflows

This experience is leading us to developing a prototype system for collecting gaze data
in dynamic, user-driven workflows, so that we can develop what we think of as
“gaze-informed information foraging models.”

As Clark et al. have pointed out [27], it can be extremely difficult to translate
laboratory-based theory and methods into operational field settings, if only because of
the degrees of freedom one must account for in naturalistic environments. This is
particularly the case with eye tracking systems, which evolved in a research paradigm
that privileges highly constrained tasks with static stimuli to test hypotheses about
perception and attention. In principle, eyetracking data could reveal how imagery
analysts perceive and respond to visual cues in geospatial datasets. In practice, it is
extremely difficult to study gaze-contingent analytic decision-making in realistic,
user-driven workflows. Underlying the design of most eyetracking systems is a
deductive model of inquiry that assumes the researcher can formulate hypotheses about
how participants will interact with a stimulus, or some feature within a stimulus.
Another important assumption is the degree of control exercised over the presentation
of the stimulus; and, to a lesser extent, the degree to which one can predict the range of
actions the participant can take with the stimulus.

These assumptions are not valid in the context of dynamic, user-directed workflows,
like the ones we studied with our instrumented SAR analysis package. Log files can
reveal quite a bit about which image products an analyst selects, and in what order, and
how he manipulates those to facilitate the detection and characterization of items that
have attracted his attention. Unfortunately, they tell us next to nothing about which scene
features our analyst is attending, nor how his visual system examines different elements of
information across different image products to build an integrated narrative about the
meaning of an anomaly and whether it merits the investment of additional resources.

What is needed are eye tracking data collection systems and analysis protocols that
support inductive studies of analytic interactions with softcopy imagery inspection.
Such a system would enable researchers to sample gaze activity as people are solving
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an imagery analysis problem, then calculate key events (fixations and clusters of fix-
ations) and associate those with the content rendered on the display screen.

This is the kind of system we are beginning to build for our own work with SAR
imagery analysts. SAR imagery has a number of properties that make it ideal for the
kind of eye tracking data collections and analysis platform we envision: for one thing,
every pixel is associated with a stable set of geo-coordinates. Because these systems are
equipped with highly accurate geo-registration algorithms, pixels locations are stable
across image products – useful for determining if people are shifting their attention
from one area of a scene to another as they move among image products depicting
features in that scene. Secondly, the SAR research community has developed and
implemented efficient algorithms for accurate and reliable segmentation of SAR images
into regions of like pixels. This clustering reduces dynamic range in the data and
facilitates the association of calculated gaze events, such as a fixation, with a mathe-
matically calculated feature in the content. Over the next eighteen months, we will be
working to iteratively develop, test, and then expand a prototype system that integrates
gaze data collected using a COTS eyetracker with features in SAR imagery.

4.1 Conclusion

Two decades ago, Spencer described the work of aircraft inspectors as a multisensory
process, involving “…such behaviors as looking, listening, feeling, smelling, shaking,
and twisting” [22]. Similarly, the work of imagery analysts has become more complex
as technology affords a wider range of data and information sources, as well as an
expanded repertoire of operations with those information sources.

In the United States, leaders in the military and civilian intelligence community
remain concerned about how to manage the flow of data and information that their
analysts must evaluate. The community needs analysis software systems that that
genuinely support the perceptual and cognitive work of intelligence analysts, whose
work increasingly requires they become efficient foragers in the wild world of big data.
Without the ability to robustly characterize and identify interaction.

Developing inductively-oriented algorithms and software for gaze tracking studies
could expand the applicability of eye tracking systems for the complex perceptual
cognitive workflows associated with information foraging. In particular, we suggest
that gaze data and the associated user behaviors and stimuli can be treated as a
high-dimensional point dataset amenable to a number of decomposition and pattern
analysis techniques, including matrix decomposition and graph algorithms. Expanding
the repertoire of mathematical models, algorithms and software used with eye tracking
systems could provide an entirely novel source of data for documenting the search
behaviors that characterize information foraging in large, complex data environments.
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Abstract. Natural language text and source code are very different in
their structure and semantics. Source code uses words from natural lan-
guage such as English mainly in comments and identifier names. Is there
an inherent difference in the way programmers read natural language
text compared to source code? Does expertise play a role in the reading
behavior of programmers? In order to start answering these questions,
we conduct a controlled experiment with novice and non-novice pro-
grammers while they read small short snippets of natural language text
and C++ source code. This study is a replication of an earlier study by
Busjahn et al. [1] but uses C++ instead of Java source code. The study
was conducted with 33 students, who were each given ten tasks: a set of
seven programs, and three natural language texts. They were asked one
of three random comprehension questions after each task. Using several
linearity metrics presented in an earlier study [1], we analyze the eye
movements on source code and natural language. The results indicate
that novices and non-novices both read source code less linearly than
natural language text. We did not find any differences between novices
and non-novices between natural language text and source code. We com-
pare our results to the Busjahn study and provide directions for future
work.

Keywords: Eye tracking study · C++ · Program comprehension ·
Natural language

1 Introduction

Programmers are required to not just write source code, but read and compre-
hend it as well. The better a programmer comprehends code, the better they
will be at debugging and finding faults. Programming is not as straightforward
as it may seem to the beginner programmer. While it may look linear in its
structure, source code is very different from natural text. It is not commonly
read and executed left to right, top to bottom. Rather, it skips up and down,
only using what part of the program is needed at the time that it is called i.e.
the control flow. Natural text such as English prose, on the other hand is read
from top to down and left to right.
c© Springer International Publishing AG 2017
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We derive our inspiration from a study conducted by Busjahn et al. [1].
They compared eye movements of novice and expert programmers who were
asked to read and comprehend natural language text and Java programs. They
found that novices read source code less linearly than the natural language texts.
In addition, the experts were found to read code even less linearly than the
novices. In this paper, we replicate the Busjahn et al. study because we wanted
to determine if their results still hold for C++ on a different sample. We do
not label our participants as experts and we did not have any participants from
industry. Rather, we split our participants as novices and non-novices as detailed
in Sect. 3.

The motivation behind this replication is to add to the growing research that
is focused in the area of natural language and source code comparison. Current
research shows little to no proof that being a novice or expert programmer affects
the readability of source code. Since it is very likely that programmers start with
reading code written by others, code comprehension plays an important role in
programming. In this paper, we propose two different research questions.

– RQ1: Is there an inherent difference in the way novice and non-novice pro-
grammers read natural language text compared to source code?

– RQ2: Does expertise play a role in the reading behavior of programmers, in
particular, with respect to linear reading?

If we can begin to analyze these patterns and behaviors, it can help to better
our methods and practices of teaching and programming overall.

The paper is organized as follows. We discuss some related work in the area
in the next section. In Sect. 3, we introduce the study and discuss the results in
Sect. 4. Finally we present our conclusions and future work.

2 Related Work

Eye trackers are devices that are able to detect where on a screen a user is
looking. An eye tracker will typically record two different types of data, saccades
and fixations. A fixation is where an eye has come to rest on part of the screen
for a given amount of time. A saccade is the movement from that fixation, to
the next fixation. The time for these can vary but is frequently between 200 and
300 ms. Analysis programs will often mark fixations with a dot that grows the
longer a user focuses on a spot on the screen. These dots are connected by a line
called a scan path [2].

The area of investigation of our study falls under the general area of program
comprehension. A program is defined as a set of instructions that are written to
perform a specified task. Program comprehension can be defined as the under-
standing of these lines of code typically written in some language such as Java
or C++. There have been several different studies done in the field of program
comprehension, many focusing around fragments of code or beacons. While these
beacons still play a major part in program comprehension, it has been shown
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that they are not often the same between all users. That is to say that different
programmers see code in different ways [3].

A more recent study took a look into the way that students can retain infor-
mation by reading in a less linear pattern. Raina et al. ran a study to see if
information presented in a segmented pattern as opposed to a linear pattern
would help students to better understand what was presented to them [4]. Using
an eye tracker they were able to look at reading scores and reading depth to
gather data. The study conducted used a group of 30 students (cut down to 19
due to inaccurate calibrations). Using a control group and a treatment group,
they were given the same module in C++. The control group had the module in
a linear format. The treatment group used a segmented format. Results showed
that when reading in segments, students had higher reading and depth scores.
They were able to not only focus on the information presented but understood
it better than those reading in a linear fashion.

To expand and study the way that users read programming code, a study was
done on the way that programmers read code with syntax highlighting [5]. The
study looked to find if it was beneficial to the student to have syntax highlight-
ing (colorization of specific keywords and constructs) from different software
development environments. The study included 31 participants using the C#
programming language and separated them into two groups: black and white
code and code with syntax highlighting. The program having no errors, and the
omitting of a time limit gave the programmers adequate time to go through the
program to determine its output. The data was recorded with several metrics
including fixations, regressions, and scan percentage. In conclusion, the study
showed that there was minimal difference between all three metrics. This sug-
gests that syntax highlighting, while possibly more pleasing to the eye, does not
make a significant difference in the reading patterns of a programmer. However,
in a different study, Sarkar found that highlighting did help with task completion
but the effect decreased as programming experience increases [6].

One of the first studies done on natural language versus computer language
led to a belief that natural language may be simpler than programming code.
Having only been studied on novice programmers, this left room to expand
research to include both novice, non-novice, and expert programmers [7]. Fol-
lowing on Crosby’s research into beacons [7], Fan’s study focused on beacons and
comments within programming code and the benefits they have on program com-
prehension. The study showed the same findings as Crosby in that beacons are
noticed differently by each programmer. It also did find that comments within
code helped improve code comprehension [8].

Focusing on a different area than natural language and code comprehension,
Sharif et al. turned to the comparison of programming languages. The study
used students that were studying programming, broken into groups based on
their knowledge of both Python and C++ programming languages. The C++
group did have more participants, this was directly related to the amount of
programming courses offered to the students. The students had three different
tasks that involved finding bugs as well as the overview of two different tasks.
Using accuracy, time, fixation counts, and fixation duration, the study showed
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that accuracy higher in C++, also that novices took longer overall in C++. This
group also had higher fixation counts than the Python group. The students doing
Python tasks took longer than those using C++. While these metrics showed
different, the final data analysis showed that there was no significant statistical
difference when comparing the two programming languages [9].

Sharif and Maletic took a look into using an eye tracker to gather data on
the different identifier styles i.e., underscores versus camel case [10]. The eye
tracker was an improvement on a previous study [11] that used response time
to get data between the two styles. Using the eye tracker, it was found that the
different naming styles had a different effect on time as well as effort to detect
identifiers within source code. It was shown that camel-casing affected speed
of novice programmers. The final data analysis revealed that there was a large
improvement when it came to speed and effort when underscores were used.

Focusing on a different aspect of code reading than styles or languages, a
group of programmers took a look directly at the reading of code reviewers.
Code reviewing has been used and proven to help improve already written code.
A study done in 2002 on code reviewing sought to find out if a different code
reading technique prevailed over others. They took a look at different metrics
such as duration, gazes, glances, line identification and line reading. A lot of
the software was developed in house so that the data the eye tracker recorded
suited their needs for analysis. The five programmers chosen were to review six
programs. Among the programmers it was commonly found that the reviewers
would read code in a linear fashion the first time (referred to as a scan) reading
and then go back and piece apart the code. Results showed that different code
reviewers used different reading patterns involving recursive styles and focus on
variables [12].

Using eye-tracking to aid in computer science education is an ever growing
field of interest. In 2010 a study was done that looked at program comprehension
for educators in the computer science field [13]. It broke down a programmer’s
thought process into different sections to help better identify learning concepts.
External representation is any part of a program outside of the programmers
current known knowledge. Cognitive structure is what is already known to the
programmer, and assimilation process is how a programmer tackles the current
programming problem. They broke down program comprehension into several
different models. In the end, the study concluded that there is no single way to
learn reading and comprehension of programs. Also that being open to how a
program operates by reading code, is like different patches of knowledge coming
together to better understand a program as a whole.

In 2013 when Busjahn and Schulte studied code reading, they found with
a small group of 6 participants that there was a direct link to comprehension
of algorithms and code constructs used [14]. Following this study a workshop
was conducted that determined that even after a single programming course it’s
possible for the reading techniques of a programmer to change. Even from the
beginning of a programming class, to the end, a novice programmer can read
code different.
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Eye-tracking and code comprehension studies are very detail oriented and
can often be time consuming. A study done by Marter et al. [15] took a look at
reducing study time by doing a study on the readabilty of source code using nat-
ural text. Marter’s study had a unique setup in that it did not use programmers
or programming code. The program was focused on using identifiers and the
readability of those identifiers. They primarily did this study due to the claims
that programming experiments can be quite costly and time consuming. The
study set out to with one primary focus, finding if the similarity and the number
of identifiers has a part in the readability of source code. They set out to do this
study by having users read short snippets of natural language text with iden-
tifiers in it. After having read the text each user was asked two questions. One
of these questions would relate to an identifier that was associated to the text,
the other fulfilling criteria within the text. Each one of these readings was timed
until a correct answer was given. The results of the study showed that while it is
easy to produce a quick experiment and get data from multiple subjects, there
are strong risks that come in to play. Whether a study of this type can relate
directly to source code and the understanding of source code being one of them.
The study itself does show a way to create quick lightweight studies, used for
specific experiment types. They should not replace a controlled study confirming
a hypothesis [7].

3 The Study

This study seeks to analyze and compare the reading and comprehension of
natural language text and C++ source code. The main purpose of this study is
to determine if natural text is read differently from source code and determine
if novice programmers read differently than non-novices.

3.1 Data Collection and Tools

We used a Tobii X60 eye tracker which recorded at 60 Hz and was able to gen-
erate 60 samples of eye movements per second. The device is a non-intrusive
eye tracker, meaning that a user does not need to wear it. The eye tracker is
stationary on a desk between the user and monitor. The eye tracker is capable
of compensating for head movements. We used a High Definition 24” monitor at
1920× 1080 resolution for the study and an identical monitor for the moderator.
Audio and video was recorded via a webcam. We used several different metrics
via the Tobii Studio software that included fixations, durations, validity, areas
of interest, gaze positions, timestamps, pupil size, validity codes, as well as start
and end times for each trial.

3.2 Study Variables

The independent variables are the type of stimulus: source code or natural lan-
guage text and the expertise (non-novice or novice) of the test participant. The
dependent variables being the linearity metrics shown below taken from Busjahn
et al. [1].
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– Vertical Next Text: The percentage of forward saccades that either stay on
the same line or move one line down.

– Vertical Later Text: The percentage of forward saccades that either stay on
the same line or move down any number of lines.

– Horizontal Later Text: The percentage of forward saccades within a line.
– Regression Rate: The percentage of backward saccades of any length.
– Line Regression Rate: The percentage of backward saccades within a line.

In addition to the linearity metrics, we also measure Saccade Length, which
is the average Euclidean distance between every successive pair of fixations and
Element Coverage, measured by the fraction of words that the participant looked
at. Element Coverage and Saccade Length were used to measure the differences
between non-novices and novices while the first five measures were used to ana-
lyze reading styles and were mostly used to compare source code to natural
language text.

3.3 Participants

For the study we used 33 students from Youngstown State University ranging
from 0 to 5 years or more of programming experience. We grouped the students
into two groups. We consider a non-novice to be a student who was exposed to
programming in a prior course. They are typically students enrolled in a higher
level course. Novices on the other hand had little or no programming background.
The novices were recruited from the Introduction to Programming course and
were all given extra credit. They were familiar with various concepts such as
variables, looping structures, and data types all done in C++. All participants
filled out a questionnaire before the study, we had a total of 18 male and 15 female
participants between the ages of 18 and 27. All students were able to speak, read,
and write in English, the native language of a majority of participants.

3.4 Tasks

Tasks given to the students were three different natural text paragraphs and
seven small C++ programs. The different natural language text programs were
all non related topics and were the same ones used by Busjahn et al. [1]. They
discussed government and economy, the history of black powder, and the effects
of dung beetles into a new environment. The C++ programs were all formulated
with the understanding that novice programmers were part of the study. Given
that information, we made the programs easy enough for a student going through
the Introduction to Programming course to figure out. We included different
concepts in each program including loops and nested loops, as well as input
statements. While there was a range in difficulty of the programs, they were not
overly difficult.

The natural text tasks were presented first (in a random order) followed by
the seven source code tasks (in a random order). Subjects announced out loud
when they were ready to begin the test and used the mouse to continue on to
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the next slide. Subjects selected one of three numbers (in a random order) after
each task and answered the question that followed using the mouse or keyboard.
After each task, subjects were presented with a short questionnaire about the
difficulty of the task and their confidence in their answer. After all tasks were
answered, test subjects were presented with a post questionnaire that asked
about difficulty, time needed, and if any problems occurred during the test.

There was no time limit given to the participants of the study. They were
allowed as much time as needed to finish each Natural language and source
code task. Participants were also given as much time as needed to answer the
comprehension questions. Each comprehension question was one of three types;
a summary of the task, a multiple choice question about the task, or a fact about
the text/the output of the source code. The comprehension questions, chosen at
random, helped to better understand a participants ability to read a program.
The random options helped deter participants from discussing answers with
each other. A replication package with all tasks and study material is available
at http://sereslweb.csis.ysu.edu/HCII2017.

4 Study Results

We present the results in terms of our two research questions. We first describe
how the data was processed followed by comprehension task and timing results.
Threats to validity and a discussion is also presented.

Before we ran statistical tests on the data, we needed to map the fixations
on source code elements, which was done using eyeCode [16]. eyeCode is able to
automatically determine lines and words given an image stimulus. These lines
and words form the areas of interest (AOI). In our case the image stimulus is
the natural language and source code tasks. eyeCode also maps the fixations on
corresponding words so we are able to determine which fixation falls on which
word in natural text or source code. We use the abbreviation NT for natural
language texts and SC for source code.

4.1 Comprehension Scores

We observe that overall non-novices scored higher than novices. We also observer
the gap between novices and non-novices per task. The gaps are larger for difficult
programs like SignChecker and PrintPattern. The other programs that fell into
the medium and easy difficulty category had less of a gap between novices and
non-novices. This indicates that novices had a hard time giving a correct answer
for difficult problems. See Fig. 1 for the average comprehension score for novices
vs. non-novices within each task.

4.2 Response Time

We recorded the time that it took each user to go through each task. The time
differences showed similar results to the comprehension scores. Both novices and

http://sereslweb.csis.ysu.edu/HCII2017
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Fig. 1. Average comprehension scores for all participants.

non-novices spent the least amount of time in SC4 which was a small and simple
program. Similar to comprehension scores, the gaps between novices and non-
novices are much more apparent in difficult programs. Non-novices also tend to
take the study more seriously compared to novices and so they spend more time
on the tasks. A Mann-Whitney test reveals no significant differences in time
between novices and non-novices (p = 0.866, U = 126). See Fig. 2 for completion
time per task for novices vs. non-novices.

4.3 Element Coverage and Saccade Length

Novices: For element coverage, we found that 31.7% of NT in novices were looked
at and 34% of elements were looked at for SC. Both saccade length (p< 0.001)
and element coverage (p = 0.03) are significantly different between NT and SC
indicating that these two types of stimuli are quite different in terms of their
cognitive load for novices.

Non-novices: For element coverage, we found that 28.37% of NT in non-novices
were looked at and 33.43% of elements were looked at for SC among non-novices.
Both the saccade length (p = 0.001) and coverage (p = 0.01) were significantly
different for NT and SC in the non-novices group as well.

We also notice that the saccade length is higher for NT than SC for novices.
This means that in NT they jumped a few lines more than in the SC. The same
can be seen in the non-novices group. However, we find that the saccade length in
the non-novices SC category is lower (by 9 points) than the novices SC category.
For NT, the non-novices have higher (15 points more) saccade length compared
to the novices NT category.
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Fig. 2. Average time measurements for all participants

4.4 Research Questions Revisited

In order to answer RQ1, we report on the linearity metrics we introduced in
the previous Section. We notice that the measures Vertical Next Text, Vertical
Later Text, and Horizontal Later Text are all higher for NT compared to SC.
These are all linearity measures indicating that NT is read more linearly than
SC. The regression measures deal with non-linear reading. The line regression
rates were higher in NT than SC i.e., participants went back to read a line
more often in NT than SC. We ran the Wilcoxon paired test within novices and
within non-novices to see if the above measures were significantly different in
these groups. Table 1 shows the results of the Wilcoxon test. We see that the
measures Vertical Next Text, Vertical Later Text, and Horizontal Later Text
and Line Regression Rate are all significantly different between NT and SC for

Table 1. Wilcoxon signed ranked test for NT vs. SC for non-novices and novices

Linearity measure Sum of positive signed ranks Non-novices Novices

p p

Vertical next text 253 0.001* <0.001*

Vertical later text 253 0.001* <0.001*

Horizontal later text 253 0.001* <0.001*

Regression rate 136 0.01* 0.775

Line regression rate 246 0.002* <0.001*
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non-novices. The Regression Rate which involves regressions of any length is not
significant in the novices groups but is significant in the non-novices group. This
means that there are significant more line regressions in SC vs. NT reading in
the non-novices group.

In order to answer RQ2, we ran the Mann-Whitney test on all participants.
We did not find any major differences between the novice group and the non-
novice group. These results are shown in Table 2. This could be due to the fact
that our non-novices were still students and not what could be considered an
expert in the programming industry. This leaves room to expand on this research
with expert programmers compared to novices and non-novices. In contrast,
Busjahn et al. found significant differences in these linearity measures (except
line regression rate) for novices vs. experts in their study.

Table 2. Mann Whitney results for novices vs non-novices over all tasks

Linearity measure U p

Vertical next text 546 0.406

Vertical later text 539 0.461

Horizontal later text 536 0.487

Regression rate 540 0.453

Line regression rate 487 0.973

4.5 Story Order Among Novices

We now discuss the alignment of NT and SC to Story Order among novices and
show the results of the Needleman-Wunch (N-W algorithm) in Table 3. Story
order is basically reading the stimulus one line at a time from top to bottom
(typically the way we read natural language text). The N-W algorithm is used
as a string matching algorithm to determine story order. It has also been used
by Cristino et al. [17] in earlier work on eye movement research. We also use
it in order to compare our work with Busjahn et al. [1]. The algorithm gives a
similarity score where a high score indicates that two sequences are close to each
other. The difference between näıve and dynamic scores is whether repetitions
through the code are counted. So if we care about how many times the person

Table 3. Needleman-Wunch results comparing the story order for NT and SC for
novices

Story order NT SC p

Näıve N-W score −8.27 −21.16 <0.001

Dynamic N-W score 18.71 −4.06 <0.001

Repetitions 3.42 2.6 <0.001
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read through the code, we keep repeating the string matching with the story
order and the eye gaze movements to get a dynamic score, exactly the same as
done in [1].

These scores are not close to one another. This means that even novices do
not start with an approach that is very top down and left to right (contrary
to what Busjahn [1] found for novices). The results indicate that both natural
language text and source code were both read multiple times. The NT was read
3.42 times compared to SC which was read 2.6 times. The more read-throughs
the higher the N-W alignment score. We found a significant difference between
NT and SCs story order for novices. In comparison to the Busjahn study, the NT
was read 6.35 times compared to the SC which was read 3.89 times. Busjahn did
not find a significant difference between NT and SC which indicates that their
novices start out with a primarily linear approach to code reading. We found a
clear differences in our novice group as shown by the numbers in Table 3. We
leave the same comparison of story order and eventually execution order (how
the program is actually executed) for the novices and non-novices group as part
of our future work.

4.6 Post Questionnaire Results

After all tasks were complete, each participant was asked if they felt that the
given time that it took to go through the tasks was enough. All agreed that they
had enough time. Within the group of participants, the difficulty ranking varied.
10% found it to be very easy, 34% easy, 41% average, and 16% found it difficult.
The main difficulty that seven participants reported was trying to remember the
given stimuli when presented with the comprehension question after the fact.

4.7 Threats to Validity

To account for different control structures in source code as well as different word
lengths in natural language text, we used three NT passages and seven source
code passages. The fact that we did not find any differences between novices and
non-novices indicates that they are possibly at the same level in reading skills.
In order to find differences in linearity, it might be necessary to study expert
programmers in industry who program on a daily basis and have been working
in industry for more than 10 years. One major threat to validity is the skewness
that occurs in eye tracking data. The linearity metrics are directly dependent on
how accurately the fixations are mapped to words or source code elements. We
did not manually correct skewness for this study. We did however make sure our
calibrations were done well and since our study didn’t last more than 20 min,
the drift was minimal. We also discarded all trials with less than 60% mapping
on source code elements and found the same significant results. This indicates
that we might find even more strength and effect in our findings if all the data
was manually corrected. Also, on examining the scan paths, we found that most
of them were close to the word that they were looking at. We strongly believe
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that after correction, we should see even stronger significance. We have left this
as an immediate future exercise.

5 Conclusions and Future Work

The paper presents a study that characterized linearity in eye movements
between natural language text and source code in C++. This study replicates an
earlier study by Busjahn et al. [1] that looked at Java code. Similar to Busjahn,
our results show that both non-novices and novices read source code significantly
different than natural language text, while most natural text is read left to right,
top to bottom with few regressions, source code is read in a less linear manner
with more regressions. Unlike Busjahn our study did not find any significant
differences between novices and non-novices. As these findings are different, it
calls for more studies to be conducted. It is very likely that this difference was
not visible in our study since our non-novices was not comparable to experts
from industry used in the Busjahn study.

As part of future work, we are currently conducting a second phase of this
study with the same group of students. The purpose is to determine if the eye
movements differ at the end of the semester indicating if any learning occurred.
The second phase of the study is being conducted during the last week of the
semester. We are also taking a look at fixations and durations on specific areas
(beacons) in the code provided and want to determine if the difficulty of a task
makes a difference on how both novices and experts read the code. Beacons are
places in the code that non-novices tend to focus on as one chunk of data. More
studies and replications need to be done to add to the body of knowledge and
thereby advance the state of the art of eye movement research in programming.
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Abstract. In many everyday purchase decisions, consumers have to
trade-off their decisions between alternatives. For example, consumers
often have to decide whether to buy the more expensive high qual-
ity product or the less expensive product of lower quality. Marketing
researchers are especially interested in finding out how consumers make
decisions when facing such trade-off conflicts and eye-tracking has been
used as a tool to investigate the allocation of attention in such situa-
tions. Conflicting decision situations are also particularly interesting for
human-computer interaction research because designers may use knowl-
edge about the information acquisition behavior to build assistance sys-
tems which can help the user to solve the trade-off conflict. In this paper,
we build and test such an assistance system that monitors the user’s
information acquisition processes using mobile eye-tracking in the vir-
tual reality. In particular, we test whether and how strongly the trade-
off conflict influences how consumers direct their attention to products
and features. We find that trade-off conflict, task experience and task
involvement significantly influence how much attention products receive.
We discuss how this knowledge might be used in the future to build
assistance systems in the form of attentive smart glasses.

1 Introduction

When we make decisions, we usually have to trade-off favorable against unfavor-
able attributes of several alternatives. For example, going to a decent restaurant
during a lunch break instead of grasping a burger at the next fast food store
has the advantage of eating healthier food and relaxing more during the break,
but most likely this alternative will also be more expensive and take more time.
Detecting situations in which decision makers experience such trade-off conflicts
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and gathering knowledge about how they cope with conflicting decision situa-
tions is of large interest for human-computer interaction designers of assistance
systems.

Users of assistance systems, for example, will most likely refer to help when
they experience difficulties in making a cognitively demanding decision because
of conflicting attributes. The system should provide exactly the right information
that is required to come to a decision. Consequently, there is a need to understand
how trade-off conflicts influence human information acquisition behavior.

This work is part of a larger research line on assistance systems in form of
attentive smart glasses that monitor the user’s attention to follow her decision
making progress (see Fig. 1). The intelligent glasses include eye-tracking facilities
to record and analyze eye movements in real time. In addition to that, the
glasses monitor the environment with a scene camera and use computer vision
to detect objects relevant in supported application domains. Based on these two
information sources, environmental context and interaction progress, the smart
glasses augment reality with appropriate information with little to none explicit
interaction efforts by the user.

Fig. 1. Example of the eye-tracking enabled smart glasses with augmented reality
capabilities based on the Epson Moverio BT-200.

The basic research question to which we contribute in this article is how
trade-off conflicts influence attentional processes. From a practical viewpoint,
this knowledge will help us to build attentive smart glasses that enable the user
to focus on decision-relevant information in order to make better decisions. Based
on our findings, we formulate guidelines for the design of human-computer inter-
action with the attentive smart glasses. We study the information acquisition
behavior using mobile eye tracking in the context of consumer decision mak-
ing in front of a supermarket shelf. This domain is particularly suited because
consumers face many trade-off decisions when making day-to-day purchases.

In the development of interactive systems, an iterative, user-centered design
process is crucial. Studies on mobile decision making in complex interac-
tion scenarios such as a supermarket, however, are resource intense endeavor.
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The annotation of the recorded eye movements (i.e. assigning the fixations to
specific areas of interest) in particular is an error-prone and time consuming task.
To make the gathering of data on larger user groups more feasible and to allow
us to reproduce exactly the same decision situations in many design iterations,
we created a life-sized virtual supermarket shelf for studies in immersive virtual
reality. This also increases our level of experimental control and data quality. In
particular, in the virtual shelf, we can easily randomize the products and their
positions and detect the user’s gaze in real time.

Our empirical study involved 33 participants who made four purchase deci-
sions. After each of the decisions between 20 products on the shelf, participants
saw additional information for two attributes (nutrition facts and customer rat-
ing) for the chosen product in the simulated augmented reality (see Fig. 2).
Participants then received recommendations for six products that all were in
trade-off conflict with the previously chosen product. Our results show that the
overall product attention as well as the time participants spend on looking at
conflicting information is strongly influenced by the degree of trade-off conflict.
Thus, trade-off conflict exhibits a strong influence on participants’ attentional
processes.

Fig. 2. Two examples from users interacting with the virtual shelf. The scene on the
left is taken from the condition with additional information displays in AR-style. The
scene on the right shows that participants could pick-up products from the shelf for
further inspections. (Color figure online)

Assuming that longer attention to objects is related to a higher complexity
for the user to process the information, these results have several implications
for designers of smart glasses. First, by analyzing the users’ eye movements, we
can infer the cognitive complexity of the decision situation for the consumer.
The next logical step is to detect which attributes are in conflict and provide
targeted recommendations when assistance is needed. Second, in future work,
we need to develop an interface that can help users to reduce the difficulty that
is caused by trade-off conflicts. Thus, the interface might lead to faster decision-
making processes. Third, the empirical results of our study show that the user
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characteristics, such as product involvement and task experience, also influence
the allocation of attention. As a consequence, an attentive system should take
such information into account when interpreting the attentional processes.

2 Attentive Smart Glasses

Augmented reality has become famous through smartphone apps that provide
information about the environment once the user points the smartphone at the
object of interest. In our project, we push augmented reality one step further
by proposing attentive smart glasses that include mobile eye-tracking and pro-
vide information not only depending on the environmental context, but also
based on cognitive processing. The hardware system is thus a combination of
wearable mobile eye tracking [27] and augmented reality classes, similar to
Toyama et al. [24]. These intelligent glasses learn about the user’s attention
through processing the user’s eye movements. At the same time, they project
back information about the user’s environment on a display. In contrast to the
above described existing smartphone apps, the attentive smart glasses can thus
detect the context and augment the reality with little user effort. The user nei-
ther has to manually scan nor observe the environment with the smartphone.
Furthermore, in contrast to the already existing smart glasses, the attentive
smart glasses can gather information about the user’s attentional and behav-
ioral processes in greater detail by using eye-tracking technology.

The proposed system provides the technical basis for augmented cognition
in an open-loop interactive system [23]. In combining eye tracking as a basis
for cognitive state analysis and computer vision on the scene camera for context
analysis, it can automatically assign eye fixations to objects of interest [10,20,21].
Once the semantic link between eye fixation and object of interest is established,
patterns of eye movements can be analyzed. Detecting and interpreting these eye
movement patterns is the basis for the cognitive state and situation analysis of
the proposed augmented cognition system, which should then be enabled to
present adequate assistance to the user, e.g. by displaying relevant information.
First of all, however, eye movement patterns for different relevant situations have
to be identified. Work on this is in the primary focus of this paper.

We thus present a study about the usage of attentive smart glasses at the
point-of-purchase. Imagine the potential use case: A customer wants to buy
a muesli. She has a standard one that she usually buys. However, she would
be really interested in getting the information on how other consumers rate
the mueslis available in the supermarket and on how healthy the mueslis are
based on nutritional facts. The intelligent glasses that she is wearing are able to
detect the muesli she is currently looking at and displays customer rating and
nutrition information to her in the augmented reality, once she fixates a muesli
for a certain amount of time, indicating her interest in this product. Displaying
this additional information, however, might evoke an additional conflict. The
other mueslis might be better to the muesli she usually buys with respect to
the customer rating and worse with respect to the nutrition information, or vice
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versa. When we design attentive smart glasses, we first of all need to understand
how the trade-off conflict influences how much attention the decision maker
directs to products being in conflict.

3 Trade-Off Conflict and Decision Making

Most decision situations which consumers in supermarkets face involve a large
number of different products (which we will also call alternatives in the follow-
ing). These decisions will result in trade-off conflicts if the products differ with
respect to many of their characteristics (also called product attributes). More
precisely, trade-off conflicts occur when the available alternatives have advan-
tages and disadvantages, i.e. when there is no dominant alternative which is
better than all other alternatives in terms of all its product attributes. The
investigation of trade-off conflicts is of central research interest in the field of
decision-making because it is a key question how decision makers make use of
conflicting information [22].

A trade-off conflict which we observe frequently in the market is the one
between price and quality. Products with a higher product quality most often
will also have higher prices which is a source of conflict for consumers as they will
have to decide whether to trade in quality for lower prices [8]. In line with pre-
vious research from the area of decision-making and marketing [6], we therefore
define trade-off conflict as the “degree to which alternatives under consideration
have different advantages and disadvantages” [6, p. 217]. According to this defi-
nition, one way to quantify the trade-off conflict is to compare the alternatives
with respect to how similar they are. This definition of conflict goes back to
Festinger [9] who suggested that the degree of conflict should decrease if deci-
sion alternatives are largely similar. Vice versa, if two alternatives are dissimilar
with respect to many of their attributes, the degree of conflict between the two
options will be higher.

The marketing literature has been particularly interested in how trade-off
conflicts between attributes influence the difficulty of making a decision [4,12].
One of the important findings is that attributes may substantially vary with
respect to how difficult it is to make trade-offs between them [15]. It is, for
example, easier for decision-makers to make trade-offs for attributes that can
be directly compared and exchanged along a common dimension [16,26]. If the
information for both attributes is presented on the same type of rating scale, it
will be easier for decision makers to make trade-offs between the two attributes
compared to a situation in which the information is visualized in different ways.

The literature has largely focused on how trade-off conflict influences
decision-making behavior in choice situations including multiple decision alter-
natives. Dhar [6], for example, has shown that decision-makers will more likely
defer making a decision if the conflict between the decision alternatives is larger.
Moreover, researchers have shown that decision makers will spend more time
in choice situations that involve more conflict [11]. With increasing trade-off
conflict decision makers will also consider more product attributes [13], show
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more consistent choice patterns [2] and use simplifying decision heuristics to a
larger extend [17]. Furthermore, [17] showed that the influence of trade-off con-
flict on the decision heuristic used is stronger than the influence of the number
of attributes or alternatives characterizing the decision situation.

To the best of our knowledge, research so far has not investigated how the
trade-off conflict between two alternatives influences information processing in an
augmented reality setting. Our goal therefore is to validate whether an increasing
trade-off conflict between additionally provided information in the augmented
reality will increase participants’ overall attention to products as well as atten-
tion to the particular information that evokes the conflict. The level of conflict
will be manipulated in the experiment in order to test how the degree of conflict
influences the overall product attention. In addition, we will test whether the
allocation of attention changes when participants make a sequence of repeated
decisions. In line with previous research investigating decision making in repeated
choices [14], we expect to find a significant decrease in the overall amount of
attention to products in later tasks as participants will learn how to more effi-
ciently direct their attention. We will also test whether a higher personal product
involvement significantly increases overall product attention. A higher product
involvement will mean that the product category is more relevant for the par-
ticipant. The participant will therefore care more about which product she will
choose in the respective decision situation.

4 Study Design

In this section, we present an experiment on the effect of trade-off conflict on
consumers’ attentional processes. The experiment took place in front of a vir-
tual shelf in a Cave Automatic Virtual Environment (CAVE) [5]. Altogether,
33 students (mean age = 23.8, min. 19, max 31 years) from various fields com-
pleted the study. One session took about 30 min and participants were endowed
with e8.00 for their purchase in the virtual supermarket in the beginning of
the experiment. We incentive-aligned the participants using the following mech-
anism: Participants received one of the four products they chose plus the money
remaining after subtracting the price of this product from the e8.00. Due to
technical problems the data was not recorded or stored correctly for seven ses-
sions, so the analyses are based on only 26 participants.

4.1 Technical Setup

We collected the data in a virtual supermarket realized in a CAVE at the vir-
tual reality lab at CITEC. The CAVE has two screens (front and floor forming
an L-shape) measuring 3 m times 2.25 m each. The projectors project a pixel
size of 1.41 mm. Passive stereo projection based on INFITEC is implemented.
For tracking participants’ movements the Advanced RealTime Tracking (ART)
TrackPack 4 (60 Hz) is used. For eye-tracking the SMI eye-tracking glasses which
record gaze data with 60 Hz on both eyes (binocular) were integrated into the
system [19]. The interaction device used is the ART FlyStick.
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4.2 Procedure

Participants had to make four product decisions in total. For each of the four
decisions, participants faced a product shelf containing 20 products from one
product category (muesli or baking mixture)1. After each of the decisions, par-
ticipants saw additional information for two attributes (nutrition facts and cus-
tomer rating) for the chosen product. This information was shown in a simulated
augmented reality style by displaying a red box next to the product. It popped
up as soon as the participants gazed at the particular product. Participants then
received recommendations for six products that all were in trade-off conflict with
the previously chosen product. These recommendations were highlighted using a
blue frame. Each of the purchase decisions a participant made consisted of three
scenes and the final purchase decision was made in the last scene (see Fig. 3).

In the first scene, participants chose their favorite product from the product
shelf and confirmed their choice by putting the product into a virtual shopping
cart.

Scene 1:
Choice of preferred

product

Scene 2:
Additional information

for the preferred product

Scene 3:
Recommendation

Fig. 3. Scenes in the study. (Color figure online)

In the second scene, they faced the same shelf again, but the product they
had chosen before was highlighted with a red frame and additional product
information was displayed in a bubble next to the product when the participant
looked at it. For every product, participants saw additional information about
nutrition facts and a customer rating. Participants could take as much time as
they wanted to look at the provided information for their favorite product and
then switched to the third scene.

In this last scene, we asked participants to make their final decision. Taking
into account the participant’s preferences in terms of taste (chocolate vs. fruit vs.
other in the muesli category) and type of the product (muffin vs. ordinary cake
in the baking mix category) as revealed by the choice of the preferred product
1 In sum, we modeled 49 different mueslis and 44 different baking mixtures from

different brands and chose the 20 products shown in each shelf randomly from this
set of products of the respective product category.
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in the first scene, we recommended six products by highlighting them with blue
frames and provided additional information when the participant looked at one
of these highlighted products. This third scene is the most relevant for this work
because each recommended product either has a higher nutrition rating and a
lower customer rating or a lower nutrition rating and a higher customer rating
than the initially chosen, preferred product. As a result, every decision consumers
face in the third scene includes trade-offs.

The nutrition ratings were calculated using a scoring system based on the
colors in the traffic light label and the customer ratings were assigned such that
the attributes of each recommended product were in conflict with those of the
initially preferred one2. The participant then had to decide whether she wants
to keep the product chosen in the first scene in her shopping cart or would like
to switch to one of the other six recommended products.

The experiment varied the format of the scales used for these two product
attributes. The customer rating ranged from 2 (lowest possible rating indicating
a low popularity of the product) to 5 (highest possible rating indicating a high
popularity of the product) in all experimental conditions. In the first experimen-
tal condition, we displayed the healthiness of a product using a nutrition label
with stars ranging from 1 (unhealthiest product in the whole range of products)
to 5 (healthiest product in the whole range of products). In the other exper-
imental condition, we displayed a traffic light label as proposed by the foods
standards agency [3] to inform about the healthiness of a product3. However, for
this work, we only analyze the first experimental condition, in which both the
nutrition information and the customer rating were displayed with stars because
this made the trade-offs more salient and obvious to the participants (see Fig. 4).

Muesli Baking Mix

Fig. 4. Additional product information for nutrition information and customer ratings.
(Color figure online)

2 After the experiment subjects were informed that the customer ratings were ficti-
tious.

3 In the muesli category this traffic light label contains information about the amounts
of sugar, fat, sag fats, and salt in 100 grams of the product. In the baking mixture
category it only contains information about the amount of sugar. Depending on the
amounts the corresponding part of the label is colored in green (low amount), amber
(medium amount), or red (high amount).
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Preferred Product:

Recommended Products:

hgihtciflnocffo-edartwol

NR: 1 (1)
CR: 5 (7)
T: c

NR: 1.5 (2)
CR: 4.5 (6)
TOC: 1
T: f

NR: 1.5 (3)
CR: 4 (5)
TOC: 1.5
T: o

NR: 1.5 (4)
CR: 3.5 (4)
TOC: 2
T: c

NR: 2 (5)
CR: 3 (3)
TOC: 3
T: c

NR: 2.5 (6)
CR: 2.5 (2)
TOC: 4
T: c

NR: 3 (7)
CR: 2 (1)
TOC: 5
T: c

NR: nutriton rating [# stars] (rank)
CR: customer rating [# stars] (rank)
TOC: trade-off conflict with preferred product
T: type [chocolate, fruit, other]

Fig. 5. Exemplary choice set and assigned ratings. (Color figure online)

In this second experimental group, the trade-off conflict was manipulated.
Figure 5 shows an example of a choice set given in the third scene and illustrates
the algorithm we used to assign the customer ratings: After the participant had
chosen the preferred product, we randomly draw six products out of the remain-
ing ones. Please note that in the muesli category we always recommended four
products of the same type as the preferred product and two of another type. The
types were “chocolate”, “fruits” and “other” in the muesli category and “cake”
and “muffins/cupcakes” in the baking mix category. Thus, the recommendations
were in fact six randomly chosen products. We sorted them in ascending order
according to their real nutrition ratings and assigned fictitious customer ratings
from 2 to 5 stars in steps of 0.5 in descending order. Consequently, the product
with the highest nutrition rating got the lowest customer rating, the product with
the second highest nutrition rating got the second lowest customer rating and
so on. If two or more products in the choice set had the same nutrition ratings,
they were ordered alphabetically in the ascending sequence and received different
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customer ratings according to their position in this sequence. On rare occasions
the preferred product was weakly dominated by a recommended product with
a similar nutrition rating but a higher customer rating or the preferred product
was weakly dominated by a recommended product with a similar nutrition rating
but a lower customer rating4. Cases in which one product of the set was weakly
dominated were excluded from further analyses. As a result of applying this algo-
rithm (i) each recommended product was in conflict with the preferred product,
(ii) trade-off conflict differed considerably between choice sets and (iii) at the
same time we could realize the visualization of the real nutrition information.
Showing fictitious nutrition information, which would have helped to increase
the variance over trade-offs and to exclude weakly dominating products, was
not an option because for some products nutrition information is provided on
the package of the three-dimensional model. Thus, participants were able to see
the real nutrition information.

4.3 Dependent Variables - Attentional Measures

To trace decision processes we recorded the participants’ eye movements during
the experiment. We defined separate areas of interest for the product package,
the price tag, as well as the star-rating scales for every product. When assigning
fixations to the areas of interest, our integration of eye tracking into virtual
reality takes care of the fact that the position of the objects (products) in the
three-dimensional space will change because participants move and interact with
the shelf. If, for example, participants grab a product package from the shelf and
turn it around, fixations on the package will automatically be correctly assigned
based on the continously changing position of the package. We focus our analysis
on two attentional measures: First, we count the number of fixations to all areas
of interest which belong to a product, which also includes the price tags and the
rating-scale information (Number of fixations on product). This measure will
quantify how much attention is directed to a each product. Second, we calculate
the number of fixations on star-rating information (Number of fixations to star-
ratings) because we are particularly interested in how much attention is directed
to the rating-scale information provided in the augmented reality.

4.4 Independent Variables

Trade-Off Conflict. The experimental design guarantees that all recom-
mended products are always in trade-off conflict with the initially chosen prod-
uct, which means that each recommended product will have a higher rating on
one of the scales, but a lower rating on the other scale compared to the ini-
tially chosen product. Given that we have a decision which involves trade-off
conflict, we are interested in how strongly the degree of trade-off conflict influ-
ences how much attention participants direct to the products and corresponding

4 The preferred product was weakly dominated in 15 choice sets and it dominated at
least one recommended product in 44 choice sets.
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star-ratings. In line with the above definition, we operationalize the trade-off
conflict as the dissimilarity between a recommended product i (i ∈ {1, . . . , 6})
and the preferred product P. The degree of trade-off conflict is calculated as
the sum of the absolute differences between the nutrition ratings NR and the
customer ratings CR of both products:

Trade-off conflicti = |NRP − NRi| + |CRP − CRi| (1)

Six products were highlighted in the third scene of the experiment. We therefore
get six observations for every participant-task combination.

Task Experience. In our experiment, every participant makes decisions in four
tasks. We are therefore able to test whether the number of fixations changes with
task experience. In line with previous findings in other choice contexts (see, for
example, [14]) we expect that participants learn how to allocate their attention
and therefore will be faster making their decisions in later tasks.

Task Involvement. In order to measure the participants’ product involvement,
we used the frequency of product consumption of a product. At the end of
the experiment, we asked participants how often they purchase the respective
product. We expect that a higher product involvement will prolong the search
process because participants will care more about finding the right, i.e. preferred
muesli or baking mixture.

Product Category. Previous studies have shown that the product category
can influence which information is taken into account when making purchase
decisions [1,7]. In order to control for potential differences between product
categories, we also included the product category as an independent variable.

5 Results

Each recommended product was on average fixated 31 times (std dev. = 34). As
expected, the number of fixations on average decreases from 34 (std dev. = 30)
fixations in the first task to 29 fixations (std dev. = 37) in the last task. When we
look at the amount of attention that was directed to the star-ratings we see that
it does not change with task experience. In the first task, participants on average
fixated the star-ratings 15 times (std dev. = 16) which is as often as in the last
task (std dev. = 31). The relatively large increase in the standard deviation which
we observe in the last task suggests that participants differed with respect to
how much they use the star-rating information in later tasks. The result suggests
that some participants will use that information to a larger extend.

In order to test the effect of all independent variables and their potential
interactions on the two attentional measures, we build a general model of product
attention. We count the number of fixations on each product (or correspondingly
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the star-ratings) in each task for every participant. A Poisson count model with
a log-link function is used (similar to the model used by [14]). In this model, the
expected frequency of looking at a product depends on the trade-off conflict, the
task experience, the task involvement, and the product category. Because the
observations are not independent, we include a random coefficient for partici-
pants. Trade-off conflict, task experience, and task involvement are continuous
variables and are therefore standardized to facilitate the interpretation of the
results. The product category is treated as a categorical variable. We used the
GENLINMIXED procedure in SPSS to run the multi-level models.

5.1 Overall Attention to Products

Table 1 provides the multi-level model results for the overall attention to prod-
ucts. The Poisson model allows us to interpret the percentage changes in fixations
to products. The percentage changes are derived by exponentiation of the raw
Poisson coefficients. In the following, we will focus on the percentage changes
because they allow us to appraise how strongly the independent variables impact
the dependent variable.

Table 1. Multilevel analysis of factors influencing overall attention to products

Model term Number of fixations to product

% Change Coefficient
(Standard error)

Significance

Trade-off conflict +16% .15 (.01) t = 12.45, p < .01

Trade-off conflict×Task experience +20% .19 (.01) t = 14.98, p < .01

Trade-off conflict×Task involvement +3% .03 (.01) t = 2.49, p = .01

Task experience −12% −.12 (.01) t = −10.15, p < .01

Task involvement +28% .25 (.02) t = 12.02, p < .01

Product category (Muesli) −12% −.13 (.03) t = −3.70, p < .01

Product category (Baking Mixtures) . . .

The result in the first row of Table 1 shows how the trade-off conflict (with
respect to the star-ratings) influences the overall product attention. An increase
of one unit in the trade-off conflict generates a 16% increase in the number of
fixations given that all other independent numerous variables are at their mean
levels. The result shows that, in line with our expectations, an increase in conflict
has a strong positive effect on the overall amount of attention that participants
direct to the products. We also find a significant interaction effect between trade-
off conflict and task experience. The estimate is a 1.162 × e−.186/2 − 1 = 5.9%
increase in fixations for the first task, but a 1.162×e+.186/2−1 = 27.5% increase
for the last task. This result can be interpreted as a learning effect. If products
are in conflict with respect to the star-ratings, participants will more strongly
use that information in later tasks to direct their attention to relevant products.



Adapting Human-Computer-Interaction of Attentive Smart Glasses 231

We also find a significant, but small, interaction effect for trade-off conflict and
task involvement. Trade-off conflict has a slightly stronger effect on overall prod-
uct attention for participants who have a higher product involvement.

In line with previous findings on repeated choices [14], we also find a main
effect for task experience. The number of fixations drops by 12% from earlier
to later tasks, indicating that participants make their decisions faster in later
tasks. We also find that participants overall looked less frequently at mueslis than
at baking mixtures. This general difference between the two product categories
shows that it is important to control for the differences resulting from investigat-
ing different products. In line with our expectations, we also find a significant
main effect for task involvement. Participants with a higher task involvement
fixated the products more frequently. The number of fixations changes by 28%
with a unit change in task involvement.

5.2 Attention to Star-Rating Information

Table 2 summarizes the results of the multi-level model for the attention to star-
rating information. The results for trade-off conflict and the respective interac-
tions are similar to the results for the overall attention to products. We find
evidence that participants indeed more frequently look at star-rating informa-
tion if the recommended and the initially chosen product are more in conflict
regarding the star-ratings.

Table 2. Multilevel analysis of factors influencing attention to star-rating information

Model Term Number of fixations to star-ratings

% Change Coefficient
(Standard error)

Significance

Trade-off conflict +18% .17 (.02) t = 9.51, p < .01

Trade-off conflict x Task experience +21% .19 (.02) t = 10.54, p < .01

Trade-off conflict x Task involvement +3% .03 (.02) t = 1.70, p = .09

Task experience −7% −.07 (.02) t = −4.05, p < .01

Task involvement +49% .40 (.03) t = 13.17, p < .01

Product category (Muesli) −34% −.42 (.05) t = −8.54, p < .01

Product category (Baking Mixtures) . . .

We also find that task experience has a smaller, but still significant effect on
the number of fixations to the star-ratings. Across tasks, the amount of attention
that is directed to the star-rating decreases by about 7%.

A new insight from this analysis is that task involvement influences the num-
ber of fixations to star-rating information even stronger than the overall atten-
tion to products. A unit change in task involvement leads to a 49% increase
in the number of fixations to star-ratings. This result means that participants
with higher task involvement focus much more on the star-rating information.
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We conclude that the star-rating information is more important for participants
with higher task involvement because they care more about the opinions of other
consumers and the nutritional information provided by the simulated augmented
reality.

6 Design Implications for Attentive Smart Glasses

Our results show that trade-off conflict strongly influences how much attention
user direct to a decision situation. Thus, the degree of the trade-off conflict expe-
rienced by the user can be predicted by assistance systems that have integrated
eye trackers, like our attentive smart glasses. Detecting the degree of trade-off
conflict is important because users might defer their choice if they cannot resolve
the conflict [6,25]. An assistance system could furthermore help users to resolve
trade-off conflicts, for example, by displaying the conflicting information in an
easy-to-understand way or by providing additional explanations regarding the
attributes that are in conflict.

We also find that trade-off conflict has an even stronger effect on attention
if users are more experienced. Yet, overall, more experience in task execution
leads to less attention. Therefore, experience makes users being more selective in
their attentional processes. Designers of attentive smart glasses must therefore
pay attention to how much and which information to display to experienced
shoppers as they might not be willed to spend too much time and effort on the
additional information provided. For example, information that is not in conflict
might not be processed in more detail by the user.

Furthermore, we find that the influence of the trade-off conflict is stronger
for users with high product involvement. In particular, we find that users focus
directly on the conflicting product information provided in the augmented real-
ity. Thus, it seems that users with high product involvement might be partic-
ularly interested in receiving assistance to process and understand conflicting
information.

In sum, our results imply that the users’ characteristics, such as task expe-
rience and product involvement, influence their allocation of attention in these
purchase situations. With regard to this point, we refer to our prior work [18] in
which we detect further information about the decision context early on in the
decision process based on eye movements.

7 Contributions and Limitations

In this paper, we analyzed the influence of trade-off conflict between products
on users’ attentional processes. We show that with increasing trade-off conflict,
participants look more frequently at the products being in conflict. This increase
in product attention comes along with an increase of attention on the conflicting
additional product information. The effects are stronger for participants with
larger product involvement. We furthermore find a learning effect as participants
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direct their attention to conflicting additional product information to a larger
extend, when they have more task experience.

These findings not only add to the common understanding of human’s atten-
tion in situations of conflicting information but also have important implications
for the design of attentive smart classes.

Our study is limited by the fact that other product attributes, for example,
the price, size of the package, or favorite ingredients could further increase the
experienced trade-off conflict for the respondents. When measuring trade-off
conflict these attributes were neglected. We solely focused on those two attributes
that were prominently displayed in augmented reality. Furthermore, the attentive
smart glasses are designed to work in the reality. Our results are derived from a
study in the virtual reality that simulates the smart glasses because of several
advantages, such as high experimental control, repeatability and simplified data
analysis. Therefore, it remains an open question to what degree the results can
be directly transferred to a real-world setting with consumers.

In future work, we plan to study how to best display conflicting information
in order to avoid negative consequences of conflict like choice deferral and frus-
tration. We would also like to test whether the experienced trade-off conflict can
be reduced by highlighting important attributes in the augmented reality which
are personally relevant for the individual consumer. Our vision is that assistance
systems will help consumers to better cope with trade-off conflicts in order to
allow them to make better decisions which are in line with their personal goals.
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Abstract. This paper presents data loss figures from three experiments, varying
in length and visual complexity, in which low-cost eye tracking data were
collected. Analysis of data from the first two experiments revealed higher levels
of data loss in the visually complex task environment and that task duration did
not appear to impact data loss. Results from the third experiment demonstrate
how data loss can be mitigated by including periodic eye tracking data quality
assessments, which are described in detail. The paper concludes with a dis-
cussion of overall findings and provides suggestions for researchers interested in
employing low-cost eye tracking in human subject experiments.

Keywords: Eye tracking � Data quality � Data loss � Supervisory control

1 Introduction

Several commercial off-the-shelf low-cost eye trackers have emerged on the market in
the last few years, providing researchers the opportunity to inexpensively and unob-
trusively collect eye tracking data across a variety of experimental protocols. Specifi-
cally, the Gazepoint GP3, Eye Tribe and Tobii EyeX have been available for under
$500. Unfortunately, however, Eye Tribe is no longer selling their system due to its
recent acquisition by Oculus [1] and the Tobii EyeX user agreement prohibits data from
being recorded. Mobile or glasses-worn eye trackers are another low-cost option, but
these are notoriously uncomfortable to wear for extended time periods. As such, at this
point in time, the Gazepoint GP3 is the only off-the-head low-cost tracker truly
available for research purposes.

Likely due to their nascence, only a limited number of studies have assessed the
viability of low-cost eye trackers for research purposes. One team of researchers
investigated the fixation accuracy and precision of the Eye Tribe system and generally
found its performance acceptable for their research purposes [2, 3]. Another study
concluded that Eye Tribe’s pupillometry measurements were comparable to those of a
high-quality tracker, when participants were exposed to black and white screen
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backgrounds [4]. This ability to capture pupillary responses to changes in screen
luminance was confirmed by the authors, who also included assessment of the Gaze-
point GP3 system, and furthermore found both trackers capable of identifying pupillary
responses to cognitive workload [5].

Researchers from the Air Force Research Laboratory conducted a more in depth
performance comparison of two low-cost eye tracking systems (Eye Tribe and Tobii
EyeX) to three more expensive alternatives [6]. They primarily assessed accuracy and
precision of each system during a 9-min fixation task, but also provided data quality
measures, as defined by the amount of data samples dropped by each system. Their
analysis revealed that the low-cost trackers experienced more data loss than the higher
cost-systems, with percentages of useable data at approximately 78% for both low-cost
systems and between 90 to 100% useable data for the higher-cost systems.

The few evaluations that have been conducted to date have utilized short and
visually simple tasks, involving either static images or fixation points. Data loss was
typically reported in each study, but not discussed at length. This paper focuses
exclusively on data quality, or data loss, since the authors believe this is an issue that is
often overlooked but critical in determining whether low-cost eye tracking systems are
appropriate for use in research and across a variety of experimental protocols, including
longer tasks within visually complex environments.

Specifically, this paper presents data loss figures from the Gazepoint GP3 eye
tracking system across three separate experiments. Tasks across each experiment varied
in visual complexity and duration. The next section, Sect. 2, presents data from an
experiment comprised of several short and visually simple tasks. Section 3 presents
data from a longer, more visually complex experiment. Section 4 presents a technique
used to mitigate data loss and shows improved results after its implementation. The
final section discusses overall findings and provides suggestions for researchers
interested in using low-cost eye tracking.

2 Experiment 1: Data Loss Across Visually Simple Tasks

2.1 Method

Participants. Eye tracking data was collected from 25 participants (24 male, 1 female)
who were Naval and Marine Corps student pilots. They ranged in age from 22 to 29
(M = 23.76, SD = 2.24). An error occurred with one of the data files, so data from 24
participants are presented here.

Equipment. The Gazepoint GP3 eye tracking system was used to collect data from
participants. This system is recommended for use with single displays up to 24″ and
provides data at a 60 Hz sampling rate. Data recorded includes a user’s left and right
pupil diameter (in pixels, corresponding to a fraction of the camera image size) and left
and right point-of-gaze (x and y-coordinates on the screen). The software also enables
capture of the location of each eye in 3D space, with respect to the camera, as well as
pupil size, all in meters. Fixation data (x and y-coordinates and duration) is also
available. The system provides binary “validity” values for the following measurements:
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left pupil size; right pupil size; left eye point-of-gaze (x and y screen coordinates); right
eye point-of-gaze; average point-of-gaze; and fixation point-of-gaze. The validity
parameter is coded as “1 if the data is valid, and 0 if it is not.” [7]

Each eye tracking unit was centered immediately below a 17 inch monitor
(1280 � 1024 resolution), using Gazepoint’s tripod set up, as shown in Fig. 1. Eye
trackers were placed at approximately arm’s length distance from the participant, as
instructed in Gazepoint’s user manual. The appropriate distance is also verified using the
native calibration software controller, discussed below.

Procedure. This experiment took place in a group setting in which participants were
seated at their own station, but beside other participants, as seen in Fig. 1. Data col-
lection occurred over two sessions. Upon arrival, participants were provided informed
consent documents. After giving consent, participants completed a brief demographic
survey and then began Gazepoint’s set up and calibration process. During set up, the
user is shown a screen that verifies the camera is well positioned to track both eyes (see
Fig. 2) and that the user is sitting at an appropriate distance. Distance is assessed by the
dot shown above the image of the face; the dot moves horizontally across the top of the
screen, shifting from red on the far left (user is positioned too far away from the
camera) to green within the middle of the screen (user is positioned well) to red on the
right (user is positioned too close to the monitor).

Each participant was verbally instructed to verify that their eyes were centered in
the images and that the distance dot was green and positioned close to the center of the
screen. If either was not true, they were told to move the camera and/or their body
position. Experimenters then verified each participant’s settings, after which partici-
pants were instructed to continue to the calibration. During calibration, participants
tracked a white dot around the screen to nine different locations, which were presented
in a 3 � 3 grid pattern. At the end, participants were able to see their eye gaze rendered
on the screen in real time in order to qualitatively verify the accuracy of their

Fig. 1. Laboratory set up showing Gazepoint GP3 beneath a 17 inch monitor
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calibration. Participants were told to re-calibrate if their results were poor. Once cali-
bration was successful participants were asked to be aware of body position relative to
the tracker, however they were not reminded throughout experimentation.

Tasks. After calibration, participants were instructed to put headphones on and then
engaged in three consecutive tasks in the following order: Operation Span (OSPAN),
Direction Orientation Task (DOT), and Digit-Span Task. See: [5, 8, 9]; respectively, for
comprehensive descriptions of these tasks. Most importantly, each of the three tasks
required the participant to focus his/her attention in the center of the screen and all
input was provided by mouse clicks on the screen, so participants did not have to divert
visual attention away from the screen, to the keyboard. Each task took a variable length
of time to complete, depending on how quickly participants input their responses:
approximately 15 min for OSPAN; 6 min for DOT; and 14 min for Digit-Span. See
Fig. 3 for screen grabs of the response screen for each task. All three tasks had a limited
area in which relevant information was displayed and for purposes of this paper are
considered to be low in visual complexity.

2.2 Results

As previously mentioned, the data presented here will only address data loss. Table 1
shows the proportion of point-of-gaze quality samples that Gazepoint marked as
invalid. The correlation between pupil and point-of-gaze quality was very high, but
point-of-gaze quality was used for analysis, since it is the slightly more conservative
figure. Overall data loss represents the percentage of data where valid data from both
eyes were not available. Note the high variance in the average data loss percentages,
showing that some participants suffered much higher loss and others did much better.

Fig. 2. Gazepoint GP3 setup screen showing a user correctly positioned in the camera’s view
and seated at an appropriate distance (Color figure online)
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Fig. 3. Screen grabs from the OSPAN (top), DOT (middle) and Digit-span (bottom) tasks,
demonstrating visual simplicity of each task

Table 1. Percentage of left, right, and overall data loss across tasks

Task Task
duration

Monitor
size

Left pupil %
data loss

Right pupil %
data loss

Overall % data
loss

Average St.
Dev

Average St.
Dev

Average St.
Dev

OSPAN *15 min 17″ 20.59 20.79 22.07 21.50 23.20 20.40
DOT *6 min 17″ 22.69 27.14 29.11 29.19 31.60 27.40
Digit-Span *14 min 17″ 30.88 31.35 30.83 30.22 32.80 31.10
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3 Experiment 2: Data Loss During Visually Complex Tasks

3.1 Method

Participants. Eye tracking data was collected from 19 participants (18 male, 1 female)
who were Naval and Marine Corps student pilots, ranging in age from 22 to 29
(M = 24.4, SD = 2.3). Each experiment had a unique set of participants; no participant
took part in multiple experiments.

Equipment. The Gazepoint GP3 eye tracking system was again used to collect data
from participants with the same set up as Experiment 1, except a 25 inch monitor
(2560 � 1440 resolution) was used for this experiment.

Procedure. This experiment took place in a group setting over two sessions. Upon
arrival, participants were provided informed consent documents. After giving consent,
participants completed a brief demographic survey and then began Gazepoint’s set up
and calibration process. Participants were given the same instructions for set up and
calibration as described in Experiment 1.

After calibration, participants were instructed to put headphones on and then began
a self-paced training session, which took approximately 35 min, and instructed them
how to interact with the Supervisory Control Operations User Testbed (SCOUTTM).
After completing training, participants completed one twelve minute practice mission
followed by two thirty-minute missions. Half the participants received one mission
scenario first, while the other half received the other first.

Task. The U.S. Naval Research Laboratory developed SCOUT to investigate future
challenges operators will experience while managing missions involving multiple
autonomous systems. SCOUT contains representative tasks that a future UAV super-
visory controller will likely perform, assuming advancements in automation. The
Gazepoint GP3 system is integrated with SCOUT in order to gather a more complete
understanding of a user’s state, including attention allocation, mental workload, and
situation awareness, throughout a mission. SCOUT is available in a dual or single
screen version, but the single screen version (see Fig. 4) was used in this data col-
lection since the Gazepoint system does not yet reliably support use with multiple
screens. See [10] for an overview of SCOUT functionality.

Throughout a mission the participant’s primary responsibility was to determine
how to dynamically assign unmanned assets to different objectives. Specifically,
operators had to decide where to send each of their three UAVs to search for targets
with different priority levels, uncertainty and deadlines. In addition, operators had to
respond to requests for information and commands by typing in chat boxes. Finally,
they had to monitor and click on sensor feeds when potential targets were present, and
request access if they needed to fly through restricted airspace. Participants gained
points for finding targets and providing timely and accurate information, and lost points
for violating restricted airspace and missing potential targets on the sensor feeds. All
tasking was driven by pre-scripted scenario files. See [11] for more information on
research completed in SCOUT.
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3.2 Results

This analysis will focus on data from the two thirty minute mission scenarios, and not
training or the practice scenario, since this is the data that would be of most interest for
all other analyses. Table 2 presents the average proportion of data loss that occurred
across all participants, broken out by the order in which they completed the SCOUT
mission scenario and by eye. Again, overall data loss represents the percentage of data
where valid data from both eyes were not available.

Figure 5 decomposes this data further into one minute increments, in order to
consider the impact of data loss over time. Here, the percentage of good quality data
(both eyes are being tracked), as opposed to data loss (in Table 2) is shown across the
two 30-min SCOUT missions.

Figure 6 shows a representative sample of data from eight participants, binned into
one minute increments, and across the two SCOUT mission scenarios. One can observe
that there are many instances where the data drops out for long periods of time and
sometimes reemerges for periods of time. There is also large variability across

Fig. 4. Interface of single screen SCOUT on a 25 inch, 2560 � 1440 resolution monitor

Table 2. Percentage of left, right, and overall data loss across tasks

SCOUT mission
order

Task
duration

Monitor
size

Left pupil %
data loss

Right pupil %
data loss

Overall % data
loss

Average St.
Dev

Average St.
Dev

Average St.
Dev

#1 30 min 25″ 50.4 26.5 46.1 26.7 58.5 27.5
#2 30 min 25″ 50.2 28.4 50.1 28.4 57.3 28.9
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individuals and does not appear to be an effect of time, where quality either improves or
deteriorates. We hypothesized these large fluctuations were attributable to shifts in
body position, outside of the head box of the eye tracker, which will be addressed in
Experiment 3.

4 Experiment 3: Data Loss Mitigation Technique

4.1 Method

Participants. Eye tracking data was collected from 41 participants (40 male, 1 female)
who were Naval and Marine Corps student pilots. They ranged in age from 22 to 29
(M = 24.20, SD = 2.03).

Equipment. All equipment was the same as described in Experiment 2.

Procedure. Data collection took place in a group setting, over four sessions. After
giving consent, participants completed a brief demographic survey and then began
Gazepoint’s set up and calibration process, which was the same as in Experiment 1 and
2. Afterwards, participants put their headphones on and performed two brief baseline
assessments, to assess accuracy and precision of the eye tracker and measure individual
pupil size responses, both of which lasted only a few minutes. Next, participants
completed an approximately five minute long digit-span task. This task was similar to
the digit-span task run in Experiment 1, but included fewer trials. Following the
digit-span task, participants completed the self-paced SCOUT training followed by the

Fig. 5. Percentage of valid data each minute during the first and second SCOUT missions
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twelve minute practice mission and one thirty-minute SCOUT mission. Afterwards
they completed the baseline and digit-span tasks a second time.

Data Quality Checks. The SCOUT mission that participants experienced in Experi-
ment 3 was different in one respect from Experiment 2: it included an additional eye
tracking data quality check. These quality checks were appended to five pre-scripted
workload freeze probes, which took place at approximately 6–7 min intervals
throughout the SCOUT mission. Specifically, quality checks took place at the fol-
lowing mission clock times: 1:12, 7:25, 13:47, 20:28, 28:31. Quality checks comprised
a position and accuracy assessment.

Position Assessment. Figure 7 shows the screen which participants encountered during
the position assessment. Here, participants were instructed to position themselves in
their chair so that the two green clusters of dots, which were being drawn on the screen
in real time, fell within the bounds of the inner green rectangle. These dots

Fig. 6. Sample of eight participants’ percentage of valid data, by minute, across the first and
second SCOUT missions
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corresponded with the position of the eyes and essentially ensured that the user was
positioned at an appropriate distance from the tracker, and that they were centered with
respect to the tracker. Once participants’ data fell within the green box, they were told
to hit the start button, which would attempt to collect 300 samples, or 5 s, of contin-
uous data, of which 75% or more had to be valid data for both eyes. The task continued
until the eye tracker was able to collect the 5 s of good data.

Accuracy Assessment. After completing the position task, participants began the
accuracy assessment task. Here, participants were instructed to look at the center of the
target, shown in Fig. 8, and press start when they were ready for recording to begin.

Fig. 7. Position assessment screen prior to recording, with a user’s eyes positioned correctly
within the green rectangle (Color figure online)

Fig. 8. Accuracy assessment screen showing two examples. Left image shows poor accuracy
where the participant is told to consider recalibrating or redo the test. Right image shows
acceptable accuracy and the user is told to continue. (Color figure online)
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The recording collects 120 samples, or 2 s, of data which are rendered in black in real
time on the red target. After data collection was complete, the average gaze location
and one standard deviation of error were drawn as an ellipse on the screen. The
participant was then informed either that their data accuracy was good and they may
continue to SCOUT, or if accuracy was poor the user was given the option to either
recalibrate the eye tracker or repeat the assessment.

4.2 Results

The data presented here will focus on the one thirty minute mission scenario, as in
Experiment 2, but also includes data from both digit-span tasks as a point of reference
and comparison to Experiment 1. Table 3 presents the average proportion of data loss
that occurred across all participants. Note that the digit-span task did not include any

Table 3. Percentage of left, right, and overall data loss for experiment 1 and 2

Task Task
duration

Monitor
size

Left pupil %
data loss

Right pupil %
data loss

Overall % data
loss

Average St.
Dev

Average St.
Dev

Average St.
Dev

Digit-Span *10 min 25″ 27.10 21.20 27.60 21.10 31.90 22.40
SCOUT 30 min 25″ 21.90 22.40 21.90 22.20 26.70 23.20

Fig. 9. Percentage of valid data each minute during the SCOUT mission
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data quality checks and that the percentage of overall loss for this set of participants
was within one percentage point of the group from Experiment 1. This suggests that
there was nothing unique about this set of participants that could have resulted in better
eye tracking data. Additionally, the increase in monitor size did not impact the data.
Also note the large improvement in the percentage of data loss during the SCOUT
scenario: down from approximately 58% in Experiment 2 to approximately 27% here.

Figure 9 presents the aggregate SCOUT data in one minute increments, again, to
consider the impact of data loss over time. Here, the percentage of good quality data
(both eyes are being tracked), is shown across the 30-min SCOUT mission.

Figure 10 shows a sample of data from eight participants, binned into one minute
increments, and across the SCOUT mission scenario. One can observe a large
improvement in the data quality for most participants, however, participant 170120 still
experienced immense data loss. This general improvement in the data quality of par-
ticipants can also be seen in the smaller standard deviation in data loss from

Fig. 10. Sample of data from eight participants, binned in one minute increments, across the
SCOUT mission
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Experiment 2 to Experiment 3 (*28.90 to 23.20). Figure 11 shows the variability in
data quality across all participants for the entire SCOUT mission. Note two individuals
who had close to zero percent good quality data.

5 Overall Results

For ease of comparison across the three experiments, Table 4 shows the overall per-
centage of data loss for each experiment, by task.

Fig. 11. Percentage of good data by participant across the SCOUT mission

Table 4. Percentage of left, right, and overall data loss across tasks

Study # Participants Task Task duration Monitor size Overall % data
loss
Average St. Dev

Experiment 1 24 OSPAN *15 min 17″ 23.20 20.40
Experiment 1 24 DOT *6 min 17″ 31.60 27.40
Experiment 1 24 Digit-Span *14 min 17″ 32.80 31.10
Experiment 2 19 SCOUT #1 30 min 25″ 58.50 27.50
Experiment 2 19 SCOUT #2 30 min 25″ 57.30 28.90
Experiment 3 41 Digit-Span *10 min 25″ 31.90 22.40
Experiment 3 41 SCOUT 30 min 25″ 26.70 23.20
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6 Discussion

Data collected from Experiments 1, 2 and 3 provided information on data loss from the
Gazepoint GP3 system across a range of tasks. Tasking varied in both duration and
visual complexity, requiring participants to focus primarily in the center of the screen
or spread attention across the entire screen. Tasks in Experiment 1 were visually
simple, while the SCOUT environment required participants to actively scan the entire
display. Analysis from Experiments 1 and 2 revealed a significantly higher rate of data
loss in the visually complex experiments. Furthermore, and contrary to initial
assumptions, data quality did not systematically degrade over time. This finding sug-
gests that visual complexity, rather than task duration, has a larger impact on data
quality for tasks under an hour in length. The requirement to scan large areas of a
screen likely perturbed participants’ body positions with respect to the eye trackers,
causing participants to fall outside the bounds eye tracker’s head box. This finding
motivated the inclusion of a data quality check in Experiment 3.

Utilizing an eye tracking data quality check at approximately 7 min intervals
throughout the SCOUT scenario drastically improved the quality of data collected in
Experiment 3, as compared to Experiment 2. Comparison of Figs. 5 and 9 show that
the data at the beginning of the SCOUT mission in Experiment 3 was, on average, of
higher quality than compared to Experiment 2. This is likely attributable to a quality
check being presented during Experiment 3’s practice scenario, which participants
completed before the thirty minute SCOUT mission. The quality check successfully
helped mitigate data loss, although it is not clear whether this was due to a greater
awareness of maintaining appropriate body position, or whether it helped simply regain
the appropriate position. Future studies will investigate use of a quality check which is
triggered by a period of poor data quality, instead of utilizing pre-planned checks at
specific time increments, even if data quality is high.

These results have widespread implications for researchers interested in utilizing
eye tracking technologies for research. Although low-cost eye tracking systems are fast
and easy to set up and use, the amount of data loss can be high if not carefully
monitored and remediated (e.g., even simple solutions, such as using non-reclining
chairs without wheels can have a large impact on data). Furthermore, the data loss was
not uniformly distributed across time within participants; participants generally had
lengthy periods of good data interspersed with lengthy periods of bad data. If, for
example, half the data were present each minute, this might not be as problematic for
some analyses, however, when several minutes of data is missing, it is highly ques-
tionable to employ techniques to deal with dropped data, such as linear interpolation.
Therefore, the authors suggest researchers consider using a data quality check during
experimentation. In addition, we suggest utilizing stringent cut-offs for determining
inclusion of data, and consider each individual’s data independently before determining
whether it is appropriate to use for specific analysis purposes. Additionally, data loss
figures should be presented for other researchers to assess.

In order for eye tracking to be an effective tool for research, it must be possible to
employ in a truly unobtrusive manner and not inadvertently become a focal point of an
experiment, which may add confounds. Future research will investigate how to further
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improve data quality in the least invasive manner possible. Overall, these results add to
the corpus of literature showing that low-cost eye tracking has great promise for use in
human subject experiments, but that data quality should also be carefully considered.
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Abstract. The measurement of attention allocation is a valuable diagnostic tool
for research. As Low As Reasonable Assessment (ALARA) is a research
approach concerned with leveraging the simplest and most straightforward
methods to capture usability data needed for the design process. Often com-
plicated environments, such as nuclear process control, create an impetus to use
accompanying complicated experimental designs and technical data collection
methods; however, simple methods can in many circumstances capture equiv-
alent data that can be used to answer the same theoretical and applied research
questions. The attention acknowledgment method is an example of a simple
measure capable of capturing attention allocation. The attention acknowledg-
ment method assesses attention allocation via attention markers dispersed
through the visual scene. As participants complete a scenario and interact with
an associated interface, they perform a secondary acknowledgment task in
which they respond to any attention markers they detect in their designated
target state. The patterns of acknowledgment serve as a means to assess both
location and temporal dimensions of attention allocation. The attention
acknowledgment method was compared against a standard accepted measure of
attention allocation consisting of infrared pupil and corneal reflection gaze
tracking. The attention acknowledgment method is not able to measure attention
at the same temporal and spatial resolution as the eye tracking method; however,
the resolutions it is capable of achieving are sufficient to answer usability
evaluation questions. Furthermore, the ease of administration and analysis of the
attention acknowledgment measure are advantageous for rapid usability
evaluation.
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1 Introduction

Nuclear power plant operators use a complex human-machine interface (HMI) in the
form of a control room with control boards containing thousands of indicators and
controls (Boring et al. 2013). Operators face the challenging task of monitoring and
controlling the plant to ensure safe, efficient, and reliable electrical power production.
The operators’ process control task places considerable demands on the operators due to
the complex relationships between the multitudes of systems involved with the nuclear
power production process. Of the numerous approaches to evaluating HMI interactions,
situation awareness is the most prominent method employed (Endsley and Kiris 1995).
Acquiring situation awareness (SA) requires many perceptual and cognitive constructs,
such as attention, visual perception, working memory, and decision making. All these
underlying concepts play a role in building SA, but attention is particularly relevant,
since it drives the selection of important information from the plethora of status and
control information displayed across the control boards (Wickens 2008). Due to
attention’s prominent role in acquiring SA, a new measure of SA based on an attention
acknowledgment measure is proposed to augment existing measures of attention allo-
cation, such as eye tracking.

2 ALARA

Within human-computer interaction, ALARA is the acronym for “as low as reasonable
assessment” which is a wordplay on an existing ALARA acronym within the nuclear
industry for maintaining personnel exposure to radiation to levels “as low as reasonably
achievable”. Henceforth, ALARA is in reference to the as low as reasonable assessment,
which is intended to convey the idea that simple measures can and should be used over
more complicated measures. This is particularly important in complex human-computer
interaction domains such as nuclear power plant control room usability studies, which are
problematic for research. Operators have limited time due to their demanding work and
training schedules and the simulator facilities typically used to support or directly conduct
studies have limited availability due to their primary use for training operators. As such,
making the most advantageous use of the time researchers have with operators to collect
data is crucial. Discount usability and ALARA encompass this rationale and mandate
using simple and easy to administer measures as opposed to more complicated measures.
This new attention acknowledgment measure is intended to provide a simple and easy to
administer method to human factors practitioners following the ALARA ideology. This
simple measure is in direct contrast to an existing physiological measure of attention, eye
tracking, which is traditionally used in usability studies on nuclear control rooms.

3 Eye Tracking Measure of Attention

Eye tracking is a popular technique to measure attention and its allocation through a
visual scene based on the assumption that attention is typically yoked to the gaze
position of the eyes (Duchowski 2011). Eye tracking entails measuring the gaze
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position using infrared camera systems. In the most common technique employed with
commercially available eye trackers, the pupil and corneal reflection are captured to
calculate where the eye is pointed (Holmqvist et al. 2011). Incorporating relative head
position to a visual plane with the calculated direction of the eye provides gaze location
within a visual plane.

Eye trackers are a useful research tool; however, they also suffer from several
technical issues that make it challenging to use effectively in some environments. First,
eye tracking suffers from numerous sources of errors that can lead to difficulty in
accurately and reliably measuring each participants’ gaze position. For example, a large
portion of commercially available eye trackers rely on infrared cameras to detect the
pupil and corneal reflection of each eye to determine the gaze position (Holmqvist et al.
2011). The process of capturing the pupil and corneal reflection suffers when the
camera cannot accurately capture either of these two items. Some individual differences
that can interfere with this process include drooping eyelids that occlude the pupil,
contact lenses that diffuse the corneal reflection, and mascara or eye makeup that
generate false corneal reflections (Holmqvist et al. 2011). Additionally, for stationary
camera based systems, the head position must also be tracked along with the eye
position which suffers from other sources of errors such as excessive participant
movement and improper positioning away from the eye tracker (Holmqvist et al. 2011).
Both the eye and head position tracking also suffer from interference based on lighting
conditions (Holmqvist et al. 2011). Beyond accurately recording the gaze data, the
analysis can prove cumbersome for eye tracking. The data generated by eye tracking
must undergo extensive processing to manipulate it into a more human digestible
format necessary to answer research questions (Holmqvist et al. 2011).

In addition to these general challenges associated with eye tracking, some envi-
ronments pose specific challenges for eye tracking, such as the HSSL. The HSSL
platform has been primarily used to perform applied research in collaboration with
nuclear power utilities. As such, the timeline for running the experiments is tight and the
cost of these experiments can be large (Ulrich et al. 2016). With the brief time course it is
important to collect the needed data as quickly as possible. Often the simpler subjective
response measures provided by the operator participants provide the most valuable
insights to improve upon the usability of new interface designs undergoing evaluation
within the simulator (Ulrich et al. 2016). The HSSL presents a challenge for eye tracking
methodologies (Kovesdi et al. 2015), due to its complex three-dimensional environment
containing many depth planes and spanning across 45 large displays with thousands of
indicators and controls. Furthermore, several technical issues impede the use of eye
tracking in this environment, including battery life constraints for the portable eye
tracking glasses and their processing units worn by the operator participants and fre-
quent recalibrations required between experimental trials to ensure the accuracy of the
eye tracking. Furthermore, some eye tracking units use conflicting infrared camera
systems and markers placed on the participant to determine head position. This type of
infrared camera system for tracking head position is incompatible with the simulator
touchscreen technology which also relies on an infrared camera system embedded
within bezels mounted over the displays to detect touch positions. The touch capabilities
were rendered functionless when this eye tracking system was operating due to the
interference from the conflicting infrared camera systems. From a human perspective of
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managing participants, the operators do not enjoy wearing the bulky glasses-based
systems that are compatible with the HSSL. These issues and others are encountered in
other labs as well (Holmqvist et al. 2011), which provides the impetus to develop new
measures that can answer the same questions in another fashion. The proposed attention
acknowledgment measure would provide a way to simply identify where participants are
attending to within an interface without relying on eye tracking techniques.

4 Attention Acknowledgment Measure

Ulrich et al. (2016) proposed a new attention acknowledgment measure consists of
presenting visual attention markers that participants are instructed to acknowledge upon
detection of the marker in its target state. The act of acknowledging the target via a
response serves as an indication that the marker was attended to and underwent the
necessary cognitive processing to elicit a response. This measure allows researchers to
evaluate human-computer interactions by identifying what aspects of the interface were
attended to while performing a task, see Fig. 1, for an example implementation of the
attention acknowledgment measure embedded within an interface. The relative pro-
portion of marker acknowledgments serves as an indication of the distribution of
attention while the participant interacted with the interface. Within this example
implementation, the markers are presented as part of or near interface elements to
capture how often and when an individual attended to these interface elements. Using
marker acknowledgments is a secondary task, which is inherently accompanied by
some primary task intrusion, though this measure was developed to minimize any
intrusion. The attention acknowledgment measure provides an easy to implement and
assess method for measuring attention allocation. The setup involves overlaying the
markers on the interface. The attention acknowledgment software system is config-
urable and allows the researcher to adjust the presentation and timing of the markers
throughout the display. Furthermore, areas of interest can be defined and markers can
be assigned to these areas of interest. The markers record correct acknowledgments via
mouse clicks to yield total acknowledgment scores for each defined area of of interest.
A primary advantage, in line with the concept of discount usability, is the simple to
interpret results, which consist of acknowledgment counts for each area of interest.

4.1 Attention Acknowledgment Measure Development

This study is the latest in a series of studies conducted to develop an appropriatemarker to
be used for the attention acknowledgment measure, see Ulrich et al. (2016) for more
details on these prior studies. These prior studies focused on establishing the viability of a
rotating bar stimulus to serve as an attention marker for assessing where attention was
allocated during a simple crosshair tracking task. In these experiments, participants were
instructed to maintain the position of a crosshair in the center of its axis while detecting a
single rotating marker among a matrix of stationary marker distractors. Participants
demonstrated greater accuracy in correctly detecting rotating markers when the marker
was located in close proximity to the crosshair task as opposed to located at further
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distances away in the display. Furthermore, the time to identify rotating markers was
shorter for close proximity markers as opposed to markers that were located more dis-
tantly away from the crosshair task. Since the primary task required participants to attend
to that locationwithin the display, the greater accuracy and shorter times to detect rotating
markers near the primary crosshair task over more distant markers provides evidence that
acknowledging nearby markers is a potentially viable method for localizing where
attention was allocated during a simple primary task. In other words, the markers serve as
an effective way to tag where attention is localized within a display.

This current study aimed to extend the prior research in two important ways to
further establish the viability of the markers to serve as a measure of attention allo-
cation. First, this study examined whether markers located nearest to the primary task
were detected over more distant markers. In order to serve as a marker of the locus of
attention for a primary task, it is important to establish that the marker positioned

Fig. 1. Example implementation of attention acknowledgment markers embedded within an
experimental interface used to assess situation awareness. Markers are positioned within areas of
interested to identify distributions of attention while interacting with the interface.
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nearest the primary task is detected and acknowledged over more distant markers. Eye
tracking was used to capture fixations prior to the detection and acknowledgement of
the target marker. Using an established measure of attention, such as eye tracking was
done to further verify that participants were in fact directing their attention to the
primary crosshair task location and the acknowledged marker and ensure that attention
was not directed to the more distant target marker that went unacknowledged. Estab-
lishing this pattern of attention corroborates the rationale for using a secondary task
such as marker acknowledgment as a measure of attention.

4.2 Method

Eight participants required from an undergraduate psychology program were recruited
for the study. The study consisted of a single factor three-level within subjects design.
The distance of two target markers was manipulated, resulting in a total of three
different conditions of target marker pairs presented to each participant. The conditions
differed in the distance each of the two target rotating markers was presented from the
primary crosshair task. The test stimuli consisted of the primary crosshair task dis-
played within a grid of 32 total markers, two of which were in the rotating target state
for each trial. Within each trial, the grid of 32 markers were categorized into three
circular regions based on each marker’s distance from the primary crosshair task, as can
be seen in Fig. 2 to create a near, middle, and far region of markers. The three
conditions were defined as target marker pairs consisting of one target marker in the
near and middle region, near and far region, and middle and far region. Therefore, the
three condition were termed near-middle, near-far, and middle-far region pairs. Par-
ticipants completed a total of 162 trials in which a pair of target markers were presented
at various distances from the primary crosshair task against the grid of nontarget
stationary distractor markers. Participants were instructed to select the first target
marker they detected during the four second trail. While completing the primary
crosshair and secondary target marker acknowledgment tasks during each trial, each
participants’ fixations were recorded using a Tobii X2-60 Eye Tracker, which consists
of a desktop monitor mounted eye tracking camera.

General Procedure. Participants to were instructed to select the first marker they
detected in the target rotating state, of two total markers in the rotating target state, as
they performed the manual crosshair tracking task. During each trials participants
responded with a mouse click to select the rotating marker upon detection.

Crosshair Manual Tracking Task. The manual tracking crosshair task required par-
ticipants to maintain the vertical crosshair in the center of the horizontal crosshair while
undergoing a pseudorandom disturbance. The horizontal disturbance was generated
using a sum of sines method (Lew et al. 2014). Participants were instructed to use the
left and the right arrow keys to counteract the disturbance and maintain the vertical
crosshair at the center position of the horizontal crosshair. The instructions emphasized
the importance of the crosshair task and explicitly stated the lower prioritization of
identifying the marker objects in order to ensure participants directed their attention to
the crosshair.
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Marker Detection Task. The attention markers were organized into a 4 � 8 matrix
spanning the entire display. The markers were categorized into near, mid, and far
regions defined by the pixel distance away from the location of the crosshair task
during each trial. The display consisted of a full matrix of 32 change detection objects
as can be seen in Fig. 1. The marker detection task resembled a standard search task
(Wolfe 1994) in which the participant had to find one of the two rotating markers,
which provided both reaction times to detect the first rotating marker.

5 Results

To examine the effect of target distance pairings, i.e. near-middle, near-far, and
middle-far region pairs of target markers on participant’s acknowledgment rates of the
closer target marker, a Chi-square test of independence was calculated. No significant
interaction was found X2 (3, N = 453) = 90.724, n.s.. Across all conditions the par-
ticipants selected the closer target marker over the more distant target marker in more
than 80% of the trials as can be seen in Table 1 below.

Fig. 2. Matrix of markers with the crosshair tracking task. Two markers were in the target state
and presented at various distances from the crosshair task.

Table 1. Percentage of trials in which participants acknowledged the closer of two target
markers presented within a matrix of nontarget stationary markers and a centrally located primary
crosshair task.

Condition
Near-middle Near-far Middle-far

82.1 100 84.6
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The eye tracking gaze data was processed to determine the point of fixation at the
time the participant acknowledged a detected target marker with a mouse click
selection. Areas of interest were defined as the crosshair, all nontarget markers, and the
two target markers. There were numerous trials in which valid eye tracking data was
not obtained. Due to eye tracking errors that results in trials without valid eye tracking
data, trials in which the recorded fixation point at the time of marker acknowledgment
was not categorized as a valid area of interest were removed. This resulted in the
removal of 139 out of the total 453 recorded trails, for a data loss total of 30.68%.
Table 2 depicts the percentage of trials in which the fixation point at the time of target
marker acknowledgment resided on the crosshair, acknowledged target and unac-
knowledged target.

6 Discussion

The results of the current experiment further validated developed attention acknowl-
edgment measure as a method to capture the locus of attention while performing a
primary task. Participants reliably selected the closer target marker over the more
distant target marker in the vast majority of trials. Indeed, in the near-far condition,
participants selected the closer target marker in every trail. This provides strong sup-
porting evidence that participants locus of attention centered around the primary task
afforded them the ability to consistently detect and acknowledge the nearest most target
marker. This result is quite promising for the attention acknowledgment measure for an
important reason. The attention acknowledgment measure relies on a matrix of markers
embedded within the interface to assess attention. In this configuration, multiple
markers will be simultaneously in the target state to allow the individual to detect and
acknowledge any of these target state markers. The location of attention within the
interface drives which markers are detected and acknowledged. Therefore, a strong and
reliable preference for selecting target marker nearest the locus of attention indicates
that marker acknowledgments function as a means to tag where attention is allocated
within the interface at a given point in time. The eye tracking results further corroborate
these findings.

The eye tracking data illustrates the distinction between two visual strategies par-
ticipants’ used to detect and acknowledge target markers in close proximity to primary
crosshair task in contrast to target makers in far proximity to the primary crosshair
tasks. In both the near-middle and near-far conditions, which represent target markers

Table 2. Percent of trials in which participants were fixated upon the crosshair, acknowledged
target, and unacknowledged target at the time of a target marker acknowledgement with a mouse
click selection.

Condition
Near-middle Near-far Middle-far

Crosshair 70.70 79.80 52.50
Acknowledged target 24.24 20.20 45.00
Unacknowledged target 15.15 01.01 02.50
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in close proximity to the primary crosshair task, participants fixated upon the crosshair
at the time of target marker acknowledgment in 70.70% and 79.80% of trials,
respectively. The acknowledged target itself was fixated upon 24.24% and 20.20% of
trials for these same two near-middle and near-far conditions. When taken together, this
pattern of fixating primary upon the crosshair with a modest percentage of trials fixated
upon the acknowledged target marker indicates that participants were actively engaged
in the primary task and their locus of attention resided on the primary crosshair task at
the time of the target marker acknowledgment. The close proximity of the closest of the
two target markers in the near-middle and near-far conditions allowed the locus of
attention to encompass the nearest target marker. Participants did not need to redirect
attention away from the primary crosshair task to detect these close proximity target
markers. The opposite visual strategy is apparent for the eye tracking data in the
middle-far condition in which participants were forced to search for the closest target
marker since it was outside of their locus of attention on the primary crosshair task. As
a result the percentage of trials in which participants fixated upon the acknowledged
target marker is much higher than in the near proximity target marker conditions with
the 45% and the percentage of trails in which participants fixated upon the crosshair at
the time of target marker acknowledgment is much lower at 52.50%.

With this latest study, the attention acknowledgment measure has been thoroughly
vetted as a valid measure of attention and is now ready for use in a variety of appli-
cations. The next phase of research entails examining the scalability of the attention
acknowledgment measure. This evaluation will determine if the attention acknowl-
edgment measure can be scaled up from assessing attention in a simple primary
crosshair tracking task to assessing attention in more complicated primary tasks.
A microworld simulator consisting of a simplified nuclear process control task is the
intended to serve as the next test application. The microworld requires participants to
monitor and adjust various plant components to operate a simplified pressurized water
reactor to generate steam, turn a turbine, and ultimately produce electrical power. This
nuclear microworld application is a considerable increase in complexity from the
simple crosshair task used to develop and test the attention acknowledgment measure
thus far. The time course for assessing attention is considerably longer in the micro-
world with time spans on the order of minutes as opposed to seconds with the simple
crosshair task. Secondly, the microworld entails a constantly shifting locus of attention
as participants monitor the components and make any necessary adjustments while
performing the primary electricity production task.
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Abstract. The Rim-to-Rim Wearables At The Canyon for Health (R2R
WATCH) study examines metrics recordable on commercial off the shelf
(COTS) devices that are most relevant and reliable for the earliest possible
indication of a health or performance decline. This is accomplished through
collaboration between Sandia National Laboratories (SNL) and The University
of New Mexico (UNM) where the two organizations team up to collect phys-
iological, cognitive, and biological markers from volunteer hikers who attempt
the Rim-to-Rim (R2R) hike at the Grand Canyon. Three forms of data are
collected as hikers travel from rim to rim: physiological data through wearable
devices, cognitive data through a cognitive task taken every 3 hours, and blood
samples obtained before and after completing the hike. Data is collected from
both civilian and warfighter hikers. Once the data is obtained, it is analyzed to
understand the effectiveness of each COTS device and the validity of the data
collected. We also aim to identify which physiological and cognitive phe-
nomena collected by wearable devices are the most relatable to overall health
and task performance in extreme environments, and of these ascertain which
markers provide the earliest yet reliable indication of health decline. Finally, we
analyze the data for significant differences between civilians’ and warfighters’
markers and the relationship to performance. This is a study funded by the
Defense Threat Reduction Agency (DTRA, Project CB10359) and the
University of New Mexico (The main portion of the R2R WATCH study is
funded by DTRA. UNM is currently funding all activities related to bloodwork.
DTRA, Project CB10359; SAND2017-1872 C). This paper describes the
experimental design and methodology for the first year of the R2R WATCH
project.
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1 Introduction and Project Scope

When in extreme environments, such as the Grand Canyon, civilian hikers must remain
healthy enough to complete the task. If their health deteriorates beyond recovery, they
may require rescue out of the Grand Canyon or face extreme, even fatal, consequences.
The situation is similar for warfighters, although in a different context. Warfighters
must remain healthy to deliver peak performance and ensure mission success; if they do
not, the consequences are also extreme and include mission incompletion, injuries of a
fellow team member which slow down the unit, or death. The recent explosion in
wearable and agile devices to collect data for various combinations of biomarkers and
performance metrics presents the opportunity to use wearable devices to provide the
earliest possible warning of deteriorating health. It is unclear currently which markers
are most pertinent and reliable for early indication of emerging illness, determining
likelihood of task success, or determining a cause for a detected health decline. Most
research into biomarkers indicative of health deterioration use lab settings or mild tasks
to gauge performance. Studying Rim-to-Rim (R2R) hikers provides an opportunity to
quantify which health markers could provide the earliest indication of health and
performance decrement.

In this study, we collect three different forms of health data: (1) physiological data
through wearable devices, (2) cognitive data through a cognitive task taken every
3 hours, and (3) blood samples obtained before and after completing the hike. We
collect this data to examine physiological measures such as heart rate and oxygenation,
decision making abilities, and the deeper, changing composition of hikers’ biological
processes. Data is collected from two different populations, civilian and warfighter
hikers, to apply findings to various activities performed in extreme environments. We
will describe our approach for data analyses in this paper. Our goal is to:

• understand the effectiveness of each COTS device and the validity of the data
• identify which physiological and cognitive phenomena are the most associated with

overall health and task performance in extreme environments
• ascertain which markers provide the earliest yet most reliable indication of health

decline
• identify significant differences between civilians’ and warfighters’ markers and their

relationship to performance.

2 Study Collaboration

Many of the same physiological and cognitive phenomena that serve as indicators of
declining health due to infection or chemical exposure, such as changes in heart rate,
respiration, body temperature, pupil dilation, alertness, response speeds, and fatigue
(Harden et al. 2015), are also associated with the human body’s response to extreme
altitude and temperature changes during intense physical exertion (Chase et al. 2005;
Wickens et al. 2015). Thus, determining measurable changes in physiology and cog-
nitive aptitude over time for individuals subjected to extreme altitude and temperature
changes during intense physical exertion will provide critical learnings for the further
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development of advanced wearables capable of relaying the earliest indications of
warfighter infection or chemical exposure. Volunteers included in this study will be
subjected to these conditions as they attempt to complete the Grand Canyon
Rim-to-Rim (R2R) hike.

The Grand Canyon 24.2 mile R2R hike represents a rigorous performance task
including extreme changes in altitude and external temperature; this 24.2-mile hike
involves an elevation change of nearly 7000 feet from rim to canyon floor, with
temperature differentials up to 50 °F. Completing the R2R hike in one day is dis-
couraged by the park service, but nevertheless has become a goal for many thousands
of hikers each season. Each year, over 300 hikers require rescue from the canyon, with
175 people being airlifted from the canyon by helicopter. Many hikers develop
symptoms of heat illness and dehydration, while a handful also present with symptoms
of exercise-associated hyponatremia, a dangerous condition of low blood sodium
levels. These illnesses are a testament to the rigor of this hike, requiring the body to
endure fatigue and stress, and to adapt to rapidly changing environmental conditions
(Garigan and Ristedt 1999; Ghiglieri and Myers 2001).

The University of New Mexico (UNM) Emergency Medical Service Consortium,
providing emergency medical services (EMS) medical direction to Grand Canyon
National Park rangers, recognized the heightened expense and safety risks associated
with these rescues, and became interested in identifying nutritional and biological
characteristics of hikers that were most likely to develop these (hyponatremia, dehy-
dration, heat illness) and other critical health conditions while hiking the Grand Can-
yon. For the last two years, UNM Emergency Response physician and professor, Dr.
Jon Femling, and former NPS Preventive Search and Rescue Ranger, Emily Pearce,
have collaborated to study the food and water intake of Grand Canyon visitors hiking
from the North Rim to the South Rim, or vice-versa. UNM hopes to better prepare
hikers for their physical endeavor by correlating food and water intake to successful
hiking outcomes. This grew into a funded project through DTRA and a partnership
with Sandia National Laboratories, specifically cognitive psychologist Dr. Glory Aviña
and geneticist Dr. Catherine Branda. The study was expanded to collect and analyze
cognitive and physiological data collected through wearable devices. The interdisci-
plinary team of physicians, psychologists, computer scientists, statisticians, and biol-
ogists, as represented by this paper’s authorship, set this study up to collect and
holistically analyze data across various fields.

3 Empirical Background and Literature Review

3.1 Physiological Markers

One study, in the Journal of Human Performance in Extreme Environments, collected
physiological (blood pressure, pulse, skin resistance) and psychological (anxiety) data
from eight mountaineers who climbed Mount Everest. The researchers concluded that
the data was connected to inhibition of overload, hypersensibility, and exhaustion. This
study encountered both opportunities and difficulties with wearable devices in extreme
environments: telemedical assessment is possible and necessary in order to determine
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and predict deficits in behavior and health risks for individuals at high altitudes, but
requires devices tailored to such conditions (Stück et al. 2005).

Sleep deprivation, which can be related to extreme fatigue, has also been studied in
the context of extreme physical demands. In a sample of ultra-marathon runners, there
was a positive correlation between sleep-time before the race and race completion time
(Poussel et al. 2015). One can conclude that signs of fatigue are early indicators of
performance decrement. Therefore, it is necessary to investigate the physiological and
cognitive indicators of fatigue.

Sensitivity of physiological measures to evaluate workload has also been investi-
gated. Heart rate, blood pressure (from beat to beat), respiration and eye blinks were
recorded in 14 subjects while they performed a complex task in a flight simulator
(Veltman and Gaillard 1998). It was found that heart rate and blood pressure were both
affected by task difficulty.

Physiological relationships, such as the impact of nutrition on performance, have
been recognized by military contexts. The Uniformed Services University hosted a
conference in July 2008, entitled “Warfighter Nutrition: Advanced Technologies and
Opportunities” with Health Affairs and the Defense Advanced Research Projects
Agency to develop strategic and tactical plans that could enhance Force Health Pro-
tection (FHP) by optimizing warfighter nutrition within the Department of Defense
(DoD). The conference concluded that nutritional optimization represents an integral
and proactive approach to prevent illness, injury, and performance degradation
throughout all phases of military service. The overarching consensus achieved was that
warfighter nutrition, as a cornerstone of FHP, warrants the critical attention of both
medical and line leadership to move quickly to support current initiatives and future
advanced technologies (Deuster et al. 2009).

3.2 Cognitive Markers

Extreme fatigue and stress on the body, caused by the demands of the physical envi-
ronment, has negative effects on cognitive functioning. Temperature and altitude are
both characteristics of the physical environment that impact cognitive ability. Enander
(1989) and Hancock and Vasmatzidis (1998) found that even mild levels of thermal
stress can have a negative impact on human performance. In a study conducted by
Hocking et al. (2001), the Digit Span task and the AX-continuous performance task
were used to measure attention, memory, verbal learning, information processing, and
concentration. These cognitive abilities were negatively impacted when participants
were exposed to extreme temperatures. Time and vigilance have also been found to
share a curvilinear relationship with temperature: performance increases up to 85 °F, at
which point it reliably decreases (Grether 1973). Cold temperatures also have an
impact. A series of studies have examined the effects of cold temperatures on physical
and cognitive performance. Exposure to cold air resulted in decreased performance on
serial choice-reaction time tasks (Ellis 1982; Ellis et al. 1985) and working memory
deficits have been reported after core body temperatures dip beneath 36.7 °C. In a
study of naval special operations forces during actual winter warfare training, Hyde
et al. (1997) found that cold temperatures were associated with decrements in hand
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strength and fine motor skills. Additionally, performance was especially affected when
temperature varied over time and had extremely high temperatures (Enander 1989).

Altitude is another environmental characteristic that affects cognition. Cognitive
deficits, particularly in memory, have been associated with altitude change (Muza et al.
2004). A cognitive test battery known as WinsCAT, which stands for the Spaceflight
Cognitive Assessment Tool for Windows, was designed to assess neurocognitive status
of astronauts on missions of long duration at various altitudes (Lowe et al. 2007).
Habituation to altitude change seems to occur: decreased performance in the running
memory task of the WinsCAT was reported between 0.5 and 4 hours after ascent,
however these were not present at the tests given at 12 and 24 hours. It could also be
that cognitive performance is affected by variability in altitude over short periods of
time. The cognitive deficits reported also largely occurred before physiologic symp-
toms of mountain sickness were reported, indicating the need for further research on the
relationships between possible markers.

Fatigue and stress also negatively influence cognitive abilities such as attention,
executive function, memory, and reaction time (Karatsoreos and McEwen 2010;
Bourne and Yaroush 2003). Highly trained astronauts given a cognitive battery of tests
after acute sleep deprivation showed reduced affect vigilant attention, cognitive
throughput, and abstract reasoning (Basner et al. 2015). In studies of fatigue and
performance, fatigue is consistently shown to negatively impact visual attention, vig-
ilance, decision-making, and other complex cognitive functions (Bourne and Yaroush
2003). This reduction in cognitive ability could be particularly problematic in extreme
environments such as the Grand Canyon R2R—even simple tasks such as drinking
water can have extreme consequences if not executed properly (Wickens et al. 2015).

3.3 Biological Markers

Part of the endeavor to understand the relationships between psychophysiology and
performance is to know how to mitigate and address health risks when they arise. For
example, altitude illness refers to a group of environmentally mediated pathophysi-
ologies. Many people will suffer acute mountain sickness shortly after rapidly
ascending to a moderately hypoxic environment, and an unfortunate few will develop
potentially fatal conditions such as high altitude pulmonary edema or high altitude
cerebral edema. Some individuals seem to be predisposed to developing altitude illness,
suggesting an innate contribution to susceptibility. The implication of altitude-sensitive
and altitude-tolerant individuals has stimulated much research into the contribution of a
genetic background to the efficacy of altitude acclimatization. To date, 58 genes have
been investigated for a role in altitude illness and, of these, 17 have shown some
association with the susceptibility to, or the severity of, these conditions. Additional
research is needed to examine the genome and hypoxic environments that contribute to
an individual’s capacity to acclimatize rapidly and effectively to altitude (MacInnis
et al. 2010).

Although we know that these three markers collectively are indicators of perfor-
mance, little research has been to done to understand the relationships between them.
There is also limited research on their collective relationship to performance.
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4 Experimental Design

Data collection will occur twice a year over two weekends, once in May and then again
in October. This project is anticipated to take place over three years from October 2016
to May 2019 and has already completed its first weekend of data collection. Note that
UNM has already completed two years of nutritional and survey data prior to the
R2R WATCH study, which had its first round of data collection in October 2016.

The R2R WATCH team sets up check-in stations at the three major trailheads at the
Grand Canyon: South Kaibab (SK), North Kaibab (NK), and Bright Angel (BA). The
check-in stations are equipped with the data collection materials and researchers to
interact with study participants. Since the R2R hikers can complete the hike in multiple
directions (SK to NK, BA to NK, NK to SK, NK to BA), the three trailheads are
prepared to collect both start and finish survey data, to accommodate hikers starting or
finishing the R2R. There is also a team of researchers at the bottom of the canyon at
Phantom Ranch to collect mid-hike survey data.

When hikers first approach one of the trailheads to start their hike, they are asked if
they will be attempting the Rim-to-Rim hike in a single day. If they respond yes, they
are asked if they are 18 years or older and would like to participate in a voluntary
research study. If they again respond positively, they are taken to the check-in station
and a researcher walks them through a consent process, as approved by the human
subjects boards of the researchers’ institutions. Each hiker is told that their data will be
anonymized and that personally identifiable information will not be collected at any
point of the study. Each hiker is given a wrist band with a unique identification number
and then completes the start-hike survey. Once they complete the survey, they are
asked if they would be willing to participate in the wearable device and/or blood work
parts of the study. If they respond yes to either or both, they are led to a team of
researchers, who provide a package of wearable devices for the hiker to wear (more
details below), and/or to an RV where medical professionals collect blood samples. The
hiker may ask as many questions as needed and is informed that they may withdraw
from the study at any time. The hiker then proceeds to start the R2R.

Data for the wearable devices and blood parts of the study are only collected going
from South Kaibab (start) to North Kaibab (finish) to streamline data collection. The
R2R WATCH team works in shifts and mans the check-in stations for about 48 hours,
starting at 2:00 am one morning and completing at 11:55 pm the next day.

Once hikers complete the R2R at their own pace, there is a check-in station to
collect post-hike data. As previously stated, the survey post-hike data can be completed
at any of the three trailheads. For the bloodwork and device data, post-hike data is
collected at the NK trailhead. After they are offered congratulations and a chair, hikers’
wearable devices are turned off, the data is saved, and the devices are collected. Hikers
who originally consented to be in the blood portion of the study are also led to a tent
where a post-hike blood sample is collected by a team of trained phlebotomists. Hikers
are reminded that their data is anonymous and thanked for their participation in the
study.
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4.1 Participants

Data is collected from two populations: day-of volunteer civilian hikers and warfighter
hikers. Volunteer hikers show up to the Grand Canyon to hike the Rim-to-Rim hike and
agree to participate in the study as they approach the trailheads and study check-in
stations. Participants are not recruited to hike the Rim-to-Rim; only hikers who are
already planning to hike the Rim-to-Rim are enrolled in this study. This is to avoid
encouraging an unfit participant who may become ill or injured due to lack of pre-
paredness. Warfighter hikers are from a specific group in the military and are asked
prior to the study weekend if they will be interested in completing a hike at the Grand
Canyon as a personal training exercise. They are provided with the details of the
R2R WATCH study. Their time is on a volunteer basis and hikers are told that they are
under no pressure to hike the Rim-to-Rim at the Grand Canyon. This method is taken to
draw a warfighter population to the Grand Canyon but still prevent recruitment so as
not to increase risk of unprepared hikers hiking the R2R. Warfighters show up to the
check-in station the same as civilian hikers and blend in with the normal population for
security and protection purposes. Their data is given a different form of identification
number but is also anonymized.

In October 2016, 288 pre and post surveys were collected and 50 participants
provided wearable device data. In combination between a very small pilot study in May
2016 and October 2016, 51 participants provided pre- and post-bloodwork samples.
Surprisingly, hikers’ willingness to participate in a research study such as the
R2R WATCH, even moments before they are about to start their hike, is fairly high.
Most people who decline to participate do so because there is already a crowd of
participants at the check-in station and the hikers do not want to wait, especially when
the weather is cold.

4.2 Survey

Potential participants are invited to participate in a simple, short survey which is
administered at the start, middle, and finish of their R2R. The survey contains questions
regarding nutritional intake, basic biometric data, previous experience, activity times,
and self-reports of fatigue and preparedness.

4.3 Wearable Devices

Civilian hikers are given one of two wearable device packages. “Basic package 1”
includes a fitness wristwatch device, an environment temperature recording device that
hangs on their pack, and an iPod Touch which contains a cognitive battery. “Basic
package 2” includes a different fitness wristwatch device, the same temperature
recording device, an enhanced GPS recording device, and the iPod Touch with the
same cognitive battery. For warfighter hikers, the “Advanced package 1” contains
multiple types of wearable devices: a different fitness wristwatch device, two envi-
ronment temperature recording devices, a chest strap, a smart hat, a core temperature
device, and an option to wear sensor shorts. The “Advanced package 2” also contains
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the same two temperature devices, a different fitness wrist watch, a chest strap, and
smart hat. Although the packages are slightly altered after each round of data collec-
tion, the goal is to have a low-maintenance package for hikers who do not have much
time to spend checking in to the study and more in-depth packages for hikers who are
willing to put more time and effort into the study. All wearable devices are
non-invasive and commercial off-the-shelf products. The wearable devices are changed
out each year of the study so as to validate data collected through two weekends of data
collection with the same set of devices but also diversify data collected through various
wearable devices.

Each hiker, whether they have a basic or advanced package, is given an iPod Touch
that they can wear in an armband while hiking or put in their pack. Each iPod Touch has
a cognitive battery, which is a 5–10 minutes task with three different cognitive “games.”
The cognitive battery is developed by Digital Artefacts, a company that has created an
application entitled BrainBaseline (https://www.brainbaseline.com/). BrainBaseline is a
series of validated cognitive tests that can be put into a customizable application. Our
customized app, installed on each iPod, includes two to three cognitive tests plus a
fatigue survey to ensure the tasks can be completed quickly. Every three hours, an alarm
goes off to remind the hiker to take the cognitive battery. Each participant also completes
the cognitive battery at the start and end of the hike.

4.4 Bloodwork

Participants are asked to participate in two blood draws (start and finish). Peripheral
blood is acquired through venipuncture by individuals trained in phlebotomy.
Approximately one 6 mL tube of blood for serum and an additional 6 mL tube of blood
for plasma is drawn from each hiker both at the start and finish of the participants R2R.

4.5 Starting and Finishing the Rim-to-Rim Hike

Each trailhead (South Kaibab, North Kaibab, and Bright Angel) is equipped with
check-in stations for the pre- and post-hike surveys. The Rim-to-Rim hikers who
participate in the wearable devices and bloodwork parts of the study are checked in at
the South Kaibab trailhead and travel to the North Kaibab trailhead where they are
checked out of the study once they finish the Rim-to-Rim.

4.6 Data Extraction

Blood obtained from patients before and after crossing the Grand Canyon is processed
on site to obtain plasma and serum. These samples are labelled with the subject’s study
ID only and frozen, stored and archived for future use in the PIs −80 °F freezer in his
UNM HSC based laboratory (MRF 108). These stored samples will be used for
measurement of blood chemistries, inflammatory markers, heat-shock protein analysis,
and other analysis of immune function and human performance.
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5 Data Analysis

Data collected will serve two purposes. First, to establish a correlation between cog-
nitive performance and health indicators, we will use confirmatory analyses based on
data collected from wearable devices for relationships between health indicators and
performance. Second, once we have established the connection between health mea-
surements and cognitive ability, we would like to build a model for accurately pre-
dicting change in cognitive abilities based on health measurements.

5.1 Confirmatory Analysis

The objective of the confirmatory analyses is to validate the connection between health
measures and cognitive abilities. As such, the statistical methodology will emphasize
robustness and interpretability. We propose using a derived variable analysis (Hedeker
and Gibbons 2006) to build summary measures from the longitudinal data collected by
the devices. These measures will be correlated with cognitive performance at each of
the trial times. A mixed-effects model should be used to account for subject variability
because repeated measures are taken from each subject.

5.2 Predictive Models

Ultimately, we would like to build models to predict decline in cognitive abilities from
data collected by the wearable devices. While the models used for the confirmatory
analysis will inherently have some predictive power, there will be some important
distinctions between the predictive and confirmatory analysis. First, the predictive
model’s focus is on prediction rather than interpretability of effects and validity of
hypothesis tests. This frees us to use standard machine learning strategies to build
models with complex interactions between variables. Second, in the confirmatory
analysis, we can use the controlled structure of the study to find reliable indicators of
fatigue. In our predictive model, we intend to use features that can be reliably con-
structed outside the environment of the original study. We propose using a derived
variable analysis to generate features from the device data, but will begin with tradi-
tional machine learning methods, such as support vector machine (SVM) or neural nets,
to build the predictive model and validate the model using cross-validation.

6 Conclusion

The R2R WATCH study focuses on measuring physiological, cognitive, and biological
data as participants hike the Rim-to-Rim to understand which markers are most related
to human performance and fatigue in extreme, physically challenging environments.
Data collection so far has occurred over one weekend in 2016 and is anticipated to
continue for five more weekends over the next three years. Our goal is to contribute to
gaps in the empirical research by:
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• collecting larger sample sizes than traditionally reported in extreme environment
settings;

• looking at differences between civilian and special military groups;
• analyzing individual and combined effects across physiological, cognitive, and

biological markers;
• refining our experimental design to target validity and reliability across all data

sources (e.g., optical heart rate, cadence)

Overall, we aim to further understand how to identify the earliest indicators of
performance decrement and fuse cognitive process with physiological and biological
processes.

7 Graphics

Pictures were taken during October 2016 Data Collection (Figs. 1, 2, 3, 4 and 5).

Fig. 1. Check in station at the trailhead. The tent in the back is specially used for bloodwork.

Fig. 2. Hikers are asked to complete the post-hike survey as well as take the cognitive battery
one last time to get a post-hike score.

272 G.E. Aviña et al.



References

Basner, M., Savitt, A., Moore, T.M., Port, A.M., McGuire, S., Ecker, A.J., Nasrini, J., Mollicone,
D.J., Mott, C.M., McCann, T., Dinges, D.F., Gur, R.C.: Development and validation of the
cognition test battery for spaceflight. Aerosp. Med. Hum. Perform. 86(11), 942–952 (2015)

Bourne, L., Yaroush, R.A.: Stress and Cognition: A Cognitive Psychological Perspective
(NAG2-1561). National Aeronautics and Space Administration (2003)

Chase, B., Karwowski, W., Benedict, M.E., Quesada, P.M., Irwin-Chase, H.M.: Effects of
thermal stress on dual task performance and attention allocation. J. Hum. Perform. Extreme
Environ. 8(1–2), 27–39 (2005)

Fig. 3. The Grand Canyon Rim-to-Rim hike has an altitude change of 3000–5000 feet and a 30–
50 degrees Fahrenheit temperature change.

Fig. 4. Hyponatremia is a water-salt imbalance that affects many hikers that cross the R2R.

Fig. 5. The research team collects data for 48 hours straight, starting at 2 am one morning and
finishing at 11:55 pm the following day.

Rim-to-Rim Wearables at the Canyon for Health (R2R WATCH) 273



Deuster, P.A., Weinstein, A.A., Sobel, A., Young, A.J.: Warfighter nutrition: current opportunities
and advanced technologies report from Department of Defense workshop. Mil. Med. 174(7),
671 (2009)

Ellis, H.D.: The effects of cold on the performance of serial choice reaction time and various
discrete tasks. Hum. Factors 24, 589–598 (1982)

Ellis, H.D., Wilcock, S.E., Zaman, S.A.: Cold and performance: the effects of information load,
analgesics, and the rate of cooling. Aviat. Space Environ. Med. 56(3), 233–237 (1985)

Enander, A.E.: Effects of thermal stress on human performance. Scand. J. Work Environ. Health
15, 27–33 (1989)

Garigan, T.P., Ristedt, D.E.: Death from hyponatremia as a result of acute water intoxication in
an Army basic trainee. Mil. Med. 164(3), 234 (1999)

Ghiglieri, M.P., Myers, T.M.: Over the Edge: Death in Grand Canyon (2001)
Grether, W.F.: Human performance at elevated environmental temperatures. Aerosp. Med. 44(7),

747–755 (1973)
Hancock, P.A., Vasmatzidis, I.: Human occupational and performance limits under stress: the

thermal environment as a prototypical example. Ergonomics 41(8), 1169–1191 (1998).
doi:10.1080/001401398186469

Harden, L.M., Kent, S., Pittman, Q.J., Roth, J.: Fever and sickness behavior: friend or foe? Brain
Behav. Immun. 50, 322–333 (2015)

Hedeker, D., Gibbons, R.D.: Longitudinal Data Analysis. Wiley, New York (2006)
Hocking, C., Silberstein, R.B., Lau, W.M., Stough, C., Roberts, W.: Evaluation of cognitive

performance in the heat by functional brain imaging and psychometric testing.
Comp. Biochem. Physiol.: Mol. Integr. Physiol. 128, 719–734 (2001)

Hyde, D., Thomas, J.R., Schrot, J., Taylor, W.F.: Quantification of Special Operations Mission-
Related Performance: Operational Evaluation of Physical Measures. Naval Medical Research
Institute, Bethesda (1997)

Karatsoreos, I.N., McEwen, B.S.: Stress and allostasis. Handbook of Behavioral Medicine:
Methods and Applications, pp. 649–658. Springer, New York (2010)

Lowe, M., Harris, W., Kane, R.L., Banderet, L, Levinson, D., Reeves, R.: Neuropsychological
assessment in extreme environments. Arch. Clin. Neuropsychol. S88–S99 (2007)

MacInnis, M.J., Koehle, M.S., Rupert, J.L.: Evidence for a genetic basis for altitude illness: 2010
update. High Altitude Med. Biol. 11(4), 349–368 (2010). doi:10.1089/ham.2010.1030

Muza, S.R., Kaminsky, D., Fulco, C.S., Banderet, L.E., Cymerman, A.: Cysteinyl leukotriene
blockade does not prevent acute mountain sickness. Aviat. Space Environ. Med. 75, 413–419
(2004)

Poussel, M., Laroppe, J., Hurdiel, R., Girard, J., Poletti, L., Thil, C., Didelot, A., Chenuel, B.:
Sleep management strategy and performance in an extreme mountain ultra-marathon. Res.
Sports Med. 23(3), 330–336 (2015)

Stück, M., Balzer, H.-U., Hecht, K., Schröder, H.: Psychological and psychophysiological effects
of a high-mountain expedition to Tibet. J. Hum. Perform. Extreme Environ. 8(1), 4 (2005)

Veltman, J.A., Gaillard, A.W.K.: Physiological workload reactions to increasing levels of task
difficulty. Ergonomics 41(5), 656–669 (1998)

Wickens, C.D., Keller, J.W., Shaw, C.: Human factors in high-altitude mountaineering. J. Hum.
Perform. Extreme Environ. 12(1), 1 (2015). doi:10.7771/2327-2937.1065

274 G.E. Aviña et al.

http://dx.doi.org/10.1080/001401398186469
http://dx.doi.org/10.1089/ham.2010.1030
http://dx.doi.org/10.7771/2327-2937.1065


Investigation of Breath Counting, Abdominal
Breathing and Physiological Responses

in Relation to Cognitive Load

Hubert K. Brumback(&)

Department of Educational Psychology and Hawai‘i Interdisciplinary
Neurobehavioral and Technology Laboratory (HINT Lab), University of Hawai‘i

at Mānoa, 1776 University Avenue, Honolulu, HI 96822, USA
brumback@hawaii.edu

Abstract. Computers and mobile devices can enhance learning processes but
may also impose or exacerbate stress. This fact may be particularly applicable to
some college and university students who already experience high stress levels.
Breathing has long been used in meditative traditions for self-regulation and
Western science has clearly shown the complex relationship between breathing,
blood circulation and the autonomic nervous system. Since breathing is both
automatic and volitional, this study seeks to examine if college students can
manage physiological responses from a cognitive load imposed by a Stroop
color word test by using either breath counting, abdominal breathing or the two
combined. The findings of this study may provide evidence which promotes the
idea of teaching breath-based self-regulation strategies in college and university
settings. The findings may also be of interest to designers of affective computer
systems by suggesting that device interfaces and software can be configured to
monitor users’ cognitive load indirectly through physiological signals and alert
the user to irregularities or adapt to the user’s needs.

Keywords: Breath counting � Abdominal breathing � Cognitive load � Stress �
Stroop color word task � Students � Physiological response � Meditation

1 Introduction

Computers and mobile devices are ubiquitous in most university and college envi-
ronments but for some, the advantages these devices bring to the learning process are
offset by stress that continuous use of these devices can cause. One such risk is
irregular breathing patterns [1, 2], which can instigate or compound stress. Breathing
interruptions have been observed in other learning scenarios without electronic devices,
when some individuals inadvertently hold their breath during periods of intense con-
centration (also called striving) [3] or unwittingly change their breathing in response to
a demanding task [4].

It has long been known that breathing can be used for self-regulation, particularly
for stress management [5]. A variety of studies have explored the use of breathing
exercises in educational settings and suggest that these exercises are useful for in
managing stress [6–9]. Particularly of note are two, basic exercises: breath counting
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and abdominal breathing. If individuals are able to become mindful of their breathing
in learning scenarios, it may be possible for individuals to better manage mental stress
brought about by sustained cognitive load, especially when using computers or mobile
devices.

2 Theoretical Background

2.1 Breathing and Self-regulation

For millennia adherents of religious traditions have used breathing to calm and focus
the mind as part of individual meditative practices. Eastern traditions of Buddhism and
Hinduism are commonly noted by Western scholars in this regard, but breath use for
similar objectives can be found in a variety religions and in many indigenous spiritual
practices.

Western medical science has also empirically established that breathing can both
cause stress and help mitigate it. The complex relationship between the process of
breathing, blood circulation and the autonomic nervous system is well documented
[10–12]. Irregular breathing (regardless of cause) alters the body’s homeostasis and
depending on the breathing pathology, can alter blood pH, which activates the auto-
nomic nervous system, and causes cascading physiological effects including but not
limited to increased heart rate, increased blood pressure, and vasoconstriction. These
physiological responses can then lead to or exacerbate physical and mental stress and
further agitate breathing.

Breath Counting. Beyond being a means of establishing breath rate [13], breath
counting can be used to focus one’s attention on breathing, which can lead to breath
awareness. Breath counting is a basic meditative technique [14–17] which has been
suggested as a behavioral measure of mindfulness [18]. A limitation of some mind-
fulness studies of breath counting with students is that the studies employ other
treatments in addition to breath counting, which can confound attribution of positive
effects. While breath counting has been advocated for use in educational settings [19]
and with children [17], the opportunity still remains to specifically examine breath
counting with college students, especially for self-regulation.

Abdominal Breathing. Slow and deliberate breathing in which one purposefully and
fully moves the diaphragm up and down while breathing is known as abdominal
breathing [20]. This breathing pattern is further characterized by abdominal expansion
and reduction corresponding to diaphragm movement [21]. It is also known as
diaphragmatic [9, 20, 22, 23], diaphragmal [24], belly [20, 25], deep and slow [24] or
slow-deep [7] breathing. Abdominal breathing appears in the literature as a means of
eliminating or managing a variety of conditions such as asthma [26], pain [24, 27],
anxiety [7, 28] and prehypertension [29].

Some studies have explored the use of abdominal breathing with children [7, 9],
others with college students [6, 30]. For college students, abdominal breathing has been
employed for anxiety management and as part of larger student health interventions.
Similar to the aforementioned mindfulness studies, the studies involving college
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students did not exclusively employ abdominal breathing as a unique treatment, which
makes it challenging to definitively attribute any positive effects to abdominal breathing.

2.2 Cognitive Load

Cognitive Load Theory. The notion that cognitive load can interfere with learning
was first described by Sweller [31, 32] and is the basis of the Cognitive Load Theory.
At the theory’s core is the concept that instructional material can be designed to enable
students to make effective use of limited cognitive resources [33, 34]. The cognitive
load theory also applies to the use and design of computer systems and applications,
where users’ cognitive loads must be considered [35]. Closely related to system and
software design is the fact that that users’ cognitive load during computer-based tasks
can be assessed through physiological measures [36–39].

While engaged in an activity, perceived stress due to cognitive load likely varies
due to individual factors such differences in perception of and experience with the
subject matter, one’s ability to concentrate and one’s motivation level [40, 41]. Indi-
vidual differences may help explain why some perceive stress in response to cognitive
load for a task and others do not [40]. For some, extended periods of cognitive load can
lead to mental fatigue [42].

College and university students generally experience high degrees of stress for a
variety of reasons including academic workload, social situations and environmental
adaptation [6, 43–46]. Computer and mobile device use can also can cause or con-
tribute to stress for members of these student populations [1, 47]. Given the relation-
ships between learning, cognitive load, stress, and computer use, and the confluence of
these factors in academic settings, it may be worthwhile to consider these factors
together.

Physiological Responses. Both cognitive load and stress can elicit several measurable
physiological responses including increases in breathing [4], skin conductance [48],
and heart rate [41, 49]. Prolonged cognitive load can lead to mental fatigue and
hyperactivity of the sympathetic nervous system [42]. Independent of the theoretical
approaches to and categorizations of cognitive load and stress, the physiological
responses of changes in breathing, skin conductance and heart rate can all be provoked
by a computer-based activity.

Stroop Task. The Stroop effect refers to the interference caused by the presentation of
two color stimuli simultaneously: the actual color (word font) and the word for the
color [50]. For example, if the word BLUE is displayed in red font, one takes longer (in
milliseconds) to name the color, and will make more erroneous responses than when
the color when color word and the font color match. Stroop tasks are were initially
applied to studies of human attention [51] and have also been used to investigate stress
[52–57] and cognitive load [4, 58]. There is evidence that computer-based Stroop color
word tasks are efficient laboratory stressors [59] and since interference caused by
Stroop tasks cannot be individually controlled [60], it may explain why practice effects
for Stroop tasks are only apparent after intensive exposure [61].
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2.3 Hypotheses

From the material reviewed for this project related to breathing, cognitive load, stress,
computer and mobile device use, and college students, there are three avenues for
investigation. Two include exclusive examination of the specific breathing practices:

H1: College students can learn a simple breath counting exercise to regulate physi-
ological response to cognitive load.

H2: College students can learn a simple abdominal breathing exercise to regulate
physiological response to cognitive load.

The third is an examination of the two breathing exercises together:

H3: When an individual applies simple abdominal breathing and breath counting
exercises together, there will be greater effect on regulation of physiological
responses to cognitive load.

For this study, cognitive load is indirectly assessed by measuring in the physio-
logical responses evidenced by changes in breathing, heart rate and skin conductance.

3 Method

The purpose of this study is to investigate the efficacy of university student use of
breath counting and abdominal breathing protocols to regulate physiological responses
due to cognitive load from a computer-based task. Because individuals experience
cognitive load differently, with some thriving on the challenge and others experiencing
stress, it is it is important to employ a task that will be consistently challenging for all
participants. In an endeavor to standardize individual cognitive load experience, this
study applies a computer-based Stroop color word task to impose cognitive load.

3.1 Participants

Participants will be healthy state university undergraduate and graduate college stu-
dents with normal color vision, whom will receive cash payment for their participation.
This study seeks to record data from 150 participants (50 for each treatment) and
employs a repeated measures design.

3.2 Task

Baseline physiological measures for each participant will first be recorded during a
ten-minute period of sitting quietly. Participants will then complete a series of
computer-based Stroop color word tasks [62] immediately followed by ten-minute
periods of sitting quietly or ten minute breath task periods. The sequence of tasks is
specified in Fig. 1.
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Cognitive Load. For the Stroop color word task, items are displayed to the participant
in a random order with half of the items having matching color word and font color and
half with the color word and font color that do not match. Regardless of the name of the
color presented in the text, participants are instructed to respond by pressing the key on
the computer keyboard that corresponds with the first letter of the color of the font. For
example, if the word GREEN is displayed in blue font, the participant presses the
b-key. Only four colors are used: red, green, yellow and blue. After each correct
response, the message “Correct. Press SPACE to continue.” appears. After each
incorrect response, the message “INCORRECT. Don’t rush.” appears. Two minutes are
allocated for each Stroop task but participants may finish early if they correctly
complete 24 items (incorrect responses use time, but are not recorded).

Participants are instructed to complete the task as quickly and accurately as they are
able. Task measures include the total amount of time used to complete the task and
response time for each item. The primary purpose of the Stroop task is to elicit
physiological responses from the participants but individual task measures are still
recorded and analyzed.

3.3 Treatments

Participants will be randomly assigned to one of three conditions: (a) breath counting,
(b) abdominal breathing and (c) combined breath counting and abdominal breathing.
For each condition, after participants’ baseline physiological measures are recorded for
ten minutes, participants then complete two sets of the computer-based Stroop task
paired with and followed by ten minutes of sitting quietly (Fig. 1, items 2–5). After the
first two sets, the participants are given instructions for the respective breathing task for
their group and then complete two sets of a Stroop task followed by ten minutes of a
breathing task (Fig. 1, items 6–10).

Sitting Quietly. For baseline, physiological response measurements, participants are
instructed to relax and sit quietly for ten minutes. Participants are also instructed to
maintain a comfortable sitting position with their backs straight, to breathe normally,
refrain from talking and to keep their minds as calm and clear as they are able.

Breath Counting. In the breath counting condition, participants are provided a breath
counting worksheet and instructed to sequentially mark the rectangle on the worksheet
that corresponds with each of four breath events as the events occur: the (a) beginning
and (b) end of each (c) inhalation and (d) exhalation. Participants are also asked to keep
their minds focused on marking the worksheet precisely at the exact occurrence of each
breath event. After ten minutes, the participants are asked to tally the number of breaths

1. 2. 3. 4. 5. 6. 7. 8. 9.
Sitting 
Quietly

Stroop 
Task

Sitting 
Quietly

Stroop 
Task

Sitting 
Quietly

Stroop 
Task

Breath 
Task

Stroop 
Task

Breath 
Task

10 min 2 min 10 min 2 min 10 min 2 min 10 min 2 min 10 min

Fig. 1. Activity sequence
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they completed during the ten-minute period and calculate the average breaths per
minute (BPM) by dividing by ten.

Abdominal Breathing. In the abdominal breathing condition, the participants are
instructed to place their dominant hands on center of their chest and the other on the
center of their abdomen. They are then asked to keep their abdomen completely relaxed
and permit their abdomen to expand as they inhale to reduce as they exhale while
keeping their chest as still as possible. Participants are also asked to keep their minds
focused on the physical sensations of abdominal breathing.

Combined. In the combined condition, the participants are instructed to complete the
breath counting and abdominal breathing tasks simultaneously with the following
minor modifications. Instead of placing their dominant hand on the chest, participants
use the dominant hand to mark the breath counting worksheet. Participants are also
asked to keep their minds focused on marking the worksheet precisely at the exact time
of each breath event while ensuring their abdomen remains relaxed and moving with
each breath.

Independent Variable. The independent variable is the treatment task consisting of
the three conditions described previously: breath counting, abdominal breathing and
the combined breathing activity.

Dependent Variables. The dependent variables are breath rate, breath pauses (apnea),
breath pattern (abdominal or thoracic), heart rate, heart rate variability, electrodermal
activity (EDA) and global stress level. Breath rate is measured using two strain gauges:
one around the participant’s abdomen and one around the participant’s thorax. Heart
activity is recorded via two electrocardiogram (ECG) sensors placed on each of the
participant’s anterior forearms, inferior to the antecubital space. EDA is recorded via
two skin conductance sensors placed next to each other on the medial longitudinal arch
of the plantar surface of the participant’s foot. Global stress is measured at the
beginning of the session with a self-report questionnaire.

3.4 Procedures

The complete session will take approximately 90 min which includes one hour for the
experimental procedure and thirty minutes for the questionnaire, sensor application/
removal, debriefing and general administration. The experimental procedure will be
approved by the university Intuitional Review Board (IRB). Upon providing informed
consent, participants begin by taking a single survey designed to capture handedness,
demographics and global stress. Global stress is measured using questions from Feldt’s
11-item college student stress scale (CSSS) [44, 63, 64]. They will then complete the
experimental procedure seated in front of a computer workstation in a partitioned
section of a lab room. The computer workspace is comparable to a standard 64-inch by
64-inch office cubicle. The lab room, which is air-conditioned, has a drop ceiling with
acoustic tiles and fluorescent lighting.
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Experimental Procedure. Participants will be seated in a common, static office chair
to help minimize unnecessary movement. The computer workstation is equipped with a
15-inch monitor, keyboard and mouse. The experiment proctor will explain the process
for attaching the physiological sensors and answer any questions the participant may
have. Once all sensors have been applied and are functioning properly, the participant
will be instructed to sit quietly for ten minutes. Next, the proctor will give the par-
ticipant written instructions for the computer-based Stroop color word task and the
participant will then complete task. After saving the Stroop test results, the proctor will
give the participants instructions to sit quietly for ten more minutes. The participant
will complete a total of two sets of one Stroop task followed by ten minutes of sitting
quietly.

The proctor will then give the participant instructions that correspond with the
breathing task for the treatment condition they have been randomly assigned to:
(a) breath counting, (b) abdominal breathing or (c) breath counting and abdominal
breathing combined. The participant will then complete two sets of one Stroop task
followed by 10 min of the specified breathing activity. For the entire procedure, the
proctor will mark the data from the physiological measurements to indicate the
beginning and end of each event.

Once the participant has completed the experimental procedure, the proctor will
remove the physiological sensors and debrief the participant. For the debriefing, the
proctor will read a standard written statement describing the full scope and purpose of
the experiment. The proctor will answer any questions the participant may have and ask
the participant not to share the details of the experiment with anyone. The proctor will
then thank and pay the participant.

Instrumentation. Data are collected using a BIOPAC MP150 system. The system is
equipped with two strain gauge belt sensors to measure breath, electrocardiogram
(ECG) sensors to measure heart rate and electrodermal activity (EDA) sensors to
measure skin conductance. Data is recorded at 1000 Hz on four channels using the
BIOPAC AcqKnowledge software.

3.5 Data Preparation

BIOPAC AcqKnowledge software is also used to remove artifacts from breath, ECG
and electrodermal data and to aggregate the data to mean values per second. Change
values for each channel are calculated by subtracting the physiological signal level at
the beginning of each task period with the signal level at the end of the task period.
Breath ratio is calculated by dividing the measures of abdominal breaths by the
measures of thoracic breaths. Mean values for breath apnea periods are calculated for
every task by dividing total apnea time by total task time. Each Stroop task is measured
by total time used to complete the task and mean value for individual item response is
calculated by adding all Stroop task times and dividing the total by 24. Global stress
scores are calculated by adding the Likert scale values for each of the eleven instrument
responses.
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3.6 Data Analysis

Potential relationships between variables will first be examined using a saturated
multi-level structural equation model. The model will be used to compare within and
between subject and within and between group means for each variable over time: level
one: participant, level two: breathing and stress tasks. The model will then be refined
based on any statistically significant relationships. This approach has the added
advantage of scalability and can be expanded if the study were repeated at later times. It
also has the inherent possibility of treating selected dependent variables as separate
observations, artificially increasing the sample size [65].

4 Potential Implications

The objective of this study is to determine if undergraduate students can use breath
counting and abdominal breathing to regulate physiological responses caused by
cognitive load. It examines physiological responses elicited by a computer-based task
and if individuals are able to manage these responses through breathing. If evidence
emerges that basic breathing exercises can be used by students to manage physiological
responses due to cognitive load, these findings would have several implications.

First, it would reinforce what has been long known by members of certain medi-
tative traditions, namely that breathing can be used for self-regulation. What is new,
however, is the context in which these breathing protocols are applied and the specific
purpose of employing these exercises for self-regulation in learning scenarios. Gen-
erally, self-regulation skills are not formally taught beyond elementary school and
self-directed learners only gain new self-regulation skills through trial and error. If
some undergraduate students are able to use these practices in response to cognitive
load, it may support the idea that perhaps these procedures should be formally taught in
educational settings. Other questions would then need to be addressed such as which
individuals benefit the most from these practices and what factors influence the
adoption of these behaviors.

If evidence emerges to the contrary and individuals are unable to effectively use
these breathing protocols to manage physiological response, two questions that must be
addressed are: (a) if the breathing protocols are appropriate for educational contexts and
(b) to what degree is time is a factor in learning how to employ these protocols
effectively. Future research could focus exclusively on each protocol to determine if
any individual factors influence protocol use and adoption as well as how much time
should be invested in practicing these protocols in order to enable one to successfully
use the protocol to manage physiological response.

Additionally, there might be implications for human-computer interaction, specif-
ically interface and software design. As affective systems emerge, it will be imperative
to consider users’ breathing as an indirect measure of cognitive load, especially since it
is a physiological factor that can be independently controlled. Computer interfaces and
applications that can monitor users’ breathing could do two very important things:
(a) help users become aware of their breathing so they can adjust it as needed and
(b) adapt the systems to users’ individual information processing capacities.

282 H.K. Brumback



References

1. Lin, I., Peper, E.: Psychophysiological patterns during cell phone text messaging: a
preliminary study. Appl. Psychophysiol. Biofeedback 34, 53–57 (2009)

2. Peper, E., Harvey, R., Tylova, H.: Stress protocol for assessing computer-related disorders.
Biofeedback 34, 57–62 (2006)

3. Peper, E.: The possible uses of biofeedback in education. In: Peper, E., Ancoli, S., Quinn, M.
(eds.) Mind/body integration: essential readings in biofeedback. Plenum Press, New York
(1979)

4. Grassmann, M., Vlemincx, E., von Leupoldt, A., Mittelstädt, J.M., Van den Bergh, O.:
Respiratory changes in response to cognitive load: a systematic review. Neural Plast. 2016,
16 p. (2016). doi:10.1155/2016/8146809

5. Song, H.-S., Lehrer, P.M.: The effects of specific respiratory rates on heart rate and heart rate
variability. Appl. Psychophysiol. Biofeedback 28, 13–23 (2003)

6. Paul, G., Elam, B., Verhulst, S.: A longitudinal study of students’ perceptions of using deep
breathing meditation to reduce testing stresses. Teach. Learn. Med. 19, 287–292 (2007)

7. Sellakumar, G.K.: Effect of slow-deep breathing exercise to reduce anxiety among
adolescent school students in a selected higher secondary school in Coimbatore. India.
J. Psychol. Educ. Res. 23, 54 (2015)

8. Tloczynski, J., Tantriella, M.: A comparison of the effects of Zen breath meditation or
relaxation on college adjustment. Psychologia 41, 32–43 (1998)

9. Terai, K., Shimo, T., Umezawa, A.: Slow diaphragmatic breathing as a relaxation skill for
elementary school children: a psychophysiological assessment. Int. J. Psychophysiol. 94,
229 (2014)

10. Fried, R.: The Psychology and Physiology of Breathing: In Behavioral Medicine, Clinical
Psychology, and Psychiatry. Springer, New York (1993)

11. Naifeh, K.H.: Basic anatomy and physiology of the respiratory system and the autonomic
nervous system. In: Timmons, B.H., Ley, R. (eds.) Behavioral and Psychological
Approaches to Breathing Disorders. Plenum Press, New York (1994)

12. Gilbert, C.: Biochemical aspects of breathing. In: Chaitow, L., Gilbert, C., Bradley, D. (eds.)
Recognizing and Treating Breathing Disorders: A Multidisciplinary Approach. Churchill
Livingstone Elsevier, London (2014)

13. Karlen, W., Gan, H., Chiu, M., Dunsmuir, D., Zhou, G., Dumont, G.A., Ansermino, J.M.:
Improving the accuracy and efficiency of respiratory rate measurements in children using
mobile devices. PLoS ONE 9, e99266 (2014)

14. Nakamura, T.: Oriental Breathing Therapy. Japan Publications, New York, Tokyo (1981)
15. Hoshiyama, M., Hoshiyama, A.: Heart rate variability associated with different modes of

respiration during Zen meditation. Presented at the Computing in Cardiology Conference
(CinC), 22 September 2013

16. Lehmann, D., Faber, P.L., Tei, S., Pascual-Marqui, R.D., Milz, P., Kochi, K.: Reduced
functional connectivity between cortical sources in five meditation traditions detected with
lagged coherence using EEG tomography. NeuroImage 60, 1574–1586 (2012)

17. Hooker, K.E., Fodor, I.E.: Teaching mindfulness to children. Gestalt Rev. 12, 75–91 (2008)
18. Levinson, D.B., Stoll, E.L., Kindy, S.D., Merry, H.L., Davidson, R.J.: A mind you can count

on: validating breath counting as a behavioral measure of mindfulness. Conscious. Res. 5,
1202 (2014)

19. Sessa, S.A.: Meditation, breath work, and focus training for teachers and students - the five
minutes a day that can really make a difference. J. Coll. Teach. Learn. TLC. 4, 57–62 (2007)

Investigation of Breath Counting 283

http://dx.doi.org/10.1155/2016/8146809


20. Kajander, R., Peper, E.: Teaching diaphragmatic breathing to children. Biofeedback 26, 14–
17 (1998)

21. Chaitow, L., Gilbert, C., Bradley, D. (eds.): Recognizing and Treating Breathing Disorders:
A Multidisciplinary Approach. Churchill Livingstone Elsevier, London (2014)

22. Biggs, Q., Kelly, K., Toney, J.: The effects of deep diaphragmatic breathing and focused
attention on dental anxiety in a private practice setting. J. Dent. Hyg. 77, 105–113 (2003)

23. Hymes, A., Nuernberger, P.: Breathing patterns found in heart attack patients. J. Int. Assoc.
Yoga Ther. 2, 25 (1991)

24. Busch, V., Magerl, W., Kern, U., Haas, J., Hajak, G., Eichhammer, P.: The effect of deep
and slow breathing on pain perception, autonomic activity, and mood processing-an
experimental study. Pain Med. 13, 215–228 (2012)

25. Jerath, R., Edry, J.W., Barnes, V.A., Jerath, V.: Physiology of long pranayamic breathing:
neural respiratory elements may provide a mechanism that explains how slow deep breathing
shifts the autonomic nervous system. Med. Hypotheses 67, 566–571 (2006)

26. Bignall, W.J.R., Luberto, C.M., Cornette, A.F., Haj-Hamed, M., Cotton, S.: Breathing
retraining for African-American adolescents with asthma: a pilot study of a school-based
randomized controlled trial. J. Asthma 52, 889–896 (2015)

27. Bell, K.M., Meadows, E.A.: Efficacy of a brief relaxation training intervention for pediatric
recurrent abdominal pain. Cogn. Behav. Pract. 20, 81–92 (2013)

28. Moss, D.: The house is crashing down on me: integrating mindfulness, breath training, and
heart rate variability biofeedback for an anxiety disorder in a 71-year-old caregiver.
Biofeedback 44, 160–167 (2016)

29. Wang, S.-Z., Li, S., Xu, X.-Y., Lin, G.-P., Shao, L., Zhao, Y., Wang, T.H.: Effect of slow
abdominal breathing combined with biofeedback on blood pressure and heart rate variability
in prehypertension. J. Altern. Complement. Med. 16, 1039–1045 (2010)

30. Peper, E., Miceli, B., Harvey, R.: Educational model for self-healing: eliminating a chronic
migraine with electromyography, autogenic training, posture, and mindfulness. Biofeedback
44, 130–137 (2016)

31. Sweller, J.: Cognitive load during problem solving: effects on learning. Cogn. Sci. 12,
257–285 (1988)

32. Sweller, J.: Cognitive technology: Some procedures for facilitating learning and problem
solving in mathematics and science. J. Educ. Psychol. 81, 457 (1989)

33. Sweller, J.: Cognitive load theory, learning difficulty, and instructional design. Learn. Instr.
4, 295–312 (1994)

34. Chandler, P., Sweller, J.: Cognitive load theory and the format of instruction. Cogn. Instr. 8,
293–332 (1991)

35. Quiroga, L.M., Crosby, M.E., Iding, M.K.: Reducing cognitive load. In: Proceedings of the
37th Annual Hawaii International Conference on System Sciences, p. 9 (2004)

36. Ikehara, C.S., Crosby, M.E.: Assessing cognitive load with physiological sensors. In:
Proceedings of the 38th Annual Hawaii International Conference on System Sciences,
p. 295a (2005)

37. Haapalainen, E., Kim, S., Forlizzi, J.F., Dey, A.K.: Psycho-physiological measures for
assessing cognitive load. In: Proceedings of the 12th ACM International Conference on
Ubiquitous Computing. pp. 301–310. ACM, New York (2010)

38. Ferreira, E., Ferreira, D., Kim, S., Siirtola, P., Roning, J., Forlizzi, J.F., Dey, A.K.: Assessing
real-time cognitive load based on psycho-physiological measures for younger and older
adults. In: 2014 IEEE Symposium on Computational Intelligence, Cognitive Algorithms,
Mind, and Brain (CCMB), pp. 39–48. IEEE (2014)

284 H.K. Brumback



39. Wijsman, J., Grundlehner, B., Liu, H., Hermens, H., Penders, J.: Towards mental stress
detection using wearable physiological sensors. In: 2011 Annual International Conference of
the IEEE Engineering in Medicine and Biology Society, pp. 1798–1801 (2011)

40. Martin, S.: Measuring cognitive load and cognition: metrics for technology-enhanced
learning. Educ. Res. Eval. 20, 592–621 (2014)

41. Paas, F.G.W.C., Merriënboer, J.J.G.V.: Instructional control of cognitive load in the training
of complex cognitive tasks. Educ. Psychol. Rev. 6, 351–371 (1994)

42. Mizuno, K., Tanaka, M., Yamaguti, K., Kajimoto, O., Kuratsune, H., Watanabe, Y.: Mental
fatigue caused by prolonged cognitive load associated with sympathetic hyperactivity.
Behav. Brain Funct. BBF. 7, 17 (2011)

43. American College of Health Association: American College Health Association-National
College Health Assessment II: Reference Group Executive Summary. American College of
Health Association, Hanover (2016)

44. Feldt, R.C.: Development of a brief measure of college stress: the college student stress
scale. Psychol. Rep. 102, 855–860 (2008)

45. Stallman, H.M., Hurst, C.P.: The university stress scale: measuring domains and extent of
stress in university students. Aust. Psychol. 51, 128–134 (2016)

46. Bamber, M.D., Schneider, J.K.: Mindfulness-based meditation to decrease stress and anxiety
in college students: a narrative synthesis of the research. Educ. Res. Rev. 18, 1–32 (2016)

47. Rosen, L., Carrier, L.M., Miller, A., Rokkum, J., Ruiz, A.: Sleeping with technology:
cognitive, affective, and technology usage predictors of sleep problems among college
students. Sleep Health 2, 49–56 (2016)

48. Shi, Y., Ruiz, N., Taib, R., Choi, E., Chen, F.: Galvanic skin response (GSR) as an index of
cognitive load. In: CHI 2007 Extended Abstracts on Human Factors in Computing Systems,
pp. 2651–2656. ACM, New York (2007)

49. Paas, F., Tuovinen, J.E., Tabbers, H., Gerven, P.W.M.V.: Cognitive load measurement as a
means to advance cognitive load theory. Educ. Psychol. 38, 63–71 (2003)

50. Stroop, J.R.: Studies of interference in serial verbal reactions. J. Exp. Psychol. Gen. 121, 15
(1934)

51. MacLeod, C.M.: Half a century of research on the Stroop effect: an integrative review.
Psychol. Bull. 109, 163 (1991)

52. Karthikeyan, P., Murugappan, M., Yaacob, S.: Descriptive analysis of skin temperature
variability of sympathetic nervous system activity in stress. J. Phys. Ther. Sci. 24,
1341–1344 (2012)

53. Karthikeyan, P., Murugappan, M., Yaacob, S.: Analysis of Stroop color word test-based
human stress detection using electrocardiography and heart rate variability signals. Arab.
J. Sci. Eng. 39, 1835–1847 (2014)

54. Wallén, N.H., Held, C., Rehnqvist, N., Hjemdahl, P.: Effects of mental and physical stress on
platelet function in patients with stable angina pectoris and healthy controls. Eur. Heart J. 18,
807–815 (1997)

55. Crabb, E.B., Franco, R.L., Caslin, H.L., Blanks, A.M., Bowen, M.K., Acevedo, E.O.: The
effect of acute physical and mental stress on soluble cellular adhesion molecule
concentration. Life Sci. 157, 91–96 (2016)

56. Prinsloo, G.E., Rauch, H.G.L., Lambert, M.I., Muench, F., Noakes, T.D., Derman, W.E.: The
effect of short duration heart rate variability (HRV) biofeedback on cognitive performance
during laboratory induced cognitive stress. Appl. Cogn. Psychol. 25, 792–801 (2011)

57. Prinsloo, G.E., Derman, W.E., Lambert, M.I., Rauch, H.G.L.: The effect of a single session
of short duration biofeedback-induced deep breathing on measures of heart rate variability
during laboratory-induced cognitive stress: a pilot study. Appl. Psychophysiol. Biofeedback
38, 81–90 (2013)

Investigation of Breath Counting 285



58. Gwizdka, J.: Using Stroop task to assess cognitive load. In: Proceedings of the 28th Annual
European Conference on Cognitive Ergonomics, pp. 219–222. ACM, New York (2010)

59. Renaud, P., Blondin, J.P.: The stress of Stroop performance: physiological and emotional
responses to color–word interference, task pacing, and pacing speed. Int. J. Psychophysiol.
27, 87–97 (1997)

60. Kahneman, D.: Attention to attributes. In: Attention and Effort, pp. 93–111. Prentice-Hall,
Englewood Cliffs (1973)

61. Gul, A., Humphreys, G.W.: Practice and colour-word integration in Stroop interference.
Psicológica Rev. Metodol. Psicol. Exp. 36, 37–67 (2015)

62. Yang, E.Z.: Stroop effect - An xhtml 1.0 strict javascript based interactive program. http://
ezyang.com/stroop/

63. Feldt, R.C., Koch, C.: Reliability and construct validity of the college student stress scale.
Psychol. Rep. 108, 660–666 (2011)

64. Feldt, R.C., Updegraff, C.: Gender invariance of the college student stress scale. Psychol.
Rep. 113, 486–489 (2013)

65. Huta, V.: When to use hierarchical linear modeling. Tutor. Quant. Methods Psychol. 10,
13–28 (2014)

286 H.K. Brumback

http://ezyang.com/stroop/
http://ezyang.com/stroop/


Investigating the Role of Biofeedback
and Haptic Stimulation in Mobile Paced

Breathing Tools

Antoinette Bumatay1 and Jinsil Hwaryoung Seo2(&)

1 Downstream, Portland, OR 97207, USA
aleannab@gmail.com

2 Texas A&M University, College Station 77843, USA
hwaryoung@tamu.edu

Abstract. Previous studies have shown that mindfulness meditation and paced
breathing are effective tools for stress management. There are a number of
mobile applications currently available that are designed to guide the breath to
support these relaxation practices. However, these focus mainly on audio/visual
cues and are mostly non-interactive. Our goal is to develop a mobile paced
breathing tool focusing on the exploration of haptic cues and biofeedback. We
conducted user studies to investigate the effectiveness of the system. This study
explores the following questions: Do users prefer control of the breathing rate
interval through an on-screen slider (manual mode) or through a physiological
sensor (biofeedback mode)? How effective is haptic guidance on its own? And
how may the addition of haptic feedback enhance audio-based guidance? Our
analysis suggests that while both manual and biofeedback modes are desirable,
manual control leads to a greater overall increase in relaxation. Additionally, the
findings of this study support the value of haptic guidance in mobile paced
breathing tools.

Keywords: Haptic guidance � Mobile app � Medication � Paced breathing

1 Introduction

Stress is physical response that affects us all in varying degrees throughout our lifetime.
Throughout history, people have developed various practices to cope with stress. Many
of these focus on bringing awareness to the body and breath. Studies have shown that
mindfulness meditation and paced breathing are effective tools for stress management
[1, 2]. Within the past year there have been huge strides in development and com-
mercial interest regarding health and fitness portable tools [3]. There are a number of
commercial mobile apps currently available designed to guide the breath to support
mindfulness meditation and paced breathing practices; however, these focus mainly on
audio and visual cues and are non-interactive. And those that are interactive are
functional in the sense that they read and display biometric data, but do not use this
data to further tailor the experience to the user.

Overall, there has been limited research done towards integrating paced breathing
with technology, especially in the realm of haptic use and interactivity in portable
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paced breathing tools. This study focuses on exploring this area by investigating the
following questions: What is the role of biofeedback and haptic stimulation in mobile
paced breathing tools? Do users prefer control of the breathing rate interval through an
on-screen slider (manual mode) or through a physiological sensor (biofeedback mode)?
How effective is haptic rhythm guidance on its own? How may the addition of haptic
feedback enhance audio-based guidance?

2 Background

2.1 Living with Stress

Chronic exposure to stress during any stage of life has a negative impact on cognitive
and mental health [4]. According to the American Psychology Association, from 2007
to 2012, adults consistently reported their own stress level to be higher than what they
believed to be healthy. In 2012, adults rated their own stress level to be 4.9 and a
healthy stress level to be 3.6 on a 10-point scale (where 1 is “little to no stress” and 10
is “a great deal of stress”). Approximately 72% of adults surveyed report that their
stress level has increased or remained constant in the past five years, and 80% in the
past year. 20% report extreme levels of stress. And only 37% feel they are doing an
excellent or very good job of stress management. The data reported here support the
need for available tools to help control stress.

2.2 Traditional Methods of Relaxation

As stress is undeniably universal, there have been many techniques and practices
previously developed to assist in stress management and promotion of relaxation.

The use of manipulating and/or bringing awareness to the body to help calm the mind
is a common theme in traditional relaxation methods. Through the centuries, physical
practices have persevered as a common release of stress. The most well-known of these
practices is likely yoga. Although there are many variations, ultimately yoga is consid-
ered a moving meditation, focusing on the body and the breath. According to many in the
field, yoga is an effective tool in improving stress, anxiety, and mental health, and
comparable to other relaxation therapies such as cognitive behavioral therapy [5, 6].
Similarly, the Chinese martial art tai chi is another type of moving meditation, bringing
awareness to the breath and movements. Studies have also indicated that tai chi exercise
may lead to improvements in stress and overall wellbeing [7, 8].

A common point between the previously mentioned practices is the breath. It
appears that this is one of our primary contacts with our parasympathetic nervous
system. Often during bouts of stress or panic attacks, our sympathetic nervous system
activates “fight or flight” mode. Breathing is the only component of the autonomic
nervous system that can be controlled consciously. Practicing yogic paced breathing or
mindfulness daily can help form a habit that will be useful during a panic attack, as
control of the breath stimulates the vagus nerve which interfaces with the parasym-
pathetic nervous system that is in control of “rest and digest” mode. In other words, this
helps trigger a relaxation response [9]. Paced breathing has been shown to be a valid
tool in managing stress and anxiety [1].
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The relationship of the body to its environment can be obtained through bringing
awareness to the senses. Aural and visual stimulation for relaxation have been deeply
investigated in research. Although, tactile exploration is underexplored in this partic-
ular area, there is evidence of the sense of touch being incorporated in traditional
relaxation practices. Touch is an extremely personal and intimate sense. It is used to
create a personal space, only experienced to those directly exposed to the action. The
use of therapeutic touch is often used to help people relax [10, 11]. Similarly, the tactile
sense has also been incorporated in meditation through the physical manipulation of
objects with the hands, such as the creation of a zen garden or the handling of
baoding/meditation balls and prayer beads [12].

2.3 Technology Driven Methods of Relaxation

Recently, there has been a rise in interest in self-monitoring and self-management, as
well as non-illness focused methodologies to mental health. In this age of technology
and innovation, there exists a lot of opportunity to supplement existing practices. This
section first discusses the importance of biofeedback by reviewing previous studies and
commercial products. It then reviews current innovative methods for paced breathing
applications for mobile devices, and identifies holes in the literature that need
investigation.

Interactive Methods Through Biofeedback
Before delving into the various interactive installations and portable devices, an
important distinction must be clarified between adaptive and functional interactivity.
This distinction is adapted from Tim Guay’s Web Publishing Paradigm. In the case of a
functional system, “the user interacts with the system to accomplish a goal or set of
goals.” The user is provided feedback on their progress towards the goal. In the case of
meditation and paced breathing systems, the user is provided a guide, and is made
aware of their performance through some form. Although Guay recognizes that “the
boundary between functional and adaptive interactivity is blurred,” the primary dif-
ference between the two is that the adaptive system will modify its own behavior based
on some input from the user.

Functional Interactivity
A few applications are available commercially that offer functional interactivity. The
company HeartMath has developed an iPhone application called Inner Balance that
uses an ear sensor to capture Heart Rate Variability. The application offers visual
guidance for the breath of an expanding and contracting colorful wheel. It also shows
real time feedback of the user’s heart rate [13]. HeartMath also offers a standalone
device line entitled emWave. This device uses heart rate data and provides feedback
through graphs and light. It also has an additional software component that allows
access to coherence games [14]. RESPeRATE is another commercial paced breathing
application. It has a breath sensor and features a simple display with breathe-in/out
graphics and audio tones to aide in pacing the breath [15].
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Adaptive Interactivity
In a study entitled Breathe with the Ocean, three different systems were investigated: a
fixed-rate breathing guidance system, an adaptive breathing following system, and an
adaptive-rate breathing guidance system. The system featured an environment with
audio (ocean wave sounds), haptic (touch blanket), and visual (light) stimuli. It was
found that a lack of personalization in a breathing guidance system appeared to be a
significant drawback since different users have quite different inhale/exhale patterns
and optimal respiration rates. A user can easily become dizzy and uncomfortable if they
force their breath to follow a rate or pattern that they cannot adapt to.

Aside from breathing guidance systems, there have been other attempts to help the
user bring awareness to their breath through an adaptive system. Sonic Cradle is a large
installation designed to cultivate a meditative experience. The user was instructed to
wear a breath sensor and was invited to lie in a hammock in a chamber of complete
darkness. Users were able to shape peaceful soundscapes using their own respiration
[16]. Although there has been limited exploration in the area of adaptive interactivity in
portable meditation tools, there is a work-in-progress paper featuring the Heartbeat
Sphere [17]. It is spherical object designed to assess and reflect a person’s heart rate
through soft pulsing vibrations and colorful lights.

Innovative Methods of Mobile Tools for Paced Breathing
There has been some effort in consumer companies as well as the academic community
to incorporate technology in non-interactive and interactive systems specifically for
paced breathing. The primary systems covered in this section focuses on various
portable handheld devices that are designed to bring awareness to the user of their own
breath.

There are numerous commercial mobile phone applications available in the Google
Play Store and the Apple App Store that offer paced breathing guidance. All the mobile
phone applications investigated incorporate an option for audio guidance. Audio uti-
lized ranges from guided meditation voice narrative to natural sounds (e.g. water, birds)
to percussive sounds (e.g. bell chimes, gongs, meditation bowls). Visual guidance often
appears in the form of meters filling and emptying, objects expanding and contracting,
or animated graphs. Few offer haptic components, and those that do have abrupt pulses
that feel jarring. You Can’t Force Calm [18] was an exploratory study that designed
and evaluated techniques to support respiratory regulation to reduce stress and increase
parasympathetic tone. It incorporated breath sensor input and visual and audio feed-
back. Evidence from this study supported that auditory guidance was more effective
than visual at creating self-reported calm. This was attributed to the users’ ability to
effectively map sound to respiration, thereby reducing cognitive load and mental
exertion. Although visual guidance led to more respiratory change, it resulted in less
subjective calm. Thus, motivating users to exert physical or mental efforts may counter
the calming effects of slow breathing. It would be interesting to further this exploration
of mobile tools into the physical and subjective effects of haptic stimulation. As
mentioned previously, personalization of a breathing guidance system is important.
Some commercial mobile phone applications offer an option to manually adjust the
breathing interval; however, there are currently no mobile tools available that is similar
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to the adaptive system investigated in the installation Breathe with the Ocean [19].
With the rise in emerging technologies in portable fitness and health, this realm is
worth further exploration.

3 Case Study

Our goal is to develop a mobile paced breathing tool focusing on the exploration of
haptic cues and biofeedback. We conducted user studies to investigate the effectiveness
of the system.

3.1 System Design

A simple paced breathing application was built in Android Studio to aide in the
exploration of these questions. We developed two modes of interaction: manual and
biofeedback. The application also has the ability to produce an audio, haptic, or
audio-haptic breathing guide. Figure 1 is a diagram of the overall system.

3.2 Interaction Type

Manual Interaction
In manual interaction mode the user is initially prompted to follow a standard breathing
interval of 6 breaths per minute (BPM), an optimal breathing rate for higher HRV
values. The user has the ability to manually lengthen or shorten the interval using an
unmarked slider. The user may adjust the interval at any time, and the breathing guide
is immediately adjusted accordingly.

Biofeedback Interaction
Prior to the main session, the user is prompted to breathe regularly for one minute.
During this time, the application determines the user’s current breathing rate by
communicating via Bluetooth with an external physiological sensor, the Zephyr
BioHarness. During the main session, the breathing guide is initially set to match the
user’s breathing rate, slowly increasing the interval to slow down the user’s breath. In
30 s intervals throughout the duration of the session, the program monitors the user’s
ability to match the guide and adjusts the breathing interval accordingly.

Fig. 1. System diagram.
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3.3 Modalities

Audio
Sound is utilized in the majority of applications currently on the market. Percussive
sounds are a commonly associated with meditation and paced breathing. For this
application, the gong chimes used were found on FreeSound.org by D.J. Griffin. We
decided on two similar gong sounds in different pitches to help distinguish the
inhalation from the exhalation prompt.

Haptics
The Immersion Haptic Development Platform for Android was utilized in order to
obtain control the vibration of the mobile phone’s motor. After testing various haptic
patterns, we decided to have the haptic sensations complement the audio. As it has been
previously shown that vibration can enhance the experience of audio [19, 20], we
decided to have the vibrations mimic the gongs, ringing deeply then fading off. This
was made possible by the MagSweepEffect function from the Immersion Haptic SDK.

3.4 Creating the Breathing Guide

In order to create the breathing guide, a timer was used in order to trigger the event.
The produced event would include audio and/or haptics (Fig. 2). The timer trigger
interval was calculated based on the guide’s breathing interval (Eq. 1), where the
breathing interval is milliseconds per breath and the breathing rate is in breaths per
minute. The breathing interval was either chosen by the user via the on-screen slider
(manual mode) or dependent on the user’s breath via sensor (biofeedback mode) as
explained in the biofeedback interaction section.

Equation 1. Conversion of the breathing interval (milliseconds per breath) from the
breathing rate (breaths per minute)

Breathing Interval ¼ 60000
Breathing Rate

ð1Þ

Fig. 2. Audio and haptic patterns for each group.
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3.5 Physical Design

After some preliminary user testing with the mobile phone application, we observed
some awkwardness in holding a mobile phone for an extended period of time. We
decided to create a pillow encasement for the phone in order to allow the user to fully
relax with their hands comfortably wrapped around the pillow. This would also soften
and amplify the phone’s vibrations. A store-bought travel pillow was modified with a
pocket along the seam to hold the mobile device in the center of the pillow. Figure 3
displays the final modified pillow in use by the participant.

4 User Study

4.1 Recruitment

For our user study, we recruited 21 university students (14 females and 7 males). Users
were separated into three different groups based on a short pre-filter questionnaire. The
survey asked the user their self-identified general level of stress (low, medium, high).
The participant also noted any previous experience in paced breathing techniques.
indicates the division of the participants. Each response was assigned a numerical value
between 1 and 5. In the case of deep breathing experience, 1 indicated no experience
and 5 indicated a lot of experience. In the case of general level of stress, 1 indicated
very low stress level, while 5 indicated a very high stress level. Participants were
divided in order to create balance between the three groups. The average deep
breathing experience of Group 1, 2, and 3 are all 2.4. The average general level of
stress of Group 1, 2, and 3 are 3.3, 3.6, and 3.7 respectively.

4.2 Methods

The study concentrated on one dependent variable (stress) and two independent vari-
ables (device output and type of interaction). The possible device outputs included the
following: haptic, audio, or audio-haptic. The interaction type included manual or
biofeedback. Table 1 provides descriptions of each user study case. The study lasted
three days for each participant. Table 2 illustrates the division of the cases among each
group. Groups contained 3 to 4 participants each.

Fig. 3. Final modified pillow.
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Participants were invited to make themselves comfortable in the designated “re-
laxation station” filled with blankets and a variety of pillows. In order to eliminate
environmental noise from the hallways and rooms next door, the user was instructed to
utilize noise isolating headphones and a small nearby speaker played various brown
and pink ambient noise tracks. The participant was left alone in the area to ensure
additional privacy during use of the app. Each participant visited three times and each
visit was 1 h.

4.3 Data Collection

Both quantitative and qualitative data were used for analysis. Quantitative data col-
lected includes the following: user preference (choice on Day 3), sensor data (heart rate
variance, breathing rate, posture), and a short survey (before and after each sit). The
short survey consisted of a 5-point Likert scale with a list of adjectives adapted from
the Stress Arousal Checklist [21] and an analogue scale for the user to personally rate
their relaxation level. Qualitative data was gathered through a series of on-site inter-
views. A preliminary interview was conducted during the first meeting in order for the
user to expand on their experience level in deep breathing and other stress management
techniques. A general feedback interview was conducted at the end of each session to
discuss the overall experience, what they enjoyed and what they disliked of that par-
ticular session. On Day 3 an exit interview was conducted to discuss the overall

Table 1. Descriptions of user study cases.

Device output
A. Haptic B. Audio C. Both

Interaction
type

1. Manual Device produces
vibration User can
manually adjust
interval

Device produces
sound User can
manually adjust
interval

Device produces
vibration and sound
User can manually
adjust interval

2.Biofeedback Device produces
vibration and
changes interval
based on BR

Device produces
sound and
changes interval
based on BR

Devices produces
vibration and sound
and changes interval
based on BR

Table 2. Group timeline and division of user study cases.

Groups Day 1 Day 2 Day 3

Group 1.1 A1 A2 Choice of A1 or A2
Group 1.2 A2 A1 Choice of A1 or A2
Group 2.1 B1 B2 Choice of B1 or B2
Group 2.2 B2 B1 Choice of B1 or B2
Group 3.1 C1 C2 Choice of C1 or C2
Group 3.2 C2 C1 Choice of C1 or C2
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experience of participation throughout the study. The user elaborated on their last day
interaction choice. They also noted what they specifically liked and disliked about both
interaction versions of the application. The participant also indicated whether or not
they would use this application in their daily lives, and if they would recommend it to
their family or friends. The recorded interview data was coded and analyzed focusing
on key themes arising from the participants’ experiences.

5 Results

The results gathered from the conducted user study are divided into four main sections:
user group, qualitative data, relaxation response, and physical response.

5.1 User Group

Since the user groups were initially chosen to be purely divided based on the user’s
average stress level and previous experience with paced breathing practices, each group
resulted in an unbalanced gender distribution. However, the average emotional and
physical results between each gender did not show a significant discrepancy.

5.2 Qualitative Data

User interviews were transcribed and coded. Key phrases and themes were extracted
from the answer for each open-ended question. All responses were divided into three
main sections: interaction mode, breathing guide modality, and overall experience.

Interaction Modes
Manual Mode: Majority of participants had positive feedback about the manual
interaction mode. Only five participants did not have any positive comments regarding
the manual interaction. Twelve users mentioned they liked having the ability to
manually control the system, and six of them specifically added that they liked that they
could set it at what they personally found comfortable. For instance, some revealed
they did not feel comfortable taking long deep breaths at all, noting that they felt more
relaxed when taking medium to shallow breaths. Participant R commented, “I liked
how you could control the interval of the breathing, because some people just have
massive lungs and other people just shallow breathe all the time… I am a shallow
breather, so I just turned it down.”

Biofeedback Mode: The majority of participants, fifteen users, had at least one positive
comment to provide about the biofeedback interaction. Eleven participants mentioned
that they liked the idea of the application easing them into the deep breathing. Par-
ticipant Q elaborated, “I felt that it calmed me down more. From going from a normal -
what I would usually be breathing at - and then taking me down steadily. I liked that
better than me having to think about it.” Six participants reflected that they enjoyed
how the system challenged them to help them breathe deeper. Another five users
mentioned they liked that there was less to think about. Five participants revealed they
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felt the biofeedback interaction was more calming. Four participants added that there
was a goal or felt they were more focused. A couple users noted that they liked the
variation in the pattern, and another couple felt like the rhythm was more natural and
less mechanic. Only six users made no comment regarding what they liked about the
biofeedback interaction.

Modality
To iterate, each user only experienced one type of modality for the duration of the
study. However, a few users made comments directly addressing the type of feedback
they experienced.

Haptic: Three users commented that the vibration pulses from the pillow reminded
them of a heartbeat or a cat purring. Participant A commented that she liked how subtle
the vibrations felt, reflecting “Normally when I try to meditate on my own I get severely
distracted. And I try to set a timer. Do a similar thing… But I liked how the vibrations
made you aware that you were doing something. But you weren’t really aware of it.”
One user initially disliked the vibrations because it reminded him of a phone ringing.
He explained, “The phone vibrating itself is stressful to me. Because when a phone is
vibrating it needs immediate attention, so…. I’m not very comfortable with removing
my stress with that type of stimulus.” However, the same user said by the end of the
session, “Once I remove it from that association, I was able to relax my body a little
more.”

Audio: A few people noted specifically that they did like the gong chimes, describing
them as “environmental,” “smooth,” “relaxing,” or “pleasant.” However, some users
did not like it at all. They felt it was not very entertaining and a little robotic. Three
people said it would be nice if there was more to listen to, like natural sounds or
background music. Participant P noted, “I liked the tones. But I kind of wanted
something a little more to listen to… I liked the tones helped me focus. And stay on
track. But it wasn’t very entertaining to listen to.”

Audio-Haptic: Two people commented how they liked how the sounds and the
vibrations worked together, helping them feel more immersed. Participant B reflected,
“It was so relaxing. The sounds and the vibrations made it easy to focus on something
besides your thoughts. Or anything else. And it was very calming.” Two people
specified that the vibrations were actually their favorite part out of the audio-haptic
system. They liked that there was an extra something they could feel to complement the
sound. Participant H commented, “I actually found the gong noise a lot more relaxing.
I guess maybe that’s why I was able to really not think about it. But for some reason I
realized this is actually a good noise. I like this. And I felt that had the vibrations not
been there I don’t know if it would have the same effect.”

Preferred Interaction Mode
Each participant experienced both types of interactions: manual and biofeedback. On
the third day, they chose which interaction to experience they wanted to experience a
second time. Out of the 21 participants, 11 chose the manual mode, while 10 chose the
biofeedback mode. Two participants clarified that they did not have a preference over
either interaction mode. Removing these two users from the preferred interaction count
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still leaves the count at 10 (48% of participants) for the manual mode and 9 (43% of
participants) for the biofeedback mode.

5.3 Relaxation Response

The stress survey contained an analog scale that read very tense to very relaxed. Par-
ticipants marked their current relaxation state on the scale before and after each medi-
tation sit. The participant’s mark was converted to a real number on a scale of 1.00 (very
tense) to 5.00 (very relaxed). We calculated the user’s subjective change in relaxation by
the difference of the converted values. Again, this value was again normalized then
mapped to a ±10 scale. In general, each group experienced an increase in relaxation
state. Overall, users did feel an increased state of relaxation. On average, the three
groups were fairly close to each other. The audio group led the greatest average increase
in subjective relaxation at 3.8, followed by the haptic group at 3.6 and the audio-haptic
group at 3.3. However, if we were to break down these groups further by interaction
mode, the haptic group obtained the greatest average change in relaxation at a value of
4.4. This is closely followed by the audio manual group at 4.1. The lowest value was the
haptic biofeedback sessions at 2.7. The manual and biofeedback sessions of the
audio-haptic group yielded very similar numbers, 3.4 and 3.3 respectively.

5.4 Physical Response

Breathing Rate: Users did experience a decrease in breathing rate during the session
overall. Figure 4 indicates a breakdown of the average breathing rate values observed
in each modality and interaction mode.

Difficulty of the session indicates the observed level of difficulty the user had in
following the breathing guide. Each session was described using the following
adjectives: gradual, flat, and bumpy (Fig. 5). A gradual section is characterized by a
steady decrease in average BR. A flat section is characterized by a stable value of
average BR. A bumpy section is characterized by an unstable BR.
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Average Decrease in Breathing Rate
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Fig. 4. Average highest, lowest, and change in breathing rate (BR) values by group and
interaction mode.
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Performance during the manual sessions was divided up into five different cate-
gories based on the order observed of the previous characteristics: (1) gradual and flat,
(2) flat, (3) bumpy and flat, (4) flat and bumpy, and (5) bumpy. Similarly, biofeedback
sessions were divided into the following five categories: (1) gradual and flat,
(2) gradual, (3) bumpy and gradual, (4) gradual and bumpy, and (5) bumpy. Gradual
and flat patterns are desirable, as it indicates the user was able to follow the guide
within reason. They were then reclassified as smooth.

In the majority of sessions, the participant was able to follow the guide. 57% of
sessions in the haptic and the audio-haptic guide resulted in smooth breath patterns.
This was closely followed by 52% of sessions in the audio group. 33% of users in the
audio-haptic group had a breath pattern classified as bumpy then smooth. 24% of
sessions in the audio-haptic group the inverse breath pattern, smooth then bumpy. No
one in the audio-haptic group experienced a completely bumpy breath pattern. Looking
at the audio group, the remaining sessions were evenly split: 17% bumpy then smooth,
19% smooth then bumpy, and 19% bumpy then smooth. In the haptic sessions, 25% of
the sessions were classified as bumpy then smooth, and 24% of the sessions were
classified as completely bumpy. Only 5% of the haptic sessions were considered
smooth then bumpy.

Difficulty following was calculated by determining the fraction of time the user’s
breath was bumpy throughout the duration of the session. It is on a scale from 0
(completely smooth) to 10 (completely bumpy during the majority of the session).

6 Discussion

6.1 Preferred Interaction Mode

It was expected that biofeedback control would be the preferred type of interaction. In
particular yogic breathing practices, the objective is to bring awareness to the present by
focusing on the body and breath. If the biofeedback interactive system is successful, it
would allow the user to focus solely on their breath and not be concerned or preoccupied
about manipulating the system itself. In actuality, the preferred interaction type was split
among the participants: 48% for manual interaction, 43% for biofeedback interaction,
and 9% with no preference. It appears that the favored type of interaction is simply
dependent on personal preference. Some participants wanted to have direct control over
choosing the breathing rate and did not want to release any control to the system. Other
participants liked that they could give up some control, and just focus on their breath.

Fig. 5. Graph descriptions of breathing rate (BR) over the session duration: (a) flat, (b) gradual,
and (c) bumpy.
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Both types of interaction are still desirable among users. Of the twenty-one par-
ticipants, sixteen made at least one positive comment regarding the manual interaction,
closely followed by fifteen users concerning the biofeedback interaction. One of the
participants who had no preference over a group stated, “I like having the option of
both. If I really wanted to relax, and I only had nine minutes, then I’d want to do the
[manual] one because I would just start right there. But if I maybe had time to do both,
then I would start with the [biofeedback] one and slow my breathing down and then do
the [manual] one again after it’s already there.” It appears that the majority of par-
ticipants liked the option of being able to choose their own breathing rate to follow, but
also liked the idea of easing into the deep breathing.

The main complaint regarding the biofeedback system was that it started off too
quickly. This perspective could be a result of comparison with prior exposure to the
training application used in the informational section of the first day. The breathing
guide in the training session was set to 6 BPM. Additionally, when user enters the
manual session the breathing rate is initially set to 6 BPM. As a result of having either or
both of these experiences before the biofeedback system, the breathing guide would be
alarmingly fast. This is interesting, because essentially the system is mirroring back their
current breathing rate. Adjustments could be made to the system to make a maximum
breathing rate that is still comfortably slow, as to not startle the participant. One par-
ticipant made an astute observation regarding their breath: “I felt like yesterday when I
was doing [the manual session]. I was relaxed but it was like a little boring. But this
gave me something to work towards. Like it showed me how fast my breathing was.
And I was like whoa! Okay! I need to slow it down. So yeah, I did like that. I thought it
was interesting.” As the system carried on, six users commented that they felt that the
system began to prompt them to breathe too slowly. Additionally, four participants
explicitly said they felt uncomfortable as a result of the system starting too fast or too
slow. This is again the result of system’s current limitations. The system would increase
the breathing rate if people had a hard time matching it; however, once they were able to
reach the target breathing rate, it would challenge the participant to breathe slower once
more. A solution could be to stabilize the system once it finds a good match.

6.2 Haptic Guidance

As touch is incredibly intimate and important for well-being. By stimulating the tactile
sense, the user is provided a personal space where the experience is solely their own.
The results of the study support our hypothesis that haptic guidance would be effective
on its own. In fact, overall, it appears that the manual haptic guidance was the most
effective out of all interaction modality cases.

Users in the haptic group noted they liked the pulses because they were subtle or
reminiscent of the cat purring or a heartbeat. There does appear to be a negative initial
association with a phone vibrating. Some participants commented that they felt that
they were receiving a call. However, by the end of the three sessions, this negative
association was faded once the participants became familiar with the vibration pulses as
a breathing guide. Another participant mentioned that the fact that the phone was
encased in a pillow did help remove this negative association as well.
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Out of the three modality groups, the majority of participants in the haptic group
were partial to the manual interaction. All seven members of the haptic group had a
positive comment regarding the manual interaction mode, compared to only five and
four participants in the audio and audio-haptic group respectively. Users in the haptic
group also had the least amount of negative comments to give about the manual
interaction mode: three users had something negative to say, compared to five and four
users in the audio and audio-haptic group respectively. However, the majority of
participants in the haptic group did not like the biofeedback interaction at all. Only 23%
of the positive comments regarding the biofeedback system were from the haptic
group. Additionally, only one haptic user liked that the system eased into the deep
breathing, compared to six and four of the audio and audio-haptic group respectively.
The haptic group’s preference for the manual interaction is also indicative in the
emotional responses for both calculated and subjective relaxation.

Out of the three modality groups, the haptic group’s manual and biofeedback
sessions had the widest discrepancy in relaxation increase. For the average change in
calculated relaxation, there was a difference of 1.3 between manual and biofeedback
sessions, while the audio and audio-haptic group had gaps of 0.1 and 0.6 respectively.
Similarly for the average change in subjective relaxation, the haptic group’s manual
and biofeedback sessions had the greatest difference of 1.7, while audio and
audio-haptic groups had a gap of 0.7 and 0.1 respectively. It is noteworthy that the
manual haptic sessions yielded the highest average change in both calculated and
subjective relaxation overall.

It is interesting to also note that these differences in the haptic manual and
biofeedback sessions are also reflected in the physical responses examined. Overall,
participants in the manual haptic session on average achieved the greatest change in
decreasing their breathing rate by 12.9 BPM. The haptic group also had the widest
discrepancy, 3.1 BPM, between interaction modes for change in breathing rate. The
audio and audio-haptic group had a gap of 0.5 BPM and 1.3 BPM respectively.

On average, the haptic group did have the hardest time following the breathing
guide. 24% of the session breathing patterns was described as completely bumpy,
versus 19 and 0% for audio and audio-haptic groups respectively. However, it is
interesting to notice that only 5% of haptic sessions had a breathing pattern of smooth
then bumpy, as compared to 19 and 24% of users. This might indicate that if the
participant has a good handle on following the guide, they are more focused throughout
the duration of the session.

6.3 Audio-Haptic Guidance

It was expected that the addition of haptic feedback would enhance the audio based
guidance. There have been a few studies that support the effectiveness of vibroacoustic
therapy for relaxation [22, 23] and that the simultaneous stimulation of the auditory and
tactile senses can be more effective than stimulating one at a time [19, 20]. Addi-
tionally, in the particular case of paced breathing, in the previously mentioned study,
Breathe with the Ocean [20] that featured a breathing guidance installation, it was noted
that most users found the synchronization between the wave-like patterns from the
haptic blanket and the audio waves pleasing.
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The general feedback interviews from our study supported the comfortable effect
from the combined stimulation. A few participants remarked that they liked how the
sounds and vibrations worked together, leading to a more immersed feeling. Partici-
pant H reflected, “I actually found the gong noise a lot more relaxing… for some
reason I realized this is actually a good noise. I like this… And I felt that… had the
vibrations not been there I don’t know if it would have the same effect.”

41% of the positive comments for the biofeedback interaction came from the
audio-haptic group, compared to 35% and 23% of the audio and the haptic group
respectively. They also had the less amount of negative things to say about the
biofeedback interaction: 22% versus 44 and 33% for the audio and the haptic group
respectively. Only one participant in the audio-haptic group commented that the system
started off too fast, compared to four users in the audio and three users in the haptic
group.

Interestingly, the audio-haptic group experienced the greatest increase in calculated
relaxation for biofeedback sessions, 2.2 versus 1.6 and 1.9 for the haptic and audio
group respectively. However, the audio-haptic group also experienced the least amount
of calculated relaxation in manual sessions, 1.6 versus 2.9 and 2.0. For subjective
relaxation, audio-haptic manual and biofeedback sessions resulted in a similar value,
3.4 and 3.3 respectively. This is interesting to note because the other two groups
experienced a 0.7 to 1.7 difference between manual and biofeedback sessions.

Overall, the audio-haptic group did have a significantly easier time following the
guide out of the three modalities in both interaction modes with a difficulty value of 0.8
overall versus 2.8 and 2.7. However, it did not necessarily enhance relaxation more
over one stimulation alone, and in some cases hindered it. This supports the previous
results [18], in which smooth controlled breath does not necessarily lead to a greater
sense of relaxation. That being said, participants still expressed pleasure of experi-
encing both stimulations simultaneously.

7 Conclusion

This study investigated the integration of biofeedback and haptic stimulation in mobile
paced breathing tools. In order to explore these areas, a mobile phone application was
developed. The application was highly received overall among participants. On aver-
age, all combinations of interaction and breathing guide modalities resulted in an
increase in calculated and subjective relaxation.

Our qualitative analysis suggests that both manual and biofeedback modes are
desirable. However, the manual mode resulted in greater average calculated and sub-
jective relaxation. Manual mode was observed to be easier to follow overall. This
suggests that biofeedback implementation is not vital in attributing to a greater sense of
well-being. This information could potentially aide in therapeutic settings, as it may not
be necessary for counselors and the high stress population to invest in expensive
biofeedback equipment for stress relief.

The findings of this study also support the effectiveness of haptic guidance on its
own. Although, the haptic breathing guide was observed to be the most difficult to
follow, manual haptic guidance resulted in the greatest calculated and subjective
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relaxation. It also led to the greatest decrease in breathing rate. This may be greatly
applicable to various situational use. There may be certain conditions where audio
guidance is not viable (e.g. too much environmental noise or desire for silence). Many
people also have a personal mobile device which contains a motor, and thus, can take
advantage of haptic guidance benefits.

Lastly, simultaneous audio-haptic guidance led to a greater decrease in breathing
rate over audio guidance, and was the overall easiest to follow. However, it did not
necessarily enhance relaxation more over one stimulation alone, and in some cases
hindered it. Multimodal audio-haptic stimulation may be beneficial in aiding focus to
meet a particular task, but this may impede the user’s full potential to relax.

8 Limitations and Future Work

There are limitations with the interview and survey data due to self-report error. Par-
ticipants may also have suffered from the “John Henry” effect, as they entered the study
expecting to relax which may have provided a bias. There were also ceiling values in
the survey questions, which affected responses of users who came into the session
already in a relaxed state. The analog scale design also led some users to fill in the
circles rather than mark along the line, resulting in an integer value rather than a real
number. In some cases, verbal instruction was necessary to prevent this. It would have
also been effective to video record the meditation sit in order to observe how the user
interacted with the app. It would also be good as a cross reference to help explain
random peaks in the sensor data.

There are also additional limitations with the sensor used. There may be some error
with the readings and delay in response of the user’s current breathing rate. There is also
potentially a timestamp discrepancy between the data from the sensor and from the
mobile device. In future work, it would be beneficial to create a file within the application
to contain start and end times along with the sensor and guide values. This would also
allow us to get a more insight into how close the user was to the guide they were given.

Future work is necessary in order to validate the significance of our findings on a
larger sample scale. It would also be beneficial to make improvements to the biofeedback
system behavior to eliminate discomfort with the guide moving too slowly or quickly.
Future work should also expose participants to experience all three modalities.
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Abstract. Individuals adapt to tasks as they repeatedly practice them resulting
in increased overall performance. Historically, time and accuracy are two met-
rics used to measure these adaptations. Here we show preliminary evidence that
changes in pupil dilation may be able to capture within-task learning changes.
A group of enlisted Sailors and Marines completed forty-eight trials of a cog-
nitive task while their pupils were recorded with a low-cost eye tracking system.
As expected, accuracy increased across trials while reaction times significantly
decreased. We found a strong, negative correlation of pupil size across the trials.
These data suggest that changes in pupil dilation can be used to measure
within-task adaptations.

Keywords: Pupillometry � Pupil dilation � Task adaptation

1 Introduction

When individuals repeatedly complete a task, they improve over time [1]. Under-
standing how individuals adapt or learn a task has been of long interest to researchers.
Traditionally, adapting to a task has been captured by analyzing changes in reaction
time and/or accuracy. For example, in neuroscience and psychology, the serial reaction
task is used to assess attentional abilities, and researchers often analyze the “learning”
of the task by measuring changes in reaction time [2, 3]. Here we propose a different
metric that may capture within-task adaptations: changes in pupil dilation.

1.1 Cognitive Load

Cognitive load has been defined as “a multidimensional construct representing the load
that performing a particular task imposes on the learner’s cognitive system [4]”.
Cognitive load increases as task difficulty increases. Task difficulty can be manipulated
in many ways. For example, by increasing the number of objects or elements and
individual has to interact with while performing a task.
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In contrast, cognitive load should decrease as an individual repeatedly completes a
task over time [5, 6]. Initially, individuals are expected to exert more mental effort as
they are adjusting to a new task. As individuals practice, the mental effort required to
complete the task should decrease because they will be incorporating new skills and
strategies to complete the task. Further, the task should become more automatic over
time [6], and reliance on working memory should decrease as they become experts at
the task [7].

1.2 Pupillometry

Pupillometry, or measuring changes in pupil size, can be used to capture changes in
task difficulty and cognitive load. Dating back to the seminal work by Hess and Polt
[8], researchers have repeatedly shown that as task difficulty increases, pupils dilate or
increase in size. Further, Chen and Epps [9] manipulated cognitive load within a task
and showed that as cognitive load (task difficulty) increased, participant’s pupil sizes
also increased.

Although research has shown that pupils increase in size as task difficulty or
cognitive load increases, little research has evaluated how pupils change when indi-
viduals are learning a new task. Because a task should become more automatic over
time, and cognitive load should decrease, we suspect that pupils will shrink over time.

1.3 Goal Summary

To determine whether within-task adaptations can be captured via pupillometry.

2 Methods

2.1 Participants

Fourty-four (MAGE = 21.2 years, SDAGE = 2.5, 12 females) enlisted Sailors and
Marines enrolled in Air Traffic Control school at the Naval Air Training Technical
Center in Pensacola, Florida, USA participated in this experiment. The U.S. Naval
Research Laboratory Institutional Review Board approved this research.

2.2 Direction Orientation Task (DOT)

The Direction Orientation Task (DOT) is a cognitive task that requires participants to
orient themselves in space to correctly identify the position of a target relative to an
Unmanned Aerial Vehicle’s (UAV) heading. This task is currently being used by both
the United States Air Force and Navy as part of their selection test batteries for pilots.
Participants see two images per trial (see Fig. 1). On the left image, they see a map that
shows the heading of the UAV. On the right image, they see a view of four parking lots
that are directly ahead of the UAV’s position. Participants are asked to correctly choose
which lot depicts one of four randomly selected parking lots (viz., North, South, East,
or West Parking Lot). For example, if the UAV has a heading of 270° (i.e., heading
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directly west) and they were asked to choose the west parking lot, the correct answer
would be the parking lot at the top of the image (see Fig. 1). If they were asked to
choose the west parking lot, the correct answer would be the lot at the top of the camera
view. Each trial is randomly generated with heading varying in 30° increments.
The DOT has 48 experimental trials. Participants either get the trial correct or not.
Completion time for each trial is also recorded. See Ostoin [10] for more information
about the DOT.

2.3 Eye Tracker

Pupil data were collected at 60 Hz using a Gazepoint GP3 Desktop eye tracking
system. The eye trackers were calibrated for each participant with the Gazepoint default
software before beginning the experiment.

2.4 Monitor

Dell 1708FPt monitors were used for this experiment. The DOT was centered at a
resolution of 1280 � 1024.

2.5 Procedure

All participants read and signed a consent form before beginning the experiment. After
becoming comfortable in their seats, the eye trackers were adjusted and calibrated for

Fig. 1. Example trial from the Direction Orientation Task (DOT)
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each participant. Calibration was completed using the Gazepoint’s nine point calibra-
tion procedure included in their Gazepoint control software. Participants were
instructed to minimize their head movements during the experiment. They completed a
short tutorial of the DOT, completed a dozen practice trials with feedback, and then
completed the 48 experimental trials. See Fig. 2 for an example computer setup.

Fig. 2. Example setup using the Gazepoint GP3 Desktop eye tracker
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3 Results

3.1 Pupil Cleaning

Each data type recorded by the Gazepoint system has a corresponding binary quality
measure which indicates whether the system considers that data point to be either good
or bad. Data that the Gazepoint GP3 system identified as bad were replaced using linear
interpolation, and within-subject outliers were corrected using a Hampel filter [11].
Linear interpolation was done using the ‘zoo’ package [12] in R [13]. Outlier removal
(i.e., Hampel filter) was done using the ‘pracma’ package [14] in R. Data from eleven
participants were excluded due to excessive movement during the experiment resulting
in more than 90% data loss by the eye-tracker. More information about that data loss
(and data loss from other projects) is also being presented at this conference [15]. The
final correlation between left and right pupil was high (r = .90) so all analyses were
done with the right pupil.

3.2 Primary Analyses

Overall, participants answered 61% of the DOT trials correctly with an average response
time of 7.95 s. As expected, accuracy on the DOT increased across trials (r = .24,
p = .10, see Fig. 3) while reaction time significantly decreased (r = −.58, p < .01, see
Fig. 4). Both suggest participants adapted and improved on the DOT across trials.
Analysis of the pupil data revealed a strong, negative correlation (r = −.83, p < .01, see
Fig. 5) across the trials. That is, participants’ pupils shrank as they advanced through the

Fig. 3. Accuracy (percent correct) for all participants across all trials of the Direction
Orientation Task (DOT)

308 C.K. Foroughi et al.



Fig. 4. Average trial completion time (seconds) for all participants across all of the trials of the
Direction Orientation Task (DOT)

Fig. 5. Average pupil size (pixels) for all participants across all of the trials of the Direction
Orientation Task (DOT)
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entire task. See Fig. 6 for individual participant changes in pupil size across the task.
Additional analysis revealed that pupil data did not predict overall task performance
(r = .05, p > .25) suggesting that workload and the random presentation of trials were
not confounding factors. These data suggest that changes in pupil dilation can be used to
measure task adaptation, and that this relationship is stronger than other measures of task
adaptation (i.e., changes in trial time and accuracy).

4 General Discussion

The goal for this research was to investigate the possibility that changes in pupil size
could capture within-task adaptations. This preliminary data show that changes in pupil
size do relate to within-task changes over time. Specifically, we found a strong, neg-
ative correlation between pupil size and time (i.e., across trials).

Future research is needed to expand upon these results. First, replicating these results
on other samples and with other tasks would help shed light on the generalizability of
this finding. Additionally, it would be useful to determine how long it takes someone to
completely adapt to a task. Our data suggest many individuals had not yet hit their
“floor” so more trials/time may be needed. Also, it is likely individual differences exist
in terms of how long it takes someone to adjust. With more data, it may be possible to
look at varying slopes to determine if certain individuals learn/adapt faster.

Of note, this data was captured using a low-cost eye-tracking system. Thus, we add
to a growing body of literature that shows that low cost eye-tracking systems are
capable of collecting meaningful data [16, 17].

Fig. 6. Standardized pupil size for select participants across all of the trials of the Direction
Orientation Task (DOT).
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Abstract. Commercial off-the-shelf (COTS) wearable devices can provide
easily deployable physiologic measurement systems that generate large amounts
of crucial health status data. This data, although similar to physiologic data
recorded and used routinely in the health care environment, lacks validation in
the non-clinical environment. To address this gap in knowledge and to translate
clinical expertise to the field we examined healthy volunteers attempting a
strenuous task of crossing the Grand Canyon from rim to rim (R2R) in a single
day. Subjects completed a pre-crossing questionnaire with baseline biometric
measurements and blood collection for analysis of a comprehensive metabolic
panel. Enrolled subjects were then asked to wear COTS wearable fitness devices
as they attempted the crossing. Subjects were asked to provide a post-crossing
questionnaire, repeat biometric measurements and blood collections. We
obtained 52 complete sets of pre- and post-hike blood samples. We identified
multiple significant changes in metabolic measurements consistent with
expected stresses endured. In addition to the subjective fatigue expectedly
reported by subjects, subjects had signs of significant muscle breakdown, yet no
subject required immediate medical attention upon completing the task. We
linked these clinical markers of stress to the physiologic output from COTS
wearable devices and are now able to translate the output measures of these
devices to meaningful clinical outcomes. In addition, we have begun to establish
new expected ranges for physiologic data during extreme stress that does not
require immediate medical attention. This data is crucial to defining usage
parameters for wearable devices in deployed field settings.

Keywords: Health promotion � Medical information system and its
application � Quality of life and lifestyle � Real life environments

1 Introduction

Hikers in Grand Canyon National Park (GCNP) who choose to hike below the canyon
rim face a challenging environment with extreme temperatures, often exceeding 100 °F
in the summer shade with heat indices regularly above 120 °F in the baking sun.
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These extreme temperatures, coupled with steep elevation gradients on all hiking trails
in the canyon, in addition to limited access to shade and water, can place unprepared
hikers into perilous situations in which they encounter significant health risks. GCNP
Park Rangers who patrol below the canyon rim are trained emergency medical services
(EMS) providers who care for over 300 backcountry patients annually, over 175 of
whom require helicopter evacuation from the canyon’s depths due to the acuity of their
condition [1]. Rangers are highly trained in recognizing and treating common heat
illnesses, including dehydration, heat exhaustion, heat stroke, hyponatremia, and
rhabdomyolysis. To effectively diagnose and treat patients in the remote backcountry,
many rangers carry point-of-care blood chemistry analyzers. These devices are extre-
mely beneficial to the rangers who are tasked with treating ill or injured hikers,
however the physiological changes in healthy hikers not presenting with an illness or
injury is relatively unknown.

With the advent of a preponderance of wearable devices capable of collecting data
on performance metrics and biomarkers [2–5], there is an ability to measure markers of
health in the field continuously, which may be a significant benefit in a remote field
setting with limited access to equipment or laboratory studies. Studying R2R hikers to
determine clinical markers of current health status via blood sampling in conjunction
with wearable device metrics provides an opportunity to correlate the two tools, as well
as to identify potential markers of extreme physiological stress that exceed traditional
physiologically normal parameters but may not require immediate medical attention.

The R2R WATCH study collected data through three methods: (1) wearable
devices, (2) survey administration, and (3) blood samples before and after hike.
Overall, this data included physiological data, cognitive decision-making abilities,
blood chemistries, and a variety of biomarkers including heat shock proteins, arginine
vasopressin, and inflammatory markers. By collecting this data, findings may be
applied to public health and safety strategy in public lands and backcountry environ-
ments. We will describe results from blood sample analysis and correlation with
wearable device metric data, and its broader applicability to improving early recog-
nition of physiological stress.

2 Study Collaboration

Hiking the Grand Canyon’s 24.2 mile R2R hike is an extreme task, requiring hikers to
descend 6000 feet from the canyon rim to the canyon bottom, cross the Colorado River
via a small footbridge, and then ascend the opposite side of the canyon to the other rim.
This hike is only possible in the five months spanning the hot summer season of
Arizona, from May to October, as the North Rim of the canyon is closed to the public
in the cold, snow-covered winter months. The limited time-frame in which this hike is
possible inadvertently pressures hikers to partake in this challenging task in a higher
risk environment with heightened temperatures and sun exposure.

The University of New Mexico (UNM) Medical Center’s EMS Consortium, a
group of EMS physicians, began providing pre-hospital medical direction to the
EMS-providing park rangers of GCNP in 2014. As R2R hiking has increased in
popularity due to articles in popular hiking, running, and outdoor magazines and
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newspapers, GCNP rangers began to anecdotally observe an increasing strain on rescue
resources in the park. Rangers began to observe the R2R hiking population more
closely and counted over 1,000 individuals attempting this strenuous crossing in a
single day during the busiest weekends of the year. This massive influx of hikers
significantly impacts GCNP in a variety of ways. Increased hiker traffic degrades trail
conditions more rapidly, increases the strain on backcountry waste management
facilities, and increases the need for urgent/emergent rescue, placing an exhausting tax
on the search and rescue (SAR) rangers of GCNP and increasing the risks to rangers as
they participate in rescue operations, many of which are inherently high-risk. A former
park ranger and a UNM Emergency Medicine physician began collaborating on an
interest in understanding in greater detail the nutritional habits and physiological
performance of R2R hikers. This was done with the goal in mind of providing more
comprehensive information to hikers and increasing their preparedness thereby helping
to mitigate the risks they would take.

The R2R study began collecting data on hikers in 2014, and through a partnership
with Sandia National Laboratories (SNL), specifically a cognitive psychologist and a
geneticist, to examine the efficacy of wearable devices to collect cognitive and phys-
iological data and apply this information to improving warfighter health through early
recognition of cognitive of physiological deterioration.

3 Empirical Background and Literature Review

3.1 Physiological Markers

As the human body experiences physical stressors, many compensatory changes are
made in an attempt to maintain a certain level of homeostasis. Many of these changes
vary from individual to individual and certain aspects are particularly distinct when
comparing fit individuals to their less fit counterparts. Commonly measured physio-
logic markers include respiratory rate, oxygen saturation, heart rate (HR), temperature,
and oxygen delivery/consumption by the body [6].

Respiratory rate is often used as a surrogate for the more clinically important
minute ventilation which can increase up to 20-fold from a resting state generally
around 5–6 L/min to greater than 100 L/min in a maximal exertional state [6]. This
increase in minute ventilation enables the body to maintain oxygen saturations as well
get rid of CO2, the byproduct of much of the metabolic activity within the body.
Minute ventilation increases as the body’s demand for oxygen increases during intense
physiologic stress. Interestingly, in a healthy individual, oxygen delivery to tissues is
not limited by respiratory rate but rather by the blood’s ability to deliver and unload
oxygen to tissues at a cellular level [2].

Given the importance of oxygen delivery to tissues via red blood cells (RBCs), it
makes intuitive sense that HR would increase during times of stress. This is easily
measured non-invasively. However, it is more than simply increasing the rate at which
the heart beats which leads to a higher circulating blood volume and cardiac output
(CO) [6]. Stroke volume is exceedingly important to maintaining adequate cardiac
output and it is here that previous studies have shown that there is a tremendous
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difference between well trained athletes and those who do not exercise regularly in
terms of their body’s ability to drastically increase the volume of blood with each
coordinated contraction of the heart [6].

The body’s blood vessels also help to improve tissue oxygen delivery by vasodi-
lating [6]. As more blood can be delivered to the various tissues in the body, more
efficient use of oxygen can be attained. This is measured indirectly by the VO2 max.
Many of today’s wearable devices can fairly accurately measure VO2 max [6],
something that was once only able to be measured in confined labs. In addition to
supplying more blood to tissues in need of substrate, vasodilation helps the body cool
down. The human body is normally only roughly 25% efficient when it comes to
converting nutrients into physical work, thus releasing ample heat as a byproduct.
Vasodilation coupled with evaporation are major pathways the body uses to cool down
and prevent overheating. Assessing skin temperature as well as electrodermal activity
are useful markers of physiologic stress and the body’s response and efficiency [6].

All of these physiologic markers likely play a role in how successful an individual
is during physical stress and it is our goal to correlate these findings with results in
endurance activities such as the R2R in order to better predict who will outperform
others and to ascertain a “new normal” when it comes to physiologic stress and
performance.

3.2 Biomarkers

Along with physiological markers of exertion, several biomarkers can be measured via
blood work that reflect the stress of exercise [7]. These biomarkers can be used to
monitor fluid status, muscle metabolism, and renal function [7]. Several biomarkers of
specific importance to our study include serum creatinine, and creatine kinase.

Serum creatinine is an important marker for kidney function [7]. Clinically it can be
used to estimate the glomerular filtration rate (GFR) which is used to monitor kidney
function. Creatinine may become elevated in a number of clinical situations, but during
exercise it is usually a reflection of dehydration [7]. Acute kidney injury (AKI) is
defined as an increase in creatinine and BUN (another marker of renal function). Some
criteria for defining AKI describe a sudden twofold increase in creatinine from baseline
as injury. It has been suggested that athletes or those conditioned for endurance
activities may have higher baseline creatinine and increases may not reflect the same
decline in kidney function as the general population [7].

Creatine kinase (CK) can be found in skeletal muscle, the heart, and the brain and is
largely measured as a byproduct of muscle use and/or damage [7]. It is commonly
elevated in healthy people after exercise and can be used as a qualitative marker for
skeletal muscle microtrauma [9, 10]. Correlations have been previously identified
between concentrations of CK and intensity as well as duration of exercise [7]. The
highest increases generally occurring after intense, endurance activities [7]. A compli-
cation of excessive muscle activity, which is reflected by extremely elevated CK, is
rhabdomyolysis [9]. This disease process can cause acute renal failure, electrolyte
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abnormalities, and hypovolemia [9]. Risk factors for developing rhabdomyolysis
include heat, stress and dehydration [9]. Interestingly, it has been found that baseline
CK may be higher for active people than those who are more sedentary [9]. This has an
important implication when monitoring the CK of individuals who have participated in
endurance activities. They may remain asymptomatic with levels normally associated
with adverse effects. However, persistent elevations in CK may accompany decreased
exercise tolerance and decline in performance [7, 8].

It is known that athletes, especially those who participate in endurance activities,
may have different reference ranges for common clinical lab values than the general
population [10]. In this study, it is the goal to create new reference ranges for active
individuals in order to better discern true disease processes from upper limits of normal
[7].

4 Experimental Design

Data collection occurs over two separate weekends, structured around peak hiker
weekends in May and October. Data collection stations are set up at the three main
trailheads at the Grand Canyon for hiker enrollment and the collection of start and
finish data. A team of researchers also collects data at the bottom of the Grand Canyon,
the midpoint of the hike.

Hikers are consented into the study through an institutional review board-approved
consent process. They are then enrolled into a three-tier study: (1) survey, (2) blood
draw, (3) wearable devices.

4.1 Subjects

In October 2016, 288 subjects out of a possible study population of 951 hikers, were
enrolled as study subjects. 50 subjects provided wearable device data. In combined
efforts between May 2016, one of the original R2R study weekends prior to UNM’s
collaboration with SNL, and October 2016, 60 subjects provided pre and post blood
samples, with 52 complete sets of data.

Data is collected from volunteer hikers, who are not recruited to hike the
Rim-to-Rim hike, but instead are enrolled as they approach the trailhead on their
already planned hike. This is done to discourage recruiting an unfit subject who may
become ill or injured during their hike due to a lack of preparedness.

4.2 Survey

Potential subjects are asked to participate in a survey administered at the start, middle,
and finish of their hike, assessing nutritional intake, basic biometric data, previous
experience, activity times, and self-reports of fatigue and preparedness.
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4.3 Wearable Devices

Hikers are given wearable devices including fitness wristwatch devices, temperature
recording device, an enhanced GPS recording device, environment temperature
recording devices, chest straps, smart hats, core temperature devices, and sensor shorts.
All wearable devices are non-invasive and COTS products. The goal of this project was
to evaluate specifically the efficacy of point estimates of heart rate as measured by a
finger oxygen pulse oximeter and the continuous optical heart rate measurements by
wearable COTS.

4.4 Bloodwork

Subjects are asked to participate in two blood draws (start and finish). Due to logistical
limitations, only subjects traveling from the South Kaibab to North Kaibab trail are
included in this part of the study. A sample of venous blood is acquired through
venipuncture by individuals trained in phlebotomy. One 6 mL tube of blood for serum
and an additional 6 mL tube of blood for plasma is drawn from each hiker at the start
and finish of the subject’s hike. Plasma collection tube contains lithium heparin to
prevent clotting. Both collection tubes are centrifuged on site for 15 min at about
1200 � g at ambient temperature, and collected serum and plasma samples are
immediately placed on ice. Due to the remote location of the collection site, samples
are kept on ice until analysis. A comprehensive metabolic panel and total creatine
kinase was obtained from serum samples. Samples were analyzed at the TriCore
Reference Laboratory using standard clinical techniques.

5 Data Analysis

Peripheral blood samples from subjects before and after the canyon hike were com-
pared for markers of stress and muscle damage. Serum creatine kinase (CK) is a
standard clinical marker of muscle damage. Serum CK levels were significantly ele-
vated in subjects after completing the hike (p < 0.0001, Fig. 1). In addition, we
compared the distribution of serum CK concentrations before and after the task to the
distribution of CK concentrations from the large NHANES population database.
NHANES is the National Health and Nutrition Survey is a program of studies designed
by the Center for Disease Control (CDC) to assess the health and nutritional status of
adults and children in the United States [9]. Data from the NHANES project is pub-
lically available and data from the 2013–2014 data set was used as a population
reference in this study. Figure 2 reveals that our starting concentration distribution
closely matches the population data. Conversely, finish CK concentrations had a very
different distribution shifted towards higher serum concentrations. These findings are
consistent with the canyon hike resulting in a significant physiologic stress causing
muscle breakdown. This data also reveals that a CK concentration of 500 IU/L is an
important inflection point between starting concentrations and finishing concentrations
as well as between normal population values and finish values.
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Using a serum CK concentration of 500 IU/L to stratify our subjects into two
groups we evaluated the self-reported fatigue of subjects. All subjects reported high
levels of fatigue, but there was no difference between groups defined by CK levels
(p = 0.09, Fig. 3). Self-reported greatest fatigue was also not significantly different
between groups (p = 0.30).

We evaluated the ability of heart rate measurements to identify changes in subjects
after a canyon crossing. Figure 4 is a comparison of subject heart rate before and after
crossing the canyon. Post-crossing heart rates were significantly higher (p < 0.0001).

Fig. 1. Serum creatine kinase levels in healthy volunteers before and after crossing the Grand
Canyon from rim to rim (n = 58 start, 53 finish p < 0.0001 for paired T-test).
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We then compared the distribution of start and finish heart rates to NHANES popu-
lation data (Fig. 5). Both start and finish heart rate distributions were different from
resting population norms as well as from each other.

Finally, we examined the continuous heart rate measurements via wearable COTS
devices as they related to the clinical measurement of muscle damage via serum CK.
Figure 6 reveals that subjects with higher heart rates as measured over the course of
their crossing had higher serum CK levels.
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6 Conclusion

We evaluated subjects engaging in a strenuous physical activity as they crossed the
Grand Canyon on foot from rim to rim. These subjects endured significant muscle
damage as measured by release of intracellular creatine kinase. We then evaluated
whether we could ascertain a non-invasive marker that would correlate with the
observed muscle damage. Self-reported measures of fatigue were inadequate. This
could be because fatigue is the wrong subjective symptom. Future studies could
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evaluate self-reported measures of muscle soreness as an alternative. In addition, the
severity of the task resulted in significant right censoring of subjective data as many of
the subjects reported their greatest fatigue as “worse possible”. This further emphasized
the need for an objective measure of stress.

Heart rate is a relatively easily obtained objective measure of physiologic perfor-
mance. Many athletes use heart rate responses as an important part of the training,
clinicians rely on heart rate measurements for screening, assessing response to thera-
pies, and for continued monitoring of a patient’s health. We hypothesized that heart rate
measurements in volunteers engaging in a strenuous activity successfully would be
very different from established populations norms. We found that Grand Canyon
crossers had higher heart rates than NHANES data even before starting their crossing.
This was expected as NHANES resting heart rates were taken after sitting still for
4 min. Grand Canyon assessments reported here were while standing immediately
before they engaged in the crossing. Many subjects had hiked a small distance or even
ran to the trailhead accounting for the shift in heart rates. Importantly, subjects who had
successfully completed the Canyon crossing had even higher heart rates. These heart
rates if found in a patient in a clinical environment would raise concern for illness,
abnormal heart rhythms or other disease processes necessitating intervention. However,
in this setting subjects with elevated heart rates were actually successful in completing
the task and the only intervention many were looking for was hydration and rest. These
data highlight the need for establishing appropriate normal ranges for individuals
engaging in strenuous, but not life threatening tasks.

In addition to establishing an expected shift in normal heart rate values in the
setting of strenuous activity we were also able to identify an additional rightward shift
in subjects who had objective measures of increased muscle damage. In subjects whom
we measured both CK levels and had continuous heart rate monitoring we were able to
find that higher CK levels were linked with a shift in heart rate values to an even higher
level. This has important implications for monitoring subjects during activity. As we
continue this study design we hope to refine the signal of increased damage and try to
establish the ability to detect this decline in health in real time. This would have the
advantage of not only assessing a subject’s performance in real time, but offering some
prediction into next day performance as the amount of injury an individual sustains will
impact their following performance.

COTS device data can be correlated with direct physiologic changes observed in
blood work. This holds significant applicability in the austere or remote setting as
access to laboratory equipment or point-of-care testing is often limited, inaccessible,
and costly. COTS devices, however, are non-invasive, readily available, affordable, and
easily analyzed.
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Abstract. This paper discusses the technical and philosophical challenges that
researchers and practitioners face when attempting to classify human emotion
based upon raw physiological data. It proposes the use of a representational
learning approach that adopts techniques from industrial internet of things
(IoT) solutions. It applies this approach to the classification of emotional states
using functional near infrared spectroscopy (fNIRS) sensor data.
The algorithm used first pre-processes the data using a combination of signal

processing and vector quantization techniques. Next, it found the optimal
number of natural clusters within human emotional states and used these as the
target variables for either shallow or for deep learning classification. The deep
learning variant used a Restricted Boltzmann Machine (RBM) to form a com-
pressive representation of the input data prior to classification. A final single
layer perception model learned the relationship between the input and output
states.
This approach would be useful for detecting real-time changes in human

emotional state. It is able automatically create emotional states that are both
highly separable and balanced. It is able to distinguish between low v. high
emotional states across all tasks (F1-score of 71.4%) and is better at forming this
distinction for tasks intended to elicit higher cognitive load such as the Tetris
video game (F1-score of 87.1%) or the Multi Attribute Task Battery (F1-score of
77%).

Keywords: Affective computing � Cognitive computing � Brain signal
processing � Brain computer interfaces � Decision-making � Decision support
systems � DSS � Machine learning � Deep learning � Classification

1 Background and Problem Definition

1.1 Existing Approaches

When it comes to detecting emotional states using sensor data, researchers are often
looking for changes in sensory data or for patterns within sensory data. While there are
many approaches researchers use to model physiological behaviors, two major
approaches are provide useful background upon which to illustrate why it can be a
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challenge to create grounded models. First, many models strives to detect changes in
states or it tries to tie recently seen behavioral patterns to known types of patterns
[1–4]. Second, many approaches strive to in some way represent the state of a system in
order to compare and contrast this representation with historically representations
[5–8].

Signal Detection Models. These approaches tend to either try to detect changes in
physical states by monitoring any of a number of different types of sensors [3, 5, 7].
This relies upon the homeostatic characteristics of physiological systems. When
humans engage in activity certain regions become excited relative to their historic
baseline. When the activity ceases, these regions return to a state of normalcy. While
there is certainly noise in the baseline level of behavior, signal processing approaches
can detect the larger changes in state that take place during periods of activity. This
approach is highly extensible to a variety of types of sensor modalities.

Representational Models. Another approach examines recent patterns in sensory data
and compares and contrasts it with previous patterns or with known patterns [4, 9]. This
approach can cluster patterns and, in an unsupervised fashion, find the common and
less common groupings. Alternatively this approach can try to match a piece of sensory
data and see how similar it is to a number of known patterns. This approach is flexible
for detecting a number of types of different states.

1.2 Existing Challenges

While both the signal detection and representational approaches have advantages, they
also can be challenging to use both for researchers and for practitioners. They struggle
from a scientific, from a philosophical, and from a technical perspective. Scientifically,
it is challenging to generalize the results of one model. Philosophically it is challenging
to establish consensus from phenomenological experience. Technically it is challenging
to build scalable, real-time models.

Technical Challenges. Most models typically strive to either provide state of the art
accuracy or state of the art scalability. Both problems are limited by the algorithms and
computational power present. From an algorithmic perspective, many models also
struggle when the number of features is quite large and when the number of examples is
small. This is a common problem encountered by researchers working on creating
neural networks for image or for speech recognition [4].

Scientific Challenges. The psychophysiological sciences have used quantitative
research methods to study and to model psychophysiological data. However, to build
an effective model, researchers typically need a large amount of historic data for each
participant [1–3]. However, this is not practical in an applied setting since there are
often competing demands for researchers to build that work for a variety of individuals
with a very short training period. Such difficulties stem from unrealistic requirements
for humans to have shared emotion. This means that these models struggle with
reproducibility and with generalizability.
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Philosophical Challenges. Models that strive to represent known emotional states
become increasingly fragile for ideas whose properties are challenging to opera-
tionalize [10]. If it is hard to capture an idea using language, it can also be hard to
measure that idea. Additionally, causality is challenging to establish for complex
system whose behavior is non-linear [11, 12].

2 Literature Review

2.1 Grounding

Grounded models are models that base their representations upon externalized events. In
the case of physiological models, external events signify things such as human cognitive
or emotional states. However, these states are often subjectively defined either by
researchers or by some form of social consensus [11, 13, 14]. The reason for this comes
from the question of whether any two humans experience the same emotion and if they
do whether their subjective experience is similar. Language is a codified form of social
consensus. However, even if researchers have a common language to describe a
problem, it does not necessarily mean that they can operationalize this problem. If it is
difficult to operationalize, it is difficult to express analytically. Grounded theory is an
alternative approach that suggests researchers should first focus upon measuring a
system and then find efficient ways to express the system. This approach is analytically
useful but critics state it calls to question the classic approach to hypothesis testing.

2.2 Cognitive Representation

Cognitive Spaces. Humans use perception to form internal representations of stimuli.
These representations are influenced by innate perceptual limits and or perceptual
biases. For example, humans can only perceive certain colors of light, certain wave-
lengths of sound, and stimuli that last at least a certain period of time [15, 16]. While
these perceptual limits vary slightly from individual to individual but there is enough
similarity in these limits across individuals that humans ostensibly have shared per-
ceptual experiences. The geometry of thought is an idea that describes the shape and
structure of regions of perceptual sensitivity. These geometries have regions of
heightened sensitivity relative to nearby regions. Understanding perceptual biases
allows for a grounded understanding of human experience. While it will not predict
how an individual will react, it will help predict the degree of sensitive the individual
will have to a given perceptual stimuli. Psychometrics uses these cognitive spaces to
help design technologies that are more congruent with the human experience.

2.3 Limits of Language

While cognitive spaces help researchers build perceptual models, as stimuli become
less direct it becomes harder to create grounded models. Language is essential for
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coordinating cognitive representations. Coordination is necessary to ensure congruency
between repeated exposures to similar stimuli. Language is more useful for coordi-
nating when the stimuli represent tangible objects rather than abstract concepts [13,
14]. Material objects allow the individual to tune the way that their internal cognitive
representation links to their internal linguistic representation.

Social Constructivist Narratives. In addition to communicating shared perceptions of
external objects, language can also communicate shared mental states. Such mental
states can be emotional or they can be cognitive [13]. Shared cognitive states represent
ideas or concepts that language constructs. Social narratives help to construct these
ideas. The narratives represent a series of imagined episodic experience. An episodic
experience is a type of memory that involves experiences taking place over time that
involve one’s own sense of self identity. Such narratives are powerful because they are
highly relatable. Narratives are relatable because individuals can substitute the expe-
riences in the story with their own.

Hermeneutical Concerns. As ideas become more complicated or even abstract, it
becomes increasingly difficult to describe an event or object with language. From a
learning perspective, we can think of language as a scaffold that shapes and restricts
thought. Socially constructed narratives assist in creating consensus amidst ambiguity.
However, such narratives are also capable of becoming ungrounded [17]. Whether
grounded or not these narratives become ideas that can spread. Such ideas can become
pervasive which makes it challenging to separate the grounded from the ungrounded.
This affects models since models built on language may not reference a common set of
properties and these properties can change over time.

2.4 Complexity

Large systems with many variables become technically challenging to analyze. How-
ever, complex systems with nonlinear variables become philosophically challenging to
analyze. A nonlinear variable is one whose future states are a function of both external
influence, such as from neighboring variables, and the previous states of itself [12].
Nonlinearity compounds the challenges that signaling challenges of language. Such
systems become ineffable. These variables often have phase transitions that take place.
These transitions define the migration of variables between multiple stable states.
Multiple states creates non-stationary distributions within these data. Grounded models
need a technique to account for the continuously changing nature of these variables.

Coordination of Action. Due to the nonlinear properties of complex systems, taking
action becomes challenging. Humans tend to interact with such systems in a continuous
and dynamic fashion. Action becomes a continuous sequence of making decisions just
in time to avoid catastrophe [6, 10]. Previously successful actions will not always
guarantee a successful future outcome. Understanding the scope of variables that are
currently involved in an undesirable, chaotic state will assist in understanding the scope
of action required to control the system.
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2.5 Internet of Things

The internet of things (IoT) is a recent change in internet technologies has allowed
researchers to examine the behavior of many devices simultaneously. This internet of
things can be broken up into two kinds: industrial and consumer. The industrial internet
refers to the incorporation of telemetry data from computational devices that monitor
the behavior of artificial systems. The consumer internet of things is conceptually
similar to the industrial internet except that the devices monitor the physiological data
of individuals. Beyond their conceptual similarities, these two forms of IoT also have
structural similarities.

Industrial scenarios involving sensor apparatuses on interconnected devices lead to
data sets that have similar levels of complexity and ambiguity as psychophysiological
data. In these scenarios, analytical models also struggle with grounding problems [18].
Such classification models strive to become representational through internalizing
certain characteristics of the properties of the external objects or events. They work
well in cases where the external object is a physical, external object whose properties
are bound by certain constraint. However, these models also become increasingly
fragile in cases where objects have as many properties as examples or for ideas whose
properties are challenging to operationalize. Rather than using machine learning to
perform classification-oriented tasks in these cases, researchers use analytic techniques
to first detect aberrant operating conditions. Next they group data based upon simi-
larities. Finally researchers can start to reason about the recurrence of higher order
patterns.

Both types of IoT lead to data sets that have similar levels of complexity and
ambiguity. Both measure systems capable of forming feedback loops. Finally, both
contain a high amount of ambiguity from extensibility, heterogeneity, dynamic sce-
narios. Because of the conceptual similarity, it seems reasonable that approaches that
work well for one form of IoT would work well for another.

3 Proposed Solution

Combating these challenges will require an approach that is agnostic to different types
of human perception. Drawing from the approaches from the industrial IoT and through
employing a combination of supervised and unsupervised learning in efficient,
real-time deployments practitioners can overcome some of the challenges mentioned
above. This approach involves three stages. First, it creates an efficient lower order
representation capable of detecting changes in state in real-time. It does this through
efficiently encoding the input variables. Second, it performs a higher order level of
inference that allows for cross-modality comparisons to take place. It does this through
the use of unsupervised machine learning. Third it connects this representation of the
data to external states. It does this using categorical techniques. Finally, by viewing this
solution as a generic platform rather than as a single model, this approach can work in
conjunction with intelligent systems or with decision-support systems (DSSs) [10, 11].
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3.1 Lower Order Representation

This approach start by attempting to compress the variable inputs into more efficient
representations. It uses the rarity of these representations to detect abnormal events.
This process of efficient internal representation combined with change detection is
intended to share some of the properties of human cognition. This inductive inference
approach allows the model to detect unique states for each individual while also paving
the way for more efficient subsequent comparisons.

Encode. Representational learning often used as a part of feature engineering. Various
techniques can be used to encode the input variables. For example, principal compo-
nents analysis has become a common way to reduce the dimensionality of input data
prior to use within subsequent models [3–5]. Other techniques could include statistical
normalization, binning, vector quantization, wavelet transformations, etc. [1, 8].

Detect. Once encoded, this approach examines the rarity of this encoded representa-
tion. Depending upon the type of encoding this can either be probabilistic or para-
metric. If the encoding is a quantization or a classification scheme then rarity would be
the probability of obtaining this outcome. If the encoding is not discrete then use the
distribution of values associated with a variable to assess the probability of obtaining
the observed value. If an observation is sufficiently rare, then it indicates a potential
change in state. Sufficiency can be explicitly set as in the case of a heuristic threshold. It
can also be implicitly set using a kinetic approach that adapts this threshold to ensure
that only a certain percentage of observations rise above this limit. Once elevated these
observations trigger the next stage of comparison.

3.2 Higher Order Inference

The next step of this approach examines starts by grouping input observations based
upon similarities. This grouping utilizes unsupervised machine learning techniques to
encode the notion of similarity into a new feature. This conceptual grouping of events
with similar internal representations is inspired by the way humans conceptually group
objects. This higher order feature will allow the last stage of the approach to more
efficiently perform compositional learning. Such learning is capable of connecting
higher order changes in individual states across participants in reference to objects or
events.

Cluster. Many types of clustering techniques will allow this technique to detect
similarities. For example, centroid-based techniques, higher-dimensional representa-
tions, density-based models, etc. In addition this approach can use many different types
of metrics to detect similarities for example: co-occurrence, concomitance (rank-order),
covariance, correlation, cosine, etc. [8, 11].

Hierarchical Inference. Note that so far this technique is a combination of bottom-up
detection and top-down cross-correlation. This approach can more accurately bet
thought of as an approach that contains potentially many iterations of this process. Each
iteration allows this approach to account for an additional layer in the functional
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hierarchy of the complex system. However, in this case one iteration should be simple
enough for the intended use case.

3.3 Externalization

Once this approach has efficiently encoded the incoming information and has per-
formed an internal representation of the external states via clustering, it can now
connect these representations to external states [10, 13, 14]. Once mapped to external
states, this approach can optionally recommend a course of action based upon a
relationship between these external states and the relevant action.

Classification. This approach performs classification of internal representations by
mapping these representations to external states. This will work well in cases where the
external object is a physical, external object whose properties are bound by certain
constraints. This connection is made possible using examples of known states or
through the inference of such states. Known states make use of language and,
optionally, domain experts who can use such language to label new events. Inferred
states from the use of an iterative method where an input stimuli intended to evoke a
certain state precedes the analytical representation of the state.

Action Mapping. Once labeled, this approach has the option to connect internal
representations to potential actions. While this mapping may start out using a set of
suggestions, over time it can improve. The success of these actions in turn can influ-
ence the future likelihood of taking such actions given the current internal represen-
tation. In so doing this is a form of top-down inference influencing bottom-up detection
techniques. This form of cross-modality inference allows this technique to yield con-
sistent performance across a variety of use case.

3.4 Extensibility and Integration

This approach will offer good scalability as well as high degrees of accuracy. It is
flexible in terms of which algorithms constitute the subcomponents of the approach. It
will also be extensible to many new types of sensory signals. Its techniques that focus
upon change detection and upon creating conceptual groupings are similar to how
humans form internal representations of the world. Finally, because it builds in iterative
layers that are first based upon efficient representations of the underlying signals, it is
also analytically grounded. Because of these properties, this approach should work well
in a variety of contexts across deployments that contain a multitude of simultaneous
sensory signals so long as such system contain functional hierarchies of complexity.

Viewing this approach as the creation of a platform rather than as the creation of a
model focuses upon integration within DSSs and upon the its use within intelligent
systems It also helps prevent the over learning that can take place when building
models to fit rather than to express a data set.
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4 Experimental Methods.

To test this approach to creating grounded physiological models of human emotion I
applied it to a data set originally used by _. The inputs for this algorithm are the raw
physiological data. The outputs or targets for this algorithm were participants’
self-reported emotion data. This algorithm performs several tasks. First it pre-processed
the data from the experiment. Next it transformed both the input data and the output
data. Finally, it learned the relationship between the target and output data. I build the
algorithm using the Python programming language and the Scikit-learn library [19].

4.1 Context

The original study had 20 participants who either watched videos intended to elicit
specific emotional response or who performed either a multi-attribute task or a Tetris
task [1, 2]. Table 1 describes all 11 tasks. Each participant performed each task three
times for a total of 33 tasks per participant. While engaging in the task, a sensor
apparatus collected raw physiological data using functional near-infrared spectroscopy
(fNIRS) brain imaging. This scanner had 52-channels measuring oxy- and 52 mea-
suring deoxy-hemoglobin. The scanner captured data from all 104 of these channels
10 Hz. The data ranged {−5,5}. The unique combination of participants, tasks, and
channel resulted in 68,640 unique streams of data. Tasks lasted for 1 min which
resulted in 600 data points per stream and over 41MM observations.

Following each task, each participant filled out a survey indicating their
self-reported emotional response and level of mental effort. This resulted in 660 unique
self-evaluations of emotion. The survey was the SAM self-report assessment of arousal,
control, and valence all using Likert ratings {1,5} [1, 2]. Finally, participants also
completed the NASA Task Load Index (TLX) survey following each task [20].

Table 1. Summary of task abbreviation alongside description of that task.

Task Description

vidLVLA A video with intent to elicit a low valency, low arousal response
vidHVLA A video with intent to elicit a high valency, low arousal response
HVHA A video with intent to elicit a high valency, high arousal response
vid-N A video with intent to elicit a neutral response
vid-LVHA A video with intent to elicit a low valency, high arousal response
Matb-L A multi-attribute task with intent to elicit low mental effort
Matb-M A multi-attribute task with intent to elicit moderate mental effort
Matb-H A multi-attribute task with intent to elicit high mental effort
Tet-M A Tetris task with intent to elicit moderate mental effort
Tet-H A Tetris task with intent to elicit high mental effort
Tet-L A Tetris task with intent to elicit low mental effort
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4.2 Sampling and Normalization

In order to allow for cross-modality comparisons this data needed to be pre-processed
to ensure consistency and to reduce noise. Due to environmental noise some data fell
outside of the expected range. This algorithm replaced data below −5 with a floor value
of −5. It replaced data above 5 with the ceiling value 5.

Smoothing. Cycle noise related to the sampling interval existed within the input data.
Because the sampling frequency was 10 Hz, this algorithm replaced each value with
the rolling average of the previous 10 data points. This cycle time also agreed with the
results of a visual inspection I performed on the raw input data.

Sampling. Next the algorithm down sampled the smoothed data from 10 Hz to 1 Hz.
Because each point had a 10-point rolling average, it contained some information from
these previous time periods. For this reason, a 10-point sampling interval would allow
for compression of the input data while still including some of the information from the
proceeding time periods. The goal of this procedure is to compress the input data while
still representing the longer-term cycles present within the data set.

Normalization. Once smoothed and sampled, the data was ready for normalization.
While each sensor could theoretically utilize the same range, often times a particular
stream of data did not use the full scale. Since the data will eventually undergo a quan-
tization process, each stream will have to use the same scale. Here the algorithm trans-
formed each input vector s.t. the minimum was now 0 and the maximum was now 1.

4.3 Vector Quantization

Vector quantization allows algorithms to perform much quicker approximate compar-
isons. It does this by compressing the size of the input vector. This process approximates
a time series vector by breaking this vector into many smaller, optionally overlapping
wavelets. It then figures out what the most common wave forms are and expresses these
as various exemplars. Finally, it reduces the original input vector into a compressed
representation by replacing the wavelets with the id for the most similar exemplar.

At this point sampling and normalization reduced the raw input from length 600
with values spanning all real numbers to a set of data consisting of 60 values spanning
0 to 1. A visual inspection of the sampled, normalized physiological sensor data
revealed that a common cycle with a period of approximately 20 points in length. This
algorithm used a 20-period rolling window to create the initial set of 2,814,240 possible
wavelets.

Creation. Many unsupervised clustering techniques are capable of creating the
wavelet exemplars [8, 9, 16]. This algorithm used k-means++ to generate centroids that
would serve as the exemplars. The minimum tolerance was 0.01 and the maximum
number of iterations was 100. Due to memory constraints this algorithm trained on a
randomly selected 3% sample. The algorithm tried many different levels of k.

Evaluation. The algorithm considered several factors to determine the ideal value for
k, the number of centroids. These include tolerance, silhouette score, and the
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distribution of usage. The tolerance represents the average L2 distance between each
data point and the most proximate centroid. As this value gets lower the centroids get
closer to the data they represent. The silhouette score attempts to measure the ability of
the clusters to differentiate [21]. It is equal to the ratio of the L2 distance to the nearest
class compared to the distance to the next nearest class. The distribution of application
of centroids refers to the ratio of usage for each centroid. This method combines these
usages across class categories by taking their harmonic mean.

For the purposes of sketching vectors the goal was to have a low tolerance while
avoiding having a large imbalance in centroid assignment rate. Finally, when consid-
ering two alternative values for k with similar results, this algorithm would always
choose the smaller.

Application. The application of the centroids applies to the sampled wavelets and not
to the original input vectors. To further simplify the final set, the algorithm also used a
sample interval of 10 points to select wavelets. Each selected wavelet of length 20 had
a 50% overlap with both the previous and the subsequent wavelet. This resulted in
quantized vectors of length 11 where each point consisted of an integer value ranging
from 1 to k where k represents the number of exemplars. Given a set of input wavelets,
the application of the centroids simply requires finding the closest centroid. This
algorithm used a simple nearest neighbor search with L2 as the distance criteria.

4.4 Determining Emotional States

The emotional data went through a very similar treatment as the time series data did
during vector quantization. The key difference is that rather than representing a
20-dimensional sequence of events, this data was a 4-dimensional representation of
different aspects of emotion.

Creation. This algorithm used the same implementation and parameters to generate
the emotion centroids. This approach used all of the emotion data as input and tried
different values for k.

Evaluation. The criteria for evaluation were similar except that the goal of parsimony
was more important than tolerance or class balance. This algorithm only considered
fairly small values for k and balanced the goal of tolerance with that of centroid use.

Application. The application was simpler. Since the data did not represent a sequence
of events, all of the data from a given participant for a particular task received a single
classification. This classification still used the same nearest-neighbors technique as the
vector quantization process.

4.5 Predicting Emotional States

Once the algorithm has pre-processed and treated the input data and has also turned the
output data into clear targets, it is ready to learn the relationships between the two.
I tried two approaches. This algorithm either used a single-stage, “shallow” network or
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a multi-staged, “deep” network. For both approaches this algorithm first encoded the
input data. During the multi-staged approach this the algorithm used a Restricted
Boltzmann Machine (RBM) in conjunction with either standard logistic regression or
with a single layered perceptron. The single stage model just used a single layered
perceptron.

Encoding Inputs. Since the processed, treated input data represents discretized states,
the algorithm should not treat these labels as continuous features. In order for the
algorithm to use probabilistic regression it must encode these inputs using a form of
binary representation. This algorithm used one-hot encoding. The 11-point set of 64
centroids then represented as 704 binary digits.

Restricted Boltzmann Machines. While the algorithm has already substantially
compressed the input data, there is reason to believe that the use of an RBM could
increase the representational qualities of the data while serving to further compress the
size of the input vector [4]. In practice this technique works well to boost classification
on higher dimensional data sets.

To determine the best configuration for an RBM for this problem, I tried many
combinations of parameters. This algorithm used a single layered RBM with 704
visible units and 64 hidden units. The algorithm trained the input data using contrastive
divergence on a 25% random sample of the encoded input data. Once the algorithm
trained the RBM it treated the input data using the RBM and passed this treated data to
a second, regression stage.

Linear Probabilistic Regression Models. This algorithm used a single-layer logistic
neural network model trained using stochastic gradient descent. The regression target
was the emotional state classification. This network had as many visible units as were
present within the input data 704 binary values associated with the encoded raw data or
it was the 64 binary values from the RBM. The single stage algorithm used a
multi-batch approach where each partially fit a model using 4,000 training examples
and up to 10,000 iterations. The multi-stage approach used the same 25% sample as the
RBM.

4.6 Combining Evidence

Once trained, the classifier was ready to predict the emotion an individual was expe-
riencing. Since participants wore an apparatus with 104 measurement points, the evi-
dence from these parallel streams could combine to create a richer picture of emotional
state. This collective set of sensors represents a mental topology that I expressed as a
bipartite graph. Nodes represented measurement streams and edges represented
neighboring streams. Since the classifications are discrete, I could not use most graph
iteration techniques. Instead, I examined the communities within the graph and used the
single largest community as the overall classification outcome for that combination of
participant and task.
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4.7 Evaluating Accuracy

During training this algorithm examined the accuracy of the classifiers on the training
data. However, when evaluating the differences between the single-stage or multi-stage
approach this algorithm examined the overall accuracy across the entire input set. This
gave an indication of overall efficacy of the approach. In order to learn how effective
this approach is at generalizing, I facetted accuracy across participants and tasks.
I determined overall accuracy for each emotional state and then used this to predict how
accurate the classifier should be for each participant and for each task. If the rela-
tionship between the predicted and actual accuracy was high, then I would know that
the ability to predict task performance related to the ability to predict emotional state.

5 Experimental Results

This section will first discuss the results of the creation of the wavelet and emotion
centroids. It will then illustrate the accuracy of this algorithm in several different ways.
First, it will discuss overall accuracy of the single and multi-stage approaches. Next it
will examine the accuracy for each emotional state. Finally, it will further break down
this accuracy measurement across participant and task.

5.1 Wavelet Centroids Creation Results

Class balance was more important than tolerance for determining centroids that did a
good job of reconstructing the initial vectors. Admittedly this was an iterative process
where I used both data and my own subjective judgement to gauge reconstructive
quality. For regions where the differing values of k did not have as substantial an effect
I sampled several reconstructions to see how what type of properties the wavelets were
representing. If k was too small the reconstructions tended to under fit some of the
important periodic features of the data. Once k was larger than 32 it began including
certain periodic properties within the wavelets. If k was much larger than 64 it began to
learn certain features as evidenced by increasingly unbalanced usage rates across
centroids. Using 64 for k had a good balance between class usages, tolerance, and also
appeared to have good reconstructive quality. Figure 1 visually represents the centroids
that this approach used.

5.2 Emotional State Centroid Creation Results

While the selection of k for wavelet centroids is important for achieving balanced
centroid usage, the selection of the proper number of emotional states is critical for the
performance of this approach. The tolerance quickly converges if k is 4 or larger. This
suggests that the unsupervised learning has the ability to represent all of natural
clusters. The silhouette score was much higher for k = 2 and was fairly similar for
k = 3 or k = 4. The harmonic mean usage rate was nearly identical to a uniform usage
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rate for k = 2 and for k = 3 but precipitously drops if k increases. For these reasons,
this approach further cases where k = 2 or where k = 3 (Fig. 2).

5.3 Performance Results for Binary Emotional States

The emotional state centroids’ values appeared to fall into a low and a high bucket (see
Table 2). The use of these buckets was fairly evenly split.

The multi-stage approach was 57.57% accurate. It often tended to classify every
instance as the single largest default class. However, the single-stage approach was
much better at diffentiating and achieved accuracy of 57.27%. However, the
multi-stage approach had much lower precision. Based upon these results the rest of the
paper discusses the single-stage approach.

Accuracy on the high state was much higher than the low state. The F1 score for the
single-stage approach was 71.46%. Accuracy substantially varied based upon task and
participant depending upon the usage level of the high emotional state.

The correlation between the actual and predicted accuracy for these tasks was 0.98.
Task accuracy varied from 26.23% to 83.3% (see Table 3). Task performance appears
to be a function of how often task elicited heightened emotions. Note the correlation
between predicted and actual accuracy and the difference in usage of the high class.

Fig. 1. This figure shows all 64 wavelet centroids. Note the normalized value ranging {0,1} and
the 20-point width of each. The width of the chart lines is a function of the log frequency of
centroid usage. The darker black lines indicate the 10 most highly favored centroids
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The correlation between actual and predicted accuracy for participants was 0.96.
While individual participant scores will be withheld, accuracy ranged from 24.24% to
84.85%. This high correlation between actual and predicted accuracy suggest partici-
pant emotional status was a primary contributor to differences in accuracy.

5.4 Performance Results for Ternary Emotional States

The emotional state centroids’ values did not as succinctly fall into buckets as the binary
states. However, their values still support the idea that emotional states fall into various
layers. Given their TLX overall values, I will refer to them as low, medium, and high.

Fig. 2. The performance of the unsupervised clustering approach across differs depending upon
the initial clusters. Specified by k, the harmonic mean (dash-dotted line) usage of these clusters is
balanced for k = 2 and for k = 3. The silhouette score (solid line) is highest for k = 2 and is
similar for k = 3 or k = 4. Tolerance (dashed line on secondary axis) converges to a lower bound
for k = 4.

Table 2. The centroid values and algorithm performance for the high v. low emotional states.
Note that the centroid name is linguistic and not statistical; centroid values are not universally
higher for the high class. The accuracy was much higher for the high emotional state.

Name Hits Total Accuracy Arousal Control Valence TLX overall

High 353 370 95.40% 3.47 3.19 3.13 12.68
Low 25 290 8.62% 2.45 3.61 3.48 6.00
Total 376 660 57.27%
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The single-stage model was 38.94% accurate. It was still had accuracy greater than
90% for classification for the high class (see Table 4). The medium class was more
accurate than the low class. Centroid values for TLX performance map to centroid
names; however, not all emotional state values agree in direction with TLX perfor-
mance values.

The correlation between the actual and predicted accuracy for these tasks was 0.93.
Task accuracy varied from 27.9% to 54.8% (see Table 5). Given the high accuracy of
this classifier at detecting high emotional states and the tendency for different tasks to
preferentially elicit this state, accuracy.

The correlation between actual and predicted accuracy for participants was 0.9.
While individual participant scores will be withheld, accuracy ranged from 18.2% to
75.8%. The high level of correlation between actual and predicted accuracy suggest
participant emotional status was a primary contributor to differences in accuracy.

Table 3. Actual v. predicted classifier performance across task type shows that the accuracy of
the classifier for predicting a given task outcome was largely a function of the number of high vs.
low outcomes present within the data. Note performance was substantially higher for the active
MATB or Tetris tasks than for the first 5 passive video tasks.

Task F1 score Accuracy Predicted High Low

vidLVLA 45.95% 33.33% 34.66% 18 42
vidHVLA 50.67% 38.33% 39.00% 21 39
HVHA 74.47% 60.00% 65.03% 39 21
vid-N 34.78% 26.23% 28.54% 14 47
vid-LVHA 50.70% 41.67% 34.66% 18 42
Matb-L 79.41% 65.85% 67.89% 28 13
Matb-M 77.61% 64.29% 62.34% 26 16
Matb-H 73.85% 59.52% 58.21% 24 18
Tet-M 85.29% 74.36% 76.49% 61 17
Tet-H 90.37% 83.33% 78.72% 63 15
Tet-L 83.58% 71.79% 73.15% 58 20
All 71.46% 57.27% 57.27% 370 290

Table 4. The centroid values and algorithm performance for the high, medium, and. low
emotional states. Centroid name are linguistic so their values and names do not always agree.

Name Hits Total Accuracy Arousal Control Valence TLX overall

High 218 237 91.98% 3.00 3.56 3.38 9.89
Low 6 203 2.96% 2.24 3.56 3.29 4.94
Medium 33 220 15.00% 3.78 2.98 3.00 14.12
Total 257 660 38.94%
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6 Conclusions

The goal of this research was to determine if this approach could yield an algorithm
capable of detecting real-time changes in states using a technique that generalizes
across participants and across tasks. The approach was straightforward to apply. Once
this algorithm creates a model it can detect changes in emotions by applying the
existing model. The algorithm can update the model incrementally as new data occurs.
The overall accuracy on the Tetris tasks was similar to or even slightly better than
previous results. The model performs better at detecting heightened emotional states.

6.1 Discussion of Experimental Results

The Number of States Affect Accuracy. The classifier tends to favor one outcome
over another. This means that the target state with the single highest probability of
taking place is a good baseline against which to evaluate the performance of the
classifier. The number of states will affect how dominant any state may become. For
this reason this approach works better on problems with fewer target states.

Collective Inference Increases Accuracy. Combined inference took place in a couple
of ways. First, the algorithm combined evidence from 104 sensor channels to create a
single prediction for each combination of participant and task. The accuracy for this
combined estimate was about 1.5% more accurate than the aggregate estimate of the
individual sensors. Because the model combined all sensor readings for the period of
the task, it combined evidence across time into one prediction for each sensor channel.

The algorithm also combined both the oxygenated and deoxygenated modalities into
a single model. This combined model was more accurate than the combination of two

Table 5. Actual v. predicted classifier performance across task type shows that the accuracy of
the classifier for when k = 3 is lower than for when k = 2. Accuracy still appears to be a function
of high vs. low outcomes present within the data. Accuracy is still poorer for first 5 video tasks.

Task Accuracy Predicted Low Medium High

vidLVLA 35.00% 35.72% 31 8 21
vidHVLA 40.00% 39.49% 25 12 23
HVHA 33.33% 33.60% 16 27 17
vid-N 27.87% 24.57% 41 6 14
vid-LVHA 36.67% 37.20% 30 8 22
Matb-L 48.78% 52.08% 8 12 21
Matb-M 54.76% 47.24% 9 14 19
Matb-H 35.71% 36.65% 14 14 14
Tet-M 47.44% 48.46% 7 36 35
Tet-H 37.18% 38.44% 8 45 25
Tet-L 37.18% 38.50% 14 38 26
All 38.94% 38.94% 203 220 237
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separate models created for each modality. Adding multiple modalities into a single
model increased the ability of the algorithm to generalize.

Heightened Emotion is Easier to Detect. The highest accuracy took place for tasks
and for participants that elicited heightened emotional states. Conversely, the lowest
accuracy occurred for tasks designed to elicit neutral emotions. The highest accuracy
took place for Tetris tasks designed to elicit mental effort. The second highest accuracy
took place on multi-attribute tasks. The video tasks intended to elicit certain emotional
responses had the lowest accuracies. This approach may primarily detect changes to a
default baseline.

Emotion Generalizes Despite Individual Differences. Emotions tend to stratify into
discrete states. If using two states, the clusters tended to represent either low or high
states. When using three clusters grouped into low, medium, and high. The application
of these centroids to participants’ emotional data revealed that certain tasks tended to
elicit heightened emotional states across participants. It also revealed that there were
important individual differences in expression of emotional state. Some individuals
rarely exhibited heightened emotional states.

6.2 Conclusions About the Approach

This approach is flexible, scalable, and extensible. Once built the approach was fairly
easy to implement on different types of input data. Creating states as prediction targets
is an approach that will work in a variety of industrial and physiological scenarios.
Using an algorithm that incrementally, partially fits data allows this approach to scale
well. Furthermore, exerting compression using vector quantization reduces the com-
putational complexity. However, this approach is not without its challenges.

RBMs Need Enhancements. RBMs have several advantages including the ability to
compress the input representation and the ability to succinctly learn relationships
between those same inputs. As noted in the results above, the inclusion of RBMs prior
to classification often resulted in a slight increase in overall accuracy. However, this
increases seemed due to luck since this approach was strongly favoring the dominant
class. Nonetheless, this approach did not make use of the Softmax or of Gaussian
visible units. Both of these techniques make RBMs easier to train and to fit the input
data [4].

7 Next Steps

This research used a fairly straightforward implementation of the approach mentioned
within this paper. Now that the approach appears to work on at least one example using
a simple implementation, future research can focus upon extending this work further by
using different techniques. For example, additional pre-processing techniques such as
fast Fourier transformations could assist the model in learning periodic nature of the
inputs. Additionally, certain streaming detection techniques could assist in reducing
false positive classifications. Moving towards the use of conditional RBMs will
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increase representational qualities of this algorithm and will hopefully boost the
accuracy. Finally, additional forms of graph-based inferencing may help combine
evidence across the 104 channels. For example, group sensors together based upon
which region of the brain they observe.
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Abstract. Authentication serves the gatekeeping function in computing sys-
tems. Methods used in authentication fall into three major paradigms: ‘what you
know’, ‘who you are’ and ‘what you have’ of which the first is still the most
commonly applied in the form of passwords authentication. Recall and recog-
nition are the cognitive functions central to the ‘what you know’ authentication
paradigm. Studies have shown that more secure passwords are harder to recall
and this often leads to habits that facilitate recollection at the expense of
security. Combining the uniqueness of physiological measures, such as brain-
wave patterns, with memorable augmented passwords shows the promise of
providing a secure and memorable authentication process. In this paper, we
discuss authentication and related problems and considerations in literature. We
then test a password system designed to make use of character property trans-
formations such as color and font to minimize the need for complex passwords
while not compromising security. The findings from this study suggest that
applying transformations to passwords facilitates memorability. We then discuss
a study to combine an augmented password system with physiological measures
that can provide a more secure model for continuous authentication.

Keywords: Authentication � Password authentication � Brainwave based
authentication � Recall and recognition � Password memory � Physiological
measures

1 Introduction

Authentication is one of the considerations central to system design since it serves the
gate-keeping function in any given system. Authentication can be defined as the pro-
cess where one entity acquires evidence of the identity claimed by another entity in a
protocol in which both entities are involved. Commonly in consumer computing
systems, this protocol is the login process. Authentication methods fall into three
different paradigms: who you are, what you have and what you know. Various methods
drawn from these different paradigms can be combined to form multi-factor authen-
tication systems. This paper details the weaknesses and trade-offs of each of these
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methods. Password authentication which falls under the ‘what you know’ paradigm is
most commonly used perhaps due to the lower cost and ease of implementation. As it is
susceptible to various attacks, we discuss some causes and possible solutions including
the use of physiological measurements for authentication. Since we may be able to
capture physiological data from the recall and recognition of passwords, we designed a
study to test the memorability of augmented passwords with the goal of designing a
system aimed at mitigating password problems.

Physiological characteristics are harder to impersonate than any other authentica-
tion form because they are pre-cognitively controlled. While a lot of physiological
functioning is non-observable in the physical dimension, its measurement can be
obtained by measuring performance of an individual on carefully designed and pre-
defined tasks that reflect various behavioral and bodily functions. For example, we can
detect recognition of a password by observing a P300 brainwave pattern obtained using
EEG tools. Our eventual goal is to study how these measures can be reliably combined
to distinguish between intended and unintended users.

2 Review of the Literature

This review presents the different paradigms of authentication and then focuses on a the
‘what you know’ model of password-based authentication due to its current dominance
in user authentication processes. We review the weaknesses of password authentication
and the background problems that lead to these weaknesses. Specifically, we focus on
recall and recognition and the attempts that have been made at improving these cog-
nitive processes for the sake of password security. Subsequently we review literature on
the workings of the brain as underlies cognition. We then introduce brain computer
interaction and review studies that have considered the use of brain data for authen-
tication in the way that passwords are used today. Next, we review security proposi-
tions in physiological measurement based authentication and finally we look at some
security threats resulting from these physiological measurement methods and the
potential effectiveness of attacks to these systems. We close this section by reviewing
literature on continuous authentication itself a concept that is still relatively new, and its
connection to the brainwave based authentication.

2.1 Authentication

Different methods of authentication are susceptible to different attacks. Thorpe et al.
[21] summarize the susceptibilities of what-you-know-based authentication such as text
and graphical passwords. The threats include shoulder surfing which is made easier by
high resolution phone cameras, dictionary attacks which are made easier by poor
password choices, acoustic attacks on typing rhythm, and disclosure of password by the
user through sharing or writing down to aid in later recall. ‘Who you are’ authentication
traditionally relies on biometric keying such as the use of a fingerprint or iris scanning
to authenticate to a system. The problem with this class of authentication methods as
Thorpe et al. [21] point out is that they rely on a key whose lifetime is that of the
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owner. Various authors [4, 14] have discussed several attacks facing physical biometric
systems on various levels in the authentication process. If biometric identity is com-
promised, then the vulnerability of the individual may be permanent due to the lack of a
changeability property. As noted by Thorpe et al. [21], physical biometrics are not used
for remote authentication.

‘What you have’ based authentication involves the use of a physical token often in
the form of a smart card to authenticate oneself to a system. The problem in this
authentication scheme is the fact that authenticating authorities have not found a way of
consolidating their functions into a single universal token per single user which means
the user must carry a separate token for every system that uses such an authentication
scheme. As Thorpe et al. [21] note, this can be inconvenient for the user. The issuance
and management of tokens is also an unrealistic cost for many systems, such as social
media websites, with high user turnover and often free patronage.

Increasingly, combinations of these factors are used together in what is known as
multi-factor authentication. Kiljan et al. [11] conducted a survey on 80 home banking
sites, 60 mobile banking applications and 25 mobile banking sites in a study similar to
a previous one they conducted in 2013 and compared the results. In their 2015 study
they found that most banks in Europe, South America, and Oceania required the use of
multiple factors, while most other regions seem to be more divided. However, they
found that there was not much change in the overall use of knowledge and possession
factors in both mobile applications and sites between 2013 and 2015 except for the
introduction of possession-only authentication by a few banks. The authors found that
passwords were popular in both multi-factor and single factor usage while PIN num-
bers were only applied when multi-factor authentication was used, a pattern which can
be attributed to the lower complexity of PINs compared to passwords. The authors note
that while biometrics based on physical characteristics can be used as an additional or
alternative authentication factor for user authentication, the method is faced with dis-
advantages. These disadvantages include unwillingness of some people to use bio-
metrics due to social stigma, and the limited number of non-replaceable characteristics
which can also be absent if the user is disabled. Behavioral characteristics on the other
hand are not applicable for initial authentication when based upon anomaly detection
since the user has to do some activity first for anomaly to be detected. However, as the
authors point out, analysis of usage characteristics such as usual time of login and
known location can be used as part of initial authentication.

2.2 Password Authentication

Use of passwords is the most common form of authentication perhaps due to its low
cost of implementation especially on unmonitored systems. In theory, passwords could
offer a high entropy but user choices make it difficult to achieve. As an example,
Thorpe et al. [21] discuss in their character based pass-thought system that assuming a
textual password scheme where all 95 printable ASCII characters are displayed on a
screen and the user must select a sequence of 8 characters, the size of the full
pass-thought space is 958, approximately 52 bits could be achieved but the poor choice
of passwords by users limits what can be expected.
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In a study of web password habits conducted by Florencio and Herley [6] covering
half a million accounts over the course of 3 months, users chose passwords with an
average bit strength of 40.54 bits. Also, unless forced to do otherwise, the majority
chose passwords that contained only lower case letters without any uppercase letters,
digits, or special characters. Additionally, the average password was re-used in at least
six different sites at times including phishing sites. It is notable similar user habits as
related to passwords were found in a smaller study conducted almost two decades
earlier [13]. In this experiment, user passwords were easy to crack as lengthy dic-
tionaries could be scanned fast and words could be permuted in different ways. As an
example, a dictionary of 250,000 words could be checked in under five minutes. He
was also able to crack passwords from languages other than English and even less
common words like “fylgjas.” His observation was that users typically choose weak
passwords, which was confirmed many years later by Florencio and Herley [6]. An
explanation for this behavior relates to problems of password recall and recognition. As
Forget et al. [7] discuss, more secure passwords are often difficult to remember. In
attempting to solve this problem, they conceptualized the Password Rehearsal Games
(PRG) based on their study of Brain Age games made by Nintendo. They discuss that
Nintendo’s Brain Age games which involve memory, language, and mathematical
exercises, were inspired by neurophysiology and brain mapping research on cognitive
functioning. In their work, Forget et al. [7] suggest that password rehearsal games
could help users recall their real passwords better. While memory games are not
themselves a new idea, their efficacy is not widely agreed upon. Melby-Lervåg and
Hulme [17] conducted a meta-analysis of several studies on memory training and
arrived at the conclusion that although memory training programs can yield reliable
improvements on both verbal and nonverbal working memory tasks, these effects are
likely to be short-term. They found that for verbal working memory, near-transfer
effects are achieved but are not sustained when reassessed after a delay averaging
roughly 9 months. Near-transfer effects are those reflecting in tasks closely related to
the ones in the training program. For visuo-spatial memory, the pattern has not been as
clear although a few studies suggest that modest training effects can occur and can last
up to 5 months after cessation of training.

Another method that has been studied for improving brain function is the stimu-
lation of the dorsolateral prefrontal cortex (DLPFC) using Transcranial Magnetic
Stimulation (TMS). Bhattacharyya et al. [2] discuss in their review of neurotechnology
that this kind of stimulation has been linked to improvements in basic cognitive
functions, including working memory assessed through performance in the N-back
task. The N-back task as described by the authors is a continuously performed task in
which the subject is given a sequence of images and asked to identify a match within
the sequence. For instance, 1-back is a comparison of the current stimulus with the
previous one while 2-back is a comparison between the current stimulus and the one 2
steps back, that is the one before the previous one. As they point out, evidence of
improvement varies widely across methods and studies. It appears that memory training
games could require a lot of conscious effort and motivation while the effects are very
moderate, do not last long and may even fail to occur and neurotechnology may be
harder to access and require more specialized application with varied usability and
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results. This reduces the prospects of making password systems more secure through
memory and cognition improvement techniques.

2.3 Authentication Using Physiological Measurements

In exploring possible alternatives to password authentication, physiological measures
have shown the potential to expand the ‘who you are’ model of authentication which
was previously confined to the physical properties of the entity being authenticated.
This is due to uniqueness of physiological behavior to an individual, and the mea-
surability of these physiological events. As Ikehara and Crosby [10] discuss, there are
many physiological events that can be measured directly using sensors including eye
movements, pupil size and skin conductivity. These measures can be used to identify
various cognitive states including stress, fatigue, arousal, attention deficit and many
others. In their experiments, they used a mobile eye tracking system and a desktop
model to obtain gaze position and pupil size. They also used a custom designed
electrically isolated physiological sensor system to obtain galvanic skin conductivity
(GSR), peripheral temperature, relative blood flow and the pressures applied to a
computer mouse. Identification of cognitive states of individuals could be used to
authenticate them. The authors suggest that unexpected cognitive measures would lead
to a prompt to the user to reauthenticate themselves. Further, the authors propose that if
these measures can be obtained continuously, then a continuous authentication model
can be created to prevent unauthorized users from slipping into a system and being able
to use it. Recognition of various cognitive states has been studied in different contexts
and efforts to automate the sensor data collection continue in various contexts.

Picard [19] developed a wristband for measurement of skin conductance, while
they worked towards automating the recognition of stress and emotion. Their interest in
electrodermal activity (EDA) measurements grew after they found in various tests that
skin conductance correlated highly with stress levels. In their experiments focusing on
children with autism, a group they selected because of its higher levels of response to
stimuli, they saw among other observations that skin conductance measurements grew
during tasks that increased cognitive or physical exertion. Conversely, skin conduc-
tance decreased during repetitive movements like swinging or rocking, suggesting
relaxed feelings. In their work, they continually correlate the EDA data with brain data
measurements for reference. As they note, brain studies have shown that a key part of
the brain involved in emotion is the amygdala. Taking a closer look at literature in brain
studies, many processes happening in the body can be correlated with a visible change
in structure or otherwise measurable signal change in the brain. Gonzalez and Berman
[8] discuss that brain mapping can be used to associate one physiological process with
another or with occurrence of some event. Conversely, brain mapping can also be used
to dissociate two or more processes by finding brain regions that respond differently to
different experimental manipulations. Brain mapping also helps to draw connections
between physiological function and respective anatomical structure in what is known as
localization.

The authors suggest that brain imaging is important in research reliant on psy-
chological factors because it enables optimization of techniques towards collection of
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good data. This is because brain imaging has enabled classification of cognitive actions
and led to the understanding of the spatial temporal resolution dynamics. Each of the
current brain mapping technologies has either a high temporal resolution or a high
spatial resolution but not both. However, some researchers have combined brain
mapping methods in order to obtain both optimizations. As Gonzalez and Berman [8]
argue, the study of the relevant neuroscience is important when intending to collect and
use brain data for various reasons; first it helps in understanding how to set up a good
experiment environment that supports collection of good data, it also helps to know
how to design questions in a way that can enable one to reach valid conclusions using
data from brain mapping as well as how to design the experiment itself, putting in
adequate constraints, and being cognizant of various confounding variables.

2.4 Neurofeedback of Recall and Recognition Functions

We now highlight recall and recognition which are the cognitive functions central to
the ‘what you know’ authentication paradigm. Cabeza et al. [3], conducted an exper-
iment to compare regions of the brain used for recognition and recall functions. They
used positron emission tomography to take measurements while young healthy persons
were recognizing or recalling previously studied word pairs. The researchers included
some words not previously studied by the participant, to serve as a control to the
experiment. Their experiment found that recall tasks caused a higher activation of
blood flow in the anterior cingulate, globus pallidus, thalamus, and cerebellum, sug-
gesting a role played by cerebellofrontal pathway in recall but not recognition.

Recognition on the other hand caused a higher activation in right inferior parietal
cortex, suggesting a larger perceptual component in recognition than recall. They found
that activations of frontal regions were indistinguishable between recognition and
recall. As they discuss, this last observation corroborates the notion that frontal acti-
vations simply indicate attempts to retrieve some stored information but do not point to
the specific mechanism of retrieval. Brain mapping can possibly expand not only the
‘who you are’ but also the ‘what you know’ paradigm of authentication because one
will recognize or recall what they know.

2.5 Brainwave Based Authentication

Brainwave based authentication has been made possible by the progress made in brain
computer interaction (BCI) research. BCI research started out with search for solutions
for brain control of prosthetics for disabled patients. BCI interfaces link the brain’s
EEG signals with a computer [1]. The essence of brain computer interaction work is:
observe a brain signal evoked by some stimuli, extract its features, translate or classify
those features into recognizable command using signal processing and machine
learning techniques Thorpe et al. [21]. As Bayliss and Auernheimer [1] found in a
study comparing BCI under immersion in a virtual environment versus BCI while
simply staring at a computer monitor, there were no significant differences between
these two conditions.
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A tool commonly used for signal acquisition is the electroencephalogram (EEG).
The term electroencephalogram (EEG) is derived from combining ‘Electro’ meaning
electrical activity, ‘encephalo’ meaning brain, and ‘graph’ for the picture [14]. As
indicated by the name, the EEG measures the brain’s electrical activities. It does so
using electrodes attached to the scalp. These electrodes are connected to a computer to
display and store the measurements. The electrical signal is produced by the combined
activity of large number of similarly oriented pyramidal neutrons. In other words the
signal is the result of synchronous activity across a large group of cells (Personal
Communication: Vibell Lecture Notes 2017). Each person’s brain patterns are unique
and different from those of other people.

As [14] discuss, brainwave signals are usually decomposed in several frequency
bands with each band signaling a particular brain activity. The authors summarize the
broad categorizations of the EEG signal bands in their literature review: Gamma -
active thought, attention, learning, visual perception, memory; Beta- Alert, Working;
Alpha- Relaxed, Reflective; Theta-Drowsy, Meditative; Delta-Sleepy, Dreaming. The
authors also summarize the different classes of brain signal: The Slow cortical
potentials (SCP) which refers to slow brain signal typically from non-movement tasks
from 300 s; The P300 evoked potential generated by auditory, visual & somatosensory
stimuli in the parietal cortex region after 300 ms of stimuli exposure; The visual
evoked potential (VEP) caused by sail changes in the brain resulting from visual
stimulus such as flashing lights; The activity of neural cell which is a measure of firing
rate of the neuron in the region of motor; The energy of the brain reflected by the
energy of brainwaves at different frequencies; The acknowledge to mental task which is
caused by a mental task such as solving an arithmetic expression or imagining a 3D
object; The complex neuro-mechanism group is any combination of the other classes.

Feature classification is carried out using different mathematical techniques such as
fourier transformation which enables signal representation in frequency bands such as
delta, theta, alpha, beta, and gamma with each band being classified as a different
feature [20], auto-covariance which involves finding features which distinguish one
EEG signal from others, and other techniques.

The P300 brain signal has proved relevant and useful in cognitive biometrics
because it reveals the change in mental state that occurs when a user recognizes some
stimuli. Its discreteness property makes it useful for environmental control [1]. Meijer
et al. [16] showed that mere recognition was sufficient to elicit a P300 response and that
it was not essential that the recognized stimuli be important to the participant. In their
experiment, they isolated mere recognition by having participants respond based on an
irrelevant dimension of the stimuli such as faces of known public figures with com-
parison to people important to the participant and people not known by the participant.
The authors note that stimuli referring to information relevant to the participant elicits a
larger P300 than stimuli referring to incidentally acquired information.
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2.6 Brainwave Based Authentication System Design and Security
Proposition

The availability of low cost EEG sensors has motivated research work in brain com-
puter interactions and brainwave based authentication. Chuang et al. [5] studied the
efficacy of single-channel as opposed to multi-channel EEG signals, being that single
channel devices are lower end versions of EEG devices. In their experiment, they used
a consumer-grade headset that provided a single-channel EEG signal. They designed
mental tasks for subjects to perform such as breathing, singing and listening and
authenticated subjects based on performance in the specific tasks chosen for them. The
authentication involved matching a sample to a pre-recorded identity. They designed a
user matching algorithm adapted from the K-Nearest Neighbors (KNN) algorithm for
coloring graphs, with their adaptation making the trial signatures the nodes, the subject
identities the colors and the cosine similarity being the distance metric. They measured
the false acceptance and the false rejection error rates. The findings revealed that
single-channel EEG authentication can be just as accurate as multi-channel EEG
authentication because single-channel signals do exhibit subject-specific patterns.

Thorpe et al. [21] focused on harnessing the P300 paradigm in their design proposal
of a pass-thoughts system that authenticates by applying thoughts in the way that text
passwords are traditionally applied to log into a device. Their idea was to use a thought
based system as a natural 2-factor system where the changeable thought or measurable
response to a stimuli is the first factor and physiological uniqueness of brain signal is
the second factor. They proposed a system where the user would select a pass-thought,
then to log in they would look at a character set on the screen where the characters
would be highlighted one at a time and randomly. When the user sees part of their
pass-thought highlighted their P300 would spike. The P300 spikes would be recorded
and used to determine whether the user’s P300 firing matched the expected template of
that user’s account’s password i.e. after the user completes the pass-thought input, the
hash of the pass-thought is compared to the stored pass-thought. They point out that
although the size of the pass-thought space for this scheme is dependent on the number
of characters on the screen and the number of screens that get presented to the user, in
reality the message space is always curbed by user choices.

The security proposition in brainwave based authentication as in other physio-
logical property based authentication is that brainwave patterns are less susceptible to
forgery. This is due to various factors including that brain response events are
unconsciously controlled, unique for each person and changeable e.g. by changing
one’s thoughts. As Thorpe et al. [21] argue, a login system such as pass-thoughts would
be shoulder-surfing resistant, and also resistant to acoustic attacks and dictionary
attacks. The authors are careful to note that although brainwave based authentication
could offer better security guarantees than other methods like typing in text passwords,
the method is also susceptible to some attacks such as social engineering as well as
interception attacks in remote usage. In their coloring-graph-type user matching
algorithm Chuang et al. [5] note that user identification proved harder than user
authentication. That observation raises the question of whether an attacker could
successfully forge identity once they know the custom tasks a system expects from a
target. Brainwave based authentication is faced with other limitations as well.
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2.7 Limitations on Brainwave Based Authentication

As noted earlier, low cost availability of EEG devices has made it easier to explore
brainwave based authentication especially being that lower end EEG devices have been
shown to reveal subject-specific brain patterns characteristics almost as well as the
higher end tools. However, EEG based authentication has been reported to be a slow
method of logging in to a system. Thorpe et al. [21] report that the P300 bit rate is 4.8
characters per minute which would make the login process noticeably slower. This
could feel like a step in the backward direction for many and is one reason brainwave
authentication may not have mass applicability for now. However, it is reasonable to
view this as a short-term problem due to the rate of growth of bit processing power.
Another problem is that EEG signal collection involves mounting the EEG headset on a
user’s head to make contact with the scalp. Although this is not considered invasive, it
does limit mass applicability. Thorpe et al. [21] mention an interesting direction to
explore, that is if the P300 signal could be collected using a touch pin pattern, a
technique that could allow the scheme be integrated to a cellphone touchscreen.
Another potential problem is that if the tasks are similar then user selection may
converge on a similar pool of choices. However, when participants only had to answer
a question by thinking of something, a rate of collision of user choices of thoughts was
not identified.

2.8 Deception Detection in EEG Data

Meijer et al. [16] showed that mere recognition was sufficient to elicit a P300 response
and that it was not essential that the recognized stimuli be important to the participant.
However, they note that other studies exist which indicate that stimuli referring to
information relevant to the subject elicit a larger P300 than stimuli referring to inci-
dentally acquired information. These findings raise the question of whether it is pos-
sible to tell between those who honestly acquired or owned some piece of information
such as a password and those who had acquired it disingenuously. Some progress has
been made towards finding an answer to this question as wavelet analysis of EEG
signals has been applied with some success in general deception detection. Merzagora
et al. [18] investigated the capacity for EEG measurement to differentiate among the
cognitive elements of truth and deception. Neither time-domain nor frequency-domain
features revealed any significant difference between channels or responses. However,
on analysis of wavelet domain features extracted from the EEG, they found that
wavelet coefficients with a joint time-frequency distribution corresponding to the beta
rhythm were able to discriminate true and false information in time windows from 300
to 1000 ms. They note however that their work is preliminary and would need larger
samples sizes, more diverse protocols, and other considerations in future iterations of
the experiment.

Khandelwal et al. [12] in their conceptual study also suggest that EEG could be
used to detect basic lying. They reference other methods that already show results. For
example, functional magnetic resonance imaging (fMRI) which records brain activity
by identifying changes in brain blood flow and the metabolic rate has shown that the
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conflict between true and false information can be observed when imaging the brain.
However, these studies do not reveal if disingenuously obtained information would be
detectable. Although acquiring this type of information involves some dishonesty, such
information is essentially not a lie.

2.9 Attacks on EEG Based Authentication

A study by Martinovic et al. [15] shows the feasibility of side channel attacks on EEG
based authentication. In their study of the security implication of consumer grade BCI
devices, they found that the signal captured by a consumer-grade EEG device can be
used to extract potentially sensitive information from the users. In their experiment, the
attack vector was third party developer applications in EEG-based gaming headsets
which are low-cost and easily available in the consumer market. The threat model was
the fact that the EEG devices developer API provided unrestricted access to the raw
EEG signal and allowed applications complete control over the stimuli that could be
presented to the users. The attacker in this case could be the ill-meaning third-party
developer. The study investigated how third party EEG applications could infer private
information about the users, by manipulating the visual stimuli presented on screen and
by analyzing the corresponding responses in the EEG signal. They based the success of
slipping in irrelevant stimuli to a user on the fact that P300 is elicited during stimuli that
are personally meaningful to participants even though not defined by the task. This is
consistent with what Meijer et al. [16] found in their literature survey that if the
information had some meaning to the participant, P300 could be elicited without any
instructions or tasks. In the experiment, the gaming device user who was the target of
attack was probed to detect whether certain stimuli such as PIN number, bank name,
and month of birth were familiar to or relevant for the user. They found that found that
the entropy of the private information is decreased on the average by approximately
15%–40% compared to random guessing attacks. They suggest a remedy where the
EEG application API is made more restrictive not giving third party developers access
to raw data, a strategy that could limit developers both positively and negatively. Other
suggestions include users consciously ignoring non-target stimuli, an expectation that
may not be realistic.

2.10 Continuous Authentication Using EEG

As discussed, EEG measurement can reliably differentiate between different individ-
uals. However, for the scheme to be applicable towards continuous authentication,
there are still questions as to whether a user can be continuously re-identified correctly
with changes in the environment over the short term and over an extended timeframe. If
the EEG can continue to recognize a user across their changing cognitive states, then it
can be applicable for continuous authentication.

Kumari and Vaish [14] in their review of methods in EEG based authentication
note among the advantages of using the EEG signal that it can be collected continu-
ously allowing for ascertaining that the subject is alive. They also note that if it is
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coerced out of subject the EEG signal will be distorted by stress. Additionally, since it
is related to genetic information a stable unique pattern for each person can be attained
over time. The stability factor is however still being studied. Gupta et al. [9], conducted
a study investigating the stability of recognition features noting that the long-term
invariance would be necessary for reliable implementation. In their work, they found
among other results that the task design can influence stability and they suggested the
use of Rapid Serial Visual Paradigm (RSVP) in task design for cognitive biometrics.
On task usability, Kumari and Vaish [14] note in their work that this varies based on
various factors including boredom level. Overall, the stability of recognition features in
brainwave based biometrics has not been extensively studied.

With the eventual goal of developing a secure and memorable password authen-
tication process, we are testing ways to effectively combine the uniqueness of physi-
ological measures, such as brainwave patterns, with memorable augmented passwords.
Our initial study was to use augmented passwords to elicit recognition and recall
behavior.

3 Password Recognition and Recall Study

3.1 Setting

This initial study was conducted on a large-enrollment introductory computer science
course at a research extensive university. Approximately 200–300 students enroll in
this course each semester from over 30 majors. The course includes a lecture meeting
and a laboratory component with a teaching assistant. One hundred fifty-seven students
participated in the study.

3.2 Methods

To determine the recognition and recall accuracy of augmented passwords using font
styles, we developed a system parallel to account password generation systems where
users enter their passwords twice before using it for account authentication. We created
a six-character string password with different font styles for students in the labs. The
second character of the password string was modified for the different groups, no font
style, bold, italicize, underline, and strikethrough. Students entered the password that
was displayed on the projector twice on the first day to assess recognition and mirror
password creation. On the second lab day, two days later, students entered their
password from memory to assess recall and reflect account authentication. After
entering the password on the second day, a survey was administered to determine the
methods used to recall the password.

3.3 Results

Students had a recognition rate of 70% for no font style (plain text), 76% for bold text,
74% for italicize text, 75% for underline text, and 86% for strikethrough text
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(see Fig. 1). When asked to recall the password, students responded accurately 64% for
no font style, 93% for bold text, 91% for italicize text, 94% for underline text, and 76%
for strikethrough text. Performance improved between recognition and recall for bold,
italicize, and underline text by 17–19%. Conversely, performance decreased for no font
style (−6%) and strikethrough (−9%).

Augmented password recall accuracy was higher than the non-augmented pass-
words with bold, italicize, and underline augmentation having over 90% recall rates
and strikethrough having a 76% recall rate. The researchers believe that the augmented
characters were distinctive, which made the password string more memorable for
participants. The strikethrough augmentation had the lowest recall rate of the aug-
mented passwords which could be attributed to its less use compared to bold, italicize,
and underline text. Based on the greater recall rate, the authors believe that augmented
passwords could be used in practice. By adding augmented characters to passwords, the
total number of possible characters will increase from 95 ASCII characters [21] to 475
characters which enhances password strength.

Recognition accuracy for augmented passwords were also higher than the recog-
nition rate for traditional passwords. Similar to recall, the authors believe that the
higher recognition rate is based on one of the characters including augmentation, which
helped the participant to focus on the string and accurately replicate it. The increased
accuracy for augmented password strings may support its usage in multifactor

70% 
76% 74% 75% 

85% 

64% 

93% 91% 94% 

76% 

Password entry accuracy for recogni on and recall

Recogni on Recall n=157
NO FONT STYLE BOLD ITALICIZE UNDERLINE STRIKETHROUGH

Fig. 1. Password accuracy for recognition and recall
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authentication environments, particularly with a secondary authentication method such
as one-time passwords [11].

When asked about recall strategies, 62% of the students took a picture of the
password with their phone to review (see Fig. 2). Sixty-one percent mentally repeated
the password to visualize the it and improve recall on the second day. Forty-eight
percent of the students verbally repeated the password to themselves to practice
recalling the string and font style. Twenty-four percent hand wrote the password in
their notes for future review. Twenty-two percent used mnemonics to improve recall.
Under 10% repeatedly practiced writing the password on paper or typing it on a
computing device. Overall, the most popular strategies to practice recalling the pass-
word were mentally repeating the string (62%) and verbally repeating the string (48%).
A majority of the students (61%) used their cell phone to initially capture the password
as a reference tool, but did not directly use it for practice.

Given the recall strategies the participants employed, the authors suggest matching
rehearsal strategies to the users’ practices rather than providing users with practice tools
such as rehearsal games [7]. Even though a wide range of rehearsal techniques can
improve password recall [17], embedding rehearsal techniques in the users’ everyday
practices would likely lead greater amounts of practice rather than having to rehearse
using a technique that is not a typical practice.
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4 Password Recall and Recognition Study Using
Physiological Measurements

In our proposed next study, whose results are not presented here, we repeat the above
study, taking measurement of physiological data elicited by the recall and recognition
processes during usage of the system. We can draw physiological patterns but are they
accurate enough to be used to authenticate users? The task used in controlling the
measurements is their usage of the augmented password system. In essence, the aug-
mented password system provides the first factor while the physiological measures
provides the second factor in this study.

4.1 Methodology

We are collecting data from 30–50 participants. Three standard-size disposable sensors
will be applied to the forearms to measure heart rate. Two standard-sized disposable
sensors will be attached to the palm of the subject’s non-dominant hand to measure
skin conductance. Two sensors will be attached to skin over the orbicularis oculi
muscle just below the eye. Two small sensors will also be applied just above the
participant’s left eyebrow to measure frown muscle activity. Brainwave activity will be
recorded over the course of the experimental procedure using an Emotiv EEG data
collection headset (http://www.emotiv.com/researchers/). The protocol begins once the
physiological data collection, sensors are applied.

The task is to ask individuals to either create and transform a password or to
recognize a password transformation previously created by themselves, or to recognize
a password, pattern, arithmetic expression previously disclosed to them and modify it
in a predefined and pre-discussed way. A session constitutes a combination from the 4
tasks: create, modify, recognize or recall some distinct object such as a character, shape
or image. At the end of the tasks, the participant is given a feedback questionnaire.
Once the results are analyzed, we will study the stability of these measurements over
the short and longer terms and how they could be used in a continuous authentication
model.
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Abstract. Children with autism spectrum disorders (ASD) and their unaffected
siblings (US) are frequent targets of social bullying, which leads to severe
physical, emotional, and social consequences. Understanding the risk factors is
essential for developing preventative measures. We suggest that one such risk
factor may be a difficulty to discriminate different biological body movements
(BBM), a task that requires fast and flexible processing and interpretation of
complex visual cues, especially during social interactions. Deficits in cognition
of BBM have been reported in ASD. Since US display an autism endophenotype
we expect that they will also display deficits in social interpretation of BBM.
Methods. Participants: 8 US, 8 matched TD children, age 7–14; Tasks/
Measurements: Social Blue Man Task: Narrative interpretation with a Latent
Dirichlet Allocation [LDA] analysis; Social Experience Questionnaires with
children and parents. Results. The US displayed as compared to TD: (i) low
self-awareness of social bullying in contrast to high parental reports; (ii) reduced
speed in identifying social cues; (iii) lower quality and repetitious wording in
social interaction narratives (LDA). Conclusions. US demonstrate social
endophenotype of autism reflected in delayed identification, interpretation and
verbalization of social cues; these may constitute a high risk factor for becoming
a victim of social bullying.
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1 Introduction

Children with autism spectrum disorders (ASD) and their unaffected siblings (US) are
more frequently victims of bullying than typically developing (TD) peers from families
not affected by ASD (Sumi et al. 2006). We hypothesize that this greater victimization
rate may be related to the primary clinical phenomena in autism: the specific deficit in
perceiving, categorizing and understanding social interactions. Prior studies have
reported the endophenotype of social deficits in US (Ozonoff et al. 2011). Social
interactions are sequences of fast and complex visual experiences that require correct
perception of visual-spatial directions of biological body movements (BBM), under-
standing the social intentions of these movements, and the ability to respond fast to
each intention which relies on the correct perception and categorization of the earlier
movements in the sequence. We investigate the interpretation of social cues as dis-
played in BBMs by TD children and US of children with autism. We will examine the
level of this complex sequence – perceptual, cognitive, and verbal - on which an
abnormality may be manifested in US. The narrative cognitive interpretation of social
cues in BBM will be related to personal experiences of bullying. To our knowledge,
this relationship has not been studied yet. The long-term goal of this investigation is to
better understand in US of children with autism the interplay between difficulties in fast
cognitive processing and verbalization of social cues, as displayed in BBM and high
risk of these children to bullying victimization.

1.1 Social Bullying in ASD and Their Unaffected Siblings

Core clinical symptoms of ASD include anxious insistence on sameness, purposeless
ritualistic cognitive and motor acts and severe difficulty to communicate, initiate and
maintain social interactions (DSM-V; American Psychiatric Association 2013). Current
research shows one in sixty-eight children being diagnosed with ASD (Center for
Disease Control 2014). ASD is a heterogeneous and neurodevelopmental disorder with
multiple etiological factors including: hereditary (Kabot et al. 2003), metabolic and
neurological (Kennedy and Courchesne 2008; Manzi et al. 2008; Minshew and Keller
2010) and neurodevelopmental (Durkin et al. 2008; Nelson et al. 2001; Varcin and
Nelson 2016). Currently, special education, behavior modification and an array of
pharmacological therapies are used to enhance the individual’s overall functioning, but a
targeted treatment or preventive approach has not been developed yet.

Evidence is accumulating about genetic and hereditary risks for developing ASD.
Siblings of children with ASD are 5–10 times more likely to experience a pervasive
developmental disorder than a child from the general population (Sumi et al. 2006).
Siblings not diagnosed clinically with the disorder are also more likely to have an ASD
trait endophenotype, that is expressing characteristics in cognition (attention, learning)
and brain function similar to ASD to a much higher degree than in typically developing
(TD) children in the population at large (Ozonoff et al. 2011). Consistent with the
apparent differences between children with ASD and TD in social interaction and com-
munication, children with ASD are reported to experience more peer victimization.
Bullying experiences of clinically unaffected siblings have not attracted yet attention of
researchers.
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Olweus (1993) defines bullying as aggressive, intentional, and repeated behaviors
that involve a power imbalance and inflict mental and physical harm. Bullying can
occur in physical, verbal, social, or cyber forms (Cappadocia et al. 2012). In the
traditional view, the behavior of a child who bullies others have been correlated with
drugs and alcohol abuse, school dropout, earlier sexual activity, criminal convictions,
and abusiveness (Olweus 1993). The current view of “bully” has been broadened with
sophisticated relational manipulations and cyber abuse. Negative consequences for
victims of bullying could be severe, and include depression, anxiety, physical and
psychological health concerns, decreased academic performance, reduced social
involvement, suicidal ideations and in extreme cases the school shootings (Sterzing
et al. 2012). Bullying of a child may have a devastating impact on families, and thus
becomes a major social problem to be solved. We are focusing here exclusively on
perceptual and cognitive characteristics of a child who experiences social victimization
or bullying.

Recent research has shown an increase in prevalence of school bullying. For TD
school children, the prevalence of peer victimization averages at 30% (Molcho et al.
2009). However, in children with ASD reports show peer victimization between 34–
94% (Cappadocia et al. 2012; Carter 2009; Little 2002; Van Roekel et al. 2010). The
large range in victimization of children with ASD is in part due to the difference in
report styles (i.e. who reports the bullying, length of time considered). The accuracy of
self-reports by individuals with ASD has also been questioned due to the perception of
social knowledge and interpretation of bullying involvement.

One theoretical framework about communication and social deficits in children
with ASD that may be related to their susceptibility to bullying is their deficits in the
Theory of Mind (ToM). ToM is the mental ability to attribute beliefs and attitudes to
others and has been used to describe social behavior in autism (Baron-Cohen et al.
1985). Van Roekel et al. (2010) conducted a study that considered the ToM and
perception of bullying in adolescents with ASD and found a relationship between
weaker ToM and greater exposure to victimization. In a comprehensive literature
review of the ToM and ASD, Baron-Cohen (2000) suggested that ToM deficits are
universal in individuals with ASD therefore those with ASD are more likely to
experience peer victimization. Our study will permit characterization of these risk
factors and their interplay in bullying, as we will be asking US children to assign
intentions and social behavioral aims to stimuli expressing BBM.

Another study examined if certain characteristics might lead to greater victimiza-
tion in ASD (Sterzing et al. 2012). The results showed that: (1) Individuals with ASD
who had less deficits in social skills were less likely to be bullied due to their more
socially appropriate responses; (2) Those engaging in conversational interactions,
however, were more likely to be bullied, because they exposed the poverty and
inappropriateness of verbal expressions to be negatively seen by their peers; (3) Chil-
dren in general education classrooms were more likely to be bullied because of the
unprotected environment; (4) Children who had at least one peer whom they consid-
ered a friend were less likely to be victimized, and (5) Children who had comorbid
conditions (e.g. attention-deficit/hyperactivity disorder) were more likely to be bullied.
The findings were consistent with other studies showing that children attending a
public school and diagnosed with Asperger syndrome are at the greatest risk of being a
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victim of social bullying in the forms of rumor spreading or exclusion (Zablotsky et al.
2014; Cappadocia et al. 2012). The more friends a child has, the less likely they are to
experience victimization, which highlights the impact of the social component as a
factor for resilience to victimization (Cappadocia et al. 2012). The above evidence
suggests that a relationship exists between bullying and social interactions, interpre-
tations, and communication as an explanation for higher victimization rates. These
finding form a foundation for our study.

As far as we know, no research has been reported on peer victimization of clinically
unaffected siblings. Most investigators consider these US individuals as a typically
developing group (Nowell et al. 2014). Nowell et al. (2014) however, made an
important observation that children with an ASD diagnosis are more frequently bullied
than their siblings without a diagnosis. This study is inspiring in directing our attention
to the cognitive risk factors of social bullying in unaffected siblings of children with
ASD in comparison to their TD peers. Due to the role of genetics in ASD, we predict
that clinically unaffected siblings are more likely to experience the trait endophenotype
of difficulties in social communication or interaction that we see in ASD, and, thus, will
be more susceptible to social bullying than their TD peers.

1.2 Visual Processing of Biological Body Movements (BBM)

BBM paradigms have been successfully used to test the perception of biological body
movement in humans. Studies have shown that the perceptual system is able to accu-
rately and quickly identify the biological body motion and distinguish it from other
types of motion patterns (Hubert et al. 2007). Researchers have found that typically
developing persons can accurately determine social meanings associated with bodily
movements such as the gender of an individual walking or emotions/attitudes (Hubert
et al. 2007). However, individuals with ASD have been found to have difficulties when
perceiving actions of others’, their subjective states, and emotions as compared to TD
(Koldewyn et al. 2001; Lainé et al. 2011; Swettenham et al. 2013). Specifically, children
with ASD were impaired when distinguishing expressive/emotional states (e.g. bored,
tired, hurt) when compared with TD and peers with other developmental disorders who
have intact the interpretation of object motions (Moore et al. 1997). Thus, BBM tasks
can be useful when testing perception of social intentions expressed in body motion.

Little research has been conducted on social perception in unaffected siblings.
Those reported relate mostly to perception of faces. Dalton et al. (2007) reported that
the gaze fixations and brain activation patterns of US during face-processing is similar
to children with ASD and largely different than their typically developing group
indicating differences in social processing as well as underlying neural circuitry. Fur-
ther, Kaiser et al. (2010) using fMRI found distinctly different pattern of brain acti-
vation to body motion when compared to typically developing children, even though
their behavioral responses were similar. These studies showed that US display neural
signatures of increased compensatory activity in regions implicated in social perception
and cognition, significantly different than those in the TD and ASD subjects. This could
indicate protective genetic factors that are vital for understanding treatment and
intervention in those with ASD.
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1.3 Rationale

Social interactions belong to very complex and multi-stage visual events that require a
fast and accurate perception and interpretation of another’s actions. In addition, one
must then be able to quickly and adequately evaluate the event and respond in a
socially appropriate manner so not to be rejected or penalized. Examining one’s
interpretation of social interactions as displayed by BBM could provide an important
insight into the risk factors that contribute to the vulnerability of becoming a victim of
bullying.

We examine the interpretation of social content of BBM and compare it to both
parental reports about the child’s experience with bullying and to the child’s
self-reported social interactions questionnaire. The ultimate goal of this study is to
contribute to developing a new line of research on prevention of social bullying among
healthy children and children with psychopathological disorders. We predict that: (i) In
clinically unaffected siblings (US) the self-reports and parental reports will reveal
significantly more prevalent social bullying events than in their TD peers; (ii) US
Children, compared to their TD peers, will require a significantly longer time for
perception and interpretation of social interactions as expressed in BBM, and (iii) In US
the quality and quantity of narratives about the social meaning of BBM will be lower
than in TD.

2 Methods

2.1 Participants

Sixteen children participated in this study: eight unaffected siblings of children with
ASD (US; 5 males, mean age = 11y6m, SD = 2y5m) and eight typically developing
controls (TD; mean age = 11y0m, SD = 2y8m) ranging from 7 to 14 years for both
groups. TD children were matched to US for age, sex, SES, and the developmental
markers of speaking and walking onset (p > .05 for all demographics).

The inclusion criteria for TD involved: age 6–16, both genders and normal aca-
demic achievements at school. The exclusion criteria involved: no current Central
Nervous System medication, no history of premature birth or TBI, and no history or
current DSM diagnosis including substance abuse or ADHD; no first- or second-degree
family members diagnosed with ASD, psychotic and bipolar disorders; no neuropsy-
chological scores consistently −2SD below age norms. TD children were recruited by
flyers on the UNM Campus and by personal contacts. The inclusion and exclusion
criteria for US were identical except that US must have had a first- or second-degree
family member diagnosed with ASD: six had a sibling diagnosed, one had a cousin
with ASD and another had a second degree cousin with Asperger’s Syndrome and a
parent with OCD. All family members who had an ASD diagnosis were males. The US
children were recruited from Clinical Centers for Children with ASD, by contact to
Pediatric Psychiatrists and by personal contacts.

All participants underwent a telephone or in-person screening interview ensuring
they met all inclusion/exclusion requirements before being invited to participate in our
study. However, in one US subject we found out only after the data was processed that
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the child was taking a low dose of cognition enhancing medication (open on shelf) and
was diagnosed with ADD. One US participant was removed from our analysis due to
the consistently −2SD scores below her age normative scores and more than two
standard deviations below normalized scores of other US participants. This child was
undergoing a clinical diagnostic process that was revealed to us only after we com-
pleted testing.

2.2 Procedures and Measurements

All participants were tested in the Pediatric Neuroscience Laboratory, Psychology
Clinical Neuroscience Center, The University of New Mexico. Child participants and
their parent were briefed on the components of our study prior to signing the IRB
approved consent/assent forms. The assent forms and the parental consent forms were
signed before the testing began. The University of New Mexico (UNM) Institutional
Review Board Committee for the School of Medicine (North Campus) approved this
study. All participants were compensated $30 for their time and travel expenses.

The study constituted of two parts. Part I included two related tasks: first,
visual-spatial perception task of the blue cartoon characters (Blue Man Test, BMT,
Ciesielski 2003, 2007; based on The Blue Man Group, www.blueman.com/boston)
while recording the performance accuracy, time of processing and the brain
Event-Related Potentials (ERPs). After completing this task and a short resting break,
the second task was administered. This involved table-paper presentation of two dif-
ferent characters from the BMT arranged into a socially meaningful interactions and we
record the child’s narrative description of the social interaction between two blue
characters expressed by their biological body movements (BBM). Part II of the study
involved also the neuropsychological battery of tests for assessing child’s cognitive
functions and clinical interviews. For details of the visual-spatial perception task and
ERPs methods, see Bouchard et al. (2016; under review) and Newton et al. (2016).

2.2.1 Social Blue Man Task (SBMT): Interpretation of Social Cues
in BBM
To investigate how US interpret social interactions as expressed by BBM of two
interacting individuals, we present our figures in pairs. We will use the Social Blue
Man Test (SBMT; Ciesielski et al. 2015) which is derived from the Blue Man Task
(BMT; Ciesielski 2007). The SBMT involves static little blue characters that depict
posture of a biological body motion and may be interpreted as expressing different
intentions towards the second character in the image (Fig. 1). They are faceless to
remain as simple as possible and thus do not require participants to observe both body
motions and facial expressions. SBMT provides an opportunity to assess social
interactions without an overload on sensory levels in children with ASD - which is a
common occurrence in autism. The blue characters can be arranged into social inter-
actions and can represent humans interacting with each other as a snapshot of human
BBM.

Participants were shown 10 images consisting of 2 blue characters depicting a
social interaction. First, the participant had to decide if the blue men’s’ interactions
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were either good (happy and nice) or bad (mean and angry) and press the button
immediately: green if good and black if bad. The stress on the speed of the response
was emphasized. Response “I don’t know” was permitted only if encouragements
failed. The main task was to “imagine what the blue men are doing and create a story
about it, including information such as who they are, where they are right now, and
why they are doing all of this.” Responses were recorded with a digital voice recorder
and were later transcribed. There was no time limitation but the response time on
completion of the task was recorded.

2.2.2 Self- and Parent-Reports on Bullying Experiences
To gain an understanding of each participant’s daily social interactions, we created a
questionnaire in the Pediatric Neuroscience Laboratory called the “Social Interactions
Questionnaire”. Some questions asked were, “Do you know what bullying is?” “How
many friends do you have?”, “Are children nice to you at school or during after-school
programs?”, “Have you ever seen someone who was bullied?”, and “Have you
experienced any bullying?” The answers to these questions provide information on the
participants’ awareness of being a target of bullying and the child’s resilience to
bullying, as well as their social adjustment.

Finally, a confidential clinical interview with each participant’s parents were
conducted. Detailed information was collected about the child’s prenatal and early
postnatal life history, family history of DSM-V disorders, current status of family
health, constitution and social-economic status. Additionally, a Traumatic Experiences
Questionnaire (Ciesielski et al. 2015, Manual, PNL) was used to obtain parental
knowledge about their child’s exposure to peer victimization. Among several other
questions the following were posed to the parent: (1) “Has your child experienced any
rejection, teasing and/or aggressive behaviors from his/her peers in school or other
places? – please describe.” and (2) “Has your child experienced any psychological or
physical punishment, aggression by other or isolation from others?”

Fig. 1. Example of social scenario represented by a snapshot of BBM in social blue man test
(SBMT, Ciesielski et al. 2015). (Color figure online)
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2.3 Statistical Data Analysis

The data analysis was conducted using three approaches: t-tests for independent
samples, Pearson correlations and a Latent Dirichlet Allocation analysis. The inde-
pendent samples t-test was used to analyze: between-group contrasts in performance
accuracy and reaction time during the SBMT and all neuropsychological tests scores.
Pearson correlation coefficients were used to find within-group correlations on neu-
ropsychological tests and the results on severity of bullying questionnaires. Latent
Dirichlet Allocation (LDA) as a method of text analytics via topic modeling was used
to analyze the transcribed stories from the SBMT in an unbiased manner (Blei et al.
2003). Each word in the collection of documents is treated as a finite mixture of an
unobservable set of topics so that the LDA provides topic representation in each
document. The t-tests and correlations were conducted on SPSS 23 and the LDA was
completed with software developed by researchers at Sandia National Laboratories.

3 Results

We examined the association between the quality and quantity of verbal narratives
regarding social interactions of BBM with the parent- and self-reports of exposure to
bullying (Newton et al. 2016). Details of the ERP data were processed separately
(Bouchard et al. 2016). TD children showed no significant neuropsychological devi-
ations, except for significantly prolonged time of recognition of complex visual figures
with ambiguous meaning (p > 0.05). There were also no differences found in US in
visual-spatial perception of BBM.

While initiating this study, we predicted significantly more frequent social bullying
events to be reported by the US children and their parents than in their TD peers. As
shown in Fig. 2, parental- and self-reports regarding bullying experiences significantly
differed. Parents-reported five times more bullying incidents in US (M = 1.38,
SD = .74) than in TD (M = .25, SD = .46; p = .003, d = −1.8) and more bullying than
was reported by self-reports by US children (M = 2.21, SD = .32). Self-reports show
no significant differences in number of bullying events from those reported by TD
children (M = 2.34, SD = .30, p = .42, d = .44). This result may need to be discussed
in context of considerable frequency of bullying reported by TD children, but also as a
result of poor insight of US children into being a target of bullying.

US children’s parents reported that 88% of children experienced some form of
consistent peer victimization while only 38% of self-reporting US children admitted
being bullied. A reverse statistic is observed in TD children: TD parents reported that
25% of their children experienced being bullied while 43% of TD children admitted
victimization. Our data provide support to and extend our earlier prediction: US are
more frequently bullied when we carefully consider parental reports. This observation
of discrepancy between US parental reports and US children’s reports is important as it
may suggest low awareness of social victimization in US. Additionally, we found that
TD children also report a considerable exposure to bullying.

Our second prediction was also supported. Unaffected siblings needed significantly
more time to decide if the BBM represent a “good” or “bad” social interaction. The
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Social Blue Man Task provided participants with images of social interactions and
were told to decide as quickly as they could if the image displayed good or bad
situations. They were informed that there were no incorrect answers but to respond
with how they perceived the image. The response time was measured from the first
view of the image and the response of “good” or “bad”. We found that there is a
significant delay in response time in US (M = 6.86, SD = 4.26) as compared to TD
(M = 2.22, SD = 0.74, p = .01 d = −1.52). Figure 3 shows the relationship of the RT
for both tasks in each group. Furthermore, a significant negative correlation of
r = − 0.92, p < .001 was found between time delay in decision making about the
good/bad social content of the BBM displayed in SBMT stimuli and the lower report
rate of bullying by US. This suggests that the slower the US are in their social judgment
the less insight they have and therefore report less bullying incidents.

Finally, we predicted that the quality and quantity of narratives about the social
meaning of BBM would be lower in US than in TD and negatively correlated with high
frequency of social bullying in US. We conducted the LDA analysis by combining all
TD and all US responses into their two separate groups. As seen in Fig. 4, our TD
participants weighed heavily on Topic 1 while our unaffected siblings weighed heavily
on Topic 0. This unbiased model therefore distinguished differences between our two
populations in SBMT responses.

The greatest differences between Topic 0 and Topic 1 are the amount of words and
the diversity of words chosen, not on their content. By examining word clouds of the
transcriptions, we can determine frequency of root words used in each topic. The larger
the word in the cloud, the more frequently it is used. Topic 0 has many words that are
used frequently and almost all of the words are fairly large in size. This indicates
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Fig. 2. Percentage of parent- and self- reports that responded “yes” to experiencing peer
victimization in both unaffected siblings and typically developing.
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several words were used often by many of our unaffected siblings and that most words
were used more than once. However, in Topic 1, only a few words had great frequency
while majority of the words were unique. Therefore, Topic 0 is labeled “Uniform” and
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Fig. 3. Delayed response time during the SBMT in US.
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Fig. 4. The relationship between weight of each topic and subject group from LDA analysis of
transcribed responses to the social blue man task. An inverse relationship exists between each
group and the topic they are categorized into according to the unbiased LDA.
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Topic 1 is labeled “Diverse.” This tells us that our US group provided narratives that
were repetitive and lacked quality and flexibility in word choices (Fig. 5).

4 Discussion

We examined the effects of bullying, as measured by both a parent-and self-report, in
unaffected siblings of children with ASD. We collected unique information regarding
the specific mechanism of underreporting of bullying by US children. We also analyzed
the quality of narratives used by US and TD children to describe socially meaningful
BBM snapshots to determine if any differences existed between US and TD in per-
ception, interpretation, and reporting of social cues. US displayed significantly delayed
interpretations and poorer social narratives. This may be indicative that US struggle to
adequately process and interpret social interactions and then report and interpret them,
but also that they may be unaware of their difficulties. This is an important insight into
creating preventative measures for the US population. Programs that will be able to
effectively help US children to increase the processing speed and improve the inter-
pretation and communication of bullying experiences, would likely see more successful
outcomes.

Delays in processing visual complex information may vastly interfere with iden-
tifying, interpreting, and responding to the fast, continuously changing, and often
ambiguous social cues. As a result, unaffected siblings participating in our study might
have had difficulty recognizing they were in fact a target of social bullying at school,
hence they did not report about it during our testing. Their parental reports unravel a
high frequency of victimizing events towards US children, which is consistent with the
most recent literature (Nowell et al. 2014). While the parent-reports reveal significantly
higher frequency of bullying experiences, the latent Dirichlet allocation showed in US
poor verbal flexibility when describing social interactions. This difficulty might have

Unaffected Siblings Typically Developing

Fig. 5. The word clouds indicate that there was a lack of variation in words used by all
unaffected siblings when describing social narratives of the SBMT images.
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reduced the ability of US to inform accurately, but also could be a foundation of their
poor verbalization and poor awareness of bullying incidents. These findings are con-
sistent with the Van Roekel et al. (2010) study, which showed a correlation between
weaker ToM in ASD and greater exposure to victimization. To form a ToM with the
interacting person one needs time to process the social messages and also verbal tools
for understanding them and translating them into a socially-acceptable response.
Baron-Cohen (2000) suggested that ToM deficits make individuals more likely to
experience peer victimization. ToM may be one of the contributing factors responsible
for the slow and partial only interpretation of social meaning of BBM by US children in
our study.

The SBMT responses were recorded in relation to social interactions. The children
who are typically developing are better able to describe their social surroundings than
our US group. US of those with ASD showed a tendency to repeat words and did not
use alternative words to describe the various social situations depicted. Since there
were no statistically significant group differences on the neuropsychological tasks, with
many of our US children outperforming our TD children, we cannot conclude that the
results of LDA analysis is due to a lack of verbal abilities as such in the US. Con-
sidering the prolonged response times, we conclude that unaffected siblings of children
with ASD perform equally well as TD on perception of visual-spatial characteristics of
the BBM of the little blue man characters, but show significant deficiencies when they
are required to describe the social meaning of the BBM of blue man interactions.

While this study improves our understanding of the mechanism underlying the
social bullying in children displaying the endophenotype of ASD, there were some
limitations that need to be addressed in future studies. First, our population consists of
unaffected siblings of children with ASD- it will be important to examine children
diagnosed with ASD with different levels of severity, and how this impacts the per-
ception and interpretation of BBM. In addition, we aim to develop methods of non-
verbal measurement of interpretation of BBM that should allow subjects with ASD to
participate despite their verbal deficits. Further, our study does not consider causation
between interpretation of BBMs and bullying. Thus, future research should attempt to
determine causal relationships. In the future, we would like to obtain a more rigorous
and holistic perspective of the child’s bullying exposure and impacts to the child’s
mental and physical health. Finally, we intend to continue testing children in larger
samples.

There is some debate as to whether parent- or self-reports reveal more accurate
bullying experiences. The most accepted conclusion is that parents tend to over report
their child’s bullying experiences while individuals tend to under report their own
bullying experiences. Regardless, that is the case whether children have a disorder or
are typically developing. Therefore, to monitor the group differences in parent reports
and children self-reports still provide an important insight into the status of bullying
experienced in our schools. On the other hand, parents of a child with an ASD may be
overly sensitive or even more involved with their children’s social interactions than
parents of typically developing children, so they may have better insight to their child’s
social interactions than a parent of a child who is TD.

This research provides some insight into the mechanism of bullying experienced by
unaffected siblings of children with ASD. Although the cognitive abilities are similar in
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our TD and US subjects with no evident neuropsychological test deficits, a distinct and
specific difference has been identified in the increased parent-report of peer victim-
ization, delayed perception and interpretations on social interactions, and poorer quality
of social narratives. The delay in interpretation and low quality of narratives may be
characteristics of risk factors for the high exposure to bullying in unaffected siblings.
Our findings might give rise to studies on improving the US child’s ability to perceive
and absorb complex social cues.
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Abstract. In this paper, we review current smart watch research in the health
domain to inform an Augmented Cognition (AugCog) research agenda for
health-related decision making and patient self-management. We connect this
AugCog research agenda to prior Clinical Decision Support (CDS), workflow,
and informatics research efforts using Persons Living With HIV (PLWH) and
Chronic Obstructive Pulmonary Disorder (COPD) patients as examples to
illustrate potential research directions.
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Usability

1 Introduction

Smart watches have seen rapid and widespread adoption by consumers in the past few
years, with an expected market demand for these devices reaching up to 214 million
units in 2018 [1]. These network-enabled, wrist-worn devices represent an unprece-
dented opportunity to support improved patient self-management and health monitor-
ing in everyday life through an array of on-board sensors, computing capability, and
communication features. Indeed, two recent systematic reviews found smart watch
studies targeting numerous health-related applications have appeared at an increasing
rate in the scientific literature in a few short years [2, 3].

The objective of this paper is to illustrate potential uses and challenges of smart
watches for health-related decision making by describing these devices in relation to an
Augmented Cognition (AugCog) research approach. We first conduct a brief review of
AugCog research, relate AugCog research to that of Clinical Decision Support
(CDS) research in the health domain, and discuss smart watch applications based on
prior research with these devices. We then outline potential augmented cognition
research directions in the health domain using smart watches by describing sensing
modalities and potential mitigation strategies in relation to Persons Living With HIV
(PLWH) [4–7], Chronic Obstructive Pulmonary Disorder patients [8–12], and emerging
patient-centered workflow paradigms [13–18].
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1.1 Augmented Cognition

The goal of AugCog is to enhance end user cognitive capacity and capability in support
of human task performance via automated adaption of technical system function and
information presentation in a closed loop system [19, 20]. Three principal AugCog
research areas are: Cognitive State Assessment (CSA) enabled by sensor-based capture
of cognitive or functional state; Mitigation Strategies (MS) that respond to cognitive
state through closed-loop system adjustments; and Robust Controllers (RC) that allow
systems to function with resilience under diverse operating conditions [20, 21].

1.2 Clinical Decision Support

A clinical decision support (CDS) system is “designed to be a direct aid to clinical
decision making, in which the characteristics of an individual patient are matched to a
computerized clinical knowledge base and patient-specific assessments or recommen-
dations are then presented to the clinician or the patient for a decision” [22]. Prior CDS
research has identified a rank-ordered list of ten grand challenges to improve the design
of CDS systems [23]. Four of these ten grand challenges have been designated as
necessary to improve the effectiveness of CDS interventions; the remaining six pertain
to creation of new CDS interventions and dissemination of existing CDS knowledge.

The four grand challenges for improved effectiveness of CDS interventions are
ranked as follows: Improve the human–computer interface (first out ten); Summarize
patient-level information (third out of ten); Prioritize and filter recommendations
(fourth out of ten) and; Synthesize recommendations for comorbidities (sixth out of ten)
[23]. These four grand challenges are relevant to two cognitive bottlenecks identified
from AugCog research [24]. Table 1 displays these four CDS grand challenges [23]
with the associated cognitive bottleneck and the AugCog approach to overcome the
bottleneck [24]. Narrow user input capabilities refer to limitations of system designs
that present barriers to information entry. Information overload refers to the inability of
users to process vast amounts of system output. A cognitive state sensor “acquires
physiological and behavioral parameter(s) that can be reliably associated with specific
cognitive states, which can be measured in real time while an individual or team of
individuals is engaged with a system” [21].

Table 1. CDS grand challenges and AugCog approaches to overcome cognitive bottlenecks

CDS grand challenge Cognitive bottleneck AugCog approach

Improve the human–computer interface Narrow user input
capabilities

Cognitive state
sensor

Summarize patient-level information
Prioritize and filter recommendations
Synthesize recommendations for
comorbidities

Information overload Adaptive filtering
Data aggregation
Clustering
Advanced
visualization
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1.3 Linking Augmented Cognition and Clinical Decision Support

Notably, the top-ranked CDS grand challenge of Improve the human–computer inter-
face [23] represents the greatest opportunity for AugCog integration with CDS systems.
Figure 1 illustrates how the concept of a CDS system aligns with the Fundamental
Theorem of Biomedical Informatics, which states: “A person working in partnership
with an information resource is ‘better’ than that same person unassisted” [25].

In describing seminal AugCog efforts, Schmorrow and Kruse state:

AugCog will enable computational systems to adapt to the user, rather than forcing the user to
adapt to the computational systems. In this way the AugCog program moves beyond the
traditional approach to redesigning human-computer interfaces - which often fail to take the
state of the user into account [19].

Taken together, these statements illustrate that the AugCog approach of cognitive
state assessment using a cognitive state sensor is complementary to the notion of a CDS
system that aligns with the Fundamental Theorem of Biomedical Informatics. How-
ever, the health domain represents a context with stakeholders who may have
conflicting goals (e.g.: patients, family members, and health care providers with dif-
ferent roles). As a result, there may be fewer parallels between the health domain of
patients in everyday life, the military domain where AugCog research originated
[19, 21], and nuclear power plant control rooms where AugCog approaches have
translated [20]. In particular, “operators” in military and control room environments
possess specialized training, skills, and protocols designed to facilitate achievement of
organizational objectives whereas patients in everyday life may not. Still, there have
been recent AugCog forays into the health research domain [26–28]. In addition, while
there is a large body of clinical decision support research, much of it is focused on
health care provider decision making in clinical contexts using data from electronic
health records [22, 23, 29]. Therefore, advances in smart watch technology represent
new opportunities to support health-related decision making for patients in everyday
life using AugCog and CDS approaches. Our proposed health research agenda will
expand the types of sensors and sensor data for AugCog purposes, beyond those of
physiological data, in a similar way that others have already begun [28].

Fig. 1. Graphic demonstrating the fundamental theorem of biomedical informatics [25]
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2 Sensors in Health Research

Sensors have long been posited as a means to support health-related activities outside
clinical care settings through incorporation of sensor data in health applications. Some
common sensor types in health studies include smart home sensor technologies
installed in the residential environment that enable passive monitoring of health
[30–33] and wearable technologies [34, 35]. Each has its own trade-offs in terms of
technology function and acceptance. For instance, smart homes require no user inter-
action beyond initial agreement to install the technology yet only collect data when a
person is home and have difficulty distinguishing between multiple residents [31].
Wearable technologies can enable activity data collection anywhere, matched to an
individual, but can present adherence issues if technologies are not worn properly [34].

2.1 Smart Watches in Health Research

Smart watches are a relatively new innovation in wearable technology. That being said,
numerous smart watch health studies have been conducted since 2014 [2, 3]. While
research with these wearable devices is still at a nascent stage, the purposes for which
they have been put to use vary widely by sensing modality and study focus. Smart
watches have been used for detection of activity levels, emotional state, seizures, tremor,
posture, heart rate, temperature, speech therapy progress, and eating, medication-taking,
and scratching behaviors [2]. These studies have employed a variety of onboard sensing
modalities including accelerometers, gyroscopes, microphones, optical sensors, contact
sensors, ambient light sensors, and received signal strength indication (RSSI) local-
ization. Smart watch applications have been primarily used during proof-of concept
studies to determine if smart watches are feasible for research. Studies that enrolled
persons living with targeted conditions were few and focused on Parkinson’s disease,
epilepsy, and diabetes management.

2.2 Rapid Technology Change as a Challenge

In a previous AugCog paper focused on technology-supported health measures for
congestive heart failure (CHF) patients [36], we described the Lab of Things platform
[37, 38] and Pebble smart watches (http://www.getpebble.com) as promising tech-
nologies for integration in the home. However, rapid changes due to market forces and
business initiatives can cause technologies to become unavailable or unsupported. As
of 2016, the Pebble smart watch company went out of business and the Lab of Things
[37, 38] Internet of Things platform is no longer supported by Microsoft Research.

3 Future Research

3.1 Patient Cases

3.1.1 Smart Watch Potential to Support AugCog
Prior smart watch research shows promise to support specific needs for PLWH and
COPD patients. Table 2 illustrates smart watch sensor types for cognitive state
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assessment, mitigation strategies these sensors may support, and the types of studies
needed to develop robust controllers for health-related AugCog.

3.1.2 Persons Living with HIV (PLWH)
PLWH must manage everyday behaviors related to antiretroviral medication use, which
requires a higher level of adherence than most drugs, and prevention behaviors, which
protect them from other STDs and reduce the chances that they will spread HIV to
others. These behaviors can be hard to maintain, even with the best of intentions. Mobile
technology has proven effective in improving antiretroviral therapy (ART) adherence
through daily tailored messages [4–7]. Future research could extend these findings to
more immediate messaging delivered via smart watches, use of haptic cues as reminders
to take medication, or geolocation to deliver specific messages at specific times when
PLWH are in higher-risk environments. Mobile cues to engage in other healthy
behaviors are also particularly relevant to PLWH, who have higher rates of smoking,
alcohol, and drug use than the general population, and must manage nutrition and
exercise to counteract medication-related increases in cardiovascular risk. Table 2
shows smart watch potential to support PLWH.

Table 2. Technologies and recommendations for AugCog health research using smart watches

PLWH1 COPD2

Cognitive
State
Assessment
(CSA)

Sensor types
• Daily activity monitoring [39]
• Activity-based detection of
eating behavior [40]

• Activity-based detection of
medication-taking behavior [41]

• Detection of emotional state
[42]

• Chronic disease
self-management [43]

Sensor types
• Daily activity monitoring [39]
• Activity, heart rate, and temperature
monitoring [44]

• Activity-based detection of
medication-taking behavior [41]

• Detection of emotional state [42]
• Chronic disease self-management [43]
• COPD activity monitoring [45]

Mitigation
Strategies
(MS)

• Tailored messages delivered in
everyday contexts

• Tailored messages delivered in
high-risk geo-locations

• Tailored messages based on
participant’s emotional state

• Visual, text, or haptic cues for
healthy behavior

• Alarms or notifying a collateral
if behaviors (e.g. medication)
are not done

• Tailored environmental messages
• Tailored activity messages based on
current physical sensations and
environmental conditions

• Visual, text or haptic cues for delivery
of MDI medications

• Tailored messages based on participants
anxiety or mood

Robust
Controllers
(RC)

Studies need:
Integration with Internet of Things platforms [46]
Workflow research [13, 15–17]
Analytics software to manage deluge of data [47]

1PLWH: Persons Living with HIV;
2COPD: Chronic Obstructive Pulmonary Disorder
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3.1.3 Chronic Obstructive Pulmonary Disorder (COPD)
COPD is a chronic progressive disease that requires the individual to monitor their
breathing, daily activity patterns, and self-manage medications such as metered dose
inhalers (MDIs) [8]. There are multiple steps to effective deliver of MDI medications
with individuals with COPD, only successful about half of the time. The interplay of
these behaviors requires significant cognitive skills such as sensation, temperature,
humidity, and air quality monitoring and appraisal within the overlay of daily activity
expectations and successful medication deliver. Individuals with COPD do have some
cognitive challenges in managing their health and well-being and the stress and anxiety
of being short of breath while processing multiple sources of information to determine
whether to take action or simply rest and continue monitoring would totally benefit from
AugCog [8–12]. Providing summary information, monitoring physical cues such as
heart rate or respiratory rate as well as mobile cues as to environmental concerns would
move COPD self-management forward and is the next frontier for health care-focused
mobile technology research. Table 2 shows smart watch potential to support COPD.

3.2 Types of Studies Needed

3.2.1 Workflow
Workflow research, which traditionally focuses on activities and temporal relation-
ships between them, can contribute to understanding of the relationship between
AugCog and health-related decision making, and also inform the design, imple-
mentation and evaluation of technology-based interventions that support decision
making [14, 16]. Workflow research typically yields three types of deliverables: Rich
workflow descriptions (narratives); quantitative representations (e.g. Petri Nets or
Markov Chains); and visual depictions (e.g. workflow diagrams) [14]. These three
deliverables are beneficial in the examination of the relationships between AugCog
and decision making at a high-level as described in Table 1. Workflow research can
be particularly helpful in highlighting temporal relationships that translate correlations
into causal relationships about how AugCog approaches can improve decision
making. The informatics literature shows that if workflows that represent current
practice are not accounted for in the design and implementation of new systems,
technology changes can disrupt workflow in intended and unintended ways and leads
to poor performance and outcomes [48]. Thus, the effect of AugCog research on
decision making must take workflow into account to realize the full potential of
AugCog interventions. One gap in current workflow research is that field studies
typically focus on behavioral indicators without regard to cognitive activities. Cog-
nitive activities are either ignored or they are assumed. The ability to understand the
role of cognitive activities as an underlying feature of behavioral indicators can allow
researchers to examine workflow and cognition in the temporal context of
health-related activities as whole. Smart watches can play a critical role in narrowing
this gap by providing by providing real-time, in situ assessment of cognitive state
through onboard sensors and communication features.
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3.2.2 Technology Function and Acceptability
Studies must be conducted to validate and understand behaviors from data collected by
smart watches. Smart watch technical function must be validated through comparison
studies using known research-grade devices as the gold standard. This research should
also explore strategies to overcome the challenge of device and platform obsolescence
due to rapid change in the technology landscape [49]. Studies that develop new
methods to estimate behavior from activity data, and other types of data, will be
required on a continuous basis as more and different types of sensor-based measure-
ments become available [50–53]. Important to understand are the factors related to why
a given individual will use or abandon a wearable device like a smart watch [54]. Not
surprisingly, smart watch acceptance research is at an early stage due to recent avail-
ability of smart watches as a consumer-grade device [55–59].

3.2.3 Informatics Study Types and Task Complexity
Friedman et al. define a set of informatics study classifications that describe the range
of what can be studied based on type of research question [60]. Studies are classified as:
needs assessment (“what is the problem?”); design validation (“is the development
method appropriate?”); structure validation (“does the system function as intended?”);
usability test (“can targeted stakeholders use it as intended?”); laboratory function
(“does it have potential for benefit?”); field function (“does it have the potential for
benefit in the real world?”); laboratory user effect (“is it likely to change behavior?”);
field user effect (“does it change behavior in the real world?”); problem impact (“does it
have a positive impact on the defined problem?”) [60]. These informatics study types
are non-exclusive and should be conducted iteratively using smart watches to support
health-related decision making for PLWH and COPD.

These studies should be designed with the aim of providing task advantages that
deliver real-time resources to meet the personal goals of PLWH and COPD patients
[36]. Prior research on task complexity [61] can inform the design and conduct of these
studies using smart watches as an integral data collection and communication device.
For example, the first Apple Watch applications for COPD currently do not gather or
summarize the appropriate information and coordinate this with reminders or alarms
that allow the patient to fully self-manage their condition. Patients must manually
self-monitor but these data should be seamlessly integrated with environmental con-
ditions, current emotional state, and complexity of medication regimes. At present,
these smart watch applications have heavy input requirements with little synthesis or
summary of material in ways that patients could use to modify activities, take pre-
ventive actions or address a current physical sensation.

4 Conclusion

In this paper, we have reviewed current health-related research using smart watches in
terms of an Augmented Cognition research agenda. In doing so, we have connected this
AugCog research agenda with prior Clinical Decision Support, workflow, and health
informatics research using Persons Living With HIV (PLWH) and Chronic Obstructive
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Pulmonary Disorder (COPD) as examples of future AugCog research directions for
health-related decision making.

Chronic disease management and health care domain areas differ greatly from the
original AugCog military research domain. However, AugCog research approaches
have great potential to facilitate improved decision making, self-management and
health outcomes for PLWH, COPD, and others, by using information collected over the
long-term. One potential way to improve patient self-management and health outcomes
is through automated and passive collection of information about activity levels,
emotions, risky situations, or other health behaviors from smart watches to support
augmented cognition for the wearer. However, before that happens, interdisciplinary
researchers must understand where AugCog meshes with these domains and identify
potential advantages of smart watch information for patients, family members, and
health care providers. Ultimately, the goal is to enable community-based field studies
that enroll persons living with the conditions targeted by smart watch interventions.
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Abstract. In adaptive human-machine interaction, technical systems adapt their
behavior to the current state of the human operator to mitigate critical user states
and performance decrements. While many researchers use measures of workload
as triggers for adjusting levels of automation, we have proposed a more holistic
approach to adaptive system design that includes a multidimensional assessment
of user state. This paper outlines the design requirements, conceptual frame-
work, and proof-of-concept implementation of a Real-time Assessment of
Multidimensional User State (RASMUS). RASMUS diagnostics provide
information on user performance, potentially critical user states, and their related
impact factors on a second-by-second-basis in real-time. Based on these diag-
noses adaptive systems are enabled to infer when the user needs support and to
dynamically select and apply an appropriate adaptation strategy for a given
situation. While the conceptual framework is generic, the implementation has
been applied to an air surveillance task, providing real-time diagnoses for high
workload, passive task-related fatigue and incorrect attentional focus.

Keywords: Multidimensional user state � Physiological measures �Workload �
Attention � Fatigue � Performance � Real-time assessment � Adaptation �
Augmented Cognition

1 Introduction

Automation of technical systems has greatly increased, but it is usually still the human
operator who is responsible for the safety and effectiveness of the human-machine-
system. Hence, adverse user states that impair the operator’s effectiveness can have
severe consequences, especially in safety-critical task environments. A notable
example was the crash of Air France flight AF447 in 2009. According to the flight
accident report [1] technical failure followed by an autopilot disconnection provoked
multiple adverse mental states of the pilots (e.g. confusion, overload, inadequate sit-
uation awareness). As a consequence pilots were not able to regain control over the
aircraft and it crashed (cf. [2] for a more detailed discussion).
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To prevent such critical user states in highly automated systems, approaches of
adaptive system design have been developed, e.g. Adaptive Aiding [3], Adaptive
Automation [4], and Augmented Cognition [5]. In adaptive human-machine systems,
technology adapts its behavior to the current state of the human operator to mitigate
critical user states and performance decrements. However, researchers have faced a
number of challenges transferring those approaches from the laboratory to the real
world. One major challenge is that human-machine systems are impacted by a wide
range of influencing factors in the real world that are often not accounted for in
laboratory settings. Researchers have therefore concluded that context, environmental
parameters, system state and goals must be considered in order to successfully apply
adaptation strategies (e.g., [6–8]).

Additionally, as illustrated in the crash of flight AF447, human error and perfor-
mance decrements can be the result of multiple critical user states that are both
intertwined and interrelated. Hence, a one-dimensional consideration of user state (e.g.,
by focusing on high workload) may not be sufficient to successfully select and apply
appropriate adaptation strategies in real-world settings. We have therefore proposed to
also account for the multidimensional nature of user state in adaptive system design [2].
Our approach of a multidimensional user state assessment focuses on six dimensions of
user state that we have found to be able to substantially impact human performance,
namely workload, fatigue, attention, situation awareness, motivational aspects of
engagement, and emotional states characterized by negative valence and high arousal.
Evidence of their effect on performance is summarized in Table 1.

This paper introduces our diagnostic engine. “RASMUS” (Real-time Assessment of
Multidimensional User State) enables the technical system to detect performance
declines of the user and to infer potential causes of performance declines based on
diagnosed critical user states and related environmental and individual impact factors.
The next section outlines the main findings of our analysis phase and summarizes

Table 1. User states considered in RASMUS and their effect on user performance

User state Effect on user performance

Workload Performance is likely to decrease if mental workload is either too
high or too low [9, 10]

Fatigue Fatigue impairs information processing and decreases attention,
vigilance and situation awareness. It is estimated that fatigue
contributes to 20 to 30% of transport accidents [11]

Motivational aspects of
engagement

High engagement can improve task performance even during
sleep deprivation [12]

Attention Lack of attentional resources and inadequate focus of attention
(e.g. attentional tunneling) can decrease performance [13]

Situation Awareness
(SA)

69.1% of the operational errors in air traffic control and 88% of
aviation accidents involving human error could be attributed to
SA problems [14]

Emotional states Emotions that are characterized by negative valence and high
arousal (such as anxiety) can narrow attention and impair
information processing [15]
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corresponding design requirements, used for the conceptual design of RASMUS. The
generic conceptual framework is detailed in Sect. 3. Subsequently, we present a
proof-of-concept implementation of RASMUS that provides real-time diagnoses for
high workload, passive task-related fatigue and incorrect attentional focus in an air
surveillance task. We also present some preliminary results of a recent validation study
(Sect. 4). The article concludes with a discussion and an outlook on future work
(Sect. 5).

2 Design Requirements

Analysis of related work revealed that previous studies have mainly focused on just one
dimension of user state. For example, workload is often used as a trigger for Adaptive
Automation [16–18]. Many studies also focus on a specific field of application, e.g.
command and control, aviation, driving. In contrast, our multidimensional approach is
more holistic and not domain-specific. During the review phase of our work we
therefore analyzed studies across different domains focusing on different types of user
states. Literature reviews lead to the identification of five aspects that appeared par-
ticularly relevant to our approach. The following subsections deal with each of the five
aspects and describe which design requirements were derived for the conceptual
development of RASMUS. These findings and design requirements are summarized in
Sect. 2.6.

2.1 Indicators of User State

The six user states considered for multidimensional user state assessment are hypo-
thetical constructs that cannot be measured directly. But various assessment methods
have been established to provide indicators of those states: subjective measures,
performance-based measures, physiological and behavioral metrics, as well as model-
based assessment. Considering their properties, psychophysiological and behavioral
metrics appear to be particularly well-suited for user state assessment in adaptive
systems, as they provide continuous indicators of user state in real time. Moreover,
many of those metrics can be measured by sensors that are rather unobtrusive (e.g.
remote eye trackers). However, previous research has also revealed some
shortcomings:

• Physiological measures are influenced not only by user state but also by other
factors not related to user state which may cause misleading results [5, 19], e.g.
pupil dilation is also influenced by lighting conditions.

• Physiological measures are not indicative of a single user state, e.g. heart rate can
increase due to high workload but it can also increase as a result of emotional states
with high arousal e.g. anxiety or anger [20].

• Adaptive systems should address the causes rather than the symptoms of critical
user states and performance decrements [7]. Even if physiological and behavioral
measures did reflect changes in user state, they would not provide any information
about what provoked those state changes.
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In order to compensate for these shortcomings, our approach of multidimensional
user state assessment combines physiological and behavioral measures (e.g. pupil
dilation, heart rate, breathing rate, mouse click frequency) with environmental and
individual impact factors on user state. Environmental factors involve all factors that
externally impact user state and performance including task properties, context factors,
conditions of the surrounding, objectives and events. Individual factors refer to
long-term and short-term properties of the human that impact his/her state and per-
formance internally (e.g. level of experience, capabilities, skills, constitution, mood, or
well-being). These indicators were identified in previous analyses and integrated into a
self-developed generic model of user state (cf. [2]).

2.2 Self-Regulation of the Human Operator

When designing an adaptive technical system it must be considered that humans are
adaptive systems themselves. By applying self-regulation strategies, e.g. investing
more effort if task demands increase or drinking coffee to combat fatigue, the human
operator is also able to mitigate critical user states. For Adaptive Automation,
researchers strongly recommend consideration of the human’s effort-regulation pro-
cesses [9, 21]. Veltman and Jansen [21] point out that increases in workload can be a
sign of a successful adaptation of the operator to changing task demands as he or she is
investing more effort to meet the demands. Thus, if these changes in workload were
used by the technical system to reduce the task load, it might result in counterpro-
ductive interaction between the two adaptive systems. However, as accidents caused by
critical user states indicate, there are also situations (e.g. extreme underload or over-
load) when the operator’s state regulation processes fail to successfully maintain the
operator’s effectiveness. Veltman and Jansen [21] therefore propose that adaptive
technical systems are more likely to work successfully if adaptation is triggered only in
those situations when the operator’s effort regulation mechanisms are unable to ade-
quately react to changing task demands. As our approach does not only focus on
workload as a trigger and is not limited to adjusting the level of automation, we extend
this recommendation and suggest to not counteract any productive self-regulation
strategies of the operator by technical adaptation strategies. Consequently, we decided
to use performance measures as a trigger for adaptation because a decline in perfor-
mance is a clear indication that self-regulation has failed and the operator needs
support.

2.3 Individual Differences

User state is often examined at a group level, trying to demonstrate significant effects of
assessment methods between task conditions (e.g. [19, 22]). However, individuals
differ in their physiological reactions. Accordingly, physiological measures that are
sensitive at the group level have been shown to lack sensitivity in single-trial analysis
needed for real-time adaptation (e.g. [23]). We were able to replicate these findings in
previous experimental studies [24, 25]. Results supported the sensitivity of most
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physiological measures to indicate changes in user state and performance at a group
level. At an individual level, however, we found outcomes to vary strongly between
individuals even when using normalized data. This finding may indicate that the
sensitivity of a physiological metric is user-specific which means that certain measures
are sensitive indicators for some subjects but not for others. Veltman and Jansen [23]
make two suggestions how to deal with individual differences in Adaptive Automation:
(1) Increase the sensitivity at an individual level by combining different physiological
measures, and (2) use individual sets of baseline data from different sensors to select
those measures that are most sensitive for the given individual. Additionally, it might
be useful to weigh indicators in the assessment according to their user-specific sensi-
tivity. However, individual weighting of indicators would only be appropriate if the
indicators’ sensitivity was temporally stable.

2.4 Temporal Stability

For assessing the temporal stability of our findings, we conducted a retest experiment
one year after the initial experiment involving the same task conditions and participants
(cf. [25]). Related work testing the temporal stability of physiological measures is
rather sparse and findings are reported predominantly at a group level (e.g. [26]). These
studies indicate moderate levels of temporal stability for different kinds of physio-
logical measures. Likewise, our retest experiment confirmed the temporal stability of
three out of four tested physiological metrics at the group level. However, analysis at an
individual level revealed that outcomes differ strongly not only between but also within
individuals from test to retest. Some indicators that showed high sensitivity for one
participant in the first test showed rather weak sensitivity for the same participant in the
retest and vice versa.

We assume these variations in time were a result of environmental and individual
impact factors that we could not control for in test and retest, e.g. learning effects,
different degrees of initial fatigue or motivation, differences in mood or different fitting
and tracking quality of sensors. Considering real-world settings, there are even more
uncontrollable impact factors causing some indicators to be more and some less sen-
sitive for variations in user state in a specific situation. Consequently, we propose to
refrain from user-specific selection and weighting of user state indicators. Instead the
results highlight the importance of combining different kinds of measures to com-
pensate for potentially biased or invalid measurements.

2.5 Oscillation

Researchers have pointed out that adaptation triggered by a threshold algorithm may
evoke undesirable oscillation or “yo-yoing” [5, 27, 28]. Particularly physiological
gauges have been observed to frequently pass a predetermined threshold resulting in
adaptations being switched on and off in short time intervals. This oscillation of
adaptation has been shown to produce detrimental effects on operator performance as it
can confuse the user and increase workload [5]. To prevent oscillation effects it has
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been suggested to smooth physiological measures e.g. by filters or moving-mean
estimation and to define a minimum time interval between switches in adaptation
(coined as “refractory period” [27] or “deadband” [28]). As our approach uses per-
formance decrements to trigger adaptation, these effects are avoided. Nevertheless, we
consider these suggestions when using physiological measures for user state
assessment.

2.6 Summary

Table 2 provides a summary of the main findings of our analysis phase and lists the
corresponding design requirements we formulated for the conceptual development of
RASMUS. Findings and design requirements refer to each of the five aspects detailed
in Sects. 2.1–2.5 (indicated in the left column of Table 2).

3 Real-Time Assessment of Multidimensional User State
(RASMUS)

The “Real-Time Assessment of Multidimensional User State” (RASMUS) is part of a
larger dynamic adaptation framework. A simplified model is depicted in Fig. 1. The
“information processing” component represents the basic functionality of traditional
technical systems in human-machine-interaction. It analyses and displays data from the
environment and processes operator inputs. To enable adaptive behavior of the tech-
nical system we added a state regulation component that is modeled after the four-stage
model of human information processing and the corresponding classes of system
functions proposed in [29]. It includes four stages of state regulation: data acquisition,

Table 2. Summary of literature findings and corresponding design requirements

Section Finding Design requirement

2.1 Symptom-based adaptation is not
sufficient [7]
Physiological measures are affected by
multiple factors [5, 19, 20]

Combine physiological and behavioral
measures with other factors that impact user
state
Combine different kinds of measures

2.2 Self-regulation strategies have to be
considered [21]

Only adapt, when the human’s
self-regulation failed ! Use performance
measures to trigger adaptation

2.3 Individual differences in physiological
reactions have to be considered [23]

Perform analyses at an individual level
Compare to an individual baseline

2.4 Physiological measures differ both
between and within individuals [25]

Refrain from person-specific selection and
weighting of user state indicators
Combine different kinds of measures

2.5 Adaptation triggered by gauges passing
a threshold may evoke oscillation [5,
27, 28]

Define a minimum time interval between
adaptation changes
Apply methods to smoothen physiological
measures
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user state assessment, action selection and execution (action implementation). RAS-
MUS diagnostics introduced in this paper address the first two stages of state regula-
tion: the acquisition of data from the operator and the environment and the subsequent
assessment of the user state. The stages of action selection and action implementation
refer to the selection and application of appropriate adaptation strategies, accomplished
through an Advanced Dynamic Adaptation Management (ADAM) detailed in another
paper within this volume [30].

The diagnostic process of RASMUS is broken down into four consecutive steps
depicted in Fig. 2: “Acquire and synchronize data”, “Evaluate need for support”,
“Analyze critical user states and impact factors” and “Display and forward diagnostic
results”. The black arrows in Fig. 2 indicate the sequence of the diagnosis and stage
regulation process. Information gathered on one step is required not only for the
immediate next step but also to accomplish subsequent steps. These dependences are
indicated by the grey arrows in Fig. 2. The four steps are explained in more detail
below.

Fig. 1. Simplified model of our dynamic adaptation framework
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3.1 Acquire and Synchronize Data (Step 1)

Literature and empirical findings suggest combining different kinds of measures in
order to gain more robust and valid diagnoses (cf. Sect. 2). RASMUS therefore
acquires data about physiological and behavioral reactions as well as environmental
and individual impact factors. These measures are derived from different kinds of
sources. Information about individual factors (e.g. level of experience) is obtained by
questionnaires. Sensors, such as an eye tracker, an EEG headset, or a chest strap
provide physiological metrics. Additionally, the experimental system logs data on
environmental parameters and user activity (e.g. number of current tasks, number of
mouse clicks). These data streams are merged and synchronized in real-time, using the
iMotions biometric research platform (iMotions, Inc., MA, USA). To normalize
physiological measures RASMUS records a baseline at the beginning of each session
to compare subsequent data to individual baseline states (cf. Sect. 2.3).

3.2 Evaluate Need for Support (Step 2)

This step determines when to trigger adaptation. In RASMUS, this decision is based on
an evaluation of the operator’s performance. Using performance declines to detect a
need for support further ensures that the adaptive system does not counteract pro-
ductive self-regulation mechanisms of the human (cf. Sect. 2.2). Declines in perfor-
mance clearly indicate that self-regulation has failed and the operator needs support.
Diagnosis of performance decrements is based on rules stored and processed in a rule
engine. The researcher can define and edit these rules in a self-developed software tool.
As an example, the researcher may define that a performance decrement should be
detected when a certain task is not completed within a specified time frame (e.g. 60 s).

It must be noted that not every detected decrement in performance triggers adap-
tation. As stated in Sect. 2.5, unfavorable oscillation effects can occur that may produce

Fig. 2. Steps of the diagnostic process in RASMUS
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rapid adaptation changes in short time intervals. To prevent rapid oscillation, we use a
deadband to suppress new adaptation if further performance decrements occur within a
given time interval after the previous adaptation.

3.3 Analyze Critical User States and Impact Factors (Step 3)

As noted in Sect. 2.1 adaptive systems should address the causes rather than the
symptoms of performance decrements and critical user states. When a performance
decrement, and thus a need for support, is detected, RASMUS determines potential
causes for the performance decrement by evaluating user states and associated con-
textual indicators. This information can later be used to select an appropriate adaptation
strategy (cf. [30]).

The assessment of indicators used for the evaluation of critical user states is
accomplished in a similar way as the detection of performance decrements. The
researcher defines rules for each indicator to detect potentially adverse outcomes.
Likewise, rules are defined to link indicators (or combinations of indicators) with
potentially critical user states. Both high and low thresholds may be selected to indicate
a critical state. For example, a low heart rate (compared to that individual’s baseline
state) may indicate fatigue while a large positive deviation from baseline can indicate
high workload.

As stated in Sect. 2.4 the sensitivity of indicators can unpredictably vary over time.
Hence, whenever possible, the detection of critical user states is not based on a single
indicator but on a combination of different indicators. A critical state is detected only in
those cases when the majority of its indicators support the diagnosis.

3.4 Display and Forward Diagnostic Results (Step 4)

RASMUS forwards all diagnostic results to the adaptation management component
where they are processed to select, configure, and execute appropriate adaptation
strategies. Diagnostic results are also saved for later offline analyses. Additionally,
RASMUS diagnostics are visualized in real-time in a “Performance and User State
Monitor” application. This software allows researchers or other observers to monitor
diagnoses of performance decrements, critical user states, and all indicators used for
user state assessment. This is helpful to observe and demonstrate the mechanisms of
RASMUS.

4 Proof-of-Concept Implementation

In a first proof-of-concept implementation the generic diagnostic framework detailed in
Sect. 3 was applied and tailored to the specific requirements of a naval
Anti-Air-Warfare (AAW) task paradigm. For this purpose it was necessary to deter-
mine appropriate indicators for performance and user state assessments and to specify
the rule base for critical outcomes.
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4.1 Task Environment

RASMUS diagnostics were implemented as a Java-based research testbed and con-
nected to an existing AAW simulation. Figure 3 shows the research testbed with the
sensors currently utilized for user state assessment: an SMI REDn eye tracker under-
neath the monitor, the Zephyr BioHarness3 multisensor chest strap on the left, and a
webcam positioned on top of the monitor. The monitor shows the user interface of the
AAW simulation. The Tactical Display Area (TDA) located in the center displays
virtual contacts in the surroundings of the ownship.

The simulation includes four simplified AAW-tasks (cf. Table 3 for task descrip-
tions). These tasks occur at scripted times throughout the scenario and may also occur
simultaneously. In this case the task with the highest priority must be performed first.
Each task is associated with a time limit for task completion. Time limits were assigned
based on outcomes of an earlier study that employed the same tasks and simulation
software [31]. If a task is not completed within the time limit or if task completion is
incorrect, RASMUS detects a performance decrement. Table 3 provides the priorities
(with 500 being highest and 100 being lowest) and the respective time limits of each
task.

Fig. 3. Research testbed with user monitor and sensors
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4.2 User States and Assessment Criteria

The proof of concept implementation focused on three out of the six user state
dimensions introduced in Sect. 1. These three dimensions, namely workload, attention,
and fatigue, were regarded as particularly relevant for air surveillance tasks by domain
experts. RASMUS was implemented to provide diagnoses for the potentially adverse
states of high workload, passive task related fatigue, and incorrect attentional focus, all
detailed below.

High Workload. The state of high workload can arise if task processing is highly
demanding. According to Neerincx [32], task demand or task load can be modulated in
experimental conditions by changing the task complexity, task volume, and number of
task-set switches. We therefore designed a scenario in which high workload states are
provoked by increasing the number of different tasks that have to be performed
simultaneously. High workload is assessed through a combination of different indi-
cators: heart rate variability, respiration rate, pupil dilation as physiological measures,
the number of mouse clicks as a behavioral measure, and the number of tasks as an
environmental factor. These indicators were chosen as they had proven sensitive for the
assessment of high workload in previous studies. High workload is detected if at least
three of these five indicators show critical outcomes.

Passive Task Related Fatigue. Following May and Baldwin [33], we distinguish
between sleep-related (SR) and task-related (TR) fatigue. SR fatigue is influenced by
sleep deprivation and the circadian rhythm (time of day) while task-related fatigue is
induced by task properties and time-on-task. TR fatigue can be further subdivided into
a passive and active form (cf. [33]). We focus on the passive form that is induced by
monotonous tasks with a low level of cognitive demand. Passive TR fatigue is asso-
ciated with a low level of arousal resembling the contrary problem state to high

Table 3. Task descriptions and task properties

Task Description Priority Time
limit

Identify Any unidentified contacts must be identified as friendly,
neutral, or hostile based on predefined criteria. Identified
contacts may change their behavior in a way that requires
reassigning their identity

100
(outside ISR),
300
(within ISR)

60 s

Create
NRTT

When a message appears in the message panel a contact
(NRTT) must be added manually to the TDA. Information
required to create the NRTT is displayed in the message

200 90 s

Warn Contacts identified as hostile must be warned as soon as they
enter the Identification Safety Range (ISR; indicated on the
TDA by a blue circle around the own ship)

400 30 s

Engage Contacts identified as hostile that have been warned must be
engaged as soon as they enter the Weapon Range (WR;
indicated on the TDA by a red circle around the own ship)

500 10 s

Abbreviations: ISR – Identification Safety Range; TDA – Tactical Display Area; NRTT –

Non-real-time track; WR – Weapon Range
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workload. Thus, we used the same indicators for assessment of passive TR fatigue as
for high workload but with opposite criteria (cf. Table 4).

Incorrect Attentional Focus. This state is closely related to Wickens’ concept of
“attentional tunneling” which is defined as “allocation of attention to a particular
channel of information, diagnostic hypothesis or task goal, for a duration that is longer
than optimal, given the expected cost of neglecting events on other channels, failing to
consider other hypotheses, or failing to perform other tasks” ([13], p. 1). Our focus is
on correctly prioritized task processing. Hence, RASMUS detects incorrect attentional
focus if a higher priority task is neglected because the user is processing a lower
priority task or if he/she missed a task in the absence of an alternative task. We
included the latter rule as we observed that monitoring contacts on the TDA also
requires attention even though it is not associated with processing a specific task.

4.3 Rule Base

To account for individual differences in physiological reactions (cf. Sect. 3.1), critical
outcomes of physiological measures are detected by analyzing the deviation of current
recordings from a baseline. We use the standard deviation (SD) as criterion for a critical
deviation. As physiological measures fluctuate in short time intervals (cf. Sect. 2.5),
RASMUS calculates moving averages over a time window of 30 s to smoothen the
data. The physiological indicator is labeled as critically high or low if the current mean
deviates by more than 1 SD from the baseline mean.

For indicators “number of tasks” and “frequency of mouse clicks”, outcomes are
labeled as critically high or low if the number of tasks/click frequency during the
current time interval falls above or below a threshold value that has been derived from
previous observations. Incorrect attentional focus is detected if the task that is currently
being processed is not the highest priority task. Indicators and corresponding rules for
critical outcomes are summarized in Table 4.

Table 4. Indicators and rule base for problem states

High workload Passive TR fatigue Incorrect attentional focus

• number of tasks > 2
• click frequency > 10
• HRV low
(>1 SD neg. dev.)
• pupil dilation high
(>1 SD pos. dev.)
• respiration rate high
(>1 SD pos. dev.)

• number of tasks < 2
• click frequency < 3
• HRV high
(>1 SD pos. dev.)
• pupil dilation low
(>1 SD neg. dev.)
• respiration rate low
(>1 SD neg. dev.)

• number of tasks > 1 and
no processing of highest priority task
• number of tasks = 1 and
no processing of task
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4.4 Validation

We recently conducted a validation experiment with 12 participants to examine the
validity of RASMUS diagnostics for the detection of high workload, passive TR
fatigue, and incorrect attentional focus. Participants performed the AAW tasks
described in Sect. 4.1 in a scenario-based simulation. The scenario was designed to
provoke states of high workload, passive TR fatigue, and incorrect attentional focus.
Whenever RASMUS detected a performance decrement the scenario was paused and
the participant was asked to rate his or her current user state with respect to the six state
dimensions introduced in Sect. 1. We then compared RASMUS’ user state diagnostics
at the time of performance decrements with outcomes of the user rating. First of all,
analyses revealed that most performance decrements were associated with at least one
user state evaluated as potentially critical. For those states with critical outcomes
corresponding user ratings mostly showed consistent deviations from the baseline.
Hence, these preliminary results indicate that the validity of RASMUS diagnostics can
be confirmed. More detailed results from this experiment will be reported in a future
publication.

5 Conclusions and Future Work

With our concept of a real-time assessment of multidimensional user state (RASMUS)
we address some major challenges that have been identified for real-world applications
of adaptive system design. For example, RASMUS considers self-adaptation of the
human as it detects a need for support when performance is declined, and thus
self-adaptation has failed to successfully maintain the operator’s effectiveness. Also,
user state assessment in RASMUS is based on the combination of different kinds of
measures to provide more robust and valid diagnoses. With the assessment of several
potentially problematic user states and associated contextual indicators RASMUS
enables dynamic adaptive systems to not only determine when the user needs support
but to infer what kind of support is most appropriate to restore the user’s effectiveness.
To that end, RASMUS diagnostics have already been combined with a dynamic
adaptation management component to accomplish near real-time selection and con-
figuration of adaptation strategies (cf. [30]).

With our proof-of-concept implementation of RASMUS we also demonstrated the
feasibility of applying our generic concept to the domain of naval Anti-Air Warfare.
Initial results of a validation experiment support the validity of RASMUS diagnostics
in the event of a performance decrement within this task environment. As indicators
and rule base are variable entities in our framework, they may be modified to further
improve the diagnostic capabilities or tailor our dynamic adaptation framework to
various application areas in which human-machine systems act in safety-critical task
environments. Visualization of real-time diagnostics on our “Performance and User
State Monitor” may also be beneficial for adaptive training, e.g. to verify and monitor
the deliberate induction of adverse user states to develop coping strategies.

The current implementation is limited in that it only provides diagnoses for three
specifically relevant problem states out of the six dimensions covered by our generic
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concept of multidimensional user state assessment. We plan to expand the rule base to
cover additional user states in the near future. Also, it is important to note that the
purpose of RASMUS’ user state assessment is to identify factors that likely contributed
to an observed decline in performance. A critical state diagnosis therefore indicates that
the respective state deviates considerably from the optimal condition which, by itself,
does not necessarily imply that the user is on the edge of a breakdown and requires
assistance. Therefore, RASMUS user state assessment cannot be used for proactive
prevention of critical user states and performance decrements. However, while
proactive adaptation may appear superior to our post-hoc approach, intervening too
early may provoke conflicts with the user’s self-adaptation mechanisms and favor
complacency [34]. We therefore believe that combining reasonable performance
thresholds as a trigger for adaptation with user state assessment for root-cause analysis
is still an effective way to enable dynamic, context-sensitive adaptation.
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Abstract. We present a novel multi-modal bio-sensing platform capable of
integrating multiple data streams for use in real-time applications. The system is
composed of a central compute module and a companion headset. The compute
node collects, time-stamps and transmits the data while also providing an
interface for a wide range of sensors including electroencephalogram, photo-
plethysmogram, electrocardiogram, and eye gaze among others. The companion
headset contains the gaze tracking cameras. By integrating many of the mea-
surements systems into an accessible package, we are able to explore previously
unanswerable questions ranging from open-environment interactions to
emotional-response studies. Though some of the integrated sensors are designed
from the ground-up to fit into a compact form factor, we validate the accuracy of
the sensors and find that they perform similarly to, and in some cases better than,
alternatives.

Keywords: Bio-sensing � Multi-modal bio-sensing � Emotion studies �
Brain-computer interfaces

1 Introduction

Electroencephalogram (EEG) systems have experienced a renewed interest by the
research community for use in non-clinical studies. Though being deployed in
large-scale studies, many of the advances have not been translated to substantial
real-world applications. A major challenge is that the hardware and software typically
used to make measurements limit their use to controlled environments. Additionally,
the low spatial resolution of EEG itself limits the amount of usable information that can
be extracted from noise in dynamic recording environments. Lastly, the absence of a
method to automatically extract user-environment interactions for tagging with EEG
data introduces an immense overhead to researchers - having to manually tag events or
limit experimental design by requiring the subjects to provide information during the
experiments.
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Most of the EEG research from the past decades has been conducted under labo-
ratory based controlled environments as opposed to practical daily-use applications. On
the other hand, there are many fitness trackers available today capable of providing
accurate heart-rate, blood pressure, galvanic skin response (GSR), steps taken etc.
Under controlled laboratory conditions, EEG researchers have been able to control a
quadcopter [1], control robots [2], control wheelchair to move around [3] etc. Unfor-
tunately, research labs have been unable to show applications of EEG “into the wild”
due to constraints imposed by the existing EEG decoders [17].

EEG research often studies event-related brain responses evoked or elicited by a
visual or auditory stimulus. But, for real-world experiments with EEG, the stimulus
onset is not measured or is ill-defined. A solution is to use saccadic eye movements and
fixations as the time-locking mechanism for analyzing naturalistic visual stimuli [26–
28]. Hence, we need to simultaneously record and synchronize EEG and eye-gaze data
in real-world neuroimaging studies. For real-world experiments with EEG there is also
a need to pinpoint the stimulus that is causing the changes in EEG. Hence, user’s visual
perspective is necessary to be recorded for EEG recordings in real-world experiments.

For the analysis of emotional responses, recent research [8, 10] (in NeuroCardi-
ology) has shown that the heart also has a role to play in generation of emotions. This
falsifies the wide ranging decades old belief that the brain is solely responsible for the
generation and subsequent emotional feelings. But, there is no currently available
system which can reliably sense and record EEG and electrocardiogram (ECG) together
in a mobile environment. Furthermore, ECG complicates the experimental setup since
subjects have to wear a belt or place several sensors on their chest. A workaround is to
use photoplethsmogram (PPG) from commercially available devices that derive PPG
from the wrist. But, such devices usually use low sampling rates to save battery power
and hence can only measure heart rates, but not heart-rate variability (HRV) that is
typically only estimated by commercial devices.

Addressing the above key limitations of existing systems, we present an affordable,
wearable multi-modal bio-sensing platform that is capable of monitoring EEG, PPG,
eye-gaze, and limb dynamics (Fig. 1). The platform also supports the addition of other
biosensors including galvanic skin response (GSR) and lactate levels. Leveraging the
capabilities of this system, a new breadth of applications can be explored that allow for
better translations to impactful solutions.

2 System Overview

We use modular design to increase the flexibility and efficiency of multiple measure-
ments of the multi-modal bio-sensing platform. Selecting a control board that is well
supported by the open-source community and had capable expansion was a priority. To
this end, this study has explored different solutions including the Arduino, Raspberry
Pi, LeMaker Guitar, and other ARM-based embedded controllers. The hardware
evaluation metric that determined viability was the ability for the systems to hit
lower-bound frame-rates and collect data from multiple sensors in real-time using the
Lab-Streaming Layer (LSL [23]). The last but one of the most important evaluation
metrics was the expandability via general input/output or communication protocols.
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After evaluation of the different platforms, the Raspberry Pi 3 (RPi3) was identified as
being the system that best balances cost, support, and capabilities. The sensors that
were selected for preliminary use are explored in detail below.

2.1 Electroencephalogram (EEG)

Non-invasive EEG is used to collect neural signals from individuals. Any EEG system
that is supported by LSL can be used in the proposed multi-modal bio-sensing
framework. The Emotiv Epoc+ system is shown in Fig. 1 as it has a suitable tradeoff
between ease-of-use and performance. The Epoc allows for wireless collection of data
that can be time-stamped and synchronized in real-time by RPi 3. The sampling fre-
quency of the system is on the lower end of new commercial systems at 128 Hz, but
has 14 channels (saline activated) and a gyroscope allowing for collection of cleaner
signals. Independent Component Analysis (ICA) [5, 6, 21] is used in real time using
ORICA [20, 24] toolbox in Matlab to separate the sources of EEG recordings in
real-time and plot them. For each of the independent components, the scalp map is
plotted in real-time to better depict the source localization. ICA is also used to remove
EEG artifacts due to eye blinks, muscles and other movements.

2.2 Photoplethsmogram (PPG)

Due to the uncomfortable nature of existing heart-rate and heart-rate variability sensors,
a new miniaturized PPG sensor (Fig. 2) was developed that magnetically clipped to the
ear. The miniaturization was achieved by integrating a high-precision and
high-sampling rate ADC to the sensor. Additionally, to eliminate noise, a third-order

Fig. 1. Portable multi-modal bio-sensing platform paired with an Emotiv Epoc for EEG, PPG
behind ear and eye-gaze collection.
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filter (bandpass 0.8–4 Hz) was also integrated on the board such that only the digitized
and filtered signals are transmitted to the control board. To also account for motion
artifacts in the heart-rate signals, a 3-axis accelerometer was integrated into the board.
The two data streams, once collected by the core controller, are integrated using an
adaptive noise cancellation algorithm (ANC) [7, 18] (Fig. 3). Addressing the dis-
comfort and bulk associated with existing systems, the device was developed to be
mountable to the ear-lobe using magnets [7]. Because the system is low-profile and
capable of resting behind the ear [9, 16], more mobile studies can be conducted without
the constrained natures of existing systems.

2.3 Eye Gaze

The next sensor of the multi-modal system is a pair of cameras. One camera, an IR
emitting device, is capable of accurately capturing the pupil location. A pupil-centering
algorithm is also integrated into the platform and is capable of maintaining the exact
location even under perturbation. An algorithm developed by Pupil Labs [4] for pupil
detection and eye-gaze calibration is utilized. Refer to the results section for quan-
tification of tracking accuracy.

The second integrated camera in the system is a world-view camera. The camera
provides a wide-angle view of what the wearer is seeing. While being small and
integrated into the headset, the camera itself is a standard easily-accessible module.
With the information that is retrievable from both the pupil and the world cameras, it is
possible to retrospectively reconstruct the full-view that the user was observing. The
primary problem that stems from this type of mass video collection is that the amount
of data that must be manually labelled is enormous. There are machine-learning tools
that are capable of labelling video post-hoc, but limit the types of experiments that can
be performed. To create a truly portable system, the system’s video can be streamed to
a computer and processed using deep-learning libraries such as You Only Look Once
(YOLO) [19] that are capable of labelling 20 objects in real-time (trained on Pas-
cal VOC [20] dataset). By labelling exactly what the user is looking at and allowing
labelled data to be accessible during the experiment, the experimental rigidity can be

Fig. 2. Miniaturized PPG sensor with scale reference. (A) 3-axis accelerometer, (B) 100 Hz
12-bit ADC, (C) IR emitter and receiver, (D) third-order filter bank.

402 Siddharth et al.



relaxed allowing for more natural free-flowing behavior to be measured with minimally
intrusive cues (Fig. 4).

2.4 Galvanic Skin Response (GSR)

The final sensor considered for addition to our multi-modal setup is a galvanic skin
response sensor. GSR specifically allows for the measurement of arousal through the

Fig. 3. Schematic overview of adaptive noise cancellation integration with PPG.

Fig. 4. Pupil and world views from companion headset device (top-left). Deep-learning package
used to classify objects in real-time (top-right). EEG with real-time ICA and PPG signals capture
(bottom panels).
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measurement of the skin’s impedance. This sensor is unique in that the efficacy of a
third party commercial product being integrated into this research platform needed to
be explored. The GSR sensor that was selected for use was the Microsoft Band 2 [14].

3 Evaluation

The proposed device addresses many of the limitations of existing systems while
providing the measurement capabilities in a form-factor that is convenient for both
researchers and subjects. To evaluate the efficacy of the system, the individual com-
ponents that were created in this study were evaluated. In particular, the evaluations of
the Emotiv Epoc and Microsoft Band are not explicitly evaluated in this review. The
novel PPG and eye-gaze tracking systems will be evaluated for effectiveness in their
respective areas.

3.1 PPG Evaluation

To quantify the performance of the miniaturized PPG sensor, different scenarios are
considered that are representative of real-world uses. The baseline system for com-
parison is an EEG/ECG collection system from the Institute of Neural Engineering of
Tsinghua University, Beijing, China. It is capable of measuring EEG/ECG at 1,000 Hz.
Because the reference system takes measurements from electrodes placed near the
heart, the artifacts introduced from movements or other physiological responses are
minimized. Simultaneously while taking measurements from the reference system, the
PPG is collecting the ECG signal from the user’s ear at a rate of 100 Hz. As both
systems can be connected in parallel, they are synchronized using the lab-streaming
layer [23] and analyzed post-hoc.

The first experiment was a resting scenario - the user remained seated for a fixed
period of two minutes. For the PPG sensor, the data were compared to the reference
with and without the adaptive noise cancellation filter. The second experiment was an
active scenario where the user was instructed to walk in-place at a normal pace to
simulate an active walking scenario. Again the data after using adaptive noise can-
cellation was compared against the standard raw PPG signal.

A peak detection algorithm [25] using minimum distance to next peak as one of the
parameters to eliminate false peaks was used to calculate Heart Rate (HR) from ECG
and PPG Data. Fifteen-second trails were used to calculate the HR using the
peak-detection algorithm. Figures 5 and 6 show the normalized errors, the ratio of the
difference in HR between PPG and ECG-based methods divided by the mean HR
obtained by PPG. A perfect HR estimation should result in 0%. Examining the results
from the reference signal, the ANC enabled, and ANC disabled signals, it is clear that
the ANC enabled signals have the least amount of noise and most closely match the
reference signal. For resting, the ANC-disabled signals were nearly undistinguishable
from the ANC-enabled signals (Fig. 5). It is in active environments that having the
ANC filtering provide a marked improvement in noise rejection (Fig. 6).
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Fig. 5. Bland-Altman plot comparing the measured PPG signal to a reference while at rest (top).
Similarly comparing the measured PPG signal using an adaptive noise cancellation filter to
reference while at rest (bottom).
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Fig. 6. Bland-Altman plot comparing the measured PPG signal while walking (top). Similarly
comparing the measured PPG signal using an adaptive noise cancellation filter while walking
(bottom).
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3.2 Eye Gaze Evaluation

The performance of the paired pupil- and world- view cameras was evaluated using a
structured visual task to measure precision and accuracy during use. The user sat 2–2.5
ft away from a computer monitor such that the world camera was >90% of the camera
view was composed of the task screen. Both cameras were streamed at 30 fps. For the
first task, the participant was instructed to fix their head movement and only move their
eyes to gaze at static targets that appeared on the screen. A calibration step where 9
targets appeared in a regular fashion on the screen calibrated the user’s gaze marker.
Immediately following the calibration process, a series of 20 unique targets are col-
lected in distributed manner across the full screen accounting for the majority of the
field of view. This process was followed by a period of 30 s of rest where the user was
asked to move their head around without removing the headset. This action was
designed to simulate the active movement scenarios when wearing the headset. Next,
the participant is instructed to return to a preferred position and maintain head position.
Twenty new unique points are shown on the screen to measure the precision and
accuracy of the eye-tracking system after active use. This process was repeated for a
total of three trials per subject.

Examining the results for the patients, we are able to observe that the accuracy and
precision of the eye gaze setup does not drift significantly from the expected output.
The accuracy is measured as the average angular offset (distance in degrees of the
visual angle) between fixation locations and the corresponding fixation targets (Fig. 7).
The precision is measured as the root-mean-square of the angular distance (degree of
visual angle) between successive samples during a fixation (Fig. 8). Compared to
literature, the gaze accuracy drift of 0.42 degrees is significantly less than the 1–2
degree drift found in commercial systems [11, 12]. The precision, on the other hand,
experiences only a 0.2 degree shift post movement, indicating a minimal angular
distance shift.

Fig. 7. Gaze accuracy analysis comparing the mean after calibration (red) and after 30 s of
dynamic head movement to simulate active conditions (blue). (Color figure online)
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4 Conclusion

There are numerous sensors capable of measuring useful metrics for human behavior
and interactions, however, limitations in the collection hardware and software hinder
their use in experiments spanning multiple modalities. By developing a low-cost,
portable, multi-modal bio-sensing platform that is capable of interfacing with numerous
different sensors, we are able to explore richer experimental questions that have pre-
viously been unable to be accessed due to the constrained nature of the measurement
hardware. In particular, the modular nature of the control board, interface software, and
headset, time can be better spent looking for novel research insights rather than
wrangling devices and software packages from different manufacturers.
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Abstract. With the development of technology, Facial Expression
Recognition (FER) become one of the important research areas in
Human Computer Interaction. Changes in the movement of some mus-
cles in face create the facial expressions. By defining these changes,
facial expressions can be recognized. In this study, a cascaded structure
consists of Local Zernike Moments (LZM), Local XOR Patterns (LXP)
and Global Zernike Moments (GZM) methods is proposed for the FER
problem. The generally used database is the Extended Chon - Kanade
(CK +) in FER problems. The database consists of image sequences
of 327 expressions of 118 people. Most FER system includes recogni-
tion of 7 classes of emotions happiness, sadness, surprise, anger, dis-
gust, fear and contempt, and we use Library of Support Vector Machines
(LIBSVM) classifier for multi class classification with the leave one out
cross-validation method. Our overall system performance is measured as
90.34% for FER.

Keywords: Facial Expression Recognition · Local Zernike Moments ·
Local XOR Patterns · Global Zernike Moments

1 Introduction

Speaking is very important in human-human interaction from previous ages till
today. Besides talking, facial expressions is also important in communication
because how a person is affected by conversation can be understandable from
his gestures and expressions. With the development of technology, Facial Expres-
sion Recognition (FER) become one of the important research areas in Human
Computer Interaction. Facial expressions can be recognized by computers hardly.
Also, it becomes harder with the differences in facial images like skin color, hair
type, age, gender and each person’s response to the same feeling. Furthermore,
illumination changes, image resolution and acquisition difficulties do not facili-
tate the solution of problem.

Changes in the movement of some muscles in face create the facial expres-
sions. By defining these changes, facial expressions can be recognized. Most FER
system includes recognition of 7 classes of emotions happiness, sadness, surprise,
anger, disgust, fear and contempt.
c© Springer International Publishing AG 2017
D.D. Schmorrow and C.M. Fidopiastis (Eds.): AC 2017, Part I, LNAI 10284, pp. 413–428, 2017.
DOI: 10.1007/978-3-319-58628-1 32
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1.1 Related Work

Recognition of facial expressions is one of the important research areas in
human - computer interaction. There are many studies in the literature on auto-
matic recognition of facial expressions by using different methods. In previous
studies, many feature extraction and machine learning methods have been tested
for the FER problem.

Deng et al. is intended to recognize facial expressions with a system based
on Gabor features using the New Local Gabor Filter Bank [1]. When extracting
Gabor attributes, a Global Gabor Filter Bank with 5 frequency and 8 orientation
information is used. During the computation of the performance of the Local
Gabor Filter Bank method, they use Principal Component Analysis (PCA) and
Linear Discriminant Analysis (LDA) methods, which are two-stage compression
methods, to compress and select Gabor features. Then the minimum distance
classifier is included in the system to calculate the facial expression recognition
performance of the system.

Local Binary Pattern (LBP) method can be used to recognize facial expres-
sions. The operator used in the LBP method takes the center pixel value of a
3 × 3 window as the threshold value and performs a labeling process (assigning
1 or 0) by comparing all the neighboring pixels with this value [2]. This process
is repeated for all pixel values in the image, so a new binary image is obtained.
The 8-bit two-base number is converted to the decimal number and it is assigned
as new value of the center pixel. After that, histograms are generated from new
image and the recognition process is performed by using these histograms as
descriptors. The LBP method can be used effectively in recognizing personally
independent facial expressions. Thus, in the literature, we can find many studies
such as Boosted-LBP method, which is a slightly improved version of the original
LBP method [3]. This study also used LBP method as a representation based
on statistical local properties for facial expressions. In order to reveal the most
distinctive LBP features in the mentioned study, the Boosted LBP method has
been formulated. With this new method, recognition of facial expressions has
been classified with Support Vector Classifiers(SVC) and the performance of the
system is improved. In the other study, the Compound Local Binary Patterns
(CLBP) method was applied to the FER problem [4]. In the Local Binary Pat-
terns (LBP) method, the LBP operator encodes the sign of the difference between
the gray values of the center pixel and the neighboring pixel P with the P bit,
however in the proposed CLBP method, encoding is performed by using 2P bits.
The other P bits are used to code the amplitude information of the difference
between the gray values of the center and given number of neighborhood pixels
with a threshold value. This method discards some neighborhood information to
reduce the length of the feature vector. In order to include the locational infor-
mation into the histogram up to a certain point, they used the developed CLBP
histogram in the method. In this study, the recognition process was implemented
with Support Vector Machines (SVM) as the classification algorithm.

There is a study worked on Local Directional Pattern (LDP), which is a
property descriptor for FER problem [5]. The LDP features are obtained by
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calculating the edge response values of each pixel position and the eight direc-
tions of this pixel, and then a new code based on the power of the relative
amplitude is obtained. Therefore, each expression is expressed as a distribution of
LDP codes. Template Matching and Support Vector Machines have been used to
measure the success of the method. With LDP histograms, detailed information
such as edges, corners and local texture properties can be obtained. However,
since histograms are calculated on all image, position information for micro-
samples can not be kept in histograms. In order to possess this information, the
images are generally divided into sub-regions and the position information can
be included in the general histogram by calculating the histograms over those
regions.

Sariyanidi et al. used Quantified Local Zernike Moments (QLZM) and Local
Zernike Moments (LZM) methods in their FER study [6]. Various numbers of
images were generated for each image by using Localized Zernike moments by
being calculated Zernike moments around each pixel in the image. When these
images are generated, the expression image is divided into N ×N subregions and
LZM method is applied to each of the subregions. Then, the real and imaginary
parts of each generated ZM coefficient are converted into binary values by using
the signum function. With this conversion quantification process is carried out.
With this approach, low-level features are determined by using LZM calcula-
tions, realized non-linear coding by using quantization, and combined features
encoded on local histograms. The mentioned work has the very high success on
the database used for face expressions recognition.

Another study on recognition of facial expressions is based on using the Local
Directional Number Patterns method [7]. In this study, directional information of
the tissues on the face is coded. The structure of each micro pattern is calculated
with a mask and this information is coded with using significant direction indices
(directional numbers) and pointers. The face is divided into many sub-regions
and the distribution of the Local Directional Number Pattern features is obtained
from these sub-regions. Then all features are concatenated to create an feature
vector and it is used as a face descriptor.

A slackness is suggested to parallel hyperplane constraints; thus, a method
called as modified correlation filters (MCF) has been proposed [8]. This method
is inspired by Support Vector Machines and correlation filters and described as
supervised binary classification algorithm. The MCF method provides energy
minimization by using linear constraints. The usage of this method reduces the
effect of outliers and noises in the training set. This study is applied for the
recognition of facial expressions.

2 Feature Extraction Methods

In this section, the methods used in this study are mentioned. These methods
are Global Zernike Moments(GZM), Local Zernike Moments(LZM) and Local
XOR Patterns (LXP).
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2.1 Global Zernike Moments

Moment based approaches are frequently used in pattern recognition processes
and in image processing studies. The location, size, position and orientation
information of the object are very important in pattern recognition studies.
However, such these problems can be handled easily by using moment based
approaches [9].

Zernike moments (ZM) are one of the methods used in image processing and
computer vision problems. ZMs can produce successful results in some research
areas such as Character recognition [10], fingerprint recognition [11] and pattern
analysis [12] etc. ZMs are invariant to rotation. Also, it can be used as successful
feature extraction method [13] (Fig. 1).

Calculation of Global Zernike Moments. Zernike moments can be
defined as projections on complex Zernike polynomials. Zernike polynomials are
expressed as an orthogonal polynomial set to the unit disk. Zernike Moments
–f(ρ,θ) of a Gray level image is defined as [14]

Znm =
n + 1

π

2π∫

θ=0

1∫

ρ=0

V ∗
nm(ρ, θ)f(ρ, θ)ρdρdθ, |ρ| ≤ 1. (1)

where Vnm(ρ, θ) is Zernike polynomials, n is the moment degree and m is number
of iterations. Vnm(ρ, θ) polynomials are calculated as

Vnm(ρ, θ) = Rnm(ρ)e−jmθ (2)

where Rnm(ρ) is radial polynomials and calculated as s

Rnm(ρ) =

n−|m|
2∑

k=0

(−1)k (n − k)!

k!(n+|m|
2 − k)!( (n−|m|)

2 − k!
rn−2k (3)

In these equations, n and m values are selected according to the n ≥ 0,
0 ≤ |m| ≤ n, n − |m| is even rules.

Calculated Zernike Moments in Eq. (1) cannot be used in images. It should
be converted to the discrete form. New equation can be shown as

Znm = λ(n,N)
N−1∑
i=0

N−1∑
j=0

Rnm(ρij)e−jmθijf(i, j), 0 ≤ ρij ≤ 1 (4)

ρ =
√

(c1i + c2)2 + (c1j + c2)2 (5)

θ = tan−1(
c1j + c2
c1i + c2

) (6)
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Fig. 1. Images of Zernike Polynomials that corresponding to n=0, 1, 2, 3, 4 values. [15].

2.2 Local Zernike Moments

When image moments are applied globally, they give successful results when
used in classification or recognition processes where the shapes in the images are
obvious [9]. One of these moments, Zernike moments, is based on the calcula-
tion of complex moment coefficients from the whole image; but this method is
successful when working on such studies like character recognition.

Zernike moments make a unique definition on the whole image. These defini-
tions are due to the use of radial polynomials at different degrees. Thanks to each
of the variables used, different characteristic features of images are emerging [16].
It is seen that these holistic moment components are inadequate in face images
and that the local features of images are more important. Thus, by localizing the
Zernike moments method, that is, by calculating a new moment value around
each pixel, Local Zernike moments (LZM) representations have been proposed,
and successful results have been obtained in the face recognition by using this
method [9]. The results which are obtained by applying Global Zernike moments
and the application of Local Zernike Moments are shown in Fig. 2.

In facial expression recognition, the local changes in the face image play very
important role. LZM method was applied twice successively in this study because
it provides that local features which are independent of illumination changes are
obtained with the first application and shape statistics are determined with the
second one.
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Fig. 2. The application of GZM and YZM methods.

While calculating global Zernike moments, all pixel values in the image are
used; in Local Zernike Moments method, localization is performed by making
these calculations for each pixel in the image. This localization process is used
to extract the shape information in the image pattern.

Calculation of Local Zernike Moments. In LZM formula, moment-based
operators, V k

mn is calculated as

V k
nm(i, j) = Vnm(ρij , θij) (7)

k × k kernels can be considered as 2D convolution filters used in image fil-
tering. According to these kernels, LZM transformation can be defined as

Zk
nm(i, j) =

k−1
2∑

p,q=− k−1
2

f(i − p, j − q)V k
nm(p, q) (8)

There are many different parameters in the LZM method. One of the most
important of these parameters is n, which is expressed as moment degree. Dif-
ferent numbers of real and imaginary V k

mn kernels are obtained depending on
this moment degree. The real and imaginary components of the first 8 kernels
obtained for k = 9 are shown in Fig. 3.
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Fig. 3. (a) The real components of the first 8 kernels obtained for k = 9 (b) the
imaginary components of the first 8 kernels obtained for k = 9 [17].

Real and imaginary images are produced corresponding to the number of
real and imaginary V k

mn kernels used, as seen from the Eq. 8. In this study, we
discarded the images that produced by m = 0 valued filters from V k

mn kernels
since the imaginary parts of the images produced with these filters are 0.

The number of complex valued images obtained by the LZM transformation
can be calculated as:

K(n) =
{ n(n + 2)

4
n is even,

(n + 1)2

4
n is odd.

(9)

In most face recognition applications, the advantages of dividing the images
into subregions are discussed. Therefore, the LZM images are divided into sub-
regions and this process is performed in two stages. At first stage, the images
are divided into sub-regions of equal size N × N . In the second step, the images
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are divided into (N − 1) × (N − 1) sub-regions by a half-cell shifted grid and
N2 × (N − 1)2 is the total number of subregions for each image.

2.3 Local XOR Patterns

Original study about Local XOR Patterns are defined as Local Gabor XOR
Patterns [18]. The sensitivity of Gabor phases to different poses is aimed to
be reduced in the proposed method. If two phases are in the same range (ex.
[0◦, 90◦], it is expressed that they have similar local characteristics. Also, it
is explained that phase values that do not fall within the same range reflect
completely different characteristics from each other.

Calculation of Local XOR Patterns. First of all, new pixel values are
obtained by quantizing the phase values in [0◦, 360◦] range according to different
intervals, in this LXP method. If the interval number is specified as 4, the val-
ues between [0◦, 90◦]) are 0; 90 circ, 180◦]): 1; [180circ mathrm, 270◦ mathrm]):
2; [270◦, 360◦]): 3. After the quantization is performed, the value of the center
pixel value and neighboring pixels are subjected to the XOR process. If the cen-
ter pixel has the same value as the neighboring pixel, then the neighboring pixel
has 0; if not the same, the pixel is written as 1. It is resulted a binary image.
This binary form is then converted to the decimal form. The corresponding
formula is

LGXP μ, v(zc) = [LGXPP
μ,v, LGXPP−1

μ,v , . . . , LGXP 1
μ,v]binary

= [
P∑

i=1

2i−1 ∗ LGXP i
μ,v]decimal.

(10)

The processing steps of the LXP method are shown in Fig. 4.

Fig. 4. Example of quantizing LXP method with 4 phase range and obtaining binary
and decimal numbers [18].
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where zc is center pixel position in phase map, μ is orientation, v is scale.
LGXP (μ, v)i(i = 1, 2, . . . , P ) is the calculated example between zc and its neigh-
bor zi. It is calculated as

LGXP i
(μ,v) = q(φ(μ,v)(zc))

⊗
q(φ(μ,v)(zi)), i = 1, 2, . . . , P. (11)

Where φ(μ,v)

⊙
is the phase,

⊗
defines XOR process, q

⊙
specifies the

quantization process. They can be defined as

c
⊗

d =
{

0, c = d ,
1, c �= d . (12)

q(φ(μ,v)

⊙
) = i;

360 ∗ i

b
� (φ(μ,v) <

360 ∗ (i + 1)
b

, i = 0, 1, . . . , b − 1 (13)

where b is th number of phase ranges.

3 Experimental Studies

3.1 Database

The Cohn-Kanade(CK) database is one of the most used databases in auto-
matic facial expression recognition studies [19]. In this study we use uses the
latest version of CK database, the CK + database (Extended CK database)
[20]. In this database, there are 327 facial expression image of 118 different per-
sons. The database contains image sequence of a facial expression of one person.
These images starts from the natural expressions to the real expressions. In the
database, there are a total of 7 expression classes including anger, disgust, fear,
happiness, surprise, upset and contempt. The images of these classes are shown
in Fig. 5. The distribution of expressions according to classes is given in Table 1.

3.2 Preprocessing on Images

Facial expression images must be processed before classification process. In this
study, we used the peak image of expressions as a result of the tests carried out.
We performed our recognition system for only one still image. As a pre-process
step, we choose some regions, such as the eyes and the mouths are very important
in recognition, on the face while the expression occurs. In this study, 9 patches
were specified on each face image and all patches are aligned. Specified patches
on an image are shown in Fig. 6. The extracted patches according to the active
appearance model points are shown in Fig. 7.

3.3 Generating Feature Vectors

There are 3 steps for generating the feature vectors.

– New images are generated with the application of LZM.
– The binary images are obtained by applying LXP Method to the real and

imaginary parts of the images, that are generated by LZM.
– GZM approach is applied to these final images and features are obtained.
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Fig. 5. Expression images in dataset.

Application of Local Zernike Moments. LZM has previously been applied
to the FER problem [21]. In the mentioned work, very high system performance
can not be achieved by applying the LZM directly on the whole image, but
the results are promising. Therefore, in this study, Local Zernike Moments is
applied on each patch. With LZM, a new moment image with the same size as
the original image is obtained by taking into account the values of the adjacent
pixels to that pixel. This process is repeated for each moment degree to obtain
a set of images. The real and imaginary parts of the images obtained as a result
of applying LZM once can be seen in Fig. 8.
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Table 1. Distribution of the expressions according to the classes.

Expression Number of samples

Angry 45

Contempt 18

Disgust 59

Fear 25

Happiness 69

Upset 28

Surprised 83

Fig. 6. Specified patches on a face image.

Fig. 7. The extracted patches from the image.
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Fig. 8. The real and imaginary parts of the images obtained as a result of applying
LZM once. Real images are shown in first line, Imaginary images are shown in second
line. [21].

As a result of all the tests performed, it is seen that application of the LZM
method twice improves the performance of the system. Therefore, n = 3, m = 3,
k1 = 5, k2 = 5 were selected as the most suitable parameter values in this case.
36 moment images are obtained from a patch image according to the given para-
meters. When n = 3, m = 3, 4 real and 4 imaginary images are obtained as a
result of applying the first layer LZM. With the second layer LZM, we have 32
image by applying LZM to 4 images from first layer and the total number of
images we have is 36 as the second layer result. In the case of a facial expres-
sion, 36 × 10 = 360 images are obtained. In facial expression recognition, the
phase amplitude histograms of the LZM images were calculated [21]. However,
the recognition of facial expressions has not been able to perform successfully
with only the use of LZM, due to the fact that the calculation of histograms in
facial expressions does not produce very successful results. Therefore, the loss of
position information with histograms can be considered as a disadvantage. For
this reason, we proposed a cascaded method for FER problem in this study. This
cascaded method consists of 3 methods, LZM, LXP and GZM respectively.

Application of Local XOR Patterns. 36 images produced for each patch
with LZM contain images with real and imaginary components. The Local XOR
Pattern method obtains phase-valued images using these real and imaginary
images. On these phase-valued images, binary images are obtained by using XOR
operation according to neighborhood values. When binary images are obtained,
the central pixel value is processed with XOR operation. Then, in the clockwise
direction, obtained binary numbers are combined to form a decimal number, and
this number is assigned to the center pixel value. Then, this process is repeated
for the each pixels in the whole image with the help of 3 × 3 or 5 × 5 filters
according to the neighboring degree as in the sliding window method. Thus,
an image with new pixel values is obtained. The images obtained by the LXP
method are shown in Fig. 9. In the figure, LZP method is applied to the resulting
images of application of first layer LZM.

There are 2 important parameters in LXP method. According to the test
results for determining phase angle value and neighborhood value, both para-
meters are assigned as.
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Fig. 9. Face images after LXP method applied.

Application of Global Zernike Moments. GZM is a method based on the
calculation of complex moment coefficients from the whole image. This method
is successful in images that contain significant shape information, such as char-
acters. Thus, instead of applying this method directly to the entire face image,
it is understood that the use of patches will produce more successful results.

The most important parameter used in GZM method is the parameter which
determines the moment degree. As this parameter is changed, the generated
number of moments changes, so the calculated moments depend on this number
of moments. That is, the dimension of the generated feature vector changes. In
this study, we specified the moment degree parameter as 11.

Furthermore, we analyzed the performance of each patch. Each patch per-
formance can be seen in the graphic in Fig. 10.

3.4 Classification Results

In this system, LZM, LXP and GZM approaches are applied to each patch. After
GZM Method applied, the moment values of each patch are concatenated.

After the feature vectors are generated, the performance of the system can
be tested by classification methods. For this reason, we applied LibSVM classi-
fication algorithm.

LibSVM. LibSVM, Support Vector Machine Library, method is frequently used
in the multi-classification problem. In this study, LibSVM approach was applied
to the vectors because we have 7 classes to classify. There are 4 core types used
in this method, and one of these cores must be selected. For this reason, system
performance has been tested with the use of all cores. The highest performance
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Fig. 10. The graphical representation of each patch success.

is achieved with the use of a linear kernel, as shown in the Table 2. So, we use
LibSVM with Linear Kernel.

Table 2. Test results of LibSVM kernels.

Kernel type Success rate %

Linear kernel 90.2

Polynomial kernel 83.8

Radial basis function kernel 75.5

Sigmoid kernel 66.1

We test the all 3 methods independently and we get the best results with the
cascaded structure includes all of 3 methods. The confusion matrix containing
the recognition rate for each expression is given in Table 3.

Our study is compared the other studies uses the same dataset. This is shown
in Table 4.

3.5 Conclusion and Future Works

In this study, we proposed a new cascaded method which consists of Local
Zernike Moments (LZM), Local XOR Patterns (LXP) and Global Zernike
Moments (GZM) methods Facial Expression Recognition problem. Most com-
mon dataset, CK+ dataset, is used. The database possess image sequences of
327 expressions of 118 people. These expressions are happiness, sadness, sur-
prise, anger, disgust, fear and contempt. We select the most emoted image and



Facial Expression Recognition from Still Images 427

Table 3. Confusion matrix.

Angry Contempt Disgust Fear Happiness Upset Surprised

Angry 35 1 3 0 1 4 1

Contempt 1 17 0 0 0 0 0

Disgust 2 0 57 0 0 0 0

Fear 0 0 0 20 0 3 2

Happiness 0 0 0 1 68 0 0

Upset 5 1 0 1 1 20 0

Surprised 2 1 1 1 0 0 78

Table 4. The comparison of the results in other studies.

Method Classifier Success rate %

CAPP SVM(Linear) 70.1

SVM(Linear) 89.3

LDNP SVM(RBF) 89.3

SVM(Polynomial) 81.7

Gabor SVM(Linear) 91.8

LBP SVM(Polynomial) 82.4

BOW SVM(Linear) 95.9

QLZM SVM(RBF) 96.2

LZM + LXP + GZM SVM(Linear) 90.2

we applied the methods and obtained the feature vector. As a final step, Lib-
SVM classifier with linear kernel is used as a classification algorithm. Calculated
feature vectors are classified with LibSVM according to the leave one out cross-
validation method. Facial expression recognition rate is measured as 90.34% for
overall system.

We are planning to use the more than one image in the image sequence and
add some features about the difference between those images to our feature vec-
tor. We can also try a cascaded structure with different classification algorithms
in the classification step. As another future work, it is planned that histograms
of the images after LZM and LXP applied can be calculated and used for feature
vector.
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Abstract. We developed CHISSL, a human-machine interface that uti-
lizes interactive supervision to help the user group unlabeled instances
by her own mental model. The user primarily interacts via correction
(moving a misplaced instance into its correct group) or confirmation
(accepting that an instance is placed in its correct group). Concurrent
with the user’s interactions, CHISSL trains a classification model guided
by the user’s grouping of the data. It then predicts the group of unlabeled
instances and arranges some of these alongside the instances manually
organized by the user. We hypothesize that this mode of human and
machine collaboration is more effective than Active Learning, wherein
the machine decides for itself which instances should be labeled by the
user. We found supporting evidence for this hypothesis in a pilot study
where we applied CHISSL to organize a collection of handwritten digits.

Keywords: Human-machine interface · Interactive clustering · Active
learning · Semi-supervised learning · Direct manipulation

1 Introduction

A typical assumption for machine learning is that training instances are abun-
dant and fully observed (i.e., each instance is correctly labeled by a human
expert and all features are measured). Unfortunately, this assumption does not
hold in many real-world problems. Often, there are plenty of instances, but labels
are not available. To make matters worse, acquiring a set of labels can be very
expensive when it requires the judgment of an expert user. In such cases, we
need to be selective when determining which instances we ask a user to label, as
all instances will not be equally helpful for training the model.

Active learning is a maturing sub-field of machine learning that approaches
this missing label problem by optimizing the order in which experts are asked
to provide labels. However, the missing label problem is not completely solved
with a pure machine solution. As Kulesza et al. discuss, human labelers (even
experts) may not label instances consistently [17]. Some instances may have mul-
tiple candidate labels of which each labeler’s choice is subjective and somewhat
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arbitrary. Choice of label is often context dependent; for example, a bird may
simply be labeled “bird” if the image occurs amongst many animals, but may
be labeled “sparrow” if presented amongst only images of other birds.

Users’ conceptions of a class can evolve, possibly becoming better defined over
time as they label more instances. Furthermore, the most uncertain instance to
the machine learner may not be the most important or relevant for the labeler.
Some errors (i.e., misclassifications) are more tolerable than others, and the user
should have some control over which to address first. Finally, in some cases the
human labelers may have no conception a priori of the type or number of classes
that should exist in the data, and they may want to explore the data to construct
a better mental model for the data space.

We address these issues with CHISSL,1 a user interface and framework for
semi-supervised clustering. With CHISSL, the user is presented instances spa-
tially arranged into separate groups. Each group consists of instances the user
has labeled as well as instances the machine has predicted to belong within that
group. The user’s task is to improve the meaningfulness of the groups by reorga-
nizing the instances to reflect better membership consistency or accuracy. We do
not query the user directly for explicit labels of any particular instances. We only
require the user to move instances between groups or into new groups as she sees
fit. The user can determine both the number of groups and the group assign-
ments she deems appropriate for the data at hand. While the user is interacting,
a machine learning classifier is continuously re-trained and is predicting the
group membership of unlabeled instances. When the user re-assigns an instance
between groups, the machine will re-assign additional instances. Over a series of
user interactions, the machine clustering is guided toward reflecting the user’s
mental representation of the groupings within the data. As the machine becomes
more predictive of the user’s mental model, it becomes increasingly effective in
the organization of the instances, accelerating the user at her task.

Starting with a set of instances with any amount of labeling (partial or even
completely unlabeled data), the human and the machine cooperating through
CHISSL produce the following outcomes:

– Label induction—group assignments for the unlabeled instances are predicted.
The user can continue to refine the model until she is confident in the quality
of the predicted group assignments.

– User-assigned training set—the small set of instances assigned to clusters by
the user form a training set that can be exported to bootstrap the training
of other classifiers.

– Predictive model—a lightweight classifier is available to predict the cluster
assignments for yet-to-be-seen instances, which can be applied to an expand-
ing data set or in a streaming context. The classifier does not rely on a
database of previously labeled instances for prediction.

1 CHISSL stems from a concatenation of the acronyms for computer-human interac-
tion (CHI) and semi-supervised learning (SSL).
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2 Related Work

Related work spans three broad research domains: machine learning, visual ana-
lytics, and human-computer interaction (HCI). In the machine learning field, the
areas of semi-supervised learning and active learning are most relevant. These
approaches are both concerned with classification involving a combination of
labeled and unlabeled data. Broadly, semi-supervised learning focuses on how
to propagate labels from a small training set to a larger unlabeled set, and how
to leverage the distribution of the unlabeled set to improve classification accu-
racy [29]. Active learning, on the other hand, is concerned with techniques for
selecting unlabeled instances for an expert to label [22]. It is assumed that the
user has a fixed budget (e.g., time, mental resources, money) to spend on label-
ing, so the crucial problem in active learning is determining the ideal instances
to label that improve the classification accuracy with the fewest iterations. Some
common techniques in active learning are uncertainty sampling [18] wherein the
user is asked to provide a label for the least certain predicted instance, query-by-
committee [23] wherein instances on which an ensemble of models disagree most
are selected for labeling, and expected error reduction [21] wherein instances that
promise highest reduction in prediction error when labeled by a human expert
are selected for labeling.

A useful distinction exists between transductive and inductive learning [29].
Inductive classifiers build models that can predict labels for unseen data not
originally part of the original data set. This concept was first introduced by
Vapnik and Vapnik [27]. Transductive learning techniques only seek to assign
labels to the unlabeled data in the original data set. Inductive learning is valu-
able, for example, when we wish to train a classifier to act autonomously. We can
apply this categorization to understand related works in visual analytics, most
of which we discuss are transductive. CHISSL is an inductive learning system.

2.1 Spatializations

Visual analytics systems have been recently developed to help the user arrange
large amounts of unlabeled data according to her own mental model. Several of
these systems center around a 2-D distance-preserving projection of the data,
sometimes referred to as a spatialization, to help the user organize or cluster
data. Choo et al. developed iVisClassifier [8], an interactive visualization using
linear discriminant analysis and labels supplied by the user. ForceSPIRE [12]
and Dis-function [6] infer the user’s intent through direct manipulation of the
projected instances, resulting in a change to the underlying model. Spatializa-
tions capitalize on the fact that allowing a user to spatially arrange a set of
objects is an efficient and natural approach to eliciting insight into her mental
organization of those objects [14].

Spatialization techniques are transductive; they primarily help organize a
given dataset. It is not immediately clear how new data points should be han-
dled without simply incorporating those data points into the original dataset and
re-running the analysis. For example, Dis-function “exports” the user’s mental
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model as a parameterized distance metric, but this alone is not sufficient to
reproduce the spatial arrangement the user sees with new data. This requires
the original data, which should be considered part of the model in some sense.
Frequently, the goal of the user when interacting with projected data is to dis-
cover meaningful groupings of instances. This can be hindered by the projection
algorithm which may sometimes place distant points close together in the pro-
jected space, which can be detrimental to the user’s trust in the system [9] and
has the potential to result in visual inference errors.

2.2 Interactive Clustering

Supporting formation or discovery of groups may be more helpful to the user than
spatializations for some tasks. However, fully automated clustering algorithms
are frequently not satisfying, often producing arbitrary or uninteresting clusters.
“Interactive clustering” allows the user to help guide the clustering algorithm
to find meaningful groups. A recent example by Srivastava et al. allows the
users to reject uninteresting clusters until they are satisfied [25]. Their work
builds on the interactive clustering techniques by Bilenko et al. [4] and Cohn
and Caruana [10]. These approaches take feedback from the user in terms of
linkage constraints (e.g., “these two instances do or do not belong together”),
criticism (e.g., “this cluster is not what I’m looking for”), or a small amount
of labeled data (e.g., “this instance belongs in this cluster”). A shortcoming of
these approaches is that they do not often consider the user interface that would
be used to elicit user feedback in a continuous loop, rather they assume this user
feedback as input to their algorithm. Also, because the algorithm is transductive,
it not clear how to add new instances to existing clusters without re-running the
original clustering or resorting to a k nearest neighbor classifier.

CHISSL is similar to Basu et al.’s “assisted clustering” [2] and Kulesza
et al.’s “structured labeling” [17]. Assisted clustering is a hybrid metric learn-
ing/classification approach for document clustering [2]. Part of Basu et al.’s sys-
tem uses a logistic regression classifier that is trained to predict which instances
belong to which user-created groups. While not the main contribution of their
paper, they created a user interface that could recommend clusters for un-
clustered documents by drawing a line between the document and the cluster.
However, this was disabled during the user study, so the advantage of the clas-
sifier feedback for the user was not evaluated. Similar to this is Kulesza et al.’s
structured labeling [17], which is an interface that is intended to address the
problem of concept evolution when humans are providing labels in an active
learning context. They also propose how a nearest-neighbor approach can be
used to recommend labels for instances. We leverage the user-defined groups
and similarity-based recommendations in CHISSL.

Our approach is also similar to Amershi et al.’s ReGroup [1], which was
designed to help users build a classifier to act as a group filter for a social
network. ReGroup trains a binary Näıve Bayes classifier from a user-defined
grouping. ReGroup shows suggested instances (i.e., Facebook users) to help the
user add examples to the training set. The user is presented with suggestions
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drawn from the classifier’s most certain predicted instances. In contrast with
ReGroup, CHISSL presents the user with a mixture of training data and the
classifier’s most uncertain predicted instances. Additionally, CHISSL is designed
to support multi-class classification/clustering, whereas ReGroup trains a binary
classifier designed to act as a filter allowing instances to be labeled as either
in or out of the class. ReGroup requires both positive and negative training
examples, whereas CHISSL, which uses a multi-class classifier, only requires
positive examples. A positive example for one group is a negative example for
all other groups in our interface. ReGroup may also be misleading when it hand
picks the most likely predicted instances to show the user. CHISSL shows the user
the most challenging instances to classify as candidate group members. Finally,
ReGroup’s evaluation focused on the usability of the overall system whereas
our evaluation is a more direct comparison to active learning to understand the
advantage of user- versus machine-selected instances.

3 Approach

We designed CHISSL to help the user organize unlabeled instances according
the user’s own mental model. CHISSL allows the user to flexibly create and
modify groups of instances. While the user is interacting with CHISSL, the
system is training a supervised classification model to predict group membership
of a data set. CHISSL, depicted in Fig. 1, represents groups to the user as a
collection of instances containing both training (user-grouped) and machine-
predicted instances. We refer to the visible training instances as exemplars and
the visible predicted instances as delegates. Delegates are presented to the user
so she has the opportunity to correct any mistakes made by the machine.

We designed CHISSL to trade-off between overwhelming the user and making
the user overconfident in the model. If too many instances are shown to the
user, then the UI becomes taxing to use—if there is no bound on the number
of instances shown, the UI is not scalable. Alternatively, if too few predicted
instances are shown, the UI can misrepresent the model by giving an inflated
impression of accuracy. We accomplish this balance by ensuring the user sees at
least a fixed amount of the most uncertain predicted instances in each group.
We prevent the user from being overwhelmed by showing no more than a fixed
amount of the labeled data in each group. We help preserve the user’s mental
map by ensuring that, as much as possible, the same instances (assigned and
unassigned) are shown to the user before and after interactions. This should
prevent a radical shift of the organization captured in the UI that may cause
frustration for the user. Below we describe in detail how CHISSL accomplishes
this.

CHISSL allows a user to group instances according to her own mental model,
showing this grouping in a grid (see Fig. 1). Within each group, training (i.e.,
labeled) instances and predicted instances are shown together. Human-assigned
instances have a solid outline, initial machine-assignment predictions have a
dashed outline, and un-assigned delegates have no outline but are placed into
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Fig. 1. The CHISSL grid arranges instances by predicted group assignment. The user
drags instance between groups, and the model is re-trained, learning to predict the
user-desired groupings. The UI also contains controls to delete groups (trash icon in
upper right), or accept all predicted instances in the group (check mark in upper left).

machine-predicted group positions for user consideration. The user communi-
cates her mental model to the machine by dragging instances between exist-
ing groups or into a newly created group, merging groups, or deleting groups.
The user never directly provides labels for instances or for groups; instead, the
machine learns to predict the user’s grouping, and is re-trained after each inter-
action. The assigned or predicted group of an instance determines the visual
cluster in which that instance appears in the UI. Whenever user interactions
result in delegates being re-assigned to new groups by the machine learner, their
corresponding images move to the new groups in the UI as necessary.

We conceptualize CHISSL’s behavior in terms of changes to the set member-
ship of instances (see Fig. 2). We define CHISSL as having sets I, H, M , and
D, which are the set of all instances, human-assigned instances, initial machine-
assigned instances, and machine-predicted delegates, respectively. M are selected
as instances with high probability of membership in the initial clusters from
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Fig. 2. CHISSL can be understood as instances changing set membership as a result
of actions taken by the human or the machine. Red arrows indicate set membership
changes caused by the machine, whereas blue lines indicate set transitions caused
directly by the user through the interface. I is the set of instances, H and M are
instances assigned by the human and machine, respectively. Eh, Em, and D are
the exemplars and delegates, which are the only instances visible to the user in the
interface. (Color figure online)

the initial machine learner training, prior to human interaction. Instances in
H ∪M have been assigned to groups, and form the training set for the classifier.
Em ⊆ M (dashed outlines in Fig. 1) and Eh ⊆ H (solid outlines in Fig. 1) are
the “exemplars” of each group, which are subsets of the human- and machine-
assigned instances that are visible to the user in the interface. Instances in D,
which we refer to as “delegates,” are also visible in the UI without any boxes
or borders, but their group assignments have been predicted by CHISSL, rather
than assigned directly by the user. Next, we discuss the responsibilities of the
human and the machine as they use CHISSL, and how their actions affect these
sets.

3.1 CHISSL UI Design

We assume that for scalability and tractability reasons, the human is not usually
able to view all of the instances at once. So, except for smaller data sets, a key
role of the machine, beyond training the model on user-provided groupings, is
to decide which instances the user will see in the UI. Because the user is usually
interacting with tentatively assigned delegates, the number of delegates in the
visualization decreases, and the number of human-assigned instances increases.
Without intervention, the interface would quickly comprise of assigned instances
only.

This problem is addressed by two parameters, a bound b on the number
of total exemplars Eh + Em and a quota q on the number of delegates that
are shown to the user at a given iteration. Per group, only the b most recent
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human- or machine-assigned instances remain in the exemplar sets Eh and Em;
the rest return to H and M respectively. If group g has dg delegates, and q > dg,
then q − dg un-assigned instances are added to D to maintain the delegate
quota. New delegates are not chosen arbitrarily. Instead, we rely on a technique
similar to uncertainty sampling to select the q − dg most uncertain instances.
We measure uncertainty as the entropy of the predicted probability distribution
of the instance.

Given a new, fully unlabeled dataset, the machine finds an initial exemplar
set, Em. CHISSL could be initialized using any unsupervised learning technique
of preference appropriate to the data under consideration. If the data set contain
partial or incomplete labels, a semi-supervised learning approach could also be
used to initialize the system. This initial clustering is done to bootstrap the
learning process, by providing the user with some initial groups to start from.
Otherwise, the interface could be initialized with a random selection of instances,
which runs the risk of all instances in the UI belonging to the same group.
We believe some degree of initial organization is helpful when the user has no
knowledge of the underlying structure or classes in the data.

In the present work, we selected the initial machine exemplars with
DBSCAN [11], an unsupervised clustering technique. We set the parameters of
DBSCAN to produce a few dense clusters surrounded by a majority of outliers,
which we ignore, treating them as un-assigned delegates. Note that in this exam-
ple on handwritten digit image data [16], we ignored the available digit labels
and completed the DBSCAN initialization as an unsupervised process. After
the determination of an initial unsupervised clustering, and subset of machine-
predicted instances are selected as the Em to be displayed in the initial UI.
All initial Em are shown with the dashed box, as seen in Fig. 3a. The clusters
provided by DBSCAN are then further partitioned using k-means where we let
k = b. The centroids of these sub-clusters constitute Em, providing us with a
diverse set of exemplars for each cluster found by DBSCAN.

3.2 Human Responsibility

The user is responsible for imposing her mental model on the data by orga-
nizing the visible instances into groups that are consistent with her model. As
a shorthand notation below, we define A[, B] → C to mean that an instance
belonging to A or B has changed its set membership to C. The user can perform
the following actions when interacting with exemplars or delegates (represented
by blue arrows in Fig. 2):

– Change the group of an instance by dragging it from one group area
to another, Eh, Em → Eh. In the newly assigned group the instance is now
outlined in a solid box, because the user assigned it to the group, and the
instance has joined Eh.

– Create a new group by dragging an instance to the new group drop area,
Eh, Em → Eh. This creates a new group within the CHISSL grid. The
instance used to start the group is included, becomes an exemplar Eh, and
has a solid outline. This is illustrated in Fig. 3.
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– Accept the assignment of an instance by double clicking the instance
D → Eh. The delegate then gains a solid black line and stays in the group in
the UI.

– Accept the assignments of all instances in a group by clicking the
check icon for the group, D → Eh. All these instances gain solid borders, and
remain in the current group in the UI.

– Merge two or more groups by dragging the groups to the merge area
and clicking merge. The assignments of the human- and machine-assigned
instances in the 2nd through nth group are changed to the group assignment
of the 1st group, causing the now-redundant groups to disappear. Exemplars
remain so, and no delegates become exemplars. All delegates not originally
from the 1st group now appear in this group.

– Delete a group by clicking the delete icon for the group, H,M → I. All
machine- and human-assigned instances leave these sets and become un-
assigned delegates. The deleted group disappears from the user interface.

An example of how CHISSL’s groups change over time as a result of its
human-in-the-loop approach is shown in Fig. 3. This graphic illustrates the split-
ting of the group in (a) to the two groups in (c) by moving a delegate. (a) contains
a set of machine-assigned exemplars in dashed boxes, and a set of uncertain del-
egates without boxes. The delegate has selected a delegate and moved it (b) to
a new group; this delegate then gains a solid outline in (c), indicating it was
user-assigned to the new group. This move causes the classifier to assign the
other digits (1s) from (a) to the new group in (c) based on their similarity to the
user-assigned instance. The machine also supplies additional delegates from I to
both groups through uncertainty sampling, shown as the images without boxes.
Additional reassignments of the erroneous elements in subsequent steps results
in the more consistent groups in (d).

3.3 Machine Responsibility

The machine is responsible for understanding the user’s mental model by learning
a function that predicts the group assignment of an instance according to the
user’s organization of the data. The machine trains a classification model from
{(xi, yi) : i ∈ H ∪ M} where xi is an instance from the given dataset I, and yi
is the group assigned to that instance by the user. Once the classification model
has been trained, the model predicts group assignments for the remaining data
{xi : i ∈ I − (H ∪ M)}, and uses the predicted probabilities (across all group
assignments) to help determine which new instances (e.g., delegates) to show.

It is important to recall that labels are not explicitly assigned by the user;
group assignments are inferred by the groupings in the visualization. Within the
algorithm, an internal label or tagging scheme is used to track the groups, but
the labels have arbitrary meaning, more or less. In other words, the user may
group together all handwritten digits that resemble “four.” But this may be
assigned an internal arbitrary tag of yi = 2. Internal group references are hidden
from the user’s perspective, and will work within the algorithm as long as the
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Fig. 3. An example to illustrate the UI responding to user interaction. (a) The user
identifies an inconsistent group. (b) The user moves one of the 1s out of this group into
another group. (c) The other 1s from the original group follow and additional delegates
are suggested for both groups. But the classifier is not perfect. (d) After repeating this
process a few more items, both classes appear more consistent or correct.

machine can effectively predict the user’s grouping given the available features
and training data.

The machine can take the following actions (represented by red arrows in
Fig. 2):

– Provide an initial assignment for the instances by selecting a few repre-
sentative instances with unsupervised clustering, I → Em. These are shown
in the interface with a dashed outline to indicate they were assigned to a
group, but not by the user.

– Identify un-assigned instances as delegates by selecting instances the
machine is uncertain about, I → D. Delegates are shown in the interface
without an outline.

– Stop showing some exemplars by removing old exemplars from the dis-
play, Em → M and Eh → H.

4 Evaluation

Our hypothesis is that the human and machine together produce a more accurate
classifier with a smaller training set compared to more automated approaches
like Active Learning. Active Learning techniques decide the instance for which
the user will provide a label. In contrast, our technique gives the user control
over which instances enter the training set. If CHISSL learns more quickly than
Active Learning, then the flexibility provided by CHISSL is a plausible explana-
tion for the improvement. We conducted a carefully designed pilot experiment
to compare CHISSL to test this hypothesis. We designed an Active Learning
baseline algorithm so that the same instance selection, assignment, and scoring
algorithms were used for both CHISSL and the baseline. The active learning
algorithm selects one instance about which to query an oracle for a label at each
iteration.
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For the evaluation we refer to our two conditions as “human + machine” and
“machine + oracle.” The “human + machine” condition was users (members of
the project team) following a self-selected strategy. The “machine + oracle” con-
dition was active learning querying an oracle model for the ground truth labels
in the dataset. For both conditions, we used a dataset of 1797 instance of 8 × 8
grayscale images of handwritten digits [16].2 We split this dataset into training
and testing sets across 3 different random cross-validation folds. For both condi-
tions, we used the same preprocessing pipeline and model, a multi-class logistic
regression classifier [28], using defaults without hyper-parameter optimization.

We ran a {3 fold}×{2 user}×{2 human sub-strategy} experimental matrix
to further understand differences between human and machine strategies. The
users were two of the authors of this paper. Below we discuss details relevant to
the “machine + oracle” and “human + machine” strategies, and compare the
learning curves for these strategies across the folds.

4.1 Machine + Oracle Strategy

Our instance selection approach for Active Learning is the same uncertainty
sampling technique used by CHISSL discussed previously. The machine finds the
5 instances with the most uncertainty (i.e., largest entropy) and randomly selects
one of these to be labeled by the oracle. Without this randomization, the active
learning algorithm would be deterministic, and would produce the same learning
curve each time. The randomization allows us to find the average learning curve
across multiple runs within the same fold. Given a selected instance, the machine
then queries the oracle for its ground truth and assigns the instance to the group
with the most labeled instances having the same ground truth labels as the
unlabeled instance. This is our adaptation of the oracle model commonly used
to evaluate Active Learning with ground truth labels. This process was repeated
for 500 steps per fold.

4.2 Human + Machine Strategies

The humans used CHISSL combined with a simple strategy during the evalua-
tion. For fairness, the users were restricted to only assigning instances to groups
one at a time to prevent them from using features in CHISSL that were not avail-
able for the machine + oracle (e.g., merging groups). The pilot users’ strategies
were simply to prioritize correcting wrongly predicted instances over confirm-
ing correct predictions. In other words, when a delegate (or machine exemplar)
appeared in the wrong group, the users moved this instance to the correct group.
When all groups appear internally consistent, the users could select a single cor-
rectly predicted delegate to confirm, adding that delegate to the training set.
This process was undertaken for 15 min per fold, long enough to produce a
training set of at least 300 instances for each fold.

2 Data available from the UCI Machine Learning Repository [19], as “Optical Recog-
nition of Handwritten Digits Data Set”.
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Each user ran through with two slightly different sub-strategies. With sub-
strategy 1 (s1) the user creates exactly 10 groups, one for each digit. Whereas,
with sub-strategy 2 (s2) the user creates more than 10 groups, in order to capture
the different visual instantiations of the digits (e.g., fours closed on top, or not,
sevens with a hatch, or not, etc.).

4.3 Evaluation Metrics

Evaluating our system is not as straightforward as a traditional classification
model evaluation, where standard metrics such as the F1 score can be applied.
Instead of measuring the accuracy of the classifier against some ground truth,
we are actually interested in measuring how well our system supports eliciting
the user’s mental model. There are different ways to think about this, which is
complicated by the fact that the labels the user provides may not match the
labels in any ground truth validation set (at best they could be a permutation
of the ground truth labels). Therefore, we implemented several metrics that we
use to understand the progress of CHISSL over time in different ways as the user
interacts with the system. The metrics, which can also be applied to our active
learning baseline are

– Adjusted rand index (ARI) – consistency with ground truth,
– Maximum entropy (max(H)) – confidence of least confident instance,
– Average delta (avg(Δ)) – stability of predictions, and
– Average entropy (avg(H)) – average confidence.

Our only metric to understand the accuracy of CHISSL (i.e., with respect
to ground truth) is indirectly via the adjusted rand index (ARI) [15]. A direct
measurement of accuracy would not be appropriate because CHISSL is not pre-
dicting the ground truth labels. Rather, it is predicting the user-defined group to
which each instance belongs. The group assignments may be (but are not nec-
essarily) a permutation of the ground truth label, and ARI will be maximum in
this case. ARI will be minimum when the user’s group assignment provides no
information about the ground truth labels.

The remaining thee metrics do not evaluate CHISSL against ground truth,
because such information is not assumed to be available during real-world sce-
narios. So, these metrics instead measure properties related to the internal state
of the model, and are designed to provide information about how quickly the
machine learning model is converging to the user’s mental model. Entropy is cal-
culated over the predicted probability distribution over labels for a given sample.
Maximum entropy is the largest entropy in the validation set, whereas average
entropy is averaged across the validation set. Average delta is the number of
instances in the validation set whose predicted label is different in the current
time step compared to the previous.

4.4 Result–Learning Curves

In Fig. 4, we show how the metrics for the human + machine system compare
to the machine + oracle system across our experimental matrix. Results for
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Fig. 4. Results from our pilot study show the human + machine outperforming the
machine + oracle in several cases. Notably, this occurs with the ARI metric in folds 2
and 3, which indicate the human + machine system achieves the same level of accuracy
as the machine + oracle many iterations ahead.
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machine + oracle are aggregated into a single line with standard error area
shaded surrounding the mean of the series. The x-axis, labeled as |Xtrain|, is
the size of the training set (i.e., the number of instances the user has labeled),
which is a proxy for the amount of time spent by the user, because the training
set size increases monotonically in the experiment.

Notable results are seen in folds 2 and 3 with the ARI metric. Here the
human + machine system outperforms the machine + oracle system, at times
achieving equivalent accuracy compared to the machine + oracle system, more
than a hundred iterations ahead. We also see a clear distinction between the
two types of systems across all three folds with the average entropy metric. This
distinction the first human + machine sub-strategy is most distinct from the
machine + oracle model, where the user created the same groups as exist in the
ground truth. For the maximum entropy and average delta metrics, we do not
see an obvious difference between the human + machine and machine + oracle
strategies.

Some metrics were less useful than originally hypothesized. The maximum
entropy appears to plateau quickly in all cases. This metric may be less reliable
than the other three because it is determined by a single instances, instead of
aggregating over all of the validation set. A single hard to classify outlier in
the validation set may be an explanation for this high plateau. The average
delta metric has too much variation to understand without more sophisticated
statistical modeling. However, it is clear that this metric does trend towards zero
in all cases, indicating that the models’ predictions are changing less frequently
towards the end of the training.

In fold 3, we observed a strange dip in the machine + oracle curve. This, we
believe, is due to a poor bootstrapping, which the machine takes much longer
to overcome than human + machine. In the case of fold 3, 17 initial groups are
created compared to 14 and 13 for fold 1 and fold 2, respectively. Having many
more classes than the ground truth can decrease the ARI score directly because
it increases the chance that two instances of the same class in the ground truth
would have different groups predicted by CHISSL. Having more groups also
decreases the score indirectly because the classifier will have fewer instances per
class to learn from, potentially making the classifier much less predictive. This
is eventually overcome when the machine strategy picks an arbitrary winner.

5 Discussion

One of CHISSL’s clear advantages is that the user does not need to provide
explicit labels for instances, but can group the instances together that she feels
belong together. An example of where this is beneficial is shown in Fig. 5, where
the user could have easily supplied an explicit class for groups (a) and (c), such
as “one” and “seven”, respectively. But the user may have labeled instances in
the group (b) inconsistently as “one” or “seven”. This is a case where the same
semantic label would be applied to objects with different visual features. Instead,
CHISSL allows the user to easily create a separate group to account for ambiguity



CHISSL: A Human-Machine Collaboration Space for Unsupervised Learning 443

Fig. 5. CHISSL allows the user to create arbitrary groups to handle ambiguous classes.
In this case, the user has created (a) one class that is clearly for 1’s, (c) one class that
is clearly for 7’s, and a third class (b) that contains digist that could be labeled as 1 or
7. Regardless of the intended labels (or lack thereof), it is clear that the perceptually
distinguishing characteristic is the presence/absence and placement of the horizontal
stroke.

or variability within semantic categories like in (b), which is distinguished from
the others by the lack of a horizontal stroke. So although handwritten digits are
a data set that has an obvious choice of labels with strong semantic meaning, the
user can create groups based on the pure perceptual properties (the perceived
similarity or group-ness) of the instances.

Research in human categorization has repeatedly demonstrated that people
are capable of learning both explicit and implicit category structures, which may
be supported by different functional neural areas and cognitive mechanisms [24].
An explicit category structure is one in which the classification rules are easily
verbalized (e.g., green objects in one category, red in another). Implicit categories
have classification rules that are not as easily articulated and entail the integra-
tion of information across multiple dimensions. Because it does not prescribe
the use of a label set, CHISSL enables users to leverage whichever organization
system seems the most logical scheme to them, regardless of the verbaliz-ability
of the organization schema. By studying the variability among category schemes
created by different CHISSL users on the same set of instances, we may bet-
ter understand the natural mental models for organizing various sets of data,
or even explore how the choice of graphical or glyph representation of abstract
data shapes the user’s structuring of those data.

5.1 Scalability and Computational Complexity

CHISSL is designed to be scalable by constraining the number of instances that
appears in the user interface. The bounds and quotas we place on exemplars
and delegates ensure that O(q + b) instances are shown at any given time, per
user-defined group. Determining which instances to show is also computation-
ally efficient. Given n d-dimensional instances, calculating the uncertainty given
predicted probabilities from the model is O(n · d). Finding additional delegates
to meet the quota per group is O(n · log n), as this only requires sorting the
instances and picking (at most) the top q per group.

The responsiveness of CHISSL depends largely on the complexity of the clas-
sifier’s training and prediction routines. Some classifiers are faster than others,
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but there is no free lunch. We must often trade-off between the accuracy of the
model and the amount of time we are willing to spend training it. Our philoso-
phy was to rely on faster, and perhaps less accurate, models to provide a more
interactive experience for the user. The user may have to supply more labels to
achieve an equivalent performance between two models, but we believed the user
would be less frustrated with a more responsive interface. The cost of training is
also kept low because the model is only trained on instances belonging to H∪M ,
which is potentially much smaller than the set of available instances I. Thus, we
can avoid some of the cost of training by building a training set incrementally
until the classifier’s performance is acceptable to the user.

5.2 Limitations

A limitation of CHISSL is that, for simplicity, we currently re-train the classifier
from scratch each iteration. This obviously becomes intractable when the train-
ing set becomes large, but solutions like incremental learning exist for support
vector machines [20] and other classifiers. An additional problem may occur
when using CHISSL with classifiers that rely on random number generation
during training (e.g., random forests). Training from scratch each iteration may
cause delegates to be less stable in the user interface compared to deterministic
models (e.g., support vector machines).

CHISSL can be applied, in theory, to any data representable as real-valued
feature vectors. However, because it relies on human visual perceptual groupings,
CHISSL requires the instance’s features to be meaningful when shown as a small
image or icon, and that the similarities between instances are easily discernible in
this representation. While this will be possible for handwriting and some image
datasets, other domains will require different representations. For data with few
features, a star glyph [5] might be effective [3]. However, for unstructured data
like text, where the number of dimensions is very high, it is unlikely that we can
capture enough detail in such a small space. In these cases, a larger view of the
data could become available when the user interacts with the icon, allowing the
icon to serve to trigger the user’s memory when they were not viewing the full
data. Alternatively, the icon could be replaced with keywords or a very short
summary of the document.

Identification of delegates needing reassignment relies on a combination of
visual search and “odd man out” identification. Change blindness becomes a
more prevalent problem in cases where the differences between instances are not
rapidly discerned, that is, when the user cannot rapidly scan a group and spot
the “odd man out.” As the groups become well-learned in CHISSL, there are
fewer uncertain delegates in the display. Depending on the locus of attention
when a new delegate is selected and displayed, the user may not immediately
notice its presence. Similarly, the similarity of an odd-man-out delegate may be
very high to the other delegates, as in the Fig. 5(c), requiring attention-intensive
serial visual search.

The interface can assist the user with this challenge by using pre-attentive
cues (e.g., color, motion) to indicate which delegates have recently changed
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groups, or which groups have recently lost or gained delegates. Techniques such
as storyline visualization [22,30], which show how entities interact over time,
could help the user track changes to delegates’ predicted assignments. Delegates
would be represented as storylines, and two delegates would be “interacting” if
they have the same predicted assignment at the same time, providing a history
of the model in terms of predicted groupings. This could help the user spot
trends or anomalies and catch when an instance unexpectedly changes groups.
Evaluation of these additional interface features is left for a full user-in-the-loop
study.

6 Conclusions and Future Work

The principles behind CHISSL could be integrated into other systems that offer
interactive visual analytics features for the evaluation of more complicated data
types. In the case of document exploration and analytics, a system that is
constructed for coordinated views of document content and linking document
themes might leverage the CHISSL human-in-the-loop approach to shape and
correct the theme identification and linking. The CHISSL approach could also be
used to link social media threads between users and across social media formats.
Basically, in any place where associations between instances are of interest, the
CHISSL approach can be leveraged to steer the analytical models.

The category structures and associated labels that a human observer will
bring to a set of instances is a function of his/her expertise, as experts will have
more labels available to them than novices [13,26]. Extensive perceptual training
on a set of objects hones the visual system in order to know which details are
important and which are uninformative in the classification process. Experts are
more attuned to fine details that may not be obvious or readily available to
the novice observer. Because they can classify instances into both high level and
subordinate level categories, experts may naturally produce more categories than
novices, or their categories will follow a different semantic interpretation scheme.
We can consider, then, using the collaborative nature of CHISSL as a vehicle
not only for translating human expertise into the machine learning process but
also to train other human observers. This could be done by simply providing a
semi-trained model (trained by a combination of machine and human expert) to
the novice to work with. Or this could be a collaborative process wherein the
novice and expert work together on coordinated CHISSL systems, so the expert
can guide and correct the novice’s group assignments.

Perceptual expertise is hard to document as experts cannot often articulate
their expert skills [7]. Session histories provided by CHISSL offer a novel means
of documenting expert behavior while simultaneously leveraging that expertise
to inform the machine learning. It remains to be seen if these session histories
might facilitate the articulation of expert strategies for other humans. But, like
implicit category structures, even if we cannot verbalize well an expert strategy
for associating data instances with each other, CHISSL will learn and utilize the
same categorization structure as the expert by interactively learning how the
expert is assigning delegates to groups.
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CHISSL offers a novel technique to use machine learning to track the develop-
ment of expertise, offering a means to support future modeling of how experience
and expertise development shapes the process by which users select which objects
to reassign, which clusters to merge, etc. Our pilot study provided evidence that
supports our hypothesis–that it is beneficial to allow the user some flexibility
in determining what instances are labeled. CHISSL appears to provide more
advantage over active learning earlier in the training process, because users are
able to detect and correct misclassifications early on that have a large impact
on the classifier performance. We found least two additional metrics that, in the
absence of ground truth, could provide a helpful signal to the user about the
stability of the model. These signals could help the user determine when she
should stop adding labels to the training set.

For future work, we plan on providing these signals to the user in real-time
via the CHISSL interface. Because CHISSL appears to be an effective tool for
rapidly training models to explore unlabeled data, we also plan to allow the user
to create, manage, and visually interpret multiple classification models simulta-
neously as different lenses on the data. Our broader goal is to develop a visual
analytics system for exploring massive datasets by enabling the user to interact
with a representative “tip of the iceberg”, build classifiers representative of her
mental models, and then summarize the remaining unlabeled data using these
classifiers.
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Abstract. HCI research has increasingly incorporated the use of neurophysi-
ological sensors to identify users’ cognitive and affective states. However, a
persistent problem in machine learning on cognitive data is generalizability
across participants. A proposed solution has been aggregating cognitive and
survey data across studies to generate higher sample populations for machine
learning and statistical analyses to converge in stable, generalizable results. In
this paper, I argue that large data-sharing projects can facilitate the aggregation
of results of brain imaging studies to address these issues, by smoothing noise in
high-dimensional datasets. This paper contributes a small step towards large
cognitive data sharing systems-design by proposing methods that facilitate the
merging of currently incompatible fNIRS and FMRI datasets through
term-based metadata analysis. To that end, I analyze 20 fNIRS studies of
emotion using content analysis for: (1) synonym terms and definitions for
‘emotion,’ (2) the experimental stimuli, and (3) the use or non-use of self-report
surveys. Results suggest that fNIRS studies of emotion have stable synonymy,
using technical and folk conceptualizations of affective terms within and
between publications to refer to emotion. The studies use different stimuli to
elicit emotion but also show commonalities between shared use of standardized
stimuli materials and self-report surveys. These similarities in conceptual syn-
onymy and standardized experiment materials indicate promise for neu-
roimaging communities to establish open-data repositories based on metadata
term-based analyses. This work contributes to efforts toward merging datasets
across studies and between labs, unifying new modalities in neuroimaging such
as fNIRS with fMRI datasets, increasing generalizability of machine learning
models, and promoting the acceleration of science through open data-sharing
infrastructure.

Keywords: Data repository � Cognitive data � fNIRS � Emotion � Metadata �
Machine learning � HCI

1 Introduction

Human Computer Interaction (HCI) research has increasingly incorporated the use of
neurophysiological sensors to identify users’ cognitive and affective states. From the
development of brain computer interfaces (BCI) (Hennrich et al. 2015) to the
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evaluation of affective responses to social media, devices such as functional near-
infrared spectroscopy (fNIRS) are making significant headway in the refinement of
experimental design and machine learning (ML) algorithms to make sense of mental
and emotional states.

However, a persistent problem in machine learning on cognitive data is the gen-
eralizability across participants given the ‘curse of dimensionality.’ To complicate this
problem, under experimental conditions researchers often use self-report surveys to
train machine learning algorithms or to inform statistical analyses of cognitive data.
Further exacerbating the ‘curse of dimensionality,’ subjective surveys can prove
inaccurate and affect classification accuracy (Hirshfield et al. 2014).

In this paper, it is argued that an automated meta-analysis of current methods in
cognitive data processing and experiment design specific to emotion will help move
toward the merging of currently incompatible datasets (fNIRS and fMRI) to build more
accurate models and higher sample populations that converge in stable, generalizable
results. Large data-sharing projects facilitate the aggregation of results of brain imaging
for smoothing of noise in high-dimensional datasets. For example, to improve classi-
fication accuracy, the fMRI community has begun unifying datasets in the open data
movement as exemplified by Neurosynth, a “platform for automatically synthesizing
the results of many different neuroimaging studies” (Neurosynth 2016).

Drawing from a previous provisional framework which classifies the challenges of
employing machine learning on cognitive data (Costa and Bratt 2016), this paper
addresses the problem of establishing a gold standard with fallible, subjective surveys.
Collective results afford the exploration of opportunities to improve machine learning
classification labels vulnerable to being false positive or negatives. Through this
meta-analysis of data scraped from SCOPUS and Web of Science I report of extant
approaches in neurophysiological data analysis with a focus on fNIRS studies
involving emotion. This overview is a first step at mapping the stimuli and survey
techniques to create metadata for unifying cognitive data.

In the first section, I provide literature and background on the devices used for
neuroimaging and detecting BOLD signal data, including the motivation of their use
and previous studies in merging data between fMRI and fNIRS with each other and
between homogenous data sets, and briefly discuss the domain of interest: neu-
roimaging studies of emotion. The Methodology section details the data collection and
analysis procedures. The next section presents Results by describing and synthesizing
the data, providing an overall summary of findings of 20 studies of emotion definitions
(naming conventions and synonyms), stimuli used to ‘induce emotion,’ and survey
forms used to ground the cognitive state in self-report class labels for machine learning
and statistical analysis. This section has detailed description, comparison, and metadata
recommendation analysis of the studies’ use of naming conventions, stimuli, and
class-labeling approaches. The final section, Discussion presents opportunities for
merging data based with policy and scholarly digital infrastructure precedents in
cyber-enabled data repositories and incorporation of demographic data, and concludes
with a summary and vision of future work.
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2 Literature Review

2.1 Background

Neuroimaging Technology. Functional imaging technology has many advantages as
an approach for eliciting human subject data. While self-report surveys are widely
used, they are vulnerable to well-known drawbacks to self-assessment measures. For
example, participant self-report surveys often inaccurately report cognitive load, mis-
represent responses due to social desirability (Edwards 1953), and distort data due to
the participants’ difficulty remembering behavior and emotional experiences when
surveys are administered after the task is finished (postdictively). Other studies show
that subjective, self-report responses correlate only moderately with others’ reports of
their actions or observed behavior (Sackett and Larson 1990). For these reasons, these
measures can be limited in accurately collecting real-time information in experimental
and research settings.

In compensation for these limitations, cognitive data measurement techniques have
come to the fore in research and commercial spheres. Popular technologies such
as functional magnetic resonance imaging (fMRI) and electroencephalography
(EEG) have been used to quantify workload and emotional states in human and animal
subjects (Grimes et al. 2008; Nicholson et al. 2017; Soleymani et al. 2016). While
fMRI provides valuable neurophysiological information, it is prone to disadvantages
for emotion research because it confines the subjects to a supine position, requiring
them to lie immobile in a chamber with a large magnet. The noise of the machine also
makes fMRI data collection limited in its ability to experimentally simulate realistic
settings (Bunce et al. 2006). Although fMRI studies suggest that we can objectively
measure affective states (Phan et al. 2002; Wiebking et al. 2011), it cannot be used
outside of a lab for operational situations such as sitting at a computer, conversation,
and other medical and social situations where quantifying affective state would be
extremely valuable, especially in naturalistic settings conducive to emotionally chal-
lenging tasks.

Functional near-infrared spectroscopy (fNIRS) has appeared as a relatively new
research modality that is non-invasive, silent, allows for participant movement, and has
been validated as a device for capturing the BOLD signal at the cortical level (Yuan
and Ye 2013) (Fig. 1). fNIRS monitors brain function through measuring changes in
the concentrations of oxygenated and deoxygenated hemoglobin based on the tech-
nique developed by Chance and Leigh who found that hemoglobin changes its color
when the oxygen content of blood changes (Sevick et al. 1991).

Due to the frequently-cited advantages for naturalistic, more ecologically-valid
experimentation, fNIRS has been used in affective computing to investigate emotional
brain states for HCI and BCI applications from authentication systems and entertain-
ment to suspicion and marketing (Abdul Serwadda 2015; Bigliassi et al. 2015;
Glotzbach et al. 2011; Noah et al. 2015). In medical contexts, fNIRS are used to
develop emotion recognition models for diagnosing and evaluating autism spectrum
disorders therapy (Kaliouby et al. 2006).
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2.2 Research Setting

Functional Neuroimaging Studies of Emotion. Cognitive-affective approaches for
eliciting, measuring, and validating techniques for measuring emotion have varied
widely. Research communities outside of HCI and bioengineering have debated the
conceptual definition and physiological correlates of affect, and engaged in the ongoing
research challenge quantifying emotions. Scholars in organizational psychology,
feminist socio-technical systems theory, neuroscience, and philosophy have proposed
conceptual frameworks for exploring emotion, such as from theoretical paradigms of
performativity in emotion (Ekman and Friesen 1971), cultural and gender contingen-
cies (Codispoti et al. 2008), and language taxonomies to describe distinctions among,
for example, “affect, emotion, mood, sentiment, and feeling-states” (Hengehold 2003;
Scherer 2005).

While there is a great deal of debate about the conceptual definitions of emotion as
well as methodological approaches for its quantification, I define emotion provisionally
in concert with widely-accepted definition by prominent scholars in neurophysiological
research. That is, emotion is defined as intense, short-lived affective responses to
stimuli or events with three components: (1) behavioral (e.g. facial movement),
(2) autonomic (neurophysiological activity) and (3) subjective (the reported experience
of a feeling-state) (Phan et al. 2002). Because behavioral and subjective components
are not always reliable predictors of emotion and do not consistently encompass ‘full
emotional experiences,’ neurophysiological activation is a promising approach for
studying emotion. Brain-based emotion has been reported across studies to occur in
centers such as the prefrontal cortex, the cingulate cortex, and the amygdala. These
functional regions have been connected with affect and autonomic control (Thayer
et al. 2012); (Thayer and Lane 2009).

Obstacles in Neuro-Physiological Analyses of Emotion. Though fNIRS and fMRI
studies have successfully analyzed emotional responses in many settings, these tech-
nologies face generalizability and validity challenges. Previous research that investigated
employing machine learning on cognitive data articulated these issues, namely, that
machine learning models overfit and are prone to errors due to the limitations of sub-
jective, self-report surveys and the “curse of dimensionality.” That is, cognitive-function

Fig. 1. The Hitachi 52-channel fNIRS device recording cognitive data while a participant
completes a task.
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data has a large number of features and a relatively small number of participants whomay
misreport their cognitive state, making primary component analysis difficult (Costa and
Bratt 2016).

A further complication for generalizability and cognitive data analysis is demo-
graphic differences in between individuals’ brain function. While researchers may
assume that the same experimental conditions and stimulus material will elicit com-
parable cognitive responses, there are two distinct scenarios that put pressure on the
reliability these assumptions, especially in the context of emotion.

First, different affective responses can result from identical experimental stimuli.
For example, what is perceived as ‘sad’ for one might be ‘intensely nostalgic’ for
another. Listening to classical music might be pleasant and calming for Participant A,
while Participant B experiences unease, boredom, and distraction. One might attempt to
address this worry by requiring self-report surveys to report emotion; yet, it is simple to
imagine a scenario in which Participant B inaccurately reports her affective state,
failing to report boredom or distraction in the post-task survey because she has a desire
to perform well for the research lab technicians. Demographic differences such as
culture, age, ethnicity, and participant gender have well-documented influences on
affective perception and experience of emotion. For example, fNIRS studies have
suggested that prefrontal cortex (PFC) activity may be associated with individuals’
trait-based responses. In one such study, emotional stimuli elicited brain activity that
were colored by gender differences (Whittle et al. 2011). Further, another fNIRS study
in gender differences recognized that the region of the brain involved in emotion
processing “exhibits valence-dependent sex differences in activation to emotional
stimuli” (Stevens and Hamann 2012).

Second, studies have found that the same affective response can activate a different
cognitive functional region. Differences in functionality between individuals’ brain
activity in response to experimental manipulations can be seen in analyses of cognitive
language processing and emotional regulation. For example, being right or left handed
affects the part of the brain which language processing dominantly occurs (Shimoda
et al. 2008). In participants with brain damage, neuro-plasticity allows brain functions
to “relocate” brain processes sing when a part of the tissue is damaged, such as in the
development of cognitive compensatory mechanisms in people with aphasia (Thomas
et al. 1997).

Because the underlying mechanisms of demographic and cultural differences
remains an unsolved challenge in neuroimaging studies, there is a crucial need to
incorporate demographic data and personalized elicitation method for investigating the
effects of emotional stimuli in human subjects. Thus, to progress toward the frequently
quoted goals of developing generalizable, adaptive HCI technologies, we must develop
strategies for addressing these problems not least of which are merging cognitive data.

Merging Data: fMRI and fNIRS and Science of Science Initiatives. To address
these challenges, I argue that there is a need to aggregate and combine data for mean-
ingful macro-analyses of affective state research across scientific disciplines. High-level
synthesis of research data sets has the potential to accelerate facilitate cross-
communication between research labs that use different measurement techniques, and
combined data could help to improve classification and experiment-design accuracy.
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There are precedents for developing systems for standardized sharing of data to
increase the number of participants’ data, cross-check cognitive data results, and make
explicitly the phenomenon of study by identifying metadata that can link studies.

Previous studies which triangulate numerous sensors have shown that combining
studies to better understand affective states improves classification accuracy and pro-
vides another level of validity in ascertaining the intended emotional state was suc-
cessfully induced. For example, a study was conducted with fMRI and EEG to
understand vascular responses in the brain (Yuan and Ye 2013) that manually com-
pared the results of the two modalities to identify the relationship between neuronal
activity and the blood oxygenation level-dependent (BOLD) signal. They identified
multiple functional processes such as “neuronal activity, synaptic activity, vascular
dilation, blood volume and oxygenation changes” which were common to both EEG
and fMRI signals, the electrophysiological and vascular response, respectively.

Neuroscience data repositories such as Open fMRI and the Collaborative Infor-
matics and Neuroimaging Suite (COINS) have sprung up to facilitate the storage,
sharing, and communication of researchers and affiliate institutions. Other systems like
Neurosynth (Neurosynth 2017) act as wrappers around cognitive data through
term-based meta-analysis of studies to map active brain regions by identifying,
retrieving, and aggregating data. Such aggregators address the curse of dimensionality
and subjective surveys errors to be addressed with a higher number of participants to
cancel noisy data.

However, these aggregators and repositories do not include fNIRS data. They only
include fMRI, MRI, ERP, EEG, and MEG (“Neuroimaging databases” 2014) as of the
writing of this paper. Yet there is promise for uniting these different neuroimaging
modalities because of shared technological characteristics. Underlying both fNIRS and
FMRI modalities are MNI coordinates, which delineate the precise location of the
BOLD signal activity. Given the probe configuration of the device and cranial cir-
cumference of the individual participant, MNI coordinates serve as a universal lan-
guage, so to speak, for combining datasets between different devices and devices of the
same type, such as the fNIRS technologies Hitachi ETG 4000 and NIRSOptix.
Therefore, fMRI and fNIRS data can be merged or compared through the conversion of
fNIRS data to MNI coordinates suggesting that these sensors can “communicate” to
inform analyses.

Dataset storage, retrieval, and aggregation is only possible for datasets with stan-
dardized metadata or computational techniques that identify naming conventions
between datasets. Combining data and processed results to develop an open data
repository for fNIRS requires standardization practices, as evidenced in fMRI-
community database precedents. Such common aggregation techniques in open neu-
roscience data repositories include natural language processing analyses and the cre-
ation of metadata associated with neuroimaging datasets such as demographic,
neurophysiological activity, or task-type metadata. For example, a researcher interested
in gender and working memory can retrieve datasets by querying metadata identifying
gender, age, and task-type to acquire neuroimaging datasets of n-back test performance
of females aged 25–40 years.

Thus, a first step in the effort to standardize descriptions by evaluating fNIRS
studies and describing commonalities and differences in terminology used in a subset of

454 S. Bratt



fNIRS literature. To effectively identify similar studies and merge fNIRS datasets with
other neuroimaging studies, I conduct a provisionary meta-analysis of fNIRS studies on
emotion to begin the descriptive standardization process, as detailed in the method-
ology, results, and discussion sections below.

2.3 Methodology

Data. The data is composed of publications in fNIRS research studies of emotion.
I collected the data per these parameters and used simple search terms to simulate a
computational approach to scraping metadata, cognizant of the goal for future devel-
opment of an automated term-based system. I conducted a SCOPUS and Web of
Science search on keywords “fNIRS” and “emotion.” Other terms synonymous to
emotion were attempted as search terms, but the results were sparse (i.e., 11 total
results when including “affect” as a query-term). The SCOPUS search algorithm
scrapes data from the text of the publication metadata, including abstract, title, key-
words, among other fields. A total of 62 studies were scraped with 50 published
between 2013 and 2017, with the majority belonging to the subject areas of neuro-
science, medicine, psychology, computer science, and engineering. While the bulk are
articles or conference proceedings on human subjects, several results included reviews
and animal studies. I excluded reviews and animal results because of the focus for this
paper is scoped to publications on cognitive affective activity in humans using fNIRS
measurements.

Twenty of these results were selected for analysis based on their citation counts (by
highest citation count, descending) and relevance. Citation count and topical relevance
were the criterion for data selection because metadata development using term-based
search will use these citation metrics to indicate impact and relevance to studies of
emotion.

Analysis. I downloaded the SCOPUS metadata and annotated the full text articles
through searching online for available articles and proceedings. Using deductive
content analysis (Elo and Kyngäs 2008), I constructed a coding-framework developed
through previous experience reading and conducting fNIRS studies, iteratively anno-
tating the documents for three thematic components: (1) definition of emotion (or lack
thereof), (2) stimuli or experimental manipulation and (3) surveys employed (or lack
thereof). Throughout analysis, contextual codes were generated as per the framework
but also included emergent themes such as “combination of emotion and cognitive
processes” in a study on Theory of Mind and empathy as they surfaced. Additional
contextual codes were generated, such as the following meta-analytic categories:
Number of study Participants, Stimulus/Task Type(s), Stimulus/Task/Treatment Type
(s), Device(s) Used, Regions of Interest (ROI), Labeling Technique, Analysis tech-
nique (ML, or Statistical Significance, Ensemble, etc.), Statistical Significance Anal-
ysis, and ML algorithm employed (e.g., SvM, Naive Bayes, decision tree), among
others. Codes were merged, and I converged similar categories across the descriptive
aspects of each study. Discussions with collaborators and mind-mapping were used to
augment this process, and during my analysis and synthesis of results.
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3 Results

3.1 Defining Emotion: Conceptualizations and Synonymous Terms Used

A working definition or provisional conceptual model of emotion, whether implied or
explicitly defined, undergirds every research study of emotion. Emotion is a complex
concept that has been the subject of debate in many research disciplines, from orga-
nization psychology to affective computing. Although there is a lack of convergence
among scholars in these and other HCI and social sciences, numerous neurophysio-
logical studies are focused on measuring emotion. For the purposes of this paper, it is
less crucial to define emotion precisely or mark the boundaries of the field than to
identify terms and descriptions common to fNIRS efforts that affiliate with the project
of quantifying emotion in the brain. One such definition offered by a meta-review of
functional neuroanatomy of emotion by prominent scholars in the field is that emotions
are intense, transitory affective responses to stimuli or events composed of a combi-
nation of behavioral, autonomic (neurophysiological) and subjective components
(Adolphs et al. 1996; Blair 1999; Phan et al. 2002).

Defining Emotions Indirectly: Technical and Folk Synonyms. In this study, the
data showed that no universally-defined or commonly cited theoretical framework was
used when describing emotion. Across the 20 papers, authors used a wide variety of
terms to refer to ‘emotion,’ and provided details ranging from (a) the absence of
definition to (b) a brief discussion in the final paragraphs of the paper to (c) a
highly-detailed description with citations of foundational literature. In all studies,
‘emotion’ and a mix of other terms were used and often implied as linguistic synonyms.
For example, eleven of the studies did not include an explicit definition of emotion, but
described emotional phenomenon richly, using terms linguistically-related to emotion
throughout the text. In one such study, the authors incorporated no less than eight
synonyms, including “temperament” “emotion” “empathy” “feelings” and “affect” (see
Table 1). The studies that incorporated many emotion terms were frequently devel-
oping or testing fNIRS technological methods or elicitation paradigms, which thus
required a range of emotions to analyze multiple, contrasting, emotional situations.

Of the studies that used multiple technical or common terms, most used the
terms interchangeably. That is, “disposition” was used as a synonym for “mood,” and
“affective style” interchanged with “negative and positive emotions” (Balconi et al.
2015). In contrast to the use of many synonymous terms, four studies used a single,
specific term throughout the analysis (i.e., “empathy” and “frustration”) to refer to the
emotional state of interest (Brink et al. 2011; Gygax et al. 2013; Perlman et al. 2014;
Rutkowski et al. 2011). These studies appear to be a distinct sub-genre within the
fNIRS emotional literature, one characterized by an exclusive focus on a specific
affective response, where the authors use specific emotion phrases that correspond with
the specific affective experience.

Defining Emotions Indirectly: Using Neurophysiological and Co-constituent
Cognitive Processes Terms. First, a common approach to defining emotion was to
reference neurophysiological language. For example, a study that did not provide an
explicit definition of emotion (Tupak et al. 2013) conceptualized emotion by describing
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brain region activation as constitutive of emotion. Emotion, thus, was considered
equivalent and reflexively defined by neurophysiological activation as opposed to the
previously mentioned definition of emotion as constituted of three components (i.e.
behavior, subjective perception, autonomic experience). Nine studies similarly drew
from physiological language to describe and define emotion. In (Hosseini et al. 2011),
emotion was defined as a decoding process of human affective states manifesting
through “various biosignals.” The authors referred to emotions as originating in
brain-anatomy, such as subcortical areas, the limbic system, and the “prefrontal cortex
(PFC) in emotion induction and regulation.” Similarly, another study grounded emo-
tion in internal brain activity, external physical reactions, and related these signals with
human perception of emotion:

Electric field activity and oxygenation changes localized in cortical areas of the brain and
additional peripheral body measurements such as skin conductance, heart-rate, breath and
pulse variability, as well facial muscle and eye-movement characteristics also correlate to
emotional arousal…These physically based measures provide an objective way to explore the
realm of perception, experience, mind, and emotional processes…(Rutkowski et al. 2011).

Table 1. A sample of five fNIRS publications involving neurophysiological measurement of
emotion. The title and citation of the study are provided with the verbatim terms used within the
paper that describe emotion or otherwise synonymously reference affective states.

Study Emotion terms

Activation of the rostromedial PFC during
the experience of positive emotion in the
context of esthetic experience: an fNIRS
study (Kreplin and Fairclough 2013)

Pleasantness, affect, emotion, positive
evaluation, attraction, internal processes of
positive and negative feelings

Prefrontal activation patterns of automatic
and regulated approach-avoidance reactions -
a functional near-infrared spectroscopy
(fNIRS) study (Ernst et al. 2013)

Approach/avoidance, emotional regulation,
volitional control, cognitive-emotional,
negative emotions, fear, disgust, positive
emotions, excitement, amusement, awe,
contentment

fNIRS evidence of prefrontal regulation of
frustration in early childhood (Perlman et al.
2014)

Frustration, temperament, emotion
regulation, mood

Resting lateralized activity predicts the
cortical response and appraisal of emotions
(Balconi et al. 2015)

Valence, positive emotion, negative emotion,
appetitive (approach-related), aversive
(withdrawal-related), motivation,
dispositional mood, affective style, emotional
expressions, anger, sadness, subjective
response, affective behavior, subjective
appraisal, emotional stress

Interactive component extraction from fEEG,
fNIRS, and peripheral biosignals for affective
brain-machine interfacing paradigms
(Rutkowski et al. 2011)

Emotional synchrony, emotional empathy
signatures, feelings, emotional arousal,
emotional processes, affective human/brain–
computer interfacing paradigm, human
factors and human behavioral aspects of
emotion
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The authors implicitly define emotion in this description of affective responses.
They allude to three aspects of human experience of emotion: autonomic, behavioral,
and perceptive, a description consistent with the three-component conceptual model of
emotion presented earlier in this section by (Phan et al. 2002).

Second, a predominant sub-theme related to neurophysiological synonyms was that
emotion and functional processing states are defined as co-constituent processes.
Roughly one-third of the papers (seven) suggested this result or argued that emotion
was conceptually misunderstood as a single, monolithic brain event or personality trait.
For example, the emotional experiences involved in flow were associated with sub-
jective experiences and behavioral actions indicating emotions as well as PFC activity,
leading the authors to conclude that emotional aspects of flow are associated with
functions such as “maintenance of internal goals, and reward processing” (Yoshida
et al. 2014). Another study of a complex emotion suggested a multi-faceted definition
of frustration. The authors defined frustration as “the obstruction to a desired goal,” and
suggested the affective experience is a combination of emotion and cognitive load
(Perlman et al. 2014). Studies of emotional responses to music, experiences of
empathy, and altruism included emotional and other cognitive processes. For example,
(Brink et al. 2011) reported:

Empathy, defined as the ability to understand and share another person’s inner life, consists of
two components: affective (emotion-sharing) and cognitive empathy (Theory of Mind).

The affective experience of empathy is suggested to be defined as involving two
process: social cognition as well as other aspects of emotional processing in the brain.
An fNIRS study of affective responses to music enlisted multiple aspects of human
behavior, perception, physiology to describe emotional response, where the reaction to
the music “involves personality traits as well as the unconscious,” arguing:

Given that the brain is the center of sensory reception, interpretation, integration, and
responses, music likely affects specific areas related to these functions (Bigliassi et al. 2015).

These studies illuminate opportunities for text mining for meta-data generation and
systems development. Such automated processes can leverage these patterns in iden-
tifying studies of emotion. For example, patterns of synonymy and the use of indirect
referents for concepts such as emotion can inform NLP algorithm-design specific to the
fNIRS emotion cognitive data to develop repositories or aggregators. Thus, metadata of
affective studies should not preclude the cognitive processes that are not ostensibly
associated with emotional brain states, but rather merge data that refers to emotion
indirectly as well as peripheral or co-constituent processes, such as reward-processing
and emotion regulation. In this preliminary results paper, it is not my intention to make
prescriptive judgements of best practices but to point out that no clear definition within
fNIRS emotion studies is adhered to. Rather, synonymy often is assumed between
varied emotional phrases and terms, underscoring a challenge in requirements gath-
ering when developing metadata and naming conventions in fNIRS the development of
cognitive database systems.
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3.2 Eliciting Affective States: Experiment Manipulation and Stimuli
Selection

Neurophysiological experiments operate on the premise that emotion can be elicited
and measured in a lab setting. Researchers use manipulations to induce empathy,
sadness, happiness, anger, and other feeling-states among diverse participants. These
manipulations, or “stimulus materials” are available as standardized images and audio
samples. The fNIRS studies of emotion fall broadly into three categories: standardized
image and in-house methods of passive multimedia, interactive games, and perfor-
mative or immersive techniques. For example, previous studies in studies with fMRI,
EEG, and fNIRS have used self-selected music, citing the need for personalized
emotional experienced given the “subjectivity of emotion” (Bigliassi et al. 2015). Other
studies use visual media such as music videos, movie clips, and animation-audio
pairings to engage participants’ emotional processing centers. For example,
León-Carrión et al. used “distressing, disgusting, and amusing” movie clips to show
that the prefrontal cortex (PFC) can be activated by overriding emotional circuits
(Banks et al. 2007; Leon-Carrion et al. 2006). In concert with this effort to create more
realistic emotional experiences, other research approaches enlist behavioral and
immersive techniques like virtual reality (VR) environments and theatrical performance
(Diemer et al. 2015; Gorini et al. 2009; Iacucci and Kuutti 2002). For example, an
fMRI study of emotion led by a research group at CMU used a theatrical method,
hiring student actors and instructing them to read words like ‘happiness,’ ‘anger,’ ‘lust,’
‘shame,’ ‘pride,’ and ‘sadness’ and performatively “bring themselves to experience”
each term-correspondent emotional state (Kassam et al. 2013).

In the data collected for this study, the most commonly used stimuli for emotion
elicitation were standardized and included the International Affective Picture System
(IAPS) (Blood et al. 1999) and International Affective Digital Sounds (IADS) (Breiter
et al. 1996). A total of ten studies used the International Affective Digitized Sound
System (IADS), two used IAPS, and one the Berlin Affective Word List (Võ et al.
2009) (Table 2).

Berlin Affective Word List
The remainder of the fNIRS studies used variants of these standardized stimuli or
developed in-house manipulations. The visual and audio stimuli developed by
researchers were predominantly multi-media. For example, seven studies selected film
clips, such as (León-Carrión et al. 2007) in their study of emotion:

Table 2. The three categories of valanced words (negative, positive, and neutral) in English and
German, used as the stimulus materials for a German study of emotional regulation (Kopf et al.
2013).

Negative words Positive words Neutral words

TYPHUS (typhus) RETTER (savior) ABLAUF (sequence)
BEFEHL (order) WISSEN (knowledge) AFFEKT (affect)
ARREST (warrant) MUTTER (mother) BANNER (banner)
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Two scenes from Salo o le 120 giornate di Sodoma were selected as unpleasant emotional
stimuli one reflecting explicit physical pain…and another showing a revolting act. The scenes
selected as pleasant stimuli were a fade out of an aerial view of an island from The Beach and a
cartoon scene of Roadrunner and the Coyote.

Another study presented participants with images from a database of visual art and
directed participants to engage in emotional introspection during image-viewing
(Kreplin and Fairclough 2013). Similarly, the paper reporting NIRS measurement of
emotion elicited by motivational music used a series of audio clips from calm and
motivational songs (Bigliassi et al. 2015). A novel method was proposed that addressed
the issue of interacting effects of facial expressions and gender (Breiter et al. 1996;
Codispoti et al. 2008) in affective response by developing a stimulus based on walking
patterns. This manipulation developed a video showing emotions embodied in gait
pattern by instructing the actors to imagine “sentimental past life events” to authenti-
cally simulate emotions for the video stimulus. These videos were then developed into
the stimulus material of “faceless avatars expressing fearful, angry, sad, happy or
neutral gait patterns” (Schneider et al. 2014). In three of studies, the research team
developed a game to elicit emotion. For example, the “Frustrative Emotion Task for
Children (FETCH)” was an in-house game developed by (Perlman et al. 2014) played
by children. In the game, a “desired and expected prize was ‘stolen’ by an animated
dog” to elicit frustration in 4-year-old to 6-year-old children.

Tetris, fictional stories, and other stimuli were developed to induce affective
experiences in classifiable categories that suggest standardization across studies is
feasible. Such classification can inform metadata development and computational
models for data aggregation. The manipulations and stimulus materials can also be
abstracted into categories for classification of different types of stimuli. As of now,
keywords are not standardized or structured in a way that would facilitate extraction of
metadata for data sharing systems. However, classification categories such as those
mentioned above contribute to the identification of the manipulation type-similarity
across studies. With standard terms for stimulus material, similar studies can be merged
and contrasting can be compared for more effective analysis of different conditions.

3.3 Measuring Affective States: Use of Self-report Surveys

Self-report surveys are frequently administered to assign a “class label” to a segment of
recorded cognitive data for subsequent machine learning and analysis. While other
methods for class-label assignment are often used such as the stimulus-type (e.g.
arithmetic, image-matching), surveys lend additional validity by allowing participant
feedback to be incorporated during subjective mental and emotional state experiments.
The latter class-labeling technique segments the data based on the experimental
manipulation type rather than the participant-reported state. For example, in the latter
labeling technique, a video clip from a violent part of a horror movie would be labeled
as “unpleasant/negative” (Brink et al. 2011). Further, pre-experiment surveys can be
used to collect demographic information such as IQ, education, and mental or physical
health conditions.
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Participants report their affective state during each manipulation period by entering
a description of their experience or by completing a scalar-survey question. Widely
used, standardized surveys include Ekman’s basic emotions (Ekman 1993) for quan-
titatively identifying discrete types of emotions and Russell’s Pleasure-Arousal-
Dominance scale (Russell and Mehrabian 1977) to classify emotions along dimensional
models using the Self Assessment Manikins (Bracley and Lang 1994) (see Fig. 2).

Five of the twenty studies did not use post-task surveys and all studies included
demographic surveys. The majority of the studies that administered post-task surveys
used the standardized surveys of the Self-assessment mannequins (SAM) and Positive
Affect Negative Affect Schedule (thirteen of twenty) (Bradley and Lang 1994; Watson
et al. 1988). In language-other-than-English studies, appropriate version of the stan-
dardized surveys were used, e.g., the German version of the PANAS (Ernst et al. 2013).
Others developed their own self-report measures, though two of these in-house surveys
were used as augmentations of standardized measures (SAM or PANAS). Two studies
used verified but less-common (within emotion studies) scales. The first evaluated the
“current mood states” with scales called the Hamilton Depression Rating Scale
(HDRS) (Williams 1988) and the Young Mania Rating Scale (YMRS) (Young et al.
1978), and the second used Child Behavior Questionnaire (CBQ)-Long Form
(Rothbart et al. 2001).

Of those who developed their own surveys, the measures were specific to a novel
stimulus or specific to the emotional state elicited, such as in the novel methodological
evaluation of emotion using gait, the study using motivational music, and another using
an approach-avoidance task which employed the use of a joy stick to assess
attraction/aversion in opinion polls (Ernst et al. 2013). In-house surveys were devel-
oped when novel methods were developed, such as in the gait experiment survey where

Fig. 2. The Self Assessment Mannequin. A rating scale used to quantitatively describe emotion
along the dimensions Pleasure, Arousal, and Dominance (Bracley and Lang 1994).
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participants were instructed to evaluate the emotion they perceived the walking avatar
to portray (Schneider et al. 2014). Eight studies used textual, open-ended survey
questions to verify participants’ emotional experiences, prompted by questions such as:

What emotions does [the artwork] trigger in you? Does it make you feel sad/happy/angry etc.?
Does it remind you of an emotional event you have experienced in the past?

As seen in this sample of fNIRS studies of emotion, surveys are often used to
quantitatively identify emotions. Post-experiment surveys have been a central topic in
neurophysiological measurement of emotion with a great deal of methodological
research advancements. For one, researchers acknowledge that current baseline mood
or affect could influence the participants’ experience of emotion insofar that the level of
intensity may be different depending on the baseline state. Second, resting states, which
are traditionally used in fNIRS and fMRI experiments to “come back to baseline,” are
not emotion-bereft because there are overlapping effects in the default network regions.
As one fMRI study in rest states and emotion finds:

Our demonstration of a relationship between induced activity during rest within regions of the
DMN and emotions, which was reduced here to identification of emotions, are in line with
previous findings that show that emotions, as induced by the presentation of emotional stimuli,
impact upon neural response changes in subsequent rest periods (Wiebking et al. 2011).

Further, the measurement effect, that is, “when the act of measuring changes the
properties of the observed” has an impact on emotion research. One fMRI study found
that participants’ awareness and conscious evaluation prompted by self-reporting
emotional states can alter emotional processes (Kassam and Mendes 2013).

Thus, the description of surveys used in fNIRS studies of emotion would provide
valuable metadata to aggregate studies and identify patterns in cognitive data per the
various input factors, such as survey response or a generated feature such as the use or
non-use of a post-task survey. Addressing the overarching goal of identifying metadata
for eventual merging of fNIRS and other compatible cognitive data, I found that both
pre-experiment (demographic, or “trait data”) and post-task (self-report survey, or
“state data”) data in these studies might be recorded and stored in standardized format,
creating an opportunity for metadata scraping for merging between and across studies.

4 Discussion

Metadata Development for fNIRS Cognitive Data. The limitations of current fNIRS
studies’ metadata development standards and collection are manifold: a lack of syn-
onyms for emotion, no control of the classification criterion for the study, bereft
weighting fields that indicate a higher relevance to the query for the term-based search,
and failure to include demographic metadata. Metadata development not only promises
to improve statistical models of factor analysis and identify false positives in machine
learning on cognitive data and to smooth noise in self-report surveys, but also for
filtering and sub-setting datasets, mining for patterns across types of participants.
Furthermore, as referred to in the Literature section above, trait-based differences such
as cultural background and gender-identity can influence affective processing. For
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example, the experimental manipulation of a “Slow zoom in and out of the Virgin
Mary’s face” in the (León-Carrión et al. 2007) is likely to elicit a culturally-contingent
emotional experience. Given that emotion is performative and gendered, demographic
data of gender is crucial in analysis of cognitive and affective studies of emotion
(Codispoti et al. 2008; Goffman et al. 1978; Hudson et al. 2015).

Systems and Protocol Precedents in Big Science Repositories. While the fNIRS
studies of emotion face many limitations, merging fNIRS datasets has precedence in
other data sharing and scholarly digital infrastructure collaborations. As fNIRS research
develops, institutional trends in cyber-enabled science and open repositories will propel
these relatively niche disciplines and research modalities toward data sharing proce-
dures. Large scholarly data repositories such as GenBank, Long Term Ecological
Research Network (LTER), and the Laser Interferometer Gravitational-Wave Obser-
vatory (LIGO) have established institutional data sharing and metadata creation pro-
tocols to facilitate the storage, sharing, and merging of data, testifying to this
accelerating paradigm. More recently, projects proposing to merge datasets of elec-
tronic trace data from online communities by creating an “Open Collaboration Data
Factory” (OCDF) have been proposed by social and information scientists. Such
infrastructure for merging datasets can serve a parallel or collaborative purpose to such
repositories, acting as a “boundary negotiating artifact for developing modes of
cross-disciplinary collaboration,” across neurophysiological sensors to “address dif-
ferences in research aims, data, and methods, and enable a new, interdisciplinary
synthesis of knowledge” (Link et al. 2016).

5 Conclusion

In summary, large-scale, aggregating repositories for data merging in neuroimaging
studies such as fNIRS and fMRI will require metadata governed by naming conven-
tions. Previous established precedents in cyber-enabled repositories such as Open fMRI
already provide a path forward for meta-analyses of cognitive data, such as memory
and workload tasks {Citation}. The ambitious promises of accurate BCI and person-
alized authentication will require the generalized descriptions of data, and sharing of
data.

Future work will involve collaborators with fNIRS labs on the national and
international levels on the technical feasibility of converting MNI coordinates for the
BOLD signal matching and prototyping metadata techniques and conducting require-
ments gathering. Protocols similar to Open fMRI and similar repositories in SDRs such
as policies for sharing data, anonymity, and others will be researched to incorporate
research protocols such as the currently instated Declaration of Helsinki (Association
et al. 2002). Overall, this paper contributes steps toward developing metadata for
informing generalizability of fNIRS machine learning on cognitive data models,
accelerating scientific data sharing initiatives, and promoting scientific and public
communication across current disciplines in neuroscience, psychology, and informa-
tion and computer science.
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1 Introduction

One of the core aspects of human-human interaction is the ability to recognize
and respond to the emotional and cognitive states of the other person, leaving
human-computer interaction systems, at their core, to perform many of the same tasks.
This can take the form of robotic interaction systems that respond to ‘anger’ [33],
instructional systems that take different actions according to ‘confusion’ [27], and
intelligent aiding systems which dynamically adjust levels of autonomy (i.e. task allo-
cation to the human or the system) depending on continuously changing levels of
‘workload’ [9]. A well-designed system responds to information about the user, tailoring
the experience for the purposes of enjoyment, effectiveness, or both. The emphasis of this
paper focuses on understanding that emotional state to maximize human performance.

While there are many reasons why one might want to recognize emotional states
within a population of individuals for the purpose of designing systems, the model
creation process is fundamentally the same across much of the research. Briefly, this
process can be described as the below:

1. Data about ‘state’ is collected, features of this data.
2. The features are distilled into markers for easier machine learning classification.
3. These markers are fed into one or more model creation algorithms.
4. Affective classification models are created.
5. Affective models are used.

While models can be built from numerous and disparate data sources, the underlying
affective data is frequently suspect. Let us consider a labeled datapoint in a set which
indicates ‘frustration’. Is the user frustrated because they said so right now? Because
they said that they were frustrated with the overall experience? Because models cali-
brated on another frustration event said they were? How do you know that the user is
truly frustrated? Is either cognitive underload/overload [12] causing the frustration?
During analysis, how can you be assured of the quality of the label in the spreadsheet?

The common aphorism is that “all models are wrong, but some are useful.” The
quality of labels is frequently dubious, due to the way that the labels are collected
(subject to experimenter or experiment design bias), but that does not mean that it
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cannot be applied to useful applications. Further, the quality can be improved through
the combination of more than one labeling technique. Researchers have begun to
develop adaptive multimodal recognition systems which focus on good quality samples
to form training data and thus assisting to reject bad samples. The multimodal adaptive
system has the added advantage of achieving better performance and a lower failure
rate [11]. There are many options for collecting labeled data, each with its own
advantages, disadvantages, limitations for collections, and workarounds for attempting
to assure that the label is of high quality. Two significant research design problems
exist, both in matching the collection technique to its intended use and the combination
of labels from multiple schemes.

While a singular strong state (e.g. rage, surprise, exhaustion) is relatively easy to
label, the majority of the states useful for Human Computer Interaction (HCI) research
are nuanced (e.g. annoyance, confusion, underload). Distinguishing nuanced states,
such as ‘underload’ from ‘boredom’, into a labeled category can be difficult. The
careful selection of the method chosen for labeled data collection can help to mitigate
the problem with wrong model for a specific application or use case.

Research efforts are beginning to apply hybrid techniques of multiple methods for
dealing with data to improve quality [24]. Specifically, it is possible to take a quali-
tative analysis technique such as Grounded Theory, and apply it iteratively when
performing sampling to support a machine learning algorithm. Both approaches are
derived from the data, with the machine learning looking for features and the Grounded
Theory looking for theories or themes that describe those features. In terms of the
ability to detect affect from this data, researchers have generally tried to pull together a
series of measurements via different types of physiological sensors, such as research
that shows the ability to properly classify Valence and Arousal with over a 90%
success rate [25], using a combination of Skin Conductance, Heart Rate, and Elec-
tromyography. Using a combination of techniques can assist in beginning to target
more complex responses. As a part of their research, Noguiera et al. [25] built a
regression model which runs through several iterations to assist with data scaling. Then
they perform a second pass with several machine learning algorithms to merge the
outputs of the regression model into an aggregated score. They use objective player
modeling techniques (OPEM), which have been shown to be very consistent between
administrations. Even with all these methods to collect data, a key challenge in
establishing ground truth is understanding proportionally how to adjust the importance
(i.e. weights) of the various data collection measures.

This paper reviews different options for obtaining “ground truth” labeled data from
users. The methods examined include:

1. Using pre-existing and validated models created from a standard dataset
2. Using pre-existing and validated models created from multiple contexts of

experience
3. Using manually labeled datasets
4. Through self-reported labeled ask soon after or during after the experience
5. Through self-report labeled feedback asked after a number of experiences
6. Creating sensor-based models from theory directly.
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Each of these options has advantages, disadvantages, limits or restrictions, and
mitigations or workarounds. This paper lightly reviews the literature for groups which
have used various techniques in an effort to inform future research on the selection of
the experimental labeling design best suited for the end application or use case. The
expertise of the authors lies in training system applications, so the labeling techniques
discussed within this paper are an extension of that lense through pragmatic applica-
tion. It is an expansion on some of last years’ points from the “truthiness” paper by
Mark Costa and Sarah Bratt for the HCII community [8].

2 Calibrate from a Standard Dataset

One of the most attractive methods for creating emotional recognition work is to
calibrate from an existing dataset. Examples of baseline datasets are the Pose Illumi-
nation and Expression (PIE) database [30], or the SEMAINE affective dataset [23]. The
advantage of such a dataset is that either paid actors or in-the-wild observations of
ground truth that can be used to baseline. The significant disadvantage of the approach
is that the models made from such a dataset, while useful for facial detection, haven’t
made much, if any, progress into realtime applications. The models have been useful in
the methods to develop generalized facial detection models, but have not demonstrated
use in in-the-wild affect detection problems. Part of the reason for this is that the
mapping between the observed face, the Facial Action Coding System (FACS) of
Action Unit (AU) identification, and the actual emotion is tenuous [28].

Other work includes Conati’s probabilistic assessment models and Pantic and
Rothkrantz’s audio/video combination methods [26]. In Conati’s model, user emotions
are defined through several different dimensions: student goals, variables describing
student personality traits, actions to be taken by the agent, and variables describing the
user’s emotional state [7]. They expressed the importance of using the ability of recog-
nizing affective state to make interactions more affective. They argue that communicative
cues such as facial expressions and body movements are affected by individual’s arousal.
Likewise, when humans are interacting with each other humans can interpret these cues
while machines have a much more difficult time. They explained that to analyze human
affective feedback there needs to be an architecture which supports information coming
from the visual system, information coming from the processing of audio, and infor-
mation coming from touch or tactile sensors. This data in turnwould undergo both feature
level fusion across information types and data information interpretation to help make
decisions on the appropriate feedback. Pantic and Rothkrantz classify it as data level
fusion, feature level fusion, and decision level fusion [26].

While fewer emotional datasets exist for physiological signals, the reader should
note the lessons from the above, such as establishing similar items from a commonly
available physiological model, can be expected to encounter similar difficulties. When
discussing classification for the purposes of building affective models from physiology,
the authors are only generally aware of two common-access databases for the purpose:
the Deap database for emotion analysis using physiological signals [21], and a dataset
made available by the authors [5].

470 K. Brawner and M.W. Boyce



3 Calibrate from an Existing Validated Model

The general scope of this paper is to discuss evidence that all measures are a proxy of
the true ground truth. While the real truth certainly exists in the brain as measured by
electroencephalogram (EEG) signals, there is always the concern of the accuracy of
measurement. The true brain signal is spread across the skull, subject to noise in
measurement, to significant individual differences in brain topology, and varies by day
and sensor placement. However, EEG signals are reliable for certain tasks and some
systems have been extensively evaluated. As an example, the Advanced Brain Mon-
itoring system can generate real-time indices of alertness, cognition, and memory [2],
or measures of drowsiness/alertness [16]. There have been many (20+) studies where
the patented detection algorithms have been validated over relatively stable timeframes
(minutes). The studies which use functional magnetic resonance imaging (fMRI) have
similarly levels of validation, with early research indicating success at tracking
moment-to-moment changes in affect [20]. Each of these systems can be relied upon to
give fairly accurate information in regards to labeling.

The purpose of a system may to be analyze affect during task performance, with
findings useful to the system creators. An example of such a finding would be an
interface which causes high levels of workload and dissatisfaction among its users. The
finding can be used to redesign the system in such a way to reduce cognitive load.
More frequently, however, the purpose of the system is to respond to the users’ needs
as they need them. An example would be an interface that re-configures based on the
high workload, or a teaching system that uses knowledge of the user frustration to
make changes in courseware/courseflow. The use one EEG or fMRI system for each
user is fundamentally impractical.

An alternative to the use of such systems is to use the high-accuracy systems as the
‘ground truth’ for a series of, presumably, lower accuracy systems. In the same manner
that video systems can use lipreading to distinguish words without audio, systems can
be designed to use low-cost wearables and stand-off sensors in order to capture the
emotion [22]. The authors have publicly shared such a dataset in the past [5]. The
advantage of such an approach is that the ground truth can be considered reasonably
reliable, but the disadvantage is the compounding of errors. A classifier which predicts
with 80% accuracy on a signal with 80% accuracy in a system which may be barely
usable with 64% accuracy. Experimenters should consider this potential compounding
of inaccuracies when designing systems, but low levels of accuracy may be acceptable
for systems which make slow and reliable decisions.

4 Manual Expert Label

One method of addressing the flaws of inability to attain ground truth information is to
begin relying on post-hoc added labels to existing recorded data. The process of doing
this relies on capturing the nuanced emotions experienced during the desired event
using the classifiers in an operational setting. This is the basis for many qualitative
research methods that categorize participant actions in a hope to provide more general,
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overarching themes. Such qualitative approaches include thematic analysis [4] and
Interpretative Phenomenological Analysis [3, 31]. On the other end of the spectrum is
labeling based on physiological data such as eye fixations and saccades, as was done
with an intelligent tutoring system called Metatutor [15]. As an example, consider the
tasks of the classification of a fatigued driver. An experimental setup would allow for
the driver to perform their normal function while being observed via a combination of
bodily (e.g. EEG) and standoff sensors (e.g. webcam). The video data can then be
carefully combed by expert labellers at the second-by-second resolution. These
“ground truth” labels can then be used to train automatic classifiers for the bodily
sensors (EEG), the standoff sensors (webcam), or use a combination of data fusion to
attempt to train both.

The advantage of this approach is that, through the use of expert labellers and
time-delayed recording, the ground truth information can be captured at relatively fine
resolution. As an example, the first moments of affective information can be traced to
their earliest FACS movements. A further advantage is that the classifiers trained are
applicable in the desired application.

The first disadvantage of the approach is that the methods of classifications are not
particularly guaranteed to transition beyond their initial domain. The second disad-
vantage is that the classifiers in this instance have the tendency to be ‘jittery’, rapidly
classifying emotions at their earliest onset. Jittery classification can be overcome at the
labeling instance, by labeling an emotion only when it is fully manifested in the desired
application, or at the runtime instance, where simple rules can dampen system actions
(e.g. “only act when the emotion has been present for greater than 80% of a 3 min
window”).

5 Self Report

All self-report data, arguably, has the same advantage that it is the ground truth, as the
participant has reported it. In some manner, it is very difficult to contradict a participant
which responded that they were ‘bored’ and ‘unchallenged’ (low workload) by a series
of educational content presentations. Hoskin details the typical problems with
self-reported data [14]. In brief, these include:

• Individual differences in introspective ability
• Individual variations in interpretation of a question
• Individual variations in rating scales, especially with large variations, such as

[0–100]
• Response bias, especially in yes/no questions

Simply using a survey measure such as the NASA-Task Load Index (TLX) [13] to
label a 30-second window of time can be subject to all of the above flaws. These flaws
may even out over a large amount of samples, on the whole, but using them to label
1000s of datapoints from raw sensors is a gross measure, at best. This limitation
is overcome if the experimenter desires a gross measure of the particular affect
(e.g. ‘confused’ at 30 s resolution is sufficient in production).

472 K. Brawner and M.W. Boyce



The accuracy concerns can be mitigated through the use of the more validated
instruments, such as the TLX. However, the experimenter should be aware how the
frequency of polling can affect the data overall. Additionally, the experimenter should
be aware that asking about an experience can change the perception of the experience.
An example study where this effect is observed is in an educational study, where
significant difficulties were encountered during the learning environment, but reported
as interest and enjoyment after the fact [19]. It is worth noting that early results to try to
build a system at the same time that it is being used have had sufficient predictive
accuracies to be useful in both simulation [6] and practice [10].

5.1 Post-hoc Self-report

The general advantages and disadvantages of self-report are discussed above, being that
subjects’ estimate of their own emotions is arguably better than expert annotation. The
notable disadvantage of post-hoc self-report is typical of most video game and learning
experiences: the experience itself is somewhat challenging. When asked after an
experience about the emotions experienced during the situation, the experience tends to
be cast through the lens of the final moment (e.g. winning, losing, learning, etc.). The
most useful workaround for this problem is to use a group-based model to create
distinctive groups, each of which can be targeted for action [32].

5.2 In-Situ Self-report

The general advantages and disadvantages of self-report are discussed above. The
alternative method of gathering self-report data is to ask the participant in situ to report
their emotions or experience. The “think aloud protocol” allows for the experimenter to
obtain a continuous feed of user affective states, resulting in a higher granularity of
samples for model creation. The largest disadvantage of this approach is that the
experience of “think aloud” can have a modest effect on workload and task performance
[29]. This effect can be mitigated by having the “think aloud” be related to the task.

6 Physiological Sensors

The advantage of using physiological sensors, as opposed to any of the other above
methods, is that the “ground truth” is objective. The raise in Galvanic Skin Response
(GSR) or increase of blood flow to an area of the brain, or the frequency of brain
operation, are resistant to subject recall, self-report, rater bias, or the error rate of a
previously established model. These advantages are significant, but do not come
without costs. The costs are that the measurement is usually not suited for the intended
environment, individual responses vary significantly and change daily, and that the
measurements are usually gross proxies for the things that they are measuring.
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The measurement via sensors is usually not appropriate for the intended environ-
ment. As an example, much of the emotion-based research in the educational domain is
eventually intended to influence the decisions of systems or teachers about the content
presented to the student within the classroom. With the average classroom size in the
United States around 25 students per teacher, and the cost of an fNIRS system in the
range of $50,000, the educational benefits of emotional detection are simply not jus-
tified in the cost. Furthermore, many sensor-based systems require extensive set-up,
which consumes time that could have been spent on the performance task.

Another downside lies simply in the quality of the data collected versus any
interference that is potentially associated with it. Depending on the sensor used, what
might be considered a response from a classification algorithm can be noise associated
with the electronics, noise associated with the participant, or noise associated with the
environment. As a very simple example, consider electrodermal activity being collected
to measure arousal. Using many of the electrodermal sensors currently on the market,
factors such as the ambient room temperature, skin temperature due to clothing, contact
with the skin, and charge of the battery on the sensor can all lead to artifact. This does
not even include gross motor movements, which can drastically impact results and the
connectivity of the sensors.

Next, sensors frequently measure only a proxy of what they intend to measure.
Taking the example of electrodermal activity sensor which measures the changes in
skin conductance. These changes proxy are measurements for the autonomic nervous
system (“fight/flight”) activity, which is linked to emotional and cognitive states.
A raise in GSR response can indicate stress, fear, anxiety, excitement, interest, or the
anticipation of any of these things. The sensors can be calibrated over time to com-
pensate for this weakness, but the measurement of a sensor is rarely conclusive evi-
dence of an emotional state. Researchers, such as Picard’s group, maintain a successful
line of research in artifact detection and have developed screening tools to help identify
responses, clear noise, and process signals against a predefined set of transformations,
with tools released for others [19].

7 Conclusions

It is worth noting that early results to try to build a system at the same time that it is
being used have had sufficient predictive accuracies to be useful in both simulation [6]
and practice [10], which neatly avoids much of the problems of labeling.

With the development of technologies such as crowdsourcing, researchers have
begun to address labeling of content in new innovative ways. Katsimerou et al. used a
database of over 180 long videos which contained three different visual cues involving
face and body, as well as a physical depth-based data stream from the Microsoft Kinect
[18]. They used crowdsourcing to be able to make large numbers of annotations related
to mood and emotion by non-expert coders. They also compared this against laboratory
trained annotations to validate the non-expert inputs. As more and more information
becomes available via cloud services, it is likely that labeling accomplished by larger
groups of people may become the norm.
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Automated detection algorithms are becoming a popular source for labeling data as
well. Other researchers have used a multimodal approach (appearances collected from a
camera vs context specific behaviors captured by the application) to train different
classifiers to interpret affective state [1]. Kapoor and Picard used a multimodal
approach in where they combined posture based data with camera based data to achieve
an 86% accuracy rating of affective state, the approach was a unified Bayesian
approach using Gaussian process classifiers that used expectation propagation
(EP) [17].

The intended takeaway from this paper is that no one technique is probably suf-
ficient for the accurate representation for the ground truth classification of affective
state. However, a number of hybrid techniques can be investigated to mitigate the
difficulties in any individual approach. Many experiments under various contexts using
semi-reliable self-report information can be combined into reasonably reliable labels.
Hybrid approaches may use active machine learning to intelligently select datapoints
for labeling, with crowdsourced labeling experts providing annotations, making use of
both machine learning techniques and within-task self report information [6]. Another
hybrid approach may have an individual baselining period which bootstraps the
machine learning classifier in batched training, updating it based on after-task self
report information [10]. The authors believe that these multi-point labeling approaches
tend to produce higher-quality labels overall, which result in models which are less
brittle.
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Abstract. Visual data analysis helps people gain insights into data via
interactive visualizations. People generate and test hypotheses and ques-
tions about data in context of the domain. This process can generally
be referred to as sensemaking. Much of the work on studying sensemak-
ing (and creating visual analytic techniques in support of it) has been
focused on static datasets. However, how do the cognitive processes of
sensemaking change when data are changing? Further, what implication
for design does this create for mixed-initiative visual analytics systems?
This paper presents the results of a user study analyzing the impact of
streaming data on sensemaking. To perform this study, we developed a
mixed-initiative visual analytic prototype, the Streaming Canvas, that
affords the analysis of streaming text data. We compare the sensemaking
process of people using this tool for a static and streaming dataset. We
present the results of this study and discuss the implications on future
visual analytic systems that combine machine learning and interactive
visualization to help people make sense of streaming data.

Keywords: Sensemaking · Streaming data · Visual analytics

1 Introduction

The creation and storage of data from increasing sources creates important chal-
lenges for not only the design of technology, but may change the cognitive processes
that humans exhibit when analyzing data. Streaming data is becoming more
commonly available, as data is more continuously created, sensed, and stored.
The speed (or velocity) of how often streaming data updates varies greatly.
For example, news updates may happen daily, new email may arrive every few
minutes, while packets of network activity or Twitter feeds may occur with sub-
second intervals. Nonetheless, streaming data signifies a shift in the persistence
of datasets to a model where the data is no longer complete or static through-
out the analysis. In turn, this impacts what we know about data analysis –
both from a technical system requirements standpoint of how to design and build
visual analytic systems, and also from a cognitive, analytical reasoning perspective
of what we know about how people reason about data and perform sensemaking.
c© Springer International Publishing AG 2017
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Fig. 1. The sensemaking loop, depicting a notional model for the cognitive stages
involved in analyzing and understanding data.

Visual analytic techniques are one way to gain insight into data. These tech-
niques foster sensemaking and discovery through visual data exploration [16,33].
They combine the computational power of analytics with the advantages of inter-
active visualization to produce insights into data. Incorporating the user into
the analysis process creates an analytic discourse between the analyst and the
data [10]. Such processes are often described as sensemaking [24]. The “sense-
making loop” (shown in Fig. 1), presented by Pirolli and Card [24], depicts a
notional model of cognitive stages that users progress through during a typi-
cal exploratory data analysis task. The model was created based on a series of
interviews and observations of intelligence analysts performing their professional
jobs. This model has been widely adopted by the visual analytics and informa-
tion visualization community given its applicability to many of the tasks these
technologies support.

However, the studies which created this model used static data. Thus, there is
an inherent assumption that the data is constant during the immediate analysis
session. Further, the design of many visual analytic techniques assert that the
dataset remains unchanged throughout the analysis. This raises the important
questions of: how do the cognitive reasoning processes of analysts change when
data is changing or streaming? what design principles become critical to the
success of visual analytic techniques intended to function on non-static data?

In this paper we present the results of a user study examining the impact of
streaming data on sensemaking and visual data exploration. We are primarily
interested in understanding how introducing new data impacts an ongoing sense-
making task. Our study observed two conditions of the same dataset (static and
streaming conditions). For both conditions, the study consisted of 5 one-hour
sessions spread over 5 days. The static condition was given the entire dataset at
the beginning, while the streaming condition had new data introduced at each
session. Finally, we present a set of design guidelines for future visual analytic
tools for streaming data.
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The primary contributions of this paper are: (i) the results of a user study
showing the impact of streaming data on the sensemaking process, and (ii) design
guidelines for future visual analytic techniques for streaming data.

Our findings give rise to the notion that streaming data requires tighter cou-
pling between the sensemaking processes of users, and the analytic processes of
systems. We show how this can be made possible through interaction techniques
such as semantic interaction [5], where user interactions with the interface are
interpreted by the system to steer the underlying analytic models. We illumi-
nate this need through the results and discussion of the user studying comparing
static to streaming data conditions.

2 Related Work

The research presented in this paper is grounded in prior work discussed below.

2.1 Sensemaking and Analytical Reasoning

Analyzing data for the purpose of gaining insight is largely a cognitive process.
This process of increasing one’s knowledge or understanding about a domain or
phenomena through analyzing data has been widely studied. One commonly used
concept to describe this process is sensemaking, a cognitive activity of gaining
understanding about the world, through the analysis of data [28]. For example,
Pirolli and Card depict the cognitive stages of sensemaking in a notional model
called the “sensemaking loop” [24]. This model emphasizes the importance of
foraging and extracting content from data, as well as synthesizing these pieces of
data inter higher-level insights. This complex, iterative process entails generation
and testing hypotheses, as well as more low-level data filtering and retrieval
tasks. Sensemaking involves internalizing and understanding the information in
the context of the person’s experiences and prior knowledge. For instance Klein
et al. describe the process as refining one’s “data-frames” [18], where the refining
and augmenting of one’s understanding about a phenomena is explained through
framing and re-framing. The fluidity of these tasks was more recently emphasized
by Kang and Stasko [15], who comment that stages and tasks of sensemaking to
not necessarily follow a given order, and people may switch between them at any
given time. Zhang and Soergel [37] proposed an iterative sensemaking model to
more fully describe the iterative nature of this synthesis process. This process is
at times also called “signature discovery” [13].

2.2 Visual Text Analytics

Visual analytic systems have been developed in support of sensemaking for text
corpora. These systems tactfully combine statistical and data analytic models
with interactive visual interfaces to enable people to reason about their data [33].
Specific to text analytics, several prior examples exist. For instance, Jig-
saw [31] provides people with multiple views generated from extracted terms and
frequencies.
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One common visual metaphor to support sensemaking is a spatial layout, or
canvas. The fundamental grounding of this metaphor is the geospatial under-
standing people have of objects with relative geographic locations between each
other (i.e., objects closer together are more similar) [30]. Andrews et al. found
that providing analysts with the ability to manually organize information in a
spatial workspace enabled them to extend their working memory for a sense-
making task [2]. They found that analysts created spatial constructs that rep-
resented knowledge artifacts corresponding to intermediate findings through-
out the process (e.g., timelines, lists, piles, etc.). Shipman et al. coined this
process of refining intermediate spatial structures over time as “incremental for-
malism” [29]. They discuss how people were better able to express their knowl-
edge structures spatially because freely organizing information in space does not
require people to explicitly specify what the construct means. For example, ana-
lysts can create piles or lists without specifying the parameters used to create
them. For text analysis in particular, these spatial constructs have been shown to
encode significant amounts of semantic information about an analyst’s process
and insights [9]. Examples of visual analytic applications built to enable users to
manually create spatial data layouts that aid their analytical reasoning include
Analyst’s Workspace [3], the nSpace Sandbox [36], and others.

2.3 Streaming Data Visual Analytics

Streaming data is a growing challenge in the way of data complexity for visual
analytics [11,25]. There are areas of related work for streaming data analytics,
ranging from algorithmic advances to handle the technical challenges of incor-
porating additional data during runtime (e.g., [22]), to visualization techniques
for showing data changes over time. Mansmann et al. describe the concept of
“dynamic visual analytics” and point out that streaming data presents addi-
tional challenges over temporal data due to caching and other data storage chal-
lenges [19]. A key difference comes through the realization that streaming data
(ranging for various speeds of data arrival or updates) has impacts on the human
reasoning process, and thus the design of visualizations. Specific to streams of
textual data, Rohrdantz et al. have enumerated and discussed several of the
challenges [26].

For example, STREAMIT shows users a spatial clustering of text docu-
ments, where similarity functions are used to place similar documents near each
other [1]. While this is a familiar technique for showing text visually (i.e., [35],
this work showed how as new data is imported, it can be added to the exist-
ing clusters so that users can observe how the new information maps to exist-
ing user-defined clusters. Further, Fisher et al. demonstrate how both inter-
action and visualization designs specific for streaming data must be carefully
considered [12].

Similarly, Stolper et al. have presented the concept of “progressive visual
analytics” [32] to describe a visual analytic technique for giving users incremental
results for queries of large, complex data. While not specific to streaming data,
the key challenge approached by this work is to understand how to show users
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incomplete results of queries. With streaming data, the assumption that the data
is “not yet compete” (and may never be) may hold true. Thus, some of their
findings may be valuable to consider for the design of streaming data visual
analytic systems.

3 Streaming Canvas Description

To study the impact of streaming data on sensemaking, we first created a visual
analytic prototype that enables the analysis of streaming and static text datasets.
The Streaming Canvas is a visual analytics tool for spatially organizing and ana-
lyzing textual datasets (see Figs. 2 and 3). The user interface consists mainly of a
spatial workspace, or canvas, that enables people to create and organize groups
of documents. Specifically, this visual analytic prototype supports streaming,
or updating, datasets (i.e., datasets where incremental updates are periodically
received).

Fig. 2. The Streaming Canvas lets users group documents into user-defined clusters.
The system adds new documents to these clusters based on similarity to existing
documents.

3.1 Data Model and Import

The Streaming Canvas models documents using a vector space model similar to
the data models used in many other visual analytic tools. We have adopted a
model familiar to us from previous work. We provide a brief description here as
background. The details of our model are more fully described in [27,35].

Each document is treated as a “bag of words” in that the model considers the
presence of words, but not their sequence. The words are extracted and counted
for each document, and the resulting counts are used to create a vector space.
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Each document is assigned a numeric vector that can be interpreted as a set of
coordinates specifying a position in the vector space. Such a vector can also be
used as the basis for additional computation; for the Streaming Canvas, this is
the key characteristic required of the vector space model.

In our particular model, the features in our vector consist of the top-scored
200 terms in the dataset, which we call topics (extracted and weighted using the
entity extraction technique from Rose et al. [27]). These topics form the basis
for the vector space, with each dimension corresponding to a topic term.

For the user study, the application augments the vector space model with an
additional set of relevance weights for tracking user interest in topics. The appli-
cation interprets some user interactions as indicators of interest in a document or
documents, triggering a boost in the relevance weights for the dimensions most
important for the document(s). The application immediately updates document
badge sizes based on the modified weights. Subsequent vector space computations
such as group assignment of new documents also account for the updated weights.

The application displays documents in groups that are statistical clusters
within our vector space model. Our data model makes the group assignments
for the initial set of documents on the basis of X-Means clustering [23]. Each
group has a centroid vector that is the mean of the vectors for its documents.
The application uses multidimensional scaling to convert these n-dimensional
centroid vectors to the 2D coordinates in the display space.

The Streaming Canvas is intended to import, process, and display an ini-
tial set of documents, to be followed by zero or more increments of additional
documents. The description of how streaming data is handled by the system is
described in a later section.

3.2 User Interface

The Streaming Canvas is presented as a single-page Web application. The user
interface consists of a canvas pane, a reading pane, and a menu bar (shown in
Fig. 2). The primary visualization component of this interface is the canvas. The
canvas represents documents as small rectangles, grouped based on similarity.
The reading pane presents details about selections, including the text of the
current document (if any). The menu bar contains additional operations and
the application title.

The canvas shows documents appear as rectangular icons against a gray back-
ground (we refer to these as “badges”).Documents are clustered into roughly circu-
lar groups.Theapplicationassigns eachdocumentoneof fourbadge sizes,where the
size represents content magnitude as measured using the vector space model (nor-
malized for document length). Each such group is labeled with gray text on a white
centralbadge.Each labelconsistsofasmallnumberofprominent featurescomputed
based on the text content of the group’s documents (shown in Fig. 3).

The application also positions the group badges relative to each other
such that proximity correlates to content similarity. The application positions
document badges using a force-directed layout, so document badge proximity
does not imply content similarity [14].
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3.3 User Interactions

The Streaming Canvas supports a number of user interaction in the canvas, and
other user interface components. Specifically, the canvas supports:

Selecting a group - The user clicks on a group badge to select a group and all
documents belonging to that group. The document badges become highlighted
in orange. The document titles are listed in the reading pane.
Selecting a document - The user clicks on a document to select an individual
document. That document’s title is listed in the reading pane’s document list,
and selected, causing the document text to be displayed in the lower part of the
pane. The document is colored blue in both the canvas and list.
Moving a group - The user can drag a group to any empty space on the
Canvas, to move the group (and its documents) there.
Moving a document - The user can drag a document badge from one group
and drop it on another group’s badge, changing the group assignment of the
document.
Panning, Zooming - The user can pan and zoom on the canvas.

The reading pane supports the following user interactions:

Selecting a document - The user clicks on a title in the Document List. The
application displays the text for that document in the lower part of the pane.
Highlighting - The user drag-selects a passage in the document text, causing
the passage to be highlighted. The application also bookmarks the document.
Searching - The user searches by typing a search query into the search box.
The application highlights the resulting documents’ badges in orange and lists
their titles in the Document List.

The menu bar provides for the following user interactions:

Renaming a group - The user replaces the label via a dialog.
Creating a new group - A new group badge will appear in the canvas. The
new group will initially contain no documents.
Bookmarking the current document - The application decorates the doc-
ument’s badge with a green vertical stripe, both in the document list and the
canvas.

The user interaction design for the Streaming Canvas follows previously-
established semantic interaction principles. Semantic interaction is an approach
to interaction design for visual analytic tools that tightly couples exploratory
user interaction with analytic model steering [8]. In prior work, examples of
this coupling include using interactions such as highlighting phrases of text and
grouping documents as a means to steer underlying dimension reduction, entity
extraction [8], and information retrieval models [4]. User studies of semantic
interaction show that this coupling of user interaction with model steering pro-
vides a good match between the insights users have during analysis and the para-
meterization of the model over time [6]. In general, the design decision to use
semantic interaction stems from the intended functionality of the system being
grouping and spatial organization of documents. For these tasks, specifically,
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semantic interaction has been shown to be effective [7]. Finally, the document
and feature vectors systematically generated help in the data analysis stages of
the study.

The Streaming Canvas implements semantic interactions as follows. Some
of the user interactions afforded in the user interface directly correspond to
data model updates. Of the user interactions listed above, the two that are
coupled to model steering operations are: moving a document from one cluster
to another, and bookmarking a document. The resulting model steering impacts
document and feature weight vectors to update. These vectors are integrated into
the clustering and entity extraction models described in Sect. 3.1, and therefore
make them helpful for the spatial organization and grouping functions supported
by the system.

In the case of moving a document from one group to another, the vectors
involved are those of the document being moved, and the vectors for any docu-
ments already in the new group. The highest-magnitude features are selected for
each such vector, using a threshold of 1.5 standard deviations above the mean.
The weighting coefficient for each of those features is increased by 0.05. No fea-
tures are down weighted. In the bookmarking case, the only vector involved is
that of the bookmarked document. Otherwise the steering computation is exactly
the same.

Additionally, as user interacts with the application, the appearance of doc-
uments evolves in subtle but noticeable ways. As a document is accessed more,
its color may change. Darker shades indicate a greater amount of handling, fol-
lowing a smudge metaphor where more handling of a document makes it less
pristine over time. Prior work has shown how this technique can be applied to
graphical user interface widgets to indicate more commonly used functions [21].

Document sizes also evolve depending on use. The application interprets some
user interactions as indicators of interest in some features in preference to others.
It therefore tries to upweight content associated with the preferred features.

3.4 Incorporating Streaming Data

When a new set of documents arrives, the application assigns each new docu-
ment to an existing user-generated or system-generated group. The application
computes a term vector for the new document by extracting terms from new doc-
uments using the same method as the initial document import. Weights of these
terms are assigned based on the term weights for the current dataset and state
of the system. That is, if the user has steered the system to assign certain terms
significantly more weight than others, those weights will carry over to the new
documents. Then, the document is assigned to the nearest group in the vector
space model, where distance is the Euclidean distance from the group centroid
to the document term vector. The goal is to assign newly arriving documents to
the user- or system-generated groups which most relate.
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4 Study Description

The purpose of the study was to explore differences in sensemaking behaviors
between user groups faced with an analysis task over a static document collection
versus a streaming document collection. We did this via a between-subjects
design, testing a streaming versus a static dataset using the Streaming Canvas
prototype. Thus, the primary research question this study seeks to understand is
how does streaming data impact the cognitive process of sensemaking in a visual
data analysis scenario?

4.1 Task and Dataset

Each participant was given the same task, stated as “identify suspicious behavior
of individuals or organizations contained in this dataset.” This task embodies the
canonical structure of a sensemaking task, emphasizing open-ended exploration
and discovery.

The dataset used for this study consists of 378 short documents modeled
after intelligence reports. These documents are a subset of the data from the
VAST Challenge 2014 [34]. Documents are typically one or two paragraphs in
length, and contain details of some event or action that a person saw that may
be of interest to a larger group of analysts. This fictitious dataset describes
the events of an island of Kronos where events have unfolded surrounding the
kidnapping of 10 GASTech company employees. Two organizations, GASTech
and Protectors of Kronos (POK), and their members are of primary interest. The
data for analysis is a set of historic news articles spanning from 1982 to 2013 and
news articles and blogs covering current events January 19, 20 and 21 of 2014.
The dataset has a known ground truth used to evaluate the accuracy of findings
by our participants. Also, the dataset includes several “dead ends”, consisting
of lines of investigation that seem relevant, but ultimately do not result in the
correct answer to the task.

4.2 Procedure

Participants were asked to analyze the dataset (either streaming or static) over 5
days. In total, each participant analyzed a collection of 378 text documents with
an available time of 4 h 15 min for analysis. The participation time was 1 h per
day over a 5 day period with 30 min the first day for tool training and 15 min the
last day for post-analysis interview. For analysis time, participants had 30 min
on day 1, 1 h on days 2–4, and 45 min on day 5.

Users in both streaming and static conditions analyzed the exact same collec-
tion of documents but each group received subsets differently. All users received
the same documents in the same sequence. The static group received an initial
set of 95 historic documents which spanned approximately 20 years. On day 2,
an additional 283 documents were added to the visual analytics tool. On subse-
quent days, the dataset remained static and no new documents were introduced.
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For the streaming condition, users received the same initial set of 95 historic doc-
uments on day 1. On day 2, they received an increment of 18 new documents.
On days 3, 4, and 5, they received an increments of 83, 139, and 43 documents
respectively. The binning of these documents was based on the clean monthly
breaks in the temporality of the dataset. Each participant was given a 10 min
tutorial on day 1 demonstrating the functionality of the Streaming Canvas soft-
ware. A one page “cheat sheet” was provided to act as an aid to remind users
of the meaning the visual encodings and query syntax options.

On day 1, both static and streaming user groups are asked to “Organize and
understand this document set to become familiar with the history of the POK,
GASTech, and of the region overall.” For subsequent days, streaming users are
to “Monitor and explain the activity and events unfolding over the next 3 days”
while static users are to “Explain the activity and events which have unfolded
over the past 3 days.”

4.3 Participant Demographics

We recruited and randomly assigned participants into one of two groups: static
or streaming. We recruited 9 volunteers (6 male), aged 21 to 36, with a range
of modest data analysis and analysis tool experience. Volunteers had degrees
in criminal justice, mathematics, operations research, computer science, civil
engineering. We had 3 PhD students, 1 Master’s student, 1 Bachelor’s student,
and 4 post-Bachelors.

A total of 11 people were recruited to participate in the study of which
9 were able to fully participate (5 performing the streaming condition, 4 the
static). Partial data from 2 participants was excluded from any analysis because
they were unable to participate for the full period of time. Participants with odd
numbered identifiers are members of the static data condition while participants
with even numbered identifiers are members of the streaming data condition.
User01 and User05 (both in the static data condition) did not complete the
study and were excluded from the analysis and results.

4.4 Data Capture and Analysis

We collected a variety of data to support the analysis of this study. For each trial,
we recorded the audio and video of the participant for the entire duration. We
also used screen recording to capture all the user interactions and visualization
states of the system throughout the study. Further, the server uses a custom
logging facility to capture every call made to server. Some state information from
the data model is also logged for events, in order to provide additional context for
analysis. Specifically we logged the term weight vectors for the cluster centroids
so that we can analyze the content in the cluster compared to the cluster centroid.
Throughout the study, one investigator was present to administer the think-
aloud approach, taking notes and observing the participants. Finally, at the
conclusion of the study, we administered a verbal questionnaire to ask about
their findings and process. We analyzed all of this data to more fully understand
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the sensemaking process of each participant and condition, as described in the
results section below.

5 Results

We present the results of the user study as follows. We describe how the system
was used by each condition (streaming compared to static). This includes a
description of the user interactions and functionality of the system. Second, we
describe how users in the two conditions leveraged spatial constructs, groups, and
other affordances to organize and analyze their information in the workspace.

5.1 User Interactions Performed

The participants were tasked with using the Streaming Canvas visual analytics
tool to build an understanding of the history and current unfolding events in the
dataset. The Streaming Canvas supports a collection of user interaction which
allow the user to accomplish this task. Interactions include selecting document
full text to read, executing a keyword search, labeling a group of documents, and
several more. As the user performs interactions during the course of analysis,
these are logged (see Table 1).

Table 1. Overview of interactions performed. Total indicates the number of times each
interaction was performed by all users over the duration of the study. Averages indicate
how many times, on average, a user in each condition performed the interactions.

Interaction type Total Avg. streaming Avg. static

Get document 8964 1065 910

Search 889 116 78

Move Doc to group 875 146 36

Re-position group 860 114 72

Label group 123 19 7

Bookmark document 118 10 17

Create group 90 14 5

Annotate document 55 4 8

On average, users working in the streaming data scenario performed more
interactions of most types compared to users working with static data. Static
data users only performed more bookmarking and annotating interactions (see
Table 1). These are raw totals and averages. Given the small population size, no
statistical significance is computed.
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5.2 Spatial Constructs Created

The Streaming Canvas visualization allowed users to create named groups of
documents as a mechanism to externalize and aid in their sensemaking. Based
on prior work on “incremental formalism”, the Streaming Canvas does not
require users to explicitly specify the label or analytic reasoning associated with
a group [29]. Instead, users can create and modify group labels, and group mem-
bership, through a more informal process. Across all users, groupings of docu-
ments were created for a variety of reasons but some commonalities emerged.
Groups were formed around metadata such as document publication date and
news source. Groups were also formed around an entity or topic. Groups for
low value documents was created by 4 of the 9 users with labels like “junk”,
“trash”, “less informative”, and “too small”. Lastly, one user created groups
labeled explicitly for evidence to be gathered related to hypotheses.

We analyzed the labels of these user-created groups into concepts. These
concepts (shown below) were created based on the meaning that our participants
applied to these groups during their investigation. We derived these based on
the data collected during the think-aloud protocol, and show examples of labels
applied by participants.

User-generated group labels observed during this study include:

Entity-centric: “Karel”, “Background on POK”
Topic-centric: “Pollution in Elodis”, “Plane that left”

Fig. 3. Study participant User10 made extensive use of document groups representing
time periods. Space was used to arrange these groups temporally with recent events at
the top ranging to historic groups at the bottom.
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Date-centric: “Jan 19 Details”, “Late 1/20”
Source-centric: “Breaking”, “Voices”
Low Value: “Junk”, “Trash”, “Less Informative”
Evidence: “H1 Evidence”

In the Streaming Canvas, users could re-position groups anywhere in the
two dimensional space as they saw fit. While many users had document groups
representing important dates, these groups were often not organized in temporal
order within the space. However, a strong use of space to represent time emerged
with two users, User2 and User10. In both cases, time was encoded vertically.
User10 created a 2 column layout with groups for recent events at the top and
groups for older dates descended down (see Fig. 3). User2 organized groups tem-
porally using the vertical space as well but with older groups at the top and
recent events at the bottom.

5.3 Grouping Documents

The Streaming Canvas provides several interactions in support of manipulating
groupings of documents. Users can create a group, label a group, re-position
a group, and move a document into a group. This subset of interactions lets
the user organize the documents to fit their mental model and externalize their
thinking as a cognitive aid.

The streaming data users performed notably more group-related interactions
than the static data users. Looking at document moves into groups day-by-day
shows that streaming users performed this interaction more on days where larger
numbers of documents are streamed into the visualization (see Fig. 4).

Fig. 4. Document move interactions per day by user shows notably more for users in
the streaming data scenario.

5.4 Interaction Sequences

Exploring the interaction sequences provided an interesting view into user sense-
making patterns. Sequence diagrams were generated for all interactions on all
days grouped by user and data scenario. Figure 5 gives an example which includes
a legend for interaction type encoded in each data point. Each column represents
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Fig. 5. An interaction sequence diagrams displaying when users performed interactions.
User IDs are on the y-axis, with interactions (encoded by color and size) shown across
the time of day 3 of the study. (Color figure online)

a study participant with each data point representing an interaction performed
at a point in time during the user’s analysis session. Time is represented verti-
cally in seconds from start of the analysis session.

We posit that interaction types relate to the two major loops within Pirolli
and Card’s model of sensemaking [24] (foraging and synthesis) shown in Fig. 1.
Triaging interactions such as Search, Read, Bookmark, and Annotate relate to
foraging. While grouping interactions such as create, label, re-position, and move
document relate to synthesis.

This mapping to the foraging and synthesis loops was included in the inter-
action sequence diagrams using smaller icons for foraging and larger for synthe-
sis (Fig. 1). Visual patterns in the sequence diagrams show periods of foraging
where users focus primarily on searching and reading. While other time periods
show intense synthesis behavior with sequences of group manipulation interac-
tions occurring. This is consistent with the sensemaking literature that indicates
users performing foraging and synthesis in iteration. However, we found that
users performing sensemaking on streaming data perform far more interactions
to perform their task.

During user study observation on day 3, User2 expressed as the end of the
allotted time approached that they were going to “get things organized for tomor-
row”. This was a notable statement from a user doing analysis on streaming data.
The interaction sequence diagrams show that several of the streaming users per-
formed more grouping-related interactions in the latter portion of their analysis
time (see Fig. 5).

5.5 Group Spread

During the course of their analysis, users would group documents together as
they saw fit. Document membership to groups would fluctuate over time as users
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moved documents from group to group. Membership also changed for users in
the streaming scenario when a new increment of documents was added to the
visualization. We characterized groups and their change by computing group
spread given document membership and our vector space topic model.

We compute a metric for “group spread” to analyze the consistency and
cohesiveness of content within a group over time. Group spread is measured
by computing the L1 normalized standard deviation from the group member’s
document vectors. This characterizes whether a group of documents is highly
cohesive or more diffuse in the context of our vector space model. A group with
more spread suggests member documents are not topically similar and therefore
more distant from one another. This measure of group spread can be analyzed to
compare groups or look at trend over time. Furthermore, spread can be averaged
across all groups for a user then be used to compare users.

We hypothesized that low value groups with labels such as “Junk” or “Trash”
would exhibit higher relative measures of spread. For User06, a plot of group
spread over time showed that the group labeled “Junk” was created about mid-
way through analysis. Spread for the “Junk” group increased over the remainder
of the analysis time to eventually become the most diffuse group which supports
our hypothesis (see Fig. 6).

Fig. 6. Group spread for User06’s groups over the course of their analysis shows the
“Junk” group becoming increasingly diffuse.

An interesting pattern across users is observed when mean group spread is
plotted over time for the streaming users. Not surprisingly, when an increment
of new documents is introduced there is a jump in mean group spread. Then
generally as the user manages group document membership in support of their
analysis, mean group spread decreases. Groups become on average more cohe-
sive as analysis progresses (see Fig. 7). This may indicate that the organization
of information became more consistent and structured over time. In context of
sensemaking, this echoes the iterative progression of internalizing and under-
standing information. As we found, streaming data has a way of disrupting that
process, yet users adjusted over time to compensate for this.
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Fig. 7. Mean document group spread over time for users in the streaming versus static
data condition. New data was introduced at roughly times: 50, 110, 170, 220.

6 Implications for Design

Users repeated several activities while performing analysis under steaming data
conditions. While the Streaming Canvas successfully supported some of these
analysis activities, there is certainly room for improvement in both the visual-
ization and interaction design to fully support sensemaking for streaming data.
We observed users progressively iterating through three phases. These include
(1) thinking about current data, (2) organizing information in anticipation of
more data, and (3) integrating new data into their thinking. These observed
analysis activities have implication for design of future streaming visual analyt-
ics tools.

When users were given a collection of documents, they would spend time
consuming the information to make sense of it. Users performed a variety of
interactions to explore documents and externalize their thinking. Reading and
searching were the most common interactions. Users would take notes in an
accompanying Word document as they discovered key information sometimes
copying and pasting snippets of text. Users would also bookmark important doc-
uments or annotate specific words, phrases or paragraphs. While these features
were used as thinking aides, additions should be considered. Users requested the
ability to resize the icon representing a document to convey importance, add
notes directly to the Canvas, and draw connecting lines between documents.
These suggest the need for features which allow a users to further integrate their
knowledge into the visual metaphor, beyond the forming of groups and editing
of group membership spatially.

As the analytic processes of the users progressed, they started organizing
documents by forming groups and appling meaningful labels to create some
higher-level structure. Users formed groups which ranged greatly in precision
of definition. Some groups had precise definition such as all documents from
a news source, a date range, or contained a specific keyword or name. Other
groups were more informal where they revolved around a theme such as “POK
violence” or “environmental effects”. In anticipation of receiving new documents,
users refined document membership within groups and spatially arranged groups.
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They made use of the interactive learning aspects of changing group membership
of documents to prepare the analytic model in the system for the arrival of new
data, as well as to formalize their thoughts about the current increment of data
prior to the arrival of new information. This can be seen by the amount of
cluster spread measured and shown in Fig. 7, where the mean spread of a cluster
centroid across the features of the data decreased leading up to the arrival of
new data (Fig. 8).

Fig. 8. The behavior of User 10 (from the streaming condition) shows interactions
which decreased mean group spread over time before new documents arrive.

With the arrival of new documents, the Streaming Canvas mapped these
documents into the user’s existing groups which represent an externalization of
their mental models. Our technical approach used a nearest neighbor measure
to decide group assignments for new documents. While this worked in some
cases such a topic-centric groups, document assignment did not always match
the user’s expectations. For more precisely defined groups such as source or
date-centric groups, new documents would “contaminate” these groups as they
did not match a user’s specific and under-specified meaning for the cluster. The
user would then spend time cleaning up these groups and moving documents
elsewhere. The system and user would have benefited from support for optionally
defining groups with precise queries when the users reached a state of formalism
about the meaning of a cluster where they could directly specify it.

7 Discussion

The ways by which people use space as a means for organizing information has
been widely studied for situations where the data (or physical objects) do not
change [2,9,17,20,29]. From these studies, we learn that people create spatial
constructs and fluid spatial arrangements as an inherent part of their process. For
example, some of the groupings reflect process-specific artifacts, such as “todo
lists”, incremental knowledge structures such as groups of important documents,
and in the physical example the methods by which a mechanic organizes the parts
on the shop floor gives him or her spatial cues to remember how to re-assemble
the components. For each of these, the persistence of the information (both in the
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spatial location, and as the complete set of the items) provided people the cues
to recall aspects of their process or knowledge associated with that information.

However, in this study we observed how data that is changing over time
impacts this ability for people to offload parts of their process and working
memory into spatial constructs. Our results indicate important distinctions in
terms of the canvas usage. Primarily, one of the differences was found in the
activities that people perform to “prepare” for the new data. For example, we
found users spending more time and effort to organize and label groups so that
they would be better able to recall their current state of the investigation when
returning the next day to their spatial workspace with additional information.

Our current design decision in the Streaming Canvas was to place the new
documents in the labeled group that is most related (based on the term weight-
ing). However, other design alternatives exist. For example, one might choose
to create an “inbox-like” view that shows new data, and has the user decide
where to place the information. This could be potentially overwhelming when
too much new data arrives at any given time increment.

We contend that designers and developers of visual analytic systems for
streaming data should take into consideration additional affordances for peo-
ple to do this “preparation” for new data. The Streaming Canvas allowed for
user-defined spatial locations of groups and group labels. This allows people an
implicit way to blend the new data with the current investigation state. How-
ever, in future iterations of such tools, visual analytic researchers may want to
consider other, more explicit techniques for people to inform the system of where
they want the new data to visually appear, which data to ignore, and how to
prioritize which sub-sets of the new data he or she should read first.

8 Conclusion

Visual data analysis is an effective approach for giving people a greater under-
standing of their data through techniques such as data visualization and visual
analytics. By offloading complex cognitive tasks in part to peoples’ perceptual
systems, visualizations enable people to think (and interact with) their data.
This process is often referred to as sensemaking.

However, much of the work on understanding this cognitive task, and the
development of visual analytic systems, has been focused on static datasets.
While iteration is assumed and depicted in many popular sensemaking models,
the fundamental assumption and study design of much prior research is that
all the data to analyze is present at the beginning of a study, and that this
set of data does now change. The study presented in this paper seeks to under-
stand how incorporating the assumption that data will update over time impacts
sensemaking.

We built a prototype streaming text visual analytics tool, called Streaming
Canvas, to test this effect. We compared streaming and static conditions of
people analyzing a dataset intended to simulate a sensemaking task. Our results
indicate that people in the streaming data condition are more explicit about
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tracking their analytic process than people analyzing static data. Streaming data
analysts “prepared” their workspace for the arrival of new data, which required
them to be more explicit about the status of their investigation. We believe that
this, along with other findings, reveals important design guidelines for future
streaming data visual analytic tools.
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Abstract. Automated characterization of online social behavior is becoming
increasingly important as day-to-day human interaction migrates from expensive
“real world” encounters to less expensive virtual interactions over computing
networks. The effective automated characterization of human interaction in
social media has important political, economic, social applications.
New analytic concepts are presented for the extraction and enhancement of

salient numeric features from unstructured text. These concepts employ rela-
tively simple syntactic metrics for characterizing and distinguishing human and
automated social media posting behaviors. The concepts are domain agnostic,
and are empirically demonstrated using posted text from a particular social
medium (Twitter).
An innovation uses a feature-imputation regression method to perform feature

sensitivity analysis.

Keywords: Twitter � Text processing � Social media � Feature selection

1 Background

The characterization of text threads in social media can be done using either or both of
syntactic methods (e.g., “bag-of-words”), and semantic methods (e.g., Latent Semantic
Indexing). Syntactic methods are much more mature and usually much less complex
than semantic methods. For the purposes of this work, syntactic methods will refer to
fundamentally distributional techniques that do not rely on semantic mapping. Syn-
tactic methods will be those that do not require parsing, resolution of pronominal
reference, geotagging, dictionary lookups, etc., but derive their results from term
statistics.

Note: A “social medium” is defined here as any venue supporting public-access
pseudo-anonymous self-initiated asynchronous data sharing.
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2 The Venue: Twitter

The empirical demonstrations done during this research focuses on the characterization
of user-generated content on Twitter, one of the simpler social media domains.

Twitter users submit (“post”) time-ordered sequences of text (called “tweets”,
maximum of 140 text characters) through a simple text-window interface. These are
made available to other Twitter users in several ways (e.g., “friending”, “following”).

The term thread refers to a time-ordered sequence of tweets posted by a particular
user. Aggregation is facilitated by each user’s unique User Id number (a 1 to 17 digit
positive integer) and a tweet time-stamp (epoch time). Tweets are not point-to-point
communications; they generally function as personal status updates, but also frequently
contain opinions about social issues, and items of general cultural interest (movies,
sports, politics, world events, etc.) Twitter does not filter tweets for content (e.g.,
vulgarisms, hate speech).

The simplicity and lack of content constraints also makes Twitter an attractive
venue for advertising, subscription services (e.g., weather/traffic reports, alerts), and
other automated content. Tweets can contain any combination of free text, emoticons,
chat-speak, hash tags, and URL’s. Because Tweets can contain URL’s, they can be
malware vectors.

3 Types of Natural Language Text

Depending upon the type and amount of embedded structure used to present text, it is
said to fall into two broad categories:

Structured text is text data that is organized into labeled units. The units are often
referred to as “fields”. The labels are referred to as “metadata”, and give contextual
information about the field (e.g., what data the field contains, its metric units and
ranges, what the data “mean”, etc.)

Unstructured text is text data that is not organized into labeled units. In particular,
unstructured text has relatively little embedded metadata. The content must provide its
own context.

4 The Data Source

Twitter maintains a website for servicing data requests posted by those holding Twitter
Developer credentials. Developers obtain these credentials through an online applica-
tion process.

Credentialed developers may request information for Twitter user accounts by
posting requests to the Twitter API (application program interface) at a URL (uniform
resource locator) provided by Twitter. Requests can be made for specific accounts
based upon their User Identification Numbers. Requests can also be made for random
samples of accounts selected by Twitter. Requested data are returned as a hierarchical
data structure called JSON (JavaScript Object Notation).
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5 Data Form

Data for this work consist of the threads for 8,845 users, each having at least one tweet,
and no more than 200 tweets. The users were randomly selected by Twitter from its
international user base. Most, but not all, tweets used are in English.

6 Text Data Ground Truth Tagging

Tweet text for 101 user threads was evaluated manually by a team of English-speaking
readers, all experienced users of social media. Because the intention is to model the
perceptions of human content consumers, readers were instructed not to collaborate,
and to use their personal intuition to decide which of the threads they reviewed were
likely the result of human posting behaviors, and which were likely the result of
automated posting (BOT’s). Ten readers participated, with each of the threads evalu-
ated by at least 2 readers.

Sixty-five of the 101 threads were tagged as either “human generated” or “BOT
generated” by majority vote of the readers of that thread. That experienced readers
could not agree on the tagging of 36 out of 101 threads illustrates the difficulty of
ground-truth assignment in this domain.

7 Extrapolation of Ground Truth Tags

The BOT-NotBOT tags from the 65 manually tagged threads were extrapolated to the
larger corpus of 8,845 threads using a population-weighted N-Nearest Neighbor
Classifier having the 65-thread set as the standard. N was allowed to vary from 1 to 20;
the tagging for N = 5 was chosen for the extrapolation, because it best matched the
class proportions of the 65-thread standard.

Following Hancock et al. [4], several angles-only metrics were used to project each
feature vector into a low (nominally 4–8) dimensional Euclidean space for visualization
and analysis.

8 The Content Data Elements and Their Encoding

The text constituting each of the 8,845 user threads was rolled up into a normalized
23-dimensional numeric feature vector quantifying certain low-level syntactic user
posting behaviors the user (more complete description below).

Below are linguistic attributes that our team felt would be useful for discriminating
automated posting behaviors from human posting behaviors. These attributes provide
the rationale for the features that were encoded from the twitter text. The resulting
features were used to generate mathematical “signatures” for online behaviors. In this
way, they augment account-level demographic features (e.g., user time-zone, user
language) to create a rich, high-fidelity information space for behavior mining and
modeling.
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1. The relative size and diversity of the account vocabulary
Content generated by automated means tends to reuse complex terms, while nat-
urally generated content has a more varied vocabulary, and terms reused are
generally simpler.

2. The word length mean and variance
Naturally generated content tends to use shorter but more varied language than
automatically generated content.

3. The presence/percentage of chatspeak
Casual, social users often employ simple, easy to generate graphical icons, called
emoticons. Sophisticated non-social users tend to avoid these unsophisticated
graphical icons.

4. The presence and frequency of hashtags
Hash tags are essentially topic words. Several hash tags taken together amount to a
tweet “gist”. A table of these could be used for automated topic/content identifi-
cation and categorization.

5. The number of misspelled words
It is assumed that sophisticated content generators, such as major retailers, will
have a very low incidence of misspellings relative to casual users who are typing
on a small device like a phone or tablet.

6. The presence of vulgarity
Major retailers are assumed to be unlikely to embed vulgarity in their content.

7. The use of hot-button words and phrases (“act now”, “enter to win”, etc.)
Marketing “code words” are regularly used to communicate complex ideas to
potential customers in just a few words. Such phrases are useful precisely because
they are hackneyed.

8. The use of words rarely used by other accounts (e.g., Tf.Idf scores) [1]
Marketing campaigns often create words around their products. These created
words occur nowhere else, and so will have high Tf.Idf scores.

9. The presence of URLs
To make a direct sale through a tweet, the customer must be engaged and directed
to a location where a sale can be made. This is most easily accomplished by
supplying a URL. URL’s, even tiny URL’s, can be automatically followed to
facilitate screen scraping for identification/characterization.

10. The generation of redundant content (same tweets repeated multiple times)
It is costly and difficult to generate unique content for each of thousands of online
recipients. Therefore, automated content (e.g., advertising) tends to have a rela-
tively small number of stylized units of content that they use over and over.

A vector of text features is derived for each user. This is accomplished by deriving
text features for each of the user’s tweets, then rolling them up. Therefore, one content
feature vector is derived for each user from all of that user’s tweets, as follows:

1. Collect the user’s most recent (up to 200) tweet strings into a single set (a thread).
2. Convert the thread text to upper case for term matching.
3. Scan the thread for the presence of emoticons, chat-speak, hash tags, URL’s, and

vulgarisms, setting bits to indicate the presence/absence of each.
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4. Remove special characters from the thread to facilitate term matching
(a) Create a frequency histograms for the thread. Vocabulary word from a twitter

word list. The bins represent the 5,000 most frequently used Twitter words,
arranged in order of decreasing Twitter frequency.

5. Create a Redundancy Score for the Thread. This is done by computing and rolling
up (sum and normalize) the pairwise similarities of the tweet strings within the
thread using six metrics: Euclidean Distance, RMS-Distance, L1 Distance,
L-Infinity Distance, Cosine Distance, and the norm-weighted average of the five
distances.

6. The thread text feature vector then contains as vector components the emoticon flag,
the chat-speak flag, the hash tag flag, he URL flag, the vulgarity flag, the Redun-
dancy score, and the selected term histogram (Fig. 1).

9 Experiment 1: Feature Selection by Brute Force

Direct blind-evaluation of all 223 = 8,388,608 possible feature sets was performed to
provide definitive feature evaluation.

When many columns of data are available, choosing the “right” ones to use is hard,
for a number of reasons:

1. Having many columns means many “dimensions” when viewed geometrically
2. The data consist of columns that can interact in complicated ways. For example,

two “weak” pieces of evidence together sometimes provide more information than
one “strong” piece of evidence alone.

3. There are a huge number of possible combinations in which columns could be
chosen/rejected as features for a data mining project, so it is time-consuming to
check them all. For example, if there are 20 columns, there are 220 − 1 > 1,000,000
ways to choose which subset of features to use.

Fig. 1. For the sake of definiteness and intuition building, the figure above shows actual tweet
threads for two Twitter users.
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The information assessment begins by reading in the data to be analyzed, and
computing the means and standard deviations for each of the ground truth classes. That
is, the means and standard deviations are computed for each column for all the rows
that are in ground truth class 1, giving the “center” and “variability” of the class 1 data;
then, for class 2 rows, and so on.

To determine which columns contain information useful for classification of the
data into its ground truth classes, all possible subsets of the available columns are
tested; the subsets giving the best results with a weighted nearest-neighbor classifier are
cataloged. The process proceeds as follows:

Step 1: Read in the data file containing the numericized feature data
Step 2: Segment the data file in calibration, training and validation files
Step 3: Compute the centroids, feature standard deviations calibration data
Step 4: Select a subset of the columns to test (a “clique”)
Step 5: Use the centers and standard deviations computed in Phase A for the clique to

assign each data point in the training segment to a class as depicted in Fig. 2.

Repeat steps 4 and 5 for all possible feature cliques. With 23 features, this is
223 = 8,388,608 unique feature representations of the data. The features in the “best”
clique (had the highest accuracy score on the test set) are the ones that, as a group, have
the most useful information for classification of those tested. This “winning team”
comprises our selected feature set.

To create a numeric measure of the classification power of a subset of the available
features, this very fast weighted nearest-neighbor classifier is run repeatedly on a
calibration set with various sets of features, and the best collection is remembered.
Also, if the same feature appears in many high-performing feature sets, it is reasonable
to conclude that it is probably “good”. In this way, the clustering algorithm described
here is used to “game” feature sets in a “Monte Carlo” fashion.

The spreadsheet below shows the classification power of various feature sets. In the
table below, “1” means that columns feature was present in that set, while “0” means it
was not. In this experiment, only the 2,500 highest blind-accuracy feature sets were
cataloged. This output gives the performance measures for all of them so the user can
see the value of including/excluding the various feature combinations (Fig. 3).

Each feature clique is a row; a “0” means that feature was not used in that clique,
excluded, and a “1” means that feature was used in that clique. Performance for each
clique is in columns 2 and 3. The bottom row shows the proportion of the top 2,500
cliques that used the feature in the corresponding column. For example, the feature
indicating the use of adjectives was used in 72.7% of the 2,500 best feature sets. This
provides a relative ranking of features with respect to how they contribute in
context.
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10 Experiment 2: Sensitivity Testing by Feature Imputation

An “intra/inter-vector” feature imputation scheme is now described that uses a refer-
ence data set to determine the most likely fill values for the features of a feature vector
(this is called “feature imputation”). For example, if a vector has all features present
except one, the existing features and the reference set are used to make a best estimate
of the missing feature. This is equivalent to asking, “What feature value should be
placed here, given the values of the other features in the vector?”

The imputation software ingests a feature vector file, and infers, in this way, a new
value for *every* feature of *every* vector in the whole file, using patterns from a
reference feature vector file as the standard.

Fig. 2. Classification by nearest class centroid

Fig. 3. Feature sets and their effectiveness
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11 The Imputation Algorithm

A simple inter-vector imputation method just replaces missing values with their pop-
ulation means, a O(n) process. This naïve approach is simple, but ignores feature
context within the vector. For numeric data, a more sophisticated method is the nearest
neighbor normalization technique. This can be applied efficiently even to large data sets
having many dimensions (in a brute force approach this is a O(n2) process). This
technique proceeds in the following manner for each missing feature in a given vector,
V1:

1. From the reference set of feature vectors, find the one, V2, which:
(a) Shares a sufficient number of populated fields with the vector to be imputed

(this is to increase the likelihood that the nearest vector is representative of the
vector being processed).

(b) Has a value for the missing feature, Fm.
(c) Is nearest the vector to be imputed (possibly weighted).

2. Compute the weighted norms of the vector being imputed, V1, and the matching
vector found in step 1, V2, in just those features present in both.

3. Form the normalization ratio Rn = |V1|/|V2|.
4. Create a preliminary fill value P = Rn * Fm.
5. Apply a clipping (or other) consistency test to P to obtain F’m, the final, sanity

checked fill value.
6. Fill the gap in V1 with the value F’m.

This method was used to perform a feature sensitivity analysis with respect to the
ground truth in the following way:

The 8,845 thread set described above was divided into two sets by inferred ground
truth: Those tagged as BOT were placed in one file, and those tagged as non_BOTS in
another.

The 8,845 thread set was divided into two sets by inferred ground truth: Those
tagged as BOT were placed in one file, and those tagged as non_BOTS in another.

The imputation scheme was then used to impute the non-BOT feature vectors using
the BOT file as the reference set. Comparing the before and after imputation versions of
the non-BOT file addresses Question A:

“Which features must be altered, in what ways, by how much, to make a non-BOT
resemble a BOT?”

This process was repeated, this time using the Intra/Inter-Vector Regression scheme
to impute the BOT feature vectors using the non-BOT file as the reference set. Com-
paring the before and after imputation versions of the BOT file addresses Question B:

“Which features must be altered, in what ways, and by how much, to make a BOT
resemble a non-BOT?”

These are important and interesting questions that, among other things, provide
objective insight into how BOT-characterization is seen in each feature. They also
provide insight into how to disguise a BOT as a non-BOT. It is interesting to note that
the changes required to make a BOT look like a non-BOT are the reverse of the
changes required to make a non-BOT look like a BOT (Figs. 4 and 5).

506 M. Hancock et al.



The following is a tabulation of some “before imputation” and “after imputation”
statistics for each of the 23 features. The first two columns give the feature number and
name, respectively. Columns 3 and 4 are the feature means of the BOT data before and
after imputation from the non-BOT data. Column 5 is column 4 minus column 3 (the
change in the means due to imputation). Columns 6 and 7 are the feature standard
deviations of the BOT data before and after imputation from the non-BOT data.
Column 8 is column 7 minus column 6 (the change in the standard deviations due to
imputation) (Fig. 6).

Columns 9 and 10 are the feature means of the non-BOT data before and after
imputation from the BOT data. Column 11 is column 10 minus column 9 (the change
in the means due to imputation). Columns 12 and 13 are the feature standard deviations
of the non-BOT data before and after imputation from the BOT data. Column 14 is
column 13 minus column 12 (the change in the standard deviations due to imputation).

Fig. 4. The figure immediately above shows the “before” and “after” feature means for BOT
data imputed from Non-BOT data. The light colored line is the z-weighted delta between the
“before” and “after” representations.

Fig. 5. The “before” and “after” feature means for the non-BOT data imputed from the BOT
data. The light colored line is the z-weighted delta between “before” and “after” featuress.
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Notice that imputation from non-BOTs to BOTS moves the means in the direction
opposite the direction of imputation from BOTs to non-BOTs, as would be expected.

To verify the effectiveness of imputation in “nudging” vectors from one class to
another, a classifier that discriminates between BOT and non-BOT data is applied to
the imputed data. If the imputation has been effective, the post-imputation BOTS will
be classified as non-BOTs, and the post imputation non-BOTs will be classified as
BOTS.

In fact, when the imputed data is classified by the original data using a nearest
neighbor classifier, the ground truth tags are reversed for 100% of the vectors, as
expected.

12 Future Work

This work describes a characterization method for content data. Future work will
leverage the factor analysis it provides, which previous work has shown [1] can be used
to determine which members of a forum are least committed to their clique, and exactly
what would be required to move them out of their current clique. This is a type of
“cultural terrain-forming”.

These observations suggest that opportunities for objective, quantitative proactive
social media psy-ops planning could use the imputation sensitivities to estimate the
following:

Fig. 6. Before and after imputation statistics
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1. How each feature’s effect on BOT-non-BOT assignment is quantified
2. How to optimally impersonate a member
3. How to identify imposters/impersonators (psycho-anomaly detection)
4. Deriving posts that would tend to foment or mitigate conflict among cliques.
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Abstract. This work addresses automated semantic clustering of twitter users
by analysis of their aggregated text posts (tweets). This semantic clustering of
text is an application of a theory we refer to as Social Kinematics. Social
Kinematics is a term coined by our team to refer to the field-theoretic approach
we develop and describe in [1–3, 5]. It is used here to model human interaction in
social media. This social modeling technique regards social media users as field
sources, and uses the Laplacian to model their interaction. This yields a natural
analogy with physical kinematics. Automation is described that allows social
media text posts (organized by author into “threads”) to self-organize as a pre-
cursor to analysis and characterization. The goal of this work is to automate the
characterization of user-generated text content in terms of its semantics (mean-
ing). Characterization here means the determination of intuitive “categories” for
content, and the automatic assignment of user-generated content to these cate-
gories. Categories might include: Advertising, Subscribed feeds (news, weather,
traffic, etc.), Discussion of current events (politics, sports, popular culture, etc.),
and Casual conversation (filial, friend-to-friend, etc.) Characterization is per-
formed by retrieving text posts by Twitter users; numericizing these using a field
model; and clustering them by their semantics. An innovation is the application
of the field model to semantic characterization of text. This is based upon the
observation that user hash tags are a priori semantic tags, making expensive and
brittle semantic mapping of the tweet text unnecessary.

1 Background

Text data is a finite set of characters. It might, or might not, show structure or meaning.
Unstructured text is text data that is not organized into labeled units. In particular,

unstructured text does not usually have much associated metadata. It must provide its
own context.
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The processing of natural language text has been an area of research for many
years. The hierarchy of complexity depicted below shows some of the many problems
into which automated text processing can be partitioned. The complexity increases
from the top of the list to the bottom:

Integration of semi-structured text
Automatically generate prose reports from data

Term-space disambiguation
Use NLP to disambiguate names/addresses/identities
derive networks of suspicious money transfers, using Belief Net

Concept extraction from structured text
Use NLP, and Belief Net to infer adversary “intent” from Reuters news reports
Understanding of unstructured text snippets
Semantic mapping using a comprehensive ontology
Mode analysis from unstructured text

Characterize user behaviors/processes from unstructured text (no ontology)
Semantic mapping of semi-structured text

Document reduction for searching and sorting
Semantic mapping of unstructured text ß the work in this paper

XML tagging of transcribed spoken prose using a comprehensive ontology
Semi-structured text understanding

Normalize, interpret, understand, and repair a knowledge repository
Understanding of unstructured text

For completeness, a tabulation of major semantic text processing methods is below
[4] (Table 1):

Table 1. The characteristics and limitations of four text mining methods

Models Characteristics/limitations

Latent Semantic Analysis
(LSA)

Characteristics
• Reduces dimensionality of tf-idf using Singular Value
Decomposition

• Captures synonyms of words
• Not robust statistical background
Limitations
• Difficult to determine the number of topics
• Difficult to interpret loading values with probability meaning
• Difficult to label a topic in some cases using words in the
topic

Probabilistic Latent Semantic
Analysis (PLSA)

Characteristics
• Mixture components are multinomial random variables that
can be viewed as representations of “topics”

• Each word is generated from a single topic; different words in
a document may be generated from different topics

• PLSA partially handles polysemy
Limitations
• No probabilistic model at the level of documents

(continued)
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Data clustering ([6]) is a valuable non-parametric technique for detecting and
exploiting patterns of interaction in abstract data sets. If detected clusters can be assigned
empirical significance, clustering can be used as a classification method [6] (Fig. 1):

Table 1. (continued)

Models Characteristics/limitations

Latent Dirichelet Allocation
(LDA)

Characteristics
• Provides full generative model with multinomial distribution
for words in topics and Dirichlet distribution over topics

• Handles long-length documents
• Shows adjectives and nouns in topics
Limitations
• Incapable to model relations among topics

Correlated Topic Model
(CTM)

Characteristics
• Considers relations among topics using logistic normal
distribution

• Allows the occurrences of words in other topics
• Allows topic graphs
Limitations
• Requires complex computations
• Contains too general words in topics

Fig. 1. Notional clustering of demographic data
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2 Social Media Psychology is Virtual Action-at-a-Distance

Just as masses and charges give rise to gravitational and electric fields, the online
behaviors of individuals engaged in social discourse give rise to an “ambient culture”
that conditions, and is conditioned by, these behaviors.

Apply classical methods from:

Information Theory
Information Geometry
Differential Geometry
Machine Learning

A mathematical field theory of online discourse is described [3]. This has been
implemented in software as an application that characterizes and visualizes a
multi-dimensional vector field (“social context”) arising from this discourse:

The general mathematical model for the social context of a social media venue as a
set of field equations in [3] is used to extract the features from the hash tag histogram.

Using the Field-Theoretic Approach to the Electrostatic and Gravitational Prob-
lems, physicists found that, instead of the impossibly complicated problem of modeling
many dynamically interacting things (e.g., free electrical charges moving in
space-time), they could characterize systems by modeling one thing: the field they
generate.

In the same way, the Field-Theoretic Approach to the Social Media Culture Mining
Problem proceeds, not by considering the impossibly complicated problem of modeling
many dynamically interacting things (e.g., asynchronously-posting persons moving in
virtual space-time), it is necessary to model one thing: the field they generate.

The following is a summary excerpt from [3] describing the field arising from
posting behavior in a social medium:

Let F be a collection of finite length character strings (“threads”):

F ¼ Aj
� � ¼ A1;A2; � � � ;AMf g

Let dijðAi;AjÞ ¼ dij be a metric on F . Form the distance matrix:

DðAi;AjÞ ¼ dij
� �

; i; j = 1,2,. . .M

This matrix will be symmetric, zero diagonal, and non – negative.
Let:

S ¼ aj
!� � ¼ a1; a2

!; � � � aM�!
� � 2 R

N

be a (hypothetical) set of vectors having distance matrix D Regarding the aj
! as field

sources, we define a discrete scalar potential on S by:
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It will be seen that analysis of this vector field provides information sufficient to
identify semantically meaningful cliques of users among the posters.

3 Advantages of the Field-Theoretic Approach to Document
Clustering

The field-theoretic approach offers important advantages over current linguistic
approaches:

1. Language independence: no initial requirement for linguistic support, lexicon’s,
parsers, stemmers, etc.

2. Computational tractability: will not scale unless the computational complexity is
low in the size of the term space, post space, and membership space.

3. More mature foundation: Classical Analysis vs. Discrete Mathematics. Repurposing
an existing body of technical methods reduces risk and cost, and presents many
opportunities for extension by others.

4 The Software Prototype

A software prototype has been built to infer and characterize cliques of users in social
media. No a priori assumptions are made, so the software processing is “domain
agnostic”. The prototype can infer and numerically characterize co-posting cliques, as
well as topically homogeneous cliques.

The prototype produces a characterization of the “social context” that the user can
both survey as a set of tables, and interrogate visually.

The application can incrementally superpose new data as it arrives, and remove old
data for aging (e.g., no “priors” to update, or graph structures to retool) (Fig. 2).

Fig. 2. The field-theoretic clustering process
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5 Applications of the Method

The field-equations can be used to impose an inherent, a priori clustering of entities in
the space. Clustering determines, and is determined by, the terrain geometry. These are
in dynamic tension. Clusters correspond to topically homogeneous discussions.

The techniques are able to identify cliques of “like-minded” posters. More
importantly, the “social distance” between cliques can be quantified, supporting
assessment of the “ideological separation” of cliques, and individuals within cliques.
Further, the level of commitment to a stated position can be estimated.

6 Inputs and Outputs

Twitter maintains a website for servicing data requests posted by those holding Twitter
Developer credentials. Developers obtain these credentials through an online applica-
tion process.

Credentialed developers may request information for Twitter user accounts by
posting requests to the Twitter API (application program interface) at a URL (uniform
resource locator) provided by Twitter. Requests can be made for specific accounts
based upon their User Identification Numbers. Requests can also be made for random
samples of accounts selected by Twitter.

Requested data are returned as a hierarchical data structure called JSON (JavaScript
Object Notation). There are hard limits on the amount and type of information that can
be requested. If these limits are exceeded, the requestor’s credentials are revoked by
Twitter.

7 The Content Data Elements and Their Encoding

Content data (tweets) are returned (in the JSON structure) as character strings of length
1 to 140 characters. They may be in any language, or no language at all. Tweets can
contain any combination of free text, emoticons, chat-speak, hash tags, and URL’s.
Twitter does not filter tweets for content (e.g., vulgarisms, hate speech). Below is a
segment showing tweets from two users, here called “1” and “2” (Fig. 3):

Fig. 3. Two tweet text threads
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A vector of text features is derived for each user. This is accomplished by deriving
text features for each of the user’s tweets, then rolling them up. Therefore, one content
feature vector is derived for each user from all of that user’s tweets.

The extraction of numeric features from text is a multi-step process:

a. Collect the User’s most recent (up to 200) tweet strings into a single set (a Thread).
b. Convert the thread text to upper case for term matching.
c. Scan each tweet for the presence of hash tags, creating a Hash Tag Histogram

(described below) for each thread.

A Hash Tag Dictionary was created from a collection of 180,000 tweets.
The bins represent the 2,500 most frequently used Twitter hash tags, arranged in
order of decreasing frequency (Fig. 4):

• The inverse hash tag frequencies are used to weight the histogram bins. In this way,
common hash tags have less impact on the hash tag histogram than rarer hash tags.
Because the Twitter term space follows a Zipf Distribution, the hash tag histograms
tend to be relatively “level” in amplitude: less frequent terms are given a higher per
occurrence weight (Fig. 5).

Fig. 4. Hash tag frequencies from a large tweet corpus
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8 Feature Encoding by the Field-Theoretic Model

Each weighted hashtag histogram consists of 2,500 bins containing real numbers.
These hashtag histograms can be processed to provide the geometric features that serve
as the basis for the inter-vector distance matrix which in turn is inputted into the field
model (Fig. 6).

The hashtag histograms were normalized to become points on the surface of a
2,500-dimensional unit ball. The Cosine Distance was computed between each pair of
points on the ball to create a pairwise distance matrix for the hashtag histograms.

The field model was then used to generate an 8-dimensional representation of the
distribution of hashtag histograms, and so, of the user thread text.

The table below is a snippet of the file containing the 8-dimensional vectors
developed for each hashtag histogram using the field model (Fig. 7):

Feature conditioning may be applied as part of pre-processing, such as z-scoring by
vector components, pre-analysis missing-value imputation, etc.

Fig. 5. A hash tag histogram for a single thread

Fig. 6. Notional depiction of the 2,500-dimensional hash tag hypersphere
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The figure immediately below shows the beginning and ending entries in the
Twitter hashtag frequency table. The frequency is the number of times that hashtag
occurs in the tweet reference sample. The weight is just the reciprocal of the frequency
(as suggested by the Zipf distribution) (Fig. 8).

9 Clustering

Coherent clustering was visually apparent in the output of the field model. K-Means
clustering was used to assign the abstract 8-dimensional spatial feature vectors to 150
disjoint clusters.

The figure below is a perspective projection of a 4-dimensional field-theoretic
representation of the hashtag data. It has been colorized using a K-Means algorithm.
The light-colored “halo” of points at the upper left (and scattered to the lower right)
were found by manual review of the corresponding text tweets to be BOTs. The dark
sphere was found to be typical social exchanges between persons; and, the single point
at the lower right was found to consist of approximately 200 accounts generated by
BOTs. The most significant observation to make here is that these subpopulations show
significant coherence: they are not just random scatterings of points (Fig. 9).

Fig. 7. Abstract features derived as torgersen coordinates [1]

Fig. 8. Some of the threads in clusters 9–11
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A number of animations of the formation of these clusterings have been prepared,
in which one can see the process by which the data self-organize.

10 A Classification Experiment

Ground truth was assigned manually to whole clusters by readers independently
reviewing the original tweet.

A classifier was trained on part of the manually tagged data, and applied in a blind
test to the other part. Accuracy in detecting “advertising” in the blind set was 97%. This
is not surprising, given that advertisers can be expected to use hashtags in a way that is
somewhat different from their use by social posters.

11 Future Work

This work describes a characterization method for content data. Future work will
leverage the factor analysis it provides, which we have shown can be used to determine
which members of a forum are least committed to their clique, and exactly what would
be required to move them out of their current clique. This is a type of “cultural
terrain-forming” (this application is not discussed here).

The field equations impose a set of non-isotropic pseudo-metrics on the attribute
space that define its geometry, which in turn conditions the kinematics of the space.
The resulting dynamics has only approximate conservation laws and fundamental
constants, most of which await formulation. These observations suggest that oppor-
tunities for objective, quantitative proactive social media psy-ops planning could use
the field equation to determine the following:

Fig. 9. Hashtag histogram data clustered using the field model
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1. How each member’s effect on all other members is quantified, so numeric measures
of “influence” could be derived

2. How to optimally impersonate a member
3. How to identify imposters/impersonators (psycho-anomaly detection)
4. Deriving posts that would tend to foment or mitigate conflict among cliques
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Abstract. To promote more interactive and dynamic machine learn-
ing, we revisit the notion of user-interface metaphors. User-interface
metaphors provide intuitive constructs for supporting user needs through
interface design elements. A user-interface metaphor provides a visual
or action pattern that leverages a user’s knowledge of another domain.
Metaphors suggest both the visual representations that should be used
in a display as well as the interactions that should be afforded to the
user. We argue that user-interface metaphors can also offer a method of
extracting interaction-based user feedback for use in machine learning.
Metaphors offer indirect, context-based information that can be used in
addition to explicit user inputs, such as user-provided labels. Implicit
information from user interactions with metaphors can augment explicit
user input for active learning paradigms. Or it might be leveraged in
systems where explicit user inputs are more challenging to obtain. Each
interaction with the metaphor provides an opportunity to gather data
and learn. We argue this approach is especially important in streaming
applications, where we desire machine learning systems that can adapt
to dynamic, changing data.

Keywords: Interactive machine learning · User interface · Interface
metaphor

1 Introduction

Following the introduction of the desktop as a user interface for personal com-
puters, together with the mouse as an extension of the user’s hand for inter-
acting with the desktop, metaphors have dominated the design of user inter-
faces. Indeed, the use of metaphors is highlighted in early interface guidelines
for the Macintosh: “You can take advantage of people’s knowledge of the world
around them by using metaphors to convey concepts and features of your applica-
tion” [2]. This increased the accessibility of computational systems for everyone
by rendering the systems intuitive and familiar.

A user-interface metaphor provides a visual or action pattern that lever-
ages a user’s knowledge of another domain. Metaphors provide the user a quick
understanding of context and meaning of interface contents based on familiar-
ity with another, typically physical, domain. For example, files, folders, tabs,
c© Springer International Publishing AG 2017
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stick-on notes are common user-interface metaphors based on a user’s knowl-
edge of office environments. Roots, trunks, branches, and leaves are metaphors
for structural or hierarchical organization based on a user’s knowledge of trees.
These metaphors not only provide the user an understanding of concepts and
structural relationships, but also permissible actions and potential consequences
of actions. In the office environment, files, folders and tabs have implications
for intuitive means of organizing information in a nested fashion, while stick-on
notes carry implications about methods for annotating information.

Metaphors derive their power from the user’s experiences with the real world
prior to encountering them in the computational setting. This experience can
be gained by direct experience in the world (e.g., working in an office) or by
indirect observation of other people’s interactions (e.g., watching a master chef
in a kitchen setting). People learning through observations of others’ interactions
with the world gives inspiration to how machines could learn by observing user
interactions through user-interface metaphors.

Despite the ubiquity of user-interface metaphors in practical applications,
much of their use has been ad-hoc, based on intuition rather than formalism.
We leverage an existing user-interface metaphor taxonomy [4,5] to help formalize
the notion of metaphor and its role in user interfaces. We extend the use of this
interface metaphor taxonomy for interactive machine learning. Such formalisms
provide us with a more nuanced view of the role of these metaphors and how
machines might learn from our interactions with them.

The crux of our argument is that, if it is “things” that make people smart
about how to interact with the world [18], and metaphors about those things
have made complex computational machines intuitively accessible to users [3,10],
then those same metaphors can be leveraged by machine learning to render the
computational systems smarter about the meanings of the interactions from the
people who use them.

We believe that computers can learn by observing user interactions with user-
interface metaphors. Our goal in the present paper, however, is not to simply
reiterate the body of literature on how to select a good metaphor. Rather, our
goal is to explore how machine learning might exploit good metaphors selected
for (graphical) user interfaces to advance the capabilities of the machine learning-
based system. We do not wish to be prescriptive about which metaphors should
be used. We hope to identify synergies between user-interface metaphors, par-
ticularly those already familiar to users, and the goals and needs of machine
learning to suggest fruitful next steps for using metaphors to support interactive
machine learning.

2 The User-Interface Metaphor Taxonomy

We adopt the metaphor taxonomy of Barr et al. [4] which presents an exten-
sion to the seminal work of Lakoff and Johnson [16]. This framework provides
a taxonomy of metaphors and introduces several important concepts. Figure 1
depicts their taxonomy (the subset of the image with squared corners); we note
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that the elements of this taxonomy are not mutually exclusive. We provide a
short summary of these elements for completeness.

Orientational metaphors organize a set of concepts in terms of a space. For
example, GOOD IS UP, and BAD IS DOWN. They provide at least one
dimension (e.g., goodness, time) along which we can relate concepts to one
another. The fast-forward (right-pointing arrow) and rewind (left-pointing
arrow) buttons on a media player are simple examples of orientational user-
interface metaphors.

Ontological metaphors support understanding of system concept based on
understanding of objects or entities in the physical world. A common ontolog-
ical metaphor is TIME AS AN OBJECT with quantity (e.g., having enough
time). In a computational system, DATA AS A FILE is a common ontological
metaphor, where the file can be quantified and manipulated.

Structural metaphors characterize the structure of one concept through another
concept. Where ontological metaphors state that X is an object, structural
metaphors state the object that X is, which implies its structure. For exam-
ple, the FOLDER AS AN OBJECT in the user interface is an ontological
metaphor, and the FOLDER AS A CONTAINER for holding documents is
a structural metaphor for the object [7]. Structural metaphors speak to how
the user experiences the concept.

Process and element metaphors are types of structural metaphors introduced
by Barr and colleagues [4], inspired by the work of Nielsen and Molich [17].
Process metaphors explain how something works, indicating functionality. For
example, tools are process metaphors that use icons or words to indicate func-
tionality within graphics software, such as SCISSORS to CUT CONTENT.
Element metaphors are part of the user interface that indicate which process
metaphors are applicable. Toolboxes containing collections of tools with com-
mon functionality are familiar element metaphors. Because of their com-
mon functionality for adding visual content, BRUSH, PENCIL, and PAINT
BUCKET AS DRAWING IMPLEMENTS are collected into a PAINTING
TOOLBOX.

Metonymy metaphors substitute the name or adjunct of an object for the
object itself. For example, PEN FOR WORDS, as in “the pen is mightier than
the sword.” Within computational systems, examples of metonymy include
the MAGNIFYING GLASS FOR SEARCH and ZOOM, and a QUESTION
MARK FOR HELP MENU.

Not included in the taxonomy diagram, but referred to in practice, there
is also a concept of a conventional metaphor [6]. A conventional metaphor is
one with which users are already familiar, and so it continues to be used. Com-
mon examples include BUSY PROCESSOR AS SPINNING ICON (replacing
the cursor) and DATA AS DOCUMENT.

Metaphors connote meanings and potential affordances to the users through
a concept of metaphoric entailment. A metaphoric entailment describes what one
thing (the signifier) implies about another (the signified). This concept is both
fundamental to Lakoff and Johnson’s work in language, and it is fundamental
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Fig. 1. User-interface metaphor taxonomy from [4] augmented with the types of
machine learning activities that might benefit from leveraging each type of metaphor.

to user interface design. An example provided by [6] is USING THE DATA-
STORAGE SYSTEM IS FILING. Entailments for this user-interface metaphor
include:

a. There are files in the data-storage system.
b. There are folders in the data-storage system.
c. Files can be placed (recursively) in folders in the data-storage system.

Entailments provide a way of transferring the user’s knowledge about the signifier
onto the signified. These can be used to construct deductive arguments, hence
the use of the verb entails. For example:

A FOLDER IS A FILE.
FILES CAN BE DUPLICATED.
------------------------------------
Therefore: A FOLDER CAN BE DUPLICATED.

2.1 Why Are User-Interface Metaphors Important for Humans?

Interface metaphors allow users to more quickly learn and adapt to new user
interfaces through reasoning by analogy. Analogical reasoning is central to cog-
nition [12–14]. Analogies operate as a mapping between domains, providing con-
text for finding patterns and relationships between patterns. Analogies provide
a way of recreating complex patterns from personal feeling and experience. They
form the foundation of mental models to support mental simulation and predic-
tion for novel situations. In the context of data analytics, analogical reasoning
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is a foundation for contextualizing cues and using them for appropriate recall
and inferences over the course of the analytics process [19]. By tapping into
analogical reasoning, user-interface metaphors take advantage of the extensive
cognitive capabilities supported by analogy. When user-interface metaphors are
successful, they seem invisible to the users, providing an intuitive and seamless
user experience [10].

Interfaces that do not rely on user-interface metaphors (or worse yet, break
them) make learning a new interface or system more difficult. Many user-
interface metaphors have become ubiquitous because interfaces that break with
them frustrate users, which limits adoption. One of the most familiar cases is
the aforementioned personal computer OPERATING SYSTEM AS DESKTOP
interface metaphor. Most non-specialist users (non-computer-scientist or engi-
neer) are comfortable navigating the desktop environment, but they are not
comfortable working within the command line interface. The ubiquity of the
desktop and the familiarity of the metaphor have established user expectations
for system interactions. The additional time and effort needed to work from the
command line to accomplish the same goals are costs that many users do not
want to pay. In fact, one can argue that the use of the metaphor itself becomes
a kind of metaphor for other applications. Because of the desktop work envi-
ronment, nearly every operating system using a graphic interface employs the
TRASH CAN AS CONTAINER metaphor for unwanted files. Emptying the
trash can becomes the metaphor for permanently removing files. Not using this
metaphor or adopting a new metaphor would have to provide significant benefits
over the existing metaphor for people to want to make the change.

2.2 Why Are User-Interface Metaphors Important for Machines?

In addition to supporting intuitive user interface design, we can conceive of
metaphors as an additional rich source of data for machine learning systems.
Many traditional machine learning approaches rely on pre-labeled training data
with minimal direct user input into the training process. The resulting trained
algorithms are non-adaptive during application; even if the user’s understanding
of the data has changed, the machine algorithm remains fixed. Active learning
approaches have resulted in more adaptive machine learning systems that are
responsive to explicit user feedback [1]. Such systems require humans to engage
in the training process by providing explicit inputs, such as labels for images,
to create a training data set for semi-supervised machine learning. But human-
interface interactions can provide additional implicit data to the system. For the
image labeling situation, for example, the speed at which labels are input, the
similarity in labels between images, and the number of other activities with which
the user engages concurrent to the labeling task could all provide information
to the machine.

Metaphors have the potential to provide critical contextual information and
constraints on user interactions that can be leveraged to guide machine learning.
Paralleling the human use of interface metaphors, they might provide a mech-
anism for a process akin to analogical reasoning for the machine learner. Past
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interaction with data via metaphors, for example, offers a template for how to
handle new data [20]. Consider a case where a user places all email from adver-
tisers into the trash can, using the TRASH CAN AS CONTAINER metaphor.
Explicitly, the user has input to the system a specific set of data that need to
go into a cluster with all other objects in that container. Implicitly, the user is
indicating a set of data that s/he wishes to eliminate or not even receive in the
inbox. Knowledge of this intention can be derived from the DELETE FILES
AS EMPTY TRASH CAN metaphor. If the machine learner could access this
metaphor, it could derive implicitly the user’s intention from the explicit actions.
From this, perhaps the system could learn to predictively place new messages
from advertisers into the trash can as well. Thus, the user input provides direct
feedback to the machine learner, and the metaphor provides the context critical
for interpreting and generalizing the user’s actions. This approach has obvious
benefits (off-loading the effort from the user) as well as risks (the machine places
something important in the trash). We anticipate that transparency into how the
system is handling new data will be important for avoiding overgeneralizations
from user interaction with metaphors. User feedback or guidance to the system
to correct machine errors can aid in avoiding the overgeneralization as well.

As described above, user-interface metaphors provide both context for inter-
pretation as well as constraints on the possible user interactions afforded by
the metaphor. Continuing our trash can metaphor, one would naturally fill and
empty the trash, but one does not usually organize the trash, as one might with
a file system metaphor. Machines capable of learning metaphors could leverage
the affordance constraints to make predictions about future interactions, with
the interpretation grounded in the metaphor-provided context. Metaphor entail-
ments would further augment the machine’s ability to interpret and generalize
user behaviors. The user-interface taxonomy in Fig. 1 offers a way to consider
the classes of possible metaphors in a way that describes the context and con-
straints within each class, as we have defined above. Certain contexts and their
associated interactions have variable amounts of usefulness for different machine
learning tasks. We augment the user-interface taxonomy with sets of machine
learning tasks for which each class should have a high degree of usefulness. Our
hypothesized associations are shown in the rounded-corner boxes in the lower
tier of Fig. 1. Specific choices of user-interface metaphors, however, should be
made in the context of the desired system. We do recommend leveraging com-
mon user-interface metaphors as much as possible from existing systems. To aid
a system designer in thinking through metaphor selection for interactive machine
learning systems, we next discuss a set of questions that define ways in which
metaphors could shape system development.

3 Metaphor Considerations

As in user interface design, choice of metaphor is critical to promoting effective
user engagement and understanding of an IML system. It is also a design decision
made at the discretion of the designer, though often shaped and honed by user
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evaluations. Erickson [10] posed five critical questions that should be asked in
the process of user-interface metaphor generation to evaluate candidate choices.
These questions are also applicable to selection of metaphors for use in machine
learning:

1. How much structure does the metaphor provide? This speaks to the usefulness
of the metaphor for aiding the user in analogical reasoning and scaffolding
knowledge.

2. How much of the metaphor is actually relevant to the problem [for which the
interface is designed to solve]? The inclusion of too much irrelevant detail
could be misleading or result in misuse or overgeneralization of the metaphor.

3. Is the interface metaphor easy to represent? Simplicity is key to adoption
because the analogical reasoning will not place heavy cognitive demands on
the user.

4. Will your audience understand the metaphor? Metaphors cannot help users
if the users cannot understand the metaphor.

5. What else do the proposed metaphors buy you? Metaphors can be selected
that provide useful structure that can be built upon later with additional
metaphors or additional functionality.

IML from metaphors is one way that good choice of metaphors can be built
upon for additional system functionality, going more deeply than just user inter-
action functionality implied by the last question. But this suggests that we should
start the process of developing IML systems on the metaphors that have already
proven successful in interface design, such as the desktop and toolboxes. Moving
toward IML with metaphors wherein the user interactions and the content of
the metaphor become additional inputs to the machine learner (in addition to
the data of interest), we should pose some additional questions to inform good
choices of metaphors.

6. How consistent is the structure of the user interactions with the metaphor?
Metaphors that encourage consistent interaction patterns within and across
users will provide consistent structure to the interaction-based inputs to the
machine learner. This includes both the volume (number of types of inter-
actions, frequency of interaction) and the variability of the interactions. Of
particular concern in the process of learning is how many interpretations
could be attributed to the same user input. For example, double clicking
a mouse can mean open a file, launch an application, highlight a word, or
zoom in/out, depending on the context. Context learned from the metaphor
and metonymy (icons) become critical for disambiguating user behavior for
machine interpretability.

7. How many machine learning tasks can be supported with a selected metaphor
or method of representation? This speaks to an IML-specific dimension of
usefulness for the metaphor. If a metaphor supports a basic machine learning
task (cluster, rank) in a manner that is not strictly tied to a data type or
domain, then that metaphor may be re-usable across systems that all need
the same basic task. VOTING AS AGREEMENT is an example of a simple



528 R.J. Jasper and L.M. Blaha

metaphor (up/down orientational metaphor) that can be represented with
straightforward interactions (select up/down button, which may be depicted
as arrows, � and × marks, or thumbs up and thumbs down). Depending
on the context, voting can signify agreement between users or between user
and machine, individual user preferences, rankings, correctness, or popularity.
As we will discuss later, metaphors may be scaffolded upon each other to
develop more complex systems, so the development of metaphor-based IML
approaches may benefit from starting with combinations erring on the side of
simplicity over complexity.

8. Does the metaphor seamlessly integrate the machine learning into the user’s
natural activities on the system? Even if a selected metaphor is intuitive and
easy for the user to grasp and use, if it does not integrate naturally into their
activities or workflow then it will may be deemed a burden or distraction by
the user, who will avoid it altogether. Active learning suffers a pitfall of placing
a cognitive burden on the user of providing explicit labels or supervision to
the machine learner, which can detract from a user’s primary goals or needs
for using the computational system and machine learner in the first place.
A promise of IML systems is the ability to extract supervision for the machine
learner from natural interactions by the user within their normal workflow.
Choice of metaphor may be crucial to this smooth integration.

9. What can the machine learner learn from the metaphor? We address this at
length in the next section.

4 Learning from Metaphors

Metaphors make complex computational machines intuitively accessible to users.
By analogy, those same metaphors can be leveraged by machine learning to ren-
der the computational systems smarter about the meanings of the interactions
from the people who use them. We argue that metaphors provide a natural
focal point for learning from the user. This learning may occur at two levels.
When the metaphor is fixed and well known (e.g., trash can), we can learn
about the user’s goals, preferences, and needs through their interaction with the
metaphor. When the metaphor is not obvious (e.g., organizing objects on a can-
vas), machines can learn the metaphor by looking at how the user interacts with
user interface elements. For example, if user is organizing objects horizontally
based on chronology, the machine might infer the user is applying a TIME AS
LINE metaphor. Machines can learn these metaphors much in the same way we
learn these metaphors, by observing the actions of others.

Each interaction with the metaphor provides an opportunity to gather data
and learn. Placing a file in the trash suggests the file has little future utility for
the user. Organization of elements on a canvas may suggest how those objects
relate to one another. These insights come from how the user interacts with
the particular metaphor. The trash can provides a structural metaphor; spacial
grouping on a canvas suggests an orientational metaphor. We focus herein on
learning from interactions, specifically interaction with metaphors. Interactions
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provide the clearest insight into user intentions, preferences, goals, and needs.
Metaphors provide structure that may be absent from non-metaphorical user
interface elements.

User-interface metaphors are typically more constrained due to inherent lim-
itations of the physical objects and processes they represent. This provides a
level of consistency and regularity that makes learning from them easier than
from a metaphor-free user interfaces, which is unconstrained. Furthermore, the
metaphorical entailments by definition follow a particular form and can be rea-
soned about.

Organization of objects into folders and subfolders or grouping objects on a
desktop provides clues to the relationship between those objects. If like items are
clustered, the machine can learn to leverage the SIMILARITY AS PROXIMITY
metaphor. Changing the sort order of a list or reordering individual list items
provides clues to our preferences. The machine can learn the VALUE AS POSI-
TION metaphor. Each user interaction with a metaphor is a potential clue and
opportunity for machine learning to better support the user. When the metaphor
is unknown, we want to learn these metaphors from user interaction. This app-
roach provides the opportunity to learn new metaphors that maybe unknown to
the designer of the system.

Fails and Olsen [11] presented an approach to constructing a perceptual user
interface (PUI) using an IML model. IML departs from the standard machine
learning (SML) model in which models are built offline then used interactively.
IML creates a loop in which the user supports training of the classifier, which
is built incrementally and interactively. Done properly, user interactions in IML
provide both benefit to the user and feedback to the underlying machine learn-
ing system. Crayons is a system described in [11] that uses IML to create image
classifiers. Crayons leverages the ITEM TAGGING AS PAINTING and USER
FEEDBACK AS TUTOR metaphors. Crayons users can refine the image clas-
sifiers by iteratively adding more tags until satisfied with the machine learning
performance.

Machine learning can be used to learn metaphors and leverage those
metaphors to better support users. Orientational and structural metaphors pro-
vide the greatest opportunity to leverage machine learning. The following two
sections provide more detail into how we can learn from interaction with these
classes of metaphors.

4.1 Learning from Orientational Metaphors

Orientational metaphors provide meaning to objects in terms of a space. Exam-
ples include, GOOD IS UP, BAD IS DOWN, PAST TIME IS LEFT, FUTURE
TIME IS RIGHT, HOT IS ABOVE COLD. Orientational metaphors extend
to and are embedded in everyday objects, symbols and speech. Examples from
speech include “she was at the top of her class” or “left of boom” referring to
time prior a horrible event. Most typically, organizational metaphors provide
meaning to a collection of objects and therefore describe how they relate to one
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another along an important dimension. For example, using the common orien-
tational metaphor TIME AS LINE, users can depict the temporal ordering of
events by organizing them along a horizontal line from left (earliest) to right
(latest). We can depict that “A occurred before B” and “B occurred before C”
by placing these symbols horizontally organized from left to right. This metaphor
implies a number of entailments such as: A, B, and C are different events; A,
B, and C didn’t occur at the same time; and A occurred before C.

When the metaphor is unknown, we would like the machine to learn from
user interaction with orientational interface metaphors while avoiding the hard-
coding or pre-programming of specifics into a system (e.g., good := up, bad :=
down).

As previously discussed, learning can occur at two levels. First, we discuss
how we could learn the metaphor itself from user interaction.

While we could pre-program a particular orientational metaphor into a sys-
tem, such a system would always be brittle. Suppose the user is given a 2-d canvas
in which to organize objects needed to perform a task, and s/he is employing
an organizational metaphor. Given sufficient access to the underlying structure
and attributes of objects, a system could learn the metaphor being employed
by the user. For example, one user might be organizing hotter objects on the
right and colder objects on the left. A second user could similarly be organizing
hotter objects on the top and the colder objects on the bottom of the canvas.
The machine should learn the metaphor TEMPERATURE AS LINE regardless
of the orientation on the screen.

Given sufficient examples, the system could review the attributes of each
object and determine the attribute that provides an ordering consistent with
the user’s layout. This could be employed in both dimensions across all the
attributes. Of course, it is possible that there are multiple (or no attributes)
that result in a consistent ordering. Multiple attributes providing a consistent
ordering suggests some level of ambiguity on the part of the learner. Finding
no consistent order may suggest that the user is not using an orientational
metaphor, or they are organizing by an attribute not available to the learner.

Regardless, there exists opportunities for the machine learning to make plau-
sible inferences regarding the use of orientational metaphors by the user. Similar
techniques could be used to derive metaphorical entailments the user has made
based on the organization of objects.

The second level entails learning the user’s preferences, goals, and concepts.
Given the system understands the metaphor, the system could learn the user’s
preferences based on interactions with those metaphors. User interaction with
objects organized in a space provides clues into how the objects are related
based on the metaphor. For example, the user places important items above
less important items in a list. Second level learning would have to determine
what makes items important, which could be obtained by examining the items.
Having learned which items are important and not important, the system could
recommend where to place incoming items based on their importance.
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Such an intelligent system could warn the user when they are using the
metaphor inconsistently. Widely used metaphors across users could be suggested
to new users of the system. Entailments that have found to be useful could be
leveraged with new users.

4.2 Learning from Structural Metaphors

Structural metaphors reveal the structure of one object (signified) through refer-
ence of another object (signifier). They are more powerful than orientational or
ontological metaphors as they often leverage more of our personal experiences.
ARGUMENT IS WAR is a classic example, where ARGUMENT is the signified
and WAR is the signifier. People “attack” and “defend” themselves in argument.
There are “winners” and “losers” or someone might “come to my defense”. Such
metaphors are powerful in that they can aid the user in more quickly discovering
how a system works though the analogy.

iTunes uses many orientational and structural metaphors, including the
album/song metaphor and stop, reverse, forward, and play button metaphors.
In fact, these metaphors arise from multiple sources. The album/song metaphor
comes from vinyl records. The control button metaphors come from the cassette
recorder. These metaphors instantly clue the user into what operations are valid
and what consequences the associate actions have on the iTunes system. They
bring forth a number of entailments.

– You can organize songs into albums.
– You can play, reverse, or forward a song.
– You can play an album.
– Playing an album starts with the first song.

They also indicate which actions you cannot perform.

– You can not put in album in an album.
– You can play an album, but not reverse an album.

Because the metaphors are, by design, abstracted away from the unchangeable
properties of the physical objects, the computational system can combine mul-
tiple metaphors to introduce new functionality. For example, iTunes songs are
not hardcoded on media in a fixed order. The system can take advantage of
the LIST AS DECK OF CARDS metaphor, providing a new shuffle entailment,
which randomly reorders the song list.

Similarly, learning from structural metaphors can occur at two levels. When
the metaphor is fixed and well known, we’re interested in learning the user’s
needs through their use of the metaphor. When the metaphor is not known, the
system must first learn the structure being implied by the metaphor. A learning
system could learn the types of relationship and hierarchies that are possible
based on user interaction. Again, we would like to avoid hard coding learning
systems.
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An IML system, having learned the iTUNES AS ALBUM PLAYER
metaphor, could further leverage the metaphor and related user interactions to
support a system for DATA STREAM AS MEDIA PLAYER metaphor. Sam-
ples of data could be treated as songs. Activation icons can be re-used for the
interface. The IML system takes advantage of the metaphor entailments:

– User can organize samples into into data stream albums (related groupings).
– You can play, reverse, or forward a data stream sample.
– You can play an album of data streams.
– Playing a data stream album starts with the first sample.

The efforts of the analyst, then, can be re-focused on more challenging prob-
lems of stream fusion or out-of-order samples. Further, because of the ability of
the IML approach to learn metaphors, ongoing interactions by the user on the
streaming player system could evolve additional metaphors. The IML system
can also learn which metaphor elements are not useful in the new setting (e.g.,
track shuffle would render the stream out of temporal order and may not be
useful for stream interpretation). The adoption of existing metaphors serves to
facilitate the learning and system development process.

5 Limitations and Implications

We believe the most promising applications for learning from metaphors will
be through interactive machine learning (IML). General purpose learning-based
agent support faces a number of challenges identified by Horvitz [15]. Such a
learning system may make poor guesses about the user’s goals and intents, or
the costs and benefits of taking action to support the user. These limitations
stem from a number of underlying root causes.

– Data is limited.
– The number of user interactions may not be sufficient for the system to gen-

eralize about the user’s goals and intent.
– The user’s goals may not be static but may change over time.
– The underlying data may also be shifting over time.
– The underlying object may not reveal enough information for a learning

system.
– The user may be making decisions based on background knowledge or insights

unavailable to the machine learner.

While Horvitz [15] proposed mixed-initiative systems to address these limita-
tions, our goals are more modest. IML systems focus on solving a more limited
set of problems that center-around machine learning. These systems, by defini-
tion, focus on learning from user interaction on a continuous basis. This seems
like the natural place to leverage metaphors for the purpose of learning.

We share a vision for machine learning, packaging algorithms into small, dis-
crete components. Designers and developers will then build systems using pre-
built learning components. This is a departure from traditional systems which



Interface Metaphors for Interactive Machine Learning 533

rely on a centralized learning component. Ideally, we would like to support spe-
cific tasks (e.g., filter, sort, organize) through a collection of suitable component-
level interface metaphors. Each metaphor would have its own learning algorithm,
learning from interactions with that component. Machine learning will need to
understand context (e.g., user, time, environment) to be effective.

Learning could occur at multiple levels in a hierarchical fashion. General
purpose learning could be used to identify orientational or structural metaphors.
Higher level learning could be used to determine orientational axis or structure
of a metaphor. Other learning algorithms could focus on individual preferences,
goals, and priorities of the user through interaction. Such an approach would be
much more flexible than hard-coded single learner systems.

Interactive machine learning from user-interface metaphors is especially
appealing in streaming data environments. Relative to static or batch analytics
environments, streaming data is characterized by increased velocity and volatil-
ity. That is, data captured from an inherently dynamic and streaming world can
result in a user environment that is shifting, with changing context and con-
straints. Leveraging user interfaces for analytics that learn through metaphors
supports adaptation of the machine learner to the changing context and con-
straints without the need for explicit user input. This enables an analyst to
be continually supported by the machine analytics and focus mental efforts on
the data interpretations, rather than supervising the machine learning. Recent
work in visual analytics has demonstrated the utility of leveraging interface
interactions to learn functions of the data and make visualization recommen-
dations [8,9,20]. User-interface metaphors smoothly integrated into interactive
machine learning could be the key to extending such learning to streaming ana-
lytics environments.
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Abstract. Twitter is a short-text message system developed 6 years ago. It now
has more than 100 million users generating over 300 million tweets every day.
Twitter accounts are used for diverse purposes, such as social, advertising,
political, religious, benevolent or vicious ideologies, among other activities.
These activities can be communicated by humans, a machine or a robot. The
purpose of this paper is to build predictive models, such as Logistic Regression,
K Nearest Neighbors and Neural Network in order to identify the best variables
that help predict, based on the contents, whether the tweets are coming from a
human or a machine with the least possible error.

Keywords: Twitter � Social media � Predictive models

1 Background

Social media activity data, in the case of this paper Twitter account activity, can be
understood as consisting of two primary components, metadata or demographics, and
content data. Metadata involves external characteristics such as time of activity, time of
account creation, location, type of platform used for activity, number of friends, fol-
lowers, and more. Content data involves syntactic and semantic characteristics. The
focus of this paper is on content data, in particular, content feature extraction that can
be implemented on a large set of text data in order to enable categorization of types of
activities and classification of activities as automated versus non-automated.

This paper is an attempt to build a model to make prediction based only on content
data. Among various available modeling tools, Linear Regression Model, K-Nearest
Neighbor Model and a Neural Nets Model, abbreviated as LR Model, KNN Model and
NN Model respectively, were of the highest interest.
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2 Method

2.1 Data

Twitter account activity data is available through the Twitter API (application program
interface) which returns requests for random samples of data in JSON (JavaScript
Object Notation) data structure containing both demographics and content.

Content data (tweets) are returned (in the JSON structure) as character strings of
length 1 to 140 characters. They may be in any language or no language at all. Tweets
can contain any combination of free text, emotions, chat-speak, hash tags, and URL’s.
Twitter does not filter tweets for content (e.g., vulgarisms, hate speech).

A vector of text features is derived for each user. This is accomplished by deriving
text features for each of the user’s tweets, then rolling them up. Therefore, one content
feature vector is derived for each user from all of that user’s tweets.

The extraction of numeric features from text is a multi-step process:

1. Collect the User’s most recent (up to 200) tweet strings into a single set (a Thread).
2. Convert the thread text to upper case for term matching.
3. Scan the thread for the presence of emoticons, chat-speak, hash tags, URL’s, and

vulgarisms, setting bits to indicate the presence/absence of each of these text
artifacts.

4. Remove special characters from the thread to facilitate term matching.
5. Create a Redundancy Score for the Thread. This is done by computing and rolling

up (sum and normalize) the pairwise similarities of the tweet strings within the
thread using six metrics: Euclidean Distance, RMS-Distance, L1 Distance,
L-Infinity Distance, Cosine Distance, and the norm-weighted average of the five
distances.

The thread text feature vector contains vector component user scores based on
features such as the emoticon flag, chat-speak flag, hash tag flag, URL flag, vulgarity
flag, and the Redundancy score.

For this study, a sample of the activity of 8845 Twitter accounts containing
1,048,395 tweets was collected for content analysis.

A list of 23 potential content related features was created and calculated for each of
the 8845 Twitter accounts in the sample. These features were used for modeling in this
paper (Table 1).

Table 1. The list of 23 features for analysis

Feature Description

1 tweets Number of tweets up to 200
2 adj Number of adjectives per tweet
3 adv Number of adverbs per tweet
4 art Number of articles per tweet
5 commnoun Number of common nouns per tweet
6 conj Number of conjunctions per tweet

(continued)
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2.2 Software

XLMiner is used to sort out the most important features for model building and model
assessment/validation.

2.3 Procedures

For the purpose of predicting whether a tweet was automated or not, a manual rating
process of a sample tweet content coming from 101 active accounts was carried out. Of
the 101 accounts, 65 were jointly classified as 35 bot accounts and 30 non-bot accounts
with a high level of confidence. Those 65 accounts were then assigned a dependent
variable value of 1 if identified as a bot, and 0 otherwise.

An analysis on the correlation of each of the 23 features to the dependent variable
(bot or not) was carried out to identify the 10 most important predictive features (with
the highest correlation scores) from this set of data with 65 accounts.

The BOT-NotBOT tags from the 65 manually tagged threads were extrapolated to
the larger corpus of 8,845 threads using a population-weighted N-Nearest Neighbor
Classifier having the 65-thread set as the standard. N was allowed to vary from 1 to 20;
the tagging for N = 5 was chosen for the extrapolation, because it best matched the
class proportions of the 65-thread standard.

XLminer’s Feature Selection tool was then used to identify the best subset of
features to be used as input to a classification or prediction method from the extrapolated

Table 1. (continued)

Feature Description

7 interj Number of interjections per tweet
8 prep Number of prepositions per tweet
9 pron Number of pronouns per tweet
10 propnoun Number of proper nouns per tweet
11 verb Number of verbs per tweet
12 stopword Number of stop words matching a list - per tweet
13 vulgar Number of vulgar words matching a list - per tweet
14 hash Number of hash tags per tweet
15 urls Number of urls per tweet
16 case Relative frequency of usage of both lower and upper case
17 punc Relative frequency of usage of punctuation
18 emo_chat Number of emoticons per tweet
19 good_len Number of characters in correctly spelled words per tweet
20 good_cnt Number of words of correctly spelled words per tweet
21 bad_len Number of characters of incorrectly spelled words per tweet
22 bad_cnt Number of words of incorrectly spelled words per tweet
23 redund Redundancy Score for the Thread
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dataset. After the 10 most important features were selected, they were considered in
conjunction with the set of important features obtained from the correlation analysis
using the set of 65 manually tagged tweet accounts. A preliminary analysis using LR
Model was performed to figure out the best subset of features for modeling by trial and
error, where the process was aided by, but not limited to, the union of the two sets of best
features obtained from the two preliminary analyses.

The resultant subset of best features was then used in building a LR Model, KNN
Model and a NN Model. The set of 8845 data was split into two portions, where 60%
became the training set and the remaining 40% became the validation set. The training
set was used to build the model, and the validation set was used to evaluate the
accuracy of each aforementioned model. Each model would try to predict whether a
tweet account in the set was a bot or not, and then the result would be compared with
the BOT-notBOT tag either flagged manually by readers or determined by the afore-
mentioned extrapolation.

Cumulative gains charts for all models were plotted to evaluate the predictive
power of each model.

3 Result

3.1 Feature Selection

The following predictors were returned as the 10 most important features, sorted in
descending order of importance (Table 2):

The feature “good_cnt” was dropped as it correlates highly with “good_len”, due to
the fact that more correctly spelled words implies more characters of correctly spelled
words. The grammatical features “art”, “punc”, “adj” and “prep” were considered to be
of little importance, and therefore were dropped. The feature “hash”, which did not

Table 2. The list of most important features (common features highlighted)

Correlation Analysis Feature Selection by XLminer
1 redund good_len 
2 urls commnoun 
3 good_len good_cnt 
4 adj redund
5  nuonporp steewt
6 vulgar tweets 
7 good_cnt urls
8 commnoun punc 
9 emo_chat adj 
10 art prep
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appear in the top 10 features from both analysis, were included as it was deemed
important by observing the tweet data. The following 9 features were singled out as the
best features for model building:

1. tweets
2. redund
3. commnoun
4. propnoun
5. vulgar
6. hash
7. urls
8. emo_chat
9. good_len

3.2 Modeling

After training the models with the training set, the results given by the validation set
were as follows (Tables 3, 4 and 5; Figs. 1, 2 and 3):

Table 3. a, b The results of LR model

(a)
Predicted Class
Bot Not Bot

Actual
Class

Bot 646 75 
Not Bot 237 2579 

(b)  
Class Cases Error %

Error
Bot 721 75 10.40% 
Not Bot 2816 237 8.42% 

Overall 3537 312 8.82% 

Table 4. a, b The results of KNN model

Predicted Class
Bot Not Bot

Actual 
Class

Bot 513 208
Not Bot 86 2730

Class Cases Error %
Error

Bot 721 208 28.85%
Not Bot 2816 86 3.05%
Overall 3537 294 8.31%

(a) (b)  
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Table 5. a, b The results of NN model

Predicted Class
Bot Not Bot

Actual 
Class

Bot 588 133
Not Bot 120 2696

Class Cases Error %
Error

Bot 721 133 18.45%
Not Bot 2816 120 4.26%
Overall 3537 253 7.15%

(a) (b)  
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Fig. 1. The cumulative gains chart of LR model
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Fig. 2. The cumulative gains chart of KNN model
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4 Discussion

4.1 Findings

We can see that overall percentage error for NN model lowest among the models built.
Therefore we conclude that NN model is best for classifying the new tweet as BOT or
NOTBOT. It has the lowest classification error rate (Table 6).

As observed from the results, there is more error related to classifying the desig-
nation BOT. If we want to correctly classify more BOTs we may need to lower the
cut-off value than 0.5 which is default in XLMiner.

By observing the curvature of the cumulative gain charts of all models, it was
evident that the predictive power of all models were better than a random guess without
a model, as all curves lay above the baseline. This confirmed that all models had
significant predictive power in determining whether a tweet account is automated or not.

4.2 Limitations

A number of significant limitations must be noted.
First, the data set may not be a representative sample of the current state of affairs

when it comes to bot versus non-bot activity in the Twitter medium.
Second, the process of manually classifying a small set of accounts and reaching a

consensus in roughly two-thirds of the cases may not be without errors.
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Table 6. The summary of results of all models

Model Overall percentage
error

Percentage error
predicting bots

Percentage error predicting
non-bots

LR 8.82% 10.40% 8.42%
KNN 8.31% 28.85% 3.05%
NN 7.15% 18.45% 4.26%
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Third, a larger set when obtained from the manual classification process may lead
to different conclusions about content features and the type of modeling, such as
penalized Logistic Regression, and other techniques. These methods, had they been
supported by the data size, may have yielded more precise classification.

Fourth, concentrating on content, which probably provides the most predictive
power, may still ignore some critical external features, and thus may not produce an
optimal perspective.

4.3 Further Investigations

Future work may attempt to consider a mix of external and content features, calculated
based on the activities in a large set of confirmed bot and non-bot accounts. This should
enable a much more reliable subset of predictive or discriminating features, which in
turn may lead to more reliable descriptive and predictive models.

5 Conclusion

This paper demonstrates one way by which content of social media activities may be
processed in terms of mathematical “signatures” of different types of online behaviors
that may be used for descriptive and predictive modeling of automated versus
non-automated activities.
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Abstract. The goal of this work is to evaluate if changes in brain connectivity
can predict behavioral changes among subjects who have suffered stroke and have
completed brain-computer interface (BCI) interventional therapy. A total of 23
stroke subjects, with persistent upper-extremity motor deficits, received the stroke
rehabilitation therapy using a closed-loop neurofeedback BCI device. Over the
course of the entire interventional therapy, resting-state fMRI were collected at
two time points: prior to start and immediately upon completion of therapy.
Behavioral assessments were administered at each time point via neuropsycho-
logical testing to collect measures on Action Research Arm Test, Nine-Hole Peg
Test, Barthel Index and Stroke Impact Scale. Resting-state functional connectivity
changes in the motor network were computed from pre- to post-interventional
therapy and were combined with clinical data corresponding to each subject to
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estimate the change in behavioral performance between the two time-points using
a machine learning based predictive model. Inter-hemispheric correlations
emerged as stronger predictors of changes across multiple behavioral measures in
comparison to intra-hemispheric links. Additionally, age predicted behavioral
changes better than other clinical variables such as gender, pre-stroke handedness,
etc. Machine learning model serves as a valuable tool in predicting BCI
therapy-induced behavioral changes on the basis of functional connectivity and
clinical data.

Keywords: Brain-computer interface � Stroke rehabilitation � BCI therapy �
Upper extremity motor recovery � Resting-state fMRI � Machine learning �
Predictive model

1 Introduction

Approximately 800,000 individuals in the U.S. experience a new or recurrent stroke
(ischemic or hemorrhagic) each year [7]. In recent years, there has been a significant
decrease in stroke mortality, indicating that most stroke subjects survive their initial
stroke event; however, survivors are often left with life-long impairments involving one
or more of their motor, speech, visual etc., abilities. Specifically, upper extremity motor
deficits are frequently observed in 30–66% of stroke survivors after six months of the
stroke [6]. The majority of subjects have some spontaneous functional recovery after a
stroke event. However, rehabilitative therapies can further improve motor recovery
several months after stroke to enhance quality of life for survivors [13].

An emerging technology for stroke rehabilitation that has been shown to stimulate
additional recovery is brain-computer interface (BCI). Electroencephalogram (EEG)-
based BCI detects neural signals and uses them as inputs to provide real-time feedback,
enabling users to modulate their own brain activity. This is a promising therapy for
those with motor disabilities by allowing self-modulation of neural signals to control
assistive devices such as computers during rehabilitative tasks without relying on
residual muscle control [3]. Previous studies have shown potential functional benefits
associated with the use of BCI technology in stroke rehabilitation including neural
reorganization and improved behavioral and motor function [8, 10, 11, 13]. Real-time
feedback in the form of reward for the production of certain brain activity patterns
relative to others while performing a task raises the possibility that there are changes in
brain activation patterns produced during tasks similar to those involved in BCI
therapy; an important implication could be that BCI therapy can induce detectable
changes in brain activation patterns in stroke subjects.

Studies have suggested that an association exists between resting-state networks and
the reorganization of neural processes in post-stroke motor recovery [2, 11].
Resting-state functional magnetic resonance imaging (rs-fMRI) is a powerful tool to
measure the temporal correlation of the spontaneous, low-frequency (<0.1 Hz) blood
oxygenation level dependent (BOLD) signals across regions in the resting brain.
Oscillations in the BOLD fMRI signals are indicative of self-organizing dynamic
behavior of the brain, and these fluctuations are suggested to be associated with the
flexibility and variability in motor function and cognition [1, 5]. Recent neuroimaging

544 R. Mohanty et al.



studies have demonstrated that there are overlapping networks involved during resting-
state fMRI as well as motor imagery and motor execution fMRI tasks [4, 8]. The motor
network commonly includes cortical areas such as the primary motor area (M1), pre-
motor cortex (PMC) and supplementary motor area (SMA) as it is widely accepted that
activity in these cortical regions maintains a dynamic equilibrium at resting-state and is
modulated during task performance. Prior work indicates that resting-state brain con-
nectivity can be potentially used to track brain changes following brain-computer
interface (BCI) therapy [8], which serves as the motivation for this present study.

EEG-based BCI intervention is a promising rehabilitation therapy for improving
motor function after stroke; however, the changes in functional connectivity in the
brain following this therapy are not fully understood. Changes in resting-state func-
tional connectivity (rs-FC) were examined in eight seed regions of interest within the
motor network that play a dominant role in motor development, specification and
execution. Specifically intra-hemispheric and inter-hemispheric connectivity measures
were compared within this network. The aim of this present study was to investigate the
effect of BCI interventional therapy using a closed-loop neurofeedback device intended
to improve motor function in stroke subjects on behavioral performance metrics using
changes in rs-FC in the motor network by analyzing data of 23 stroke subjects. To
study the change in FC and behavior over time, we chose to utilize rs-fMRI data from
two different time points, namely before starting and immediately upon completion of
the interventional therapy. Additionally, clinical variables associated with the subjects
were factored in. A number of behavioral measures were collected during neuropsy-
chological assessments that served as the behavioral outcome variables. With the help a
non-linear machine learning regression model, we analyzed the correlation between
change in FC and clinical variables to change in behavioral outcomes.

2 Materials and Methods

2.1 Study Design

A permuted-block design that included subject characteristics such as gender, stroke
chronicity and severity of motor impairment was employed to randomly assign subjects
to either the Crossover Control group or BCI therapy group (Experimental Only).
Subjects in the BCI therapy group received interventional rehabilitation therapy with
functional assessment and MRI scans at four time points: (1) pre-therapy, (2) mid-
therapy, (3) post-therapy and (4) 1 month after completing the last BCI therapy.
Subjects in the Crossover Control group first received three functional assessments and
MRI scans during the control phase in which no BCI therapy was administered, and
their assessments were spaced at intervals similar to those given during the BCI therapy
phase. After completing the control phase of the study, the Crossover Control group
moved to the BCI therapy phase of the study. This study paradigm, as illustrated in
Fig. 1, was chosen to determine if any outcome effects were attributable to BCI training
vs. practice effects. All subjects completed at least 9 and up to 15 two-hour sessions of
interventional BCI therapy. For the purposes of this study, we chose to analyze the
change in rs-FC and change in behavior between time points (1) and (3) i.e. pre-therapy
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to post-therapy. Furthermore, we combined the subjects from the Crossover Control
group and the BCI therapy into a single sample group to provide more power to the
analysis.

2.2 Sample Characteristics

Subjects were recruited as part of an ongoing stroke rehabilitation study to evaluate
interventional therapy using a BCI device targeting upper extremity motor function.
Inclusion criteria were as follows: (1) at least 18 years or older; (2) persistent upper
extremity motor impairment resulting from ischemic or hemorrhagic stroke; (3) ability
to provide written informed consent. Exclusion criteria included: (1) concurrent neu-
rodegenerative or other neurological disorders; (2) psychiatric disorders or cognitive
deficits that would preclude a subject’s ability to provide informed consent; (3) preg-
nant or likely to become pregnant during the study; (4) allergies to electrode gel, metal
and/or surgical tape, contraindications to MRI; (5) concurrent treatment for infectious
disease. All participants provided written informed consent. The Health Sciences
Institutional Review Board of the University of Wisconsin-Madison approved the
study, including all of the measures assessed and therapies administered to subjects.
The mean age of the sample was 63 years. The sample included 10 female and 13 male
subjects; 20 right-handed subjects, 2 left-handed subjects and 1 ambidextrous subject;
13 subjects with a right-hemispheric lesion and 10 subjects with a left-hemispheric
lesion. Individual study subject characteristics are summarized in Table 1 below.

Fig. 1. Study paradigm of BCI-EEG interventional therapy [13]

Table 1. Subject demographics and characteristics

Subject ID Age (years) Gender Affected
arm

NIH
stroke
scale

Time since
stroke
(months)

Pre-stroke
handedness

Lesion
hemisphere

1 52 Male Right 8 15 Right Left
2 61 Female Right 8 16 Right Left
3 68 Male Right 0 3 Right Left
4 66 Male Right 6 23 Right Left
5 73 Female Right 0 2 Ambi Left
6 59 Male Right 2 28 Right Left

(continued)
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2.3 BCI Intervention Procedure

The BCI-EEG setup is presented in Fig. 2. The closed-loop neurofeedback device used
in therapy incorporates feedback from EEG from visual display, tongue stimulation and
functional electrical stimulation. Subjects received no more than three sessions of
interventional therapy per week, and the total BCI therapy lasted up to six weeks.
The BCI therapy ran on the BCI2000 software 9 version 2 with modifications for
administering tongue stimulation (TDU 01.30, Wicab Inc.), along with functional
electrical stimulation (FES) (LG-7500, LGMedSupply; Arduino 1.0.4). EEG signals
were detected and recorded from a 16-channel EEG cap and amplifier (Guger Tech-
nologies) during the BCI therapy.

Each session started with an open-loop screening task to optimize the control signals.
During this screening task, each subject was asked to move either their left or right hand
with resting periods in between; this was conducted using words on a screen as cues,
“right”, “left” or “rest”, in blocks of 4 s. The specific movements, that subjects chose,
ranged from opening or closing one’s hand, squeezing hand and wrist flexion; these
movements served as baseline abilities for each individual. During the screening session,
the subjects were not given any feedback. Attempted movement was used for the initial
screening and closed-loop feedback conditions to structure the neurofeedback training
conditions similar to the mental processes used when performing real-world movement.
For this reason, control signals were based on neural activity patterns of subjects per-
forming movement to aid in strengthening the persistence of movement-related brain

Table 1. (continued)

Subject ID Age (years) Gender Affected
arm

NIH
stroke
scale

Time since
stroke
(months)

Pre-stroke
handedness

Lesion
hemisphere

7 45 Female Left 6 99 Right Right
8 71 Female Left 6 26 Right Right
9 80 Male Left 2 20 Right Right
10 76 Male Left 3 132 Right Right
11 43 Male Right 2 12 Right Left
12 75 Female Left 7 23 Right Right
13 61 Male Right 0 17 Right Left
14 48 Male Left 3 6 Left Right
15 56 Male Right 2 17 Right Left
16 50 Male Left 4 16 Right Right
17 77 Male Left 1 22 Left Right
18 69 Male Left 1 90 Right Right
19 82 Female Right 0 19 Right Left
20 74 Female Left 8 6 Right Right
21 64 Female Left 1 6 Right Right
22 42 Female Left 3 87 Right Right
23 57 Female Left 7 12 Right Right
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activity patterns. Following the initial screening, subjects performed a closed-loop task,
where they received real-time visual feedback in the context of a game to gain training
on how to modulate brain activity while moving each hand. In the game, subjects were
prompted to move a cursor (ball) onto a target area, and target areas were positioned on
the left or right side of the computer screen. Subjects were told to move his/her left or
right hand to control the movement of the ball towards the direction of the target
presented on the screen. Real-time EEG signals were used to calculate lateral cursor
movement. During each BCI therapy session, all subjects completed 10 runs of the
game, each run including 8–12 trials, with visual feedback.

Once subjects successfully completed 10 runs of the game with visual feedback and
achieved consistent accuracy (� 70%), both tongue stimulation and functional electrical
stimulation (FES) were incorporated into the session. Tongue stimulation, continuous
electro-tactile stimulation of the tongue on an electrode grid, was administered in each
following trial. FES was administered to muscles of the impaired arm when neural
activity signals corresponding to impaired arm movement were detected on EEG during
a trial in which subjects had to move the cursor to a target on the screen that matched the
side of the impaired arm. In order to keep subjects engaged in the tasks, the size of the
target on the screen could be changed to increase the difficulty of the task if they showed
normal cursor control and accuracy. Additionally, if subjects were unable to perform the
task with proper cursor control, the task difficulty could be reduced.

2.4 Data Acquisition

Neuroimaging scans were acquired at all the four time points mentioned previously.
However, we chose to use the imaging data from two of those four time points, namely:
time point (1) i.e. prior to starting the intervention and time point (3) i.e. immediately

Fig. 2. BCI-EEG interventional therapy setup [8]

548 R. Mohanty et al.



upon completion of intervention. Rs-fMRI scans were acquired on GE 750 3T MRI
scanners (GE Healthcare, Waukesha, WI) using an 8-channel head coil. 10-minute
resting state scans were acquired while subjects’ eyes were closed using single-shot
echo-planar T2*-weighted imaging: TR = 2.6 s, 231 time-points, TE = 22 ms,
FOV = 22.4 cm, flip angle = 60°, voxel dimensions of 3.5 � 3.5 � 3.5 mm3, 40 slices.
T1-weighted axial images were obtained at the start of each scan using FSPGR BRAVO
sequence (TR = 8.132 ms, TE = 3.18 ms, TI = 450 ms) over a 256 � 256 matrix with
156 slices (flip angle = 12°, FOV = 25.6 cm and slice thickness = 1 mm).

2.5 Neuropsychological Assessment

In order to assess the behavioral impact of the BCI therapy, neuropsychological
assessments were administered at the four previously specified time points. Corre-
sponding to the imaging data, we were interested in behavioral changes between
pre-therapy to post-therapy. The following standard behavioral measures were evalu-
ated each time: Action Research Arm Test (ARAT) [9, 14], the 9-Hole Peg Test
(9-HPT) [15], Barthel Index [18], and Stroke Impact Scale (SIS) [16, 17]. Scores for
the 9-HPT were calculated using the mean of two attempts with the impaired hand.
ARAT scores reflect a total score assigned for the subject’s impaired hand. The SIS
scores encompass multiple aspects of which we take into account the following stan-
dard domains: Activities of Daily Living, Hand Function, Mobility and Strength. In
accordance with standard SIS scoring practice, SIS domain scores were transformed to
yield a percentage of possible points obtained that have been used for the analysis here.

2.6 Data Preprocessing

Rs-fMRI data were preprocessed using Analysis of Functional NeuroImages [20]
and FMRIB Software Library [21]. The preprocessing steps included: removing the
first three volumes of each scan, images despiking, slice time correction, alignment
with anatomical scan, spatial smoothing with a 4-mm FWHM (full width at half
maximum) Gaussian kernel, transformation into TLRC space (3.5 mm isotropic),
motion censoring (per TR motion > 1 mm or 1°), nuisance regression, bandpass
filtering (0.009–0.08 Hz). We did not perform global signal regression. Additionally,
motion within each volume was computed, and volumes with motion > 1 mm were
censored.

2.7 Functional Connectivity in the Regions of Interest

Seed regions within the motor network were based on prior findings that have looked at
resting-state connectivity in stroke population [4, 8]. The areas identified were based on
a network of cortical and subcortical areas activated during visually paced hand
movements. The regions of interest (ROIs) of this network include the primary motor
cortex (M1), supplementary motor area (SMA), thalamus and lateral premotor cortex
(PMC) in the right and left hemispheres visualized in Fig. 3, [12] and are abbreviated
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as per Table 2. The MNI coordinates for the 8 ROIs were used to create 8-mm
spherical seed ROIs for this study. For each subject, time series from the 8 ROIs were
extracted from the spatially standardized residuals for the resting EPI data. The motor
mask constituting the 8 ROIS was then used to extract the time series for each region,
and an 8 � 8 ROI correlation matrix was computed for each subject. The computed
correlation coefficients were standardized to their z-scores. The change in FC from
time-point before BCI therapy to time-point after BCI therapy were used as input
features for the machine learning regression model.

2.8 Clinical Data

Often times, factors such as age and gender can impact the changes in behavior over
time and need to be taken into account. Thus, in the regression model for this work, we
consider the following clinical variables: age, gender, side of affected arm, NIH Stroke
Scale (NIHSS), time since last stroke (TSS) and pre-stroke handedness score
(pre-hand). These clinical factors were evaluated separately, as well as combined with
FC features, in order to predict change in behavioral measures.

Fig. 3. Motor network with seed regions used in analysis [8]

Table 2. Shorthand representation of the eight ROIs used for the analysis

ROI Shorthand

Left primary motor cortex L.M1
Right primary motor cortex R.M1
Left premotor cortex L.PMC
Right premotor cortex R.PMC
Left supplementary motor area L.SMA
Right supplementary motor area R.SMA
Left thalamus L.Thal
Right thalamus R.Thal
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2.9 Data Analysis

We model this data by fitting a machine learning based regression model to FC and
clinical data in order to predict behavioral measures. In particular, supervised learning
support vector machines (SVM) [19] are employed. Typically used as a classifier, SVM
can also be used for regression analysis [22] and is known as Support Vector
Regression (SVR). SVR forms a non-parametric method by implementing the kernel
trick. The principle behind the using SVR analysis is described below:

Consider pair of multiple data points, x1; y1ð Þ; . . . xl; ylð Þf g � X � R, X being the
input space. While the xis represent the input features, the yis represent the outcome
variable. Here, the xis are the FC values or the clinical data corresponding to each
subject and yis stand for the behavioral outcomes such as 9-HPT, ARAT, BI, SIS
measures. The goal, then, is to find a non-linear function that fits the xis such that the
estimated value of yis within a specified small margin of error from the true yis. If f is
the estimated function, we have:

f xð Þ ¼ \w; x[ þ b

where, w 2 X, and b 2 R, U;V denotes the dot product in X.
Ensuring that w turns out to be small ensures that the estimated yis will deviate from

true yis within a small margin. This problem can be rewritten in the form of a convex
optimization as follows:

minimize
1
2

wj jj j2

subject to
yi �\w; xi [ � b� e
\w; xi [ þ b� yi � e

�

where, e is the small allowable margin of error between true yi and estimated yi.
The above can be reformulated again to cope with possible infeasible constraints

that may arise in the optimization problem by incorporating slack variables. This is
analogous to the concept of “soft margin” in SVM classifiers that allow for marginally
higher error to get a more superior performance overall. The reformulation, then,
becomes:

minimize
1
2

wj jj j2 þC
Xl
i¼1

ðfi þ f�i Þ

subject to
yi �\w; xi [ � b� eþ fi
\w; xi [ þ b� yi � eþ f�i

fi; f
�
i � 0

8<
:

where, C[ 0 is a constant that determines the extent to which error more than e are
allowed. The given method for regression can be applied to the linear case where a
linear estimate between input and output values is predicted. With the use of SVM, a
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kernel method [23] can be applied which can predict non-linear relationships between
the input and the output variables, thus, giving a better fit to the data. We implemented
the SVR using a Gaussian radial basis function for a kernel given by:

k xi; xj
� � ¼ exp � jjxi � xjjj2

2r2

 !

where, jjxi � xjjj2 is the squared Euclidean distance between two input feature points
and r is a free parameter. The kernel transforms the input feature dataset into a higher
dimensional feature space where a linear separation may exist.

A leave-one-out-cross-validation (LOOCV) was used to predict the outcome
variable since it is a method that gives the most unbiased estimate of test error [25]. In a
LOOCV approach, the same dataset can be used for both the training and testing
phases. During each fold of LOOCV, a data point is left out and training is performed
on the remaining data points. The left out data point is used as a testing point to predict
the outcome corresponding to it and evaluate the error measure of prediction. Each data
point is left out only once, and so, the number of folds is equal to the number of data
points in the sample. We assessed the performance of the SVR using the root mean
squared error given by the following equation:

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
l

Xl
i¼1

ðyesti � yiÞ22

vuut
where, yesti � yi term is the measure of error between the estimated outcome and the
true outcome. A good SVR should have low values of RMSE.

Three cases of SVR were implemented, namely: (a) change in FC from pre-
intervention to post-intervention as the input features to predict behavioral outcomes,
(b) clinical variables as input variables to predict behavioral outcomes, (c) change in
FC and clinical variables together as input variables to predict behavioral outcomes.
The SVR generates a weighting system to rank the various input features in the order of
their importance in predicting the outcome variables. We implemented SVR on
MATLAB (R2015b; MathWorks, Natick, MA, USA) with the help of The Spider
Machine Learning Toolbox library for SVR [24].

3 Results

We present the results of using a non-linear SVR with a Gaussian kernel by the fol-
lowing cases: The prediction of changes in behavioral outcomes from pre-intervention
to post-intervention was performed using (a) changes in FC only (b) clinical variables
only and (c) changes in FC and clinical variables combined. Among the top 10 ranked
predictors, a greater number of inter-hemispheric FC changes were observed compared
to intra-hemispheric FC changes for almost all the behavioral measures in cases (a) and
(c). Also in both these instances, while intra-hemispheric FC change between left M1
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and left PMC was ranked within top 10 predictors, inter-hemispheric FC change
between left M1 and right M1 was ranked within top 5 predictors corresponding to
changes across all behavioral measures. Age emerged as the top ranked clinical variable
associated with changes in all the behavioral outcomes in (b) as expected. In (c),
however, age predicted changes particularly in ARAT for affected side, BI, SIS for
strength of affected side and SIS for mobility. Although the difference is small, reduced
RMSE values were observed in case (c), thus, suggesting that combining FC changes
with clinical variables might form a better predictive model as compared to cases (a) and
(b) with a larger sample size. Detailed list of top 10 ranked predictors by the SVR
weights can be found in Tables 3, 4 and 5 below. The behavioral outcomes are listed by
the following shorthand: 9HPT (A) for 9-HPT of affected side, 9HPT (U) for 9-HPT of
unaffected side, ARAT (A) for ARAT of affected side, ARAT(U) for ARAT of unaf-
fected side, SIS (Str) for Strength, SIS (ADL) for Activities of Daily Living, SIS
(Mob) for Mobility and SIS (Hand) for Hand Function.

Each SVR is evaluated using RMSE for assessment of quality of prediction.
Lower RMSE values represent better performance. The RMSE for the three SVRs are
presented by case in Table 6 below. RMSE_FC, RMSE_Clinical, RMSE_FC+Clinical
are used as shorthand to denote the three cases of SVR respectively.

Table 3. The top 10 ranked predictors of change in behavioral measures using change in FC as
input features from pre-intervention to post-intervention

ID 9HPT
(A)

9HPT
(U)

ARAT
(A)

ARAT
(U)

Barthel
Index

SIS
(Str)

SIS
(ADL)

SIS
(Mob)

SIS
(Hand)

1 L.Thal-
R.Thal

L.M1-
R.M1

L.SMA-
L.Thal

L.Thal-
R.PMC

L.Thal-
R.SMA

R.PMC-
R.SMA

R.M1-
R.Thal

L.Thal-
R.Thal

L.SMA-
R.SMA

2 L.M1-
R.M1

L.Thal-
R.M1

L.Thal-
R.PMC

L.PMC-
R.SMA

L.PMC-
L.Thal

L.PMC-
R.SMA

L.M1-
R.M1

L.PMC-
R.SMA

L.PMC-
L.SMA

3 L.M1-
L.PMC

L.PMC-
R.SMA

L.M1-
R.M1

R.PMC-
R.Thal

L.PMC-
R.SMA

R.PMC-
R.Thal

L.Thal-
R.M1

L.M1-
R.M1

L.M1-
R.M1

4 L.SMA-
R.SMA

L.M1-
L.PMC

L.Thal-
R.SMA

L.M1-
R.M1

L.M1-
R.M1

L.Thal-
R.PMC

L.M1-
L.PMC

L.M1-
L.PMC

L.SMA-
R.Thal

5 L.PMC-
L.SMA

L.SMA-
R.PMC

L.Thal-
R.M1

L.SMA-
L.Thal

L.SMA-
R.Thal

L.M1-
R.M1

L.Thal-
R.PMC

R.PMC-
R.SMA

L.M1-
L.PMC

6 L.PMC-
R.PMC

L.M1-
R.PMC

L.PMC-
L.M1

L.M1-
L.PMC

L.SMA-
R.SMA

L.SMA-
R.PMC

L.Thal-
R.SMA

L.SMA-
R.PMC

L.SMA-
R.PMC

7 L.PMC-
R.SMA

L.M1-
L.SMA

R.Thal-
R.SMA

L.M1-
R.PMC

R.M1-
R.Thal

L.M1-
L.PMC

L.M1-
R.PMC

L.SMA-
R.Thal

L.M1-
R.PMC

8 L.SMA-
R.PMC

L.SMA-
L.Thal

L.Thal-
L.PMC

L.M1-
L.SMA

L.Thal-
R.Thal

L.M1-
R.PMC

L.SMA-
R.Thal

L.Thal-
R.M1

R.SMA-
R.Thal

9 R.PMC-
R.Thal

L.M1-
R.SMA

L.SMA-
R.Thal

R.SMA-
R.Thal

L.M1-
L.PMC

L.Thal-
R.SMA

R.SMA-
R.Thal

L.Thal-
R.SMA

L.Thal-
R.Thal

10 L.M1-
R.PMC

L.M1-
L.Thal

L.M1-
R.PMC

L.PMC-
L.Thal

L.M1-
R.PMC

L.PMC-
R.Thal

L.M1-
L.SMA

R.SMA-
R.Thal

L.M1-
L.SMA
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4 Conclusion

4.1 Summary

Changes in functional connectivity and clinical measures, together, can predict behav-
ioral changes in subjects undergoing BCI-aided rehabilitation for stroke recovery and

Table 4. Ranked predictors of change in behavioral measures from pre-intervention to
post-intervention using clinical data as input features

ID 9HPT
(A)

9HPT
(U)

ARAT
(A)

ARAT
(U)

Barthel
Index

SIS (Str) SIS
(ADL)

SIS
(Mob)

SIS
(Hand)

1 Age Age Age Age Age Age Age Age Age
2 NIHSS TSS TSS Affected

arm
Affected
arm

NIHSS TSS Pre-hand Affected
arm

3 Pre-hand Pre-hand NIHSS Pre-hand Pre-hand Affected
arm

Pre-hand TSS Pre-hand

4 Affected
arm

Gender Affected
arm

Gender TSS Pre-hand Gender Gender TSS

5 Gender Affected
arm

Gender TSS Gender Gender Affected
arm

Affected
arm

Gender

6 TSS NIHSS Pre-hand NIHSS NIHSS TSS NIHSS NIHSS NIHSS

Table 5. The top 10 ranked predictors of change in behavioral measures using change FC from
pre-intervention to post-intervention and clinical data as input features

ID 9HPT
(A)

9HPT
(U)

ARAT
(A)

ARAT
(U)

Barthel
Index

SIS (Str) SIS
(ADL)

SIS
(Mob)

SIS (Hand)

1 L.M1-
R.M1

L.Thal-
R.SMA

Age L.Thal-
R.SMA

Age Gender L.M1-
R.M1

L.PMC-
R.SMA

L.PMC-
L.Thal

2 L.M1-
L.PMC

R.PMC-
R.Thal

L.SMA-
R.Thal

L.SMA-
R.Thal

L.SMA-
L.Thal

L.PMC-
L.Thal

L.M1-
L.PMC

L.PMC-
R.Thal

L.Thal-
R.SMA

3 L.PMC-
L.Thal

L.PMC-
R.Thal

L.PMC-
R.Thal

L.SMA-
R.PMC

L.PMC-
R.Thal

L.PMC-
R.Thal

L.M1-
R.PMC

L.M1-
R.M1

L.M1-
R.M1

4 Gender L.M1-
R.M1

R.SMA-
R.Thal

L.M1-
R.M1

L.M1-
R.M1

Affected
Arm

L.M1-
L.SMA

L.M1-
L.PMC

L.M1-
L.PMC

5 L.PMC-
R.Thal

L.Thal-
R.PMC

L.M1-
R.M1

L.M1-
L.PMC

R.SMA-
R.Thal

L.M1-
R.M1

L.M1-
R.SMA

Gender L.M1-
R.PMC

6 L.M1-
R.PMC

L.M1-
L.PMC

L.PMC-
R.SMA

L.M1-
R.PMC

L.M1-
L.PMC

R.SMA-
R.Thal

L.Thal-
R.Thal

L.SMA-
R.Thal

L.SMA-
R.Thal

7 L.M1-
L.SMA

L.M1-
R.PMC

L.SMA-
L.Thal

L.M1-
L.SMA

NIHSS Age L.M1-
L.Thal

R.SMA-
R.Thal

Time since
stroke

8 L.M1-
R.SMA

L.M1-
L.SMA

L.SMA-
R.SMA

L.M1-
R.SMA

L.Thal-
R.Thal

L.SMA-
R.Thal

L.M1-
R.Thal

Age L.M1-
L.SMA

9 L.Thal-
R.SMA

Affected
Arm

L.M1-
L.PMC

Affected
Arm

L.M1-
R.PMC

L.M1-
L.PMC

NIHSS L.M1-
R.PMC

L.SMA-
L.Thal

10 L.M1-
L.Thal

L.M1-
R.SMA

L.M1-
R.PMC

NIHSS L.M1-
L.SMA

L.SMA-
L.Thal

L.PMC-
R.M1

L.M1-
L.SMA

L.M1-
R.SMA
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machine learning can help rank the predictors of change in behavior. Notably, it was
demonstrated that inter-hemispheric changes in FC in the motor network are more sig-
nificant than intra-hemispheric changes in driving the prediction for most of the behav-
ioral scales included in the neuropsychological battery. Among the clinical variables, age
appeared to be a significant factor in assessing changes in behavioral outcomes.

4.2 Discussion and Future Scope

This study highlights that machine learning based statistical tools such as the SVR can
provide information correlating neuroimaging changes to behavioral changes, although
it can be limited by the sample size used in the analysis. Additionally, the heterogeneity
of the cohort in terms of their lesion location, lesion volume and affected side due to
stroke may influence the result of the predictive model. A left hemispheric dominance
was observed among the top weighted features predicting behavioral measures. This
could potentially arise due to most subjects being right-handed prior to occurrence of
the stroke and would require inclusion of comparable number of left-handed subjects in
the sample in order to further analyze the effect of handedness. Furthermore, we have
not taken into consideration, the relationship between the multiple behavioral outcomes
in this work. Also, the direction of change in behavioral measurements has not been
considered. In particular, future work could assess the relationship between behavioral
gains and functional connectivity changes. The complete BCI-aided intervention
involved collection of imaging as well as behavioral data at four different time points,
of which the pre- and post-intervention data have been used in the current analysis. The
analysis, here, uses only two of the four time-points and could be expanded further by
considering the changes in FC over all the four time points and correlating it to
behavioral changes. This current approach, however, provides a basic framework for
future work to build a larger predictive model that incorporates data from additional
predictors in the form of other imaging modalities such as diffusion tensor imaging
(DTI), task-based fMRI, lesion maps, implements a multiple-output SVR to control for
possible correlations between outcome variables and utilizes a larger sample size.

Table 6. Root meant squared errors by outcome for the three SVRs implemented

Behavioral outcome RMSE_FC RMSE_Clinical RMSE_FC+Clinical

9HPT (A) 1.0231 1.5527 1.023
9HPT (U) 1.0208 1.3261 1.021
ARAT (A) 1.0261 1.1257 1.0252
ARAT (U) 1.0409 1.0969 1.0371
Barthel Index 1.0215 1.0984 1.0216
SIS (Str) 1.0264 1.5703 1.0261
SIS (ADL) 1.0241 1.0566 1.0238
SIS (Mob) 1.0282 1.5258 1.0274
SIS (Hand) 1.0238 1.272 1.0237
Mean SVR RMSE 1.0261 1.2916 1.0254
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Abstract. Twitter accounts are used for a multitude of reasons, including
social, commercial, political, religious, and ideological purposes. The wide
variety of activities on Twitter may be automated or non-automated. Any serious
attempt to explore the nature of the vast amount of information being broadcast
over such a medium may depend on identifying a potentially useful set of
content features hidden within the data. This paper proposes a set of content
features that may be promising in efforts to categorize social media activities,
with the goal of creating predictive models that will classify or estimate the
probabilities of automated behavior given certain account content history.
Suggestions for future work are offered.

Keywords: Twitter � Social media � Content feature extraction

1 Background

1.1 Introduction

Social media activity data, in the case of this paper Twitter account activity, can be
understood as consisting of two primary components, metadata or demographics, and
content data. Metadata involves external characteristics such as time of activity, time of
account creation, location, type of platform used for activity, number of friends, fol-
lowers, and more. Content data involves syntactic and semantic characteristics. The
focus of this paper is on content data, in particular, content feature extraction that can
be implemented on a large set of text data in order to enable categorization of types of
activities and classification of activities as automated versus non-automated.

1.2 The Content Data Elements and Their Encoding

Below are some linguistic features that can be extracted from the text content generated
by Twitter users. These features can be used to generate mathematical “signatures” for
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different types of online behaviors. In this way, they augment account demographic
features to create a rich, high-fidelity information space for behavior mining and
modeling.

1. The relative size and diversity of the account vocabulary
Content generated by automated means tends to reuse complex terms, while nat-
urally generated content has a more varied vocabulary, and terms reused are
generally simpler.

2. The word length mean and variance
Naturally generated content tends to use shorter but more varied language than
automatically generated content.

3. The presence/percentage of chat-speak
Casual, social users often employ simple, easy to generate graphical icons, called
emoticons. Sophisticated, non-social users tend to avoid these unsophisticated
graphical icons.

4. The presence and frequency of hashtags
Hashtags are essentially topic words. Several hashtags taken together amount to a
tweet “gist”. A table of these could be used for automated topic/content identifi-
cation and categorization.

5. The number of misspelled words
It is assumed that sophisticated content generators, such as major retailers, will
have a very low incidence of misspellings relative to casual users who are typing
on a small device like a phone or tablet.

6. The presence of vulgarity
Major retailers are assumed to be unlikely to embed vulgarity in their content.

7. The use of hot-button words and phrases (“act now”, “enter to win”, etc.)
Marketing “code words” are regularly used to communicate complex ideas to
potential customers in just a few words. Such phrases are useful precisely because
they are hackneyed.

8. The use of words rarely used by other accounts (e.g., tf-idf scores)
Marketing campaigns often create words around their products. These created
words occur nowhere else, and so will have high tf-idf scores, which is the term
frequency–inverse document frequency score.

9. The presence of URL’s
To make a direct sale through a tweet, the customer must be engaged and directed
to a location where a sale can be made. This is most easily accomplished by
supplying a URL. URL’s, even tiny URL’s, can be automatically followed to
facilitate screen scraping for identification/characterization.

10. The generation of redundant content (same tweets repeated multiple times)
It is costly and difficult to generate unique content for each of thousands of online
recipients. Therefore, automated content (e.g., advertising) tends to have a rela-
tively small number of stylized units of content that they use over and over. The
result is an account with “redundant” content.
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2 Method

2.1 Data

Twitter account activity data is available through the Twitter API (application program
interface) which returns requests for random samples of data in the JSON (JavaScript
Object Notation) data structure containing both demographics and content.

Content data (tweets) are returned (in the JSON structure) as character strings of
length 1 to 140 characters. They may be in any language or no language at all. Tweets
can contain any combination of free text, emoticons, chat-speak, hashtags, and URL’s.
Twitter does not filter tweets for content (e.g., vulgarisms, hate speech).

For this study a sample of the activities of 8845 Twitter accounts containing the
content of 1,048,395 tweets was collected for content analysis.

2.2 Procedures

A vector of text features is derived for each user. This is accomplished by deriving text
features for each of the user’s tweets and then rolling them up, i.e. summing and
normalizing the data. Therefore, one content feature vector is derived for each user
from all of that user’s tweets.

The extraction of numeric features from text is a multi-step process:

1. Collect the user’s most recent (up to 200) tweet strings into a single set (a Thread).
2. Convert the thread text to upper case for term matching.
3. Scan the thread for the presence of emoticons, chat-speak, hashtags, URL’s, and

vulgarisms, setting bits to indicate the presence/absence of each of these text
artifacts.

4. Remove special characters from the thread to facilitate term matching.
5. Create a Redundancy Score for the Thread. This is done by computing and rolling

up (sum and normalize) the pairwise similarities of the tweet strings within
the thread using six metrics: Euclidean Distance, RMS-Distance, L1 Distance,
L-Infinity Distance, Cosine Distance, and the norm-weighted average of the five
distances.

6. The thread text feature vector then contains as vector components user scores based
on features such as the emoticon flag, the chat-speak flag, the hashtag flag, the URL
flag, the vulgarity flag, and the Redundancy score.

A list of 23 potential content related features was created and calculated for each of the
8845 Twitter accounts in the sample (Tables 1 and 2).

For the purpose of classifying accounts as automated (bots) versus non-automated,
a manual rating process of a sample of tweet content coming from 101 active accounts
was executed. The sample was divided into 5 subsets with each set being rated by
multiple volunteers who read the content of approximately 20 accounts in each subset,
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Table 1. Sample of raw data

Feature Set 1 Set 2 Set 3

UserID 22821737 22822092 22823578
1 tweets 10 190 133
2 adj 1.7 2.247368 1.774436
3 adv 0 0.2684211 0.09774436
4 art 0.1 1.994737 1.338346
5 commnoun 4.2 1.215789 1.736842
6 conj 0.6 0.6947368 0.3458647
7 interj 0 0.005263158 0.007518797
8 prep 0.6 0.3736842 0.3383459
9 pron 0 0.368421 0.03759398
10 Propnoun 1.4 1.931579 1.699248
11 verb 0.4 1.215789 0.6315789
12 stopword 0 0.06842105 0.04511278
13 vulgar 0 0.01578947 0
14 hash 0.6 0.4894737 0.1052632
15 urls 1 0.1473684 0.9774436
16 case 0 0 0
17 punc 1 0.9842106 1
18 emo_chat 0 0 0
19 good_len 82.2 74.14211 70.9624
20 good_cnt 13.3 16.08947 12.59398
21 bad_len 0.7 1.394737 1.233083
22 bad_cnt 0.1 0.2 0.1954887
23 redund 0.7686407 0.7453661 0.740773

Table 2. The list of 23 features for analysis

Feature Description

1 tweets Number of tweets up to 200
2 adj Number of adjectives per tweet
3 adv Number of adverbs per tweet
4 art Number of articles per tweet
5 commnoun Number of common nouns per tweet
6 conj Number of conjunctions per tweet
7 interj Number of interjections per tweet
8 prep Number of prepositions per tweet
9 pron Number of pronouns per tweet
10 Propnoun Number of proper nouns per tweet

(continued)
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each subset containing a few thousand tweets. The rating of each account involved
classification as a bot or not and also the assignment of a level of confidence associated
with such classification, then a brief explanation of the main reasons was given for the
relevant decisions. Of the 101 accounts, 65 were classified as 35 bot accounts and 30
non-bot accounts with a high level of confidence. Those 65 accounts were then
assigned a dependent variable value of 1 if identified as a bot, and 0 otherwise.

3 Results

Excel was used to generate a correlation matrix for the 23 content features for the large
sample of 8845 feature vectors (Table 3).

Similarly, correlations between the 23 content features and the dependent variable
for the small set of 65 accounts were calculated and sorted based on absolute value
(Table 5).

Absolute values of the correlations between features and the dependent variable
ranged from 0.003 to 0.603. Ranking such absolute values of correlations resulted in
the following list of top predictors of bot-like behavior: “redund”, “urls”, “good_len”,
“adj”, “tweets”, “vulgar”, “good_cnt”, “commnoun”, “emo_chat” and “art”.

Charts were created to examine the distributions of features that were deemed to be
significant in terms of their correlation with the dependent variable in the small sample.
Charts were created to examine joint distributions. Following some interpretation of the
nature of distributions, some hypotheses were made as to potential statistical learning
tools that may be useful in modeling based on such content features (Figs. 1, 2, 3, 4, 5,
6, 7, 8, 9, 10 and 11).

Table 2. (continued)

Feature Description

11 verb Number of verbs per tweet
12 stopword Number of stop words matching a list- per tweet
13 vulgar Number of vulgar words matching a list- per tweet
14 hash Number of hashtags per tweet
15 urls Number of urls per tweet
16 case Relative frequency of usage of both lower and upper case
17 punc Relative frequency of usage of punctuation
18 emo_chat Number of emoticons per tweet
19 good_len Number of characters in correctly spelled words per tweet
20 good_cnt Number of words of correctly spelled words per tweet
21 bad_len Number of characters of incorrectly spelled words per tweet
22 bad_cnt Number of words of incorrectly spelled words per tweet
23 redund Redundancy Score for the Thread
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4 Discussion

4.1 Findings

Approximately 10% of the 8845 accounts had the maximum level of activity measured
(200 tweets). This may provide some lower bound estimate of the rate of accounts
exhibiting bot-like behavior.

Examination of the content features correlation matrix reveals that correlations are
generally low with some explainable exceptions. Features such as good_len and
good_cnt refer to the number of characters that are part of correctly spelled words and
the number of correctly spelled words, respectively. The high correlation of 0.86 is to
be expected, and such is the case for bad_len and bad_cnt with a correlation of 0.841

Table 3. Correlation among the 23 features of tweet data (correlation scores above 0.6 are
bolded)

1 2 3 4 5 6 7 8 9 10 11
1 1.000
2 0.029 1.000
3 -0.019 0.044 1.000
4 0.032 0.110 0.436 1.000
5 0.094 0.086 0.135 0.292 1.000
6 0.019 0.076 0.407 0.630 0.214 1.000
7 -0.041 -0.066 0.031 -0.104 0.104 -0.079 1.000
8 0.040 0.088 0.144 0.417 0.267 0.321 -0.113 1.000
9 -0.078 0.070 0.400 0.339 0.090 0.387 0.043 0.128 1.000
10 0.039 0.054 0.302 0.545 0.533 0.431 0.078 0.322 0.245 1.000
11 0.006 0.115 0.424 0.701 0.279 0.544 -0.134 0.381 0.360 0.448 1.000
12 -0.007 0.069 0.216 0.263 0.076 0.262 -0.063 0.179 0.285 0.152 0.277
13 -0.052 -0.014 0.072 0.038 -0.031 0.038 0.037 -0.059 0.120 -0.020 0.059
14 -0.010 -0.021 -0.028 0.021 0.119 -0.054 -0.013 0.077 -0.072 0.061 0.068
15 0.299 -0.066 -0.254 -0.216 0.028 -0.257 -0.106 0.059 -0.296 -0.147 -0.199
16 -0.149 0.190 -0.022 -0.093 -0.134 -0.026 -0.001 -0.091 0.010 -0.144 -0.070
17 0.207 -0.009 -0.034 0.123 0.156 0.053 -0.068 0.146 -0.100 0.148 0.069
18 -0.044 0.127 0.011 0.096 -0.006 -0.014 0.014 0.048 0.053 -0.002 0.123
19 0.160 0.101 0.216 0.490 0.590 0.326 -0.026 0.470 0.088 0.580 0.473
20 0.081 0.298 0.390 0.702 0.650 0.538 0.023 0.502 0.309 0.752 0.665
21 -0.047 -0.177 -0.131 -0.280 -0.170 -0.183 0.054 -0.134 -0.110 -0.220 -0.254
22 -0.035 -0.172 -0.068 -0.255 -0.105 -0.136 0.079 -0.101 -0.091 -0.166 -0.237
23 0.352 0.178 -0.015 -0.001 0.073 0.011 0.018 0.021 0.001 0.061 -0.027
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(both highlighted in Table 4). In both situations, consideration may be given to
selecting only one of each pair for the purpose of predictive modeling.

The top ten content features appear to contain discriminating information that may
be relevant in an attempt to classify Twitter accounts as bot or non-bot accounts.
Separation issues and the skewed nature of the majority of the distributions of content
features may justify an expectation that a nonparametric approach may perform better
than a parametric one.

The distribution of the redundancy scores appears to be approximately normal,
while all other distributions examined are skewed. As in the case of an earlier study of
external features, most relevant distributions that quantify social media behaviors do
not appear to be normal, a fact that may later support preference for nonparametric
modeling techniques or the application of some feature transformations.

Examination of the scatter plots of joint distributions seems to support the selection
of the top content features listed above. One can note that in the case of vulgarity score

Table 4. Correlation among the 23 features of tweet data

12 13 14 15 16 17 18 19 20 21 22 23

12 1.000

13 0.009 1.000

14
-

0.014
-

0.054 1.000

15
-

0.048
-

0.225 0.088 1.000

16
-

0.018 0.038
-

0.136
-

0.264 1.000

17 0.018
-

0.158 0.118 0.567
-

0.350 1.000

18 0.004 0.025 0.019
-

0.037
-

0.010
-

0.021 1.000

19 0.189
-

0.131 0.380 0.313
-

0.277 0.433 0.042 1.000

20 0.266
-

0.038 0.208
-

0.045
-

0.159 0.271 0.078 0.861 1.000

21
-

0.117
-

0.029 0.086 0.104
-

0.017 0.055
-

0.008
-

0.102
-

0.211 1.000

22
-

0.087
-

0.030 0.109 0.064
-

0.008 0.057
-

0.020
-

0.009
-

0.112 0.841 1.000

23 0.027
-

0.052 0.007 0.159
-

0.187 0.145 0.007 0.103 0.098
-

0.007
-

0.039 1.000
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there is no presence of vulgarity among the bot accounts, while non-bot accounts may
or may not include vulgar language.

Taking all this into account, a starting set of content features that may be selected
for modeling may involve the following nine features: redund, urls, good_len, adj,
tweets, vulgar, commnoun, art, emo_chat.

4.2 Limitations

A number of significant limitations must be noted.
First, the data set may not be a representative sample of the current state of affairs

when it comes to bot versus non-bot activity in the Twitter medium.

Table 5. Correlation of the 23 features to the dependent variable (bot or not Boolean value)

Feature r score
23 redund 0.602903665143099 
15 urls 0.552239841627008 
19 good_len 0.499866059699615 
2 adj 0.439996556749289 
1 tweets 0.405312199707016 
13 vulgar -0.386187081404597 
20 good_cnt 0.361167846205383 
5 commnoun 0.336302040152226 
18 emo_chat -0.322361395640107 
4 art -0.306464242615507 
6 conj -0.266514973936451 
12 stopword -0.256512790006307 
9 pron -0.23235623235559 
17 punc 0.22984473910942 
8 prep 0.217071031951804 
10 Propnoun 0.215136062319311 
7 interj -0.202111817921263 
14 hash 0.125290858127832 
3 adv -0.0933858445685339 
16 case -0.0477397194562674 
21 bad_len 0.0373329649121563 
22 bad_cnt 0.0035443689757518 
11 verb 0.0027851841588802 
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Fig. 1. Histogram of the distribution of redundancy score
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Fig. 2. Histogram of the distribution of number of tweets
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Fig. 4. Histogram of the distribution of URLs
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Second, the process of manually classifying a small set of accounts and reaching a
consensus in roughly two-thirds of the cases may not be without errors.

Third, a larger sample set from the manual classification process may lead to
different conclusions about content features and the type of modeling that may be
expected to perform best.

Not Automated

Automated

Not Automated

0 0.2 0.4 0.6 0.8 1 1.2
URLs

Fig. 7. Scatter plot of dependent variable against URLs score
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Not Automated

0 20 40 60 80 100 120
good_len

Fig. 8. Scatter plot of dependent variable against “good_len” score
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Fig. 9. Scatter plot of dependent variable against “adj” score
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Fig. 10. Scatter plot of dependent variable against number of tweets
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Fourth, concentrating on content, which probably provides the most predictive
power, may still ignore some critical external features, and thus may not produce an
optimal perspective.

4.3 Further Investigations

Future work may attempt to consider a mix of external features and content features,
calculated on a large set of known bot and non-bot accounts for better feature selection,
description, and classification. This should enable a much more reliable subset of
predictive or discriminating features, which in turn may lead to more reliable
descriptive and predictive models.

5 Conclusion

This paper demonstrates one way by which content of social media activities may be
processed in terms of mathematical “signatures” of different types of online behaviors
that may be used for descriptive and predictive modeling of automated versus
non-automated activities.
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Detecting Mislabeled Data Using Supervised
Machine Learning Techniques
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Abstract. A lot of data sets, gathered for instance during user exper-
iments, are contaminated with noise. Some noise in the measured fea-
tures is not much of a problem, it even increases the performance of
many Machine Learning (ML) techniques. But for noise in the labels
(mislabeled data) the situation is quite different, label noise deteriorates
the performance of all ML techniques. The research question addressed
in this paper is to what extent can one detect mislabeled data using a
committee of supervised Machine Learning models. The committee under
consideration consists of a Bayesian model, Random Forest, Logistic clas-
sifier, a Neural Network and a Support Vector Machine. This committee
is applied to a given data set in several iterations of 5-fold Cross val-
idation. If a data sample is misclassified by all committee members in
all iterations (consensus) then it is tagged as mislabeled. This approach
was tested on the Iris plant data set, which is artificially contaminated
with mislabeled data. For this data set the precision of detecting misla-
beled samples is 100% and the recall is approximately 5%. The approach
was also tested on the Touch data set, a data set of naturalistic social
touch gestures. It is known that this data set contains mislabeled data,
but the amount is unknown. For this data set the proposed method
achieved a precision of 70% and for almost all other tagged samples the
corresponding touch gesture deviated a lot from the prototypical touch
gesture. Overall the proposed method shows high potential for detect-
ing mislabeled samples, but the precision on other data sets needs to be
investigated.

Keywords: Mislabeled data · Supervised Machine Learning

1 Introduction

A lot of data sets, gathered for instance during user experiments, are contami-
nated with noise. Some noise in the measured features is not much of a problem,
it even increases the performance of many Machine Learning (ML) techniques
Quinlan (1986). But for noise in the labels the situation is quite different, label
noise deteriorates the performance of all ML techniques (Brodley and Friedl
1999). Hence the detection of mislabeled data is of utmost importance in many
ML applications. The research question we address in this paper is “To what
c© Springer International Publishing AG 2017
D.D. Schmorrow and C.M. Fidopiastis (Eds.): AC 2017, Part I, LNAI 10284, pp. 571–581, 2017.
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extent can one detect mislabeled data using a committee of supervised Machine
Learning models?”

The outline of the paper is as follows, in Sect. 2 we give an overview on the
related work concerning detecting mislabeled data. In Sect. 3 we introduce the
methodology for applying supervised Machine Learning techniques in order to
detect mislabeled data. The results of this methodology on two cases is presented
in Sect. 4. These results are discussed in Sect. 5 and we round off with conclusions
and future work in Sect. 6.

2 Related Work

2.1 Statistical Outlier Methods

One of the traditional approaches to outlier detection is to model a mislabeled
sample as an outlier and apply standard statistical outlier detection methods
Barnett and Lewis (1994). In such an approach the subset of samples with the
same label is modelled as a probabilistic (mixture) model p(x) or a kernel based
nearest neighbor estimator (Parzen windows) and a threshold θ is determined
such that if the likelihood of a sample s is less than the threshold, i.e. p(s) < θ,
then the sample s is tagged as a mislabeled sample. Hence the approach is similar
to outlier detection in, for instance, medicaid fraud van Capelleveen et al. (2016).

2.2 Local Based Methods

Another local based model compares the label of a sample with the labels of the
k-nearest neighbors. Based on the labels of these k-nearest neighbors the label
of the sample under consideration can be classified as mislabeled. For instance,
if all the k-nearest neighbors have the same label and this label is different from
the label of the sample then the label could be considered noise. See for instance
the work of Wilson (1972).

2.3 Single Model Based Methods

Two typical examples of the use of single classification models for detecting
mislabeled data are Support Vector Machines (SVMs) and Adaboost

Support Vector Machines. The classification by a SVM is determined by
an optimal hyperplane in feature space and this hyperplane is completely deter-
mined by the so-called support vectors. Moreover these support vectors are a
subset of the training set (Bishop 2007). The intuition behind these support vec-
tors (data points) is that they are close to the boundary between the different
classes and are hard to classify. Hence these support vectors could be an indi-
cation of mislabeled data points. This is the approach explored by Ekambaram
et al. (2016). They showed that the support vectors can reduce the search space
for mislabeled data. These support vectors are deleted from the training set and
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after retraining the generalization performance on the test set is evaluated. The
main goal was to investigate the performance but not the detection of mislabeled
data. But one can deduce in advance that the precision for detecting mislabeled
data is low due to the fact that a SVM always has support vectors and thus also
in cases where all data is correctly labeled.

Adaboost. Adaboost (Freund et al. 1996) is an iterative algorithm which con-
structs a strong committee classifier based on weak classifiers. It is an iterative
procedure in which hard to classify examples get more weight than easy to clas-
sify examples. In each iteration a new weak classifier is trained based on the
weights of each data sample. The weight of the data sample denotes the rela-
tive contribution of this data sample to the error function. After training, the
data samples with the highest weights are those data samples which are hard to
classify by the committee. The approach discussed in (Cao et al. 2012) is that
mislabeled data are in general hard to classify and thus get high weights when
applying Adaboost. These examples are deleted from the training set and after
retraining the performance increase on the test set is evaluated. The main goal of
this study is to evaluate the performance after deleting data samples with high
weights (potentially mislabeled data) and does not focus on precision or recall.
Once again this reduces the search space for mislabeled data but the precision
is low.

2.4 Ensemble Based Methods

The use of ensemble based methods for detecting mislabeled data is already dis-
cussed in the paper by Brodley and Friedl (Brodley and Friedl 1999), which is
one of the first papers on using Supervised Machine Learning for the detection of
mislabeled data. The ensemble they used consisted of Decision Trees, k-Nearest
Neighbor and Linear Discriminant. Moreover the difference between majority
voting and consensus to tag an instance as mislabeled was investigated. The
approach was empirically validated on 5 data sets. The overall conclusion was
that detecting and filtering out the data tagged as mislabeled improves the gen-
eralization performance, but if the mislabel rate is too high then, as expected, the
method breaks down. The main focus was to investigate the generalization per-
formance but they also looked into the precision of their method, by introducing
artificial noisy labels. As expected the consensus approach has higher precision
than majority voting, but the precision was not optimal. This means that some-
times samples with correct labels (probably the hard to classify samples) were
discarded from the training set. A more extensive overview of classification in
the presence of mislabeled data can be found in Frénay and Verleysen (2014).

The focus of the research described in this paper is different: the main focus
here is on precision and recall of mislabeled data using an ensemble based
method. The overall aim is to detect mislabeled samples with high precision
and in a second step, not covered in this paper, to remove the samples from the
training set or relabel these samples, for instance by manual inspection, in order
to improve classification performance.
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3 Methodology

Recall that we want to investigate in how far one can detect mislabeled data using
supervised ML techniques. Normally mislabeled data is detected by humans
(visually) analyzing the data and checking wether for a given data sample the
corresponding label is correct. This analysis can be supported by automatic clus-
tering techniques (an unsupervised technique) to detect suspicious (data sample,
label) pairs. In this paper we follow a different approach. The idea is to replace
the human inspectors by a committee of trained supervised Machine Learning
models, such as Bayesian Classifiers, Random Forest and Logistic regression. If
a data sample is misclassified by all models then this sample is tagged as suspi-
cious. These models are trained in the given data set, which in theory contains
mislabeled data, so they are not optimal. To compensate for this non optimal-
ity we train and apply the models several times using k-fold Cross Validation
(k-CV). Since we want to detect mislabeled data, high performance of a model
is not required, but of course it is an advantage. Moreover investigating data
samples can be very time consuming, for instance if one has to check the video
or sound recordings, so we strive for a high precision as opposed to high recall
with many false positives. The overall method is as follows. Select a diverse set
of supervised ML models, the more diverse the more independent the models
are. In our case we selected a Bayesian model, Random Forest, Logistic classi-
fier, a Neural Network and a Support Vector Machine. Next train and apply the
models to the given data set using k-CV, and determine how many times a data
sample is misclassified. For one run of k-CV and five models the maximum num-
ber of misclassifications is also five. This result could depend on the partition
of the k-folds and moreover the training of the ML models is non-optimal due
to the presence of mislabeled data. Hence we repeat this k-CV approach several
times, say 10 times, and data samples which are misclassified all the time (in
this case 5 × 10 = 50 times) are flagged as suspicious and are candidates for
future investigation by for instance human experts. We investigated the preci-
sion and recall of the above approach on the well-known Iris Plants data set
Fisher (1936) by introducing mislabeled data by randomly switching the label
of randomly selected data samples. Afterwards we tested our approach on the
touch data set Jung et al. (2016), a data set more prone to mislabels. For this
touch data set the mislabels are unknown and hence we only focus on precision.

3.1 Iris Data Set

The Iris Plant data set is a well known (toy) data set for validating Machine
Learning methods, see Fisher (1936). The data set consists of 150 samples of
three different Iris species and each sample coded by four numerical features;
sepal width, sepal length, petal width and petal length. First we test our app-
roach on the original data set and afterwards introduce artificial mislabeled data
in order the analyse the precision and recall of our methodology. Randomly 1
up to 30 data samples were selected for which the label was randomly switched



Detecting Mislabeled Data Using Supervised Machine Learning Techniques 575

to another class. Since we randomly select mislabeled data we repeated each
experiment of introducing mislabels twenty times.

3.2 Touch Data Set

The touch data set, introduced in Jung et al. (2016), is a corpus consisting of
social touch gestures. The main goal of this data set (corpus) is to work towards
a data driven approach for touch recognition and benchmarking. The corpus was
constructed by a user experiment in which 32 subjects had to perform 14 different
social touch gestures in three different variations (gentle, normal and rough) on
a sensor grid wrapped around an artificial mannequin arm, see Fig. 1 for how
the user experiment was conducted. The participants first saw a movie in which

Fig. 1. Setup of the touch experiment.

the 14 different touch gestures on the mannequin arm where demonstrated. In
order to practice participants were instructed to repeat every gesture. After this
demonstration and practice each subject had to perform 252 gestures in random
order. The reason to show the instruction at the start of and not during the
experiment was to allow for individual freedom in performing the requested touch
gestures. But this also led to forgetting the instruction, being uncertain about
the gesture to be performed or recalling the wrong instruction, and therefore not
performing the right touch gesture, leading to a corpus containing mislabeled
data.

The experiment was video recorded and this gives an opportunity to inspect
the label of a given recorded touch gesture. But this is a very time consuming
procedure. For this research we focus only on the rough touch gestures in this
data set, in total 2602.
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For our analyses we first normalized the features between −1 and 1 and after-
wards projected the normalized features on the first 12 principal components.
We ran the experiments for 1000 iterations and each iteration applied a 5-fold
CV for all the 5 members of the committee of classifiers. This gives the oppor-
tunity to investigate the effect of the number of iterations on the number of
tagged samples. Afterwards a random subset of 20 samples is used to investigate
the precision of our approach. Observe that we cannot assess the recall of our
approach on this data set because the subset of mislabeled samples is unknown.

4 Results

We tested our approach on the Iris Plant and Touch data sets. The results are
reported below.

4.1 Iris Plant Data Set

If we apply our methodology with 10 iterations of 5-CV no data samples were
flagged as misclassified.

The maximum number misclassifications was 8 and in order to be flagged
a data sample must be misclassified 10 times. This makes the Iris Plant data
set a good candidate for a supervised approach by introducing mislabeled data.
We randomly selected between 1 and 30 data samples for which we randomly
switched the label to another class. Since we randomly introduce mislabeled data
we repeated each experiment of introducing mislabels twenty times. The results
for precision and recall can be found in Fig. 2.

(a) The average precision and recall over
20 runs.

(b) Box plot for the recall.

Fig. 2. The average precision and recall over 20 runs, including a boxplot for the recall.

Observe that the average recall is dropping but stays above zero, but the
precision is always one. This means that the data samples flagged by our method
are in the set of mislabeled data samples. It also follows that by an iterative
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approach all the mislabeled data can be detected. Since the precision is one we
can remove or relabel the flagged data points. For this new data set the number
mislabeled is less and it follows from Fig. 2(a) that the precision is still 1. Hence
we can apply the method over and over again, removing or relabel the flagged
data samples. We will end up with a data set with no mislabeled data. Wether
this also holds for other data sets needs be investigated.

4.2 Touch Data Set

On the Touch data set we applied 1000 iterations of 5-CV. In each iteration the
performance of the classifiers was between 55 and 60% and on average 550.7
samples were tagged in each iteration with a standard deviation of 11.2. The
development of the number of samples which were always misclassified is depicted
in Fig. 3.

Fig. 3. Number of tagged samples plotted against the number of iterations.

Observe that the curve flattens after approximately 200 iterations and after
1000 iterations 70 samples are tagged as mislabeled. Some statistics on the tagged
samples, the number of tags per gesture are: grab 3, hit 10, massage 3, pat 10,
pinch 5, poke 2, press 9, rub 6, scratch 3, slap 4, squeeze 4, tap 5 and tickle 0.
Meaning that only three gestures – hit, pat and press – are responsible for 29
out of 70 (41%) tagged samples. With respect to the subjects, subject 23 was
responsible for 7 of the tagged examples, subject 27 for 6 and subject 9, 21 and
30 for 5. Meaning that only 5 out of 32 subjects are responsible for 40% of all
tagged samples. A factor analysis reveals that for subject 9 the gesture pat was
tagged 3 times and for subject 23 the gesture grab was tagged 3 times, so all
tagged grab gestures are from this subject.
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From these 70 tagged samples we randomly took 20 samples for further
inspection, meaning watching the video in order to detect what actually hap-
pened, see Table 1. For each tagged gesture we have depicted the instruction as
the first picture in the row followed by pictures showing the most characteristic
(distinctive) property of the tagged gesture.It is clear from these screenshots that
for the grab gesture the tagged sample is substantially different from the instruc-
tion touch, it is in principle a tickle gesture. For the hit gesture the first two are
substantially different from the instruction (the prototypical gesture), not using
a fist but the flat hand, but the last one seems to resemble the instructions a
lot. Looking at the massage gesture one can clearly see that the participant is
not focusing purely on performing the gesture but is also reading from a piece of
paper. Moreover the performed gesture resembles a stroke. For the pat gesture
it is hard to see from the screenshots if there is a substantial difference between
the instruction and the performed gesture. The instruction is two times a ver-
tical pat on the sensor grid, inspection of the videos reveals that in the tagged
samples there are not two pats but only one and there is also a sliding move-
ment. This can also be clearly seen in the third screenshot. The first two tagged
pat gestures resemble the slap gesture more closely and the last one more (three
times) a stroke. The tagged pinch gesture seems not to differ that much from the
instruction, so the tag could be wrong. For all the three tagged press gestures
the difference with the prototypical instruction is clear. The rub instruction is an
up and down movement orthogonal to the arm, the tagged rub gesture does not
contain this up and down movement and more resembles a tickle or a scratch.
The first tagged scratch gesture (second in the row in Table 1) is just a hit using
the fingers, no scratching behavior. The second one is a scratch in the direction
of the arm, so it is a scratch but in a different direction than in the instruction.
For the tagged slap gesture almost no difference with the instruction can be
detected, only almost no sidewards movement, so it is not clear why this sample
was tagged as mislabeled. The squeeze instruction is a squeeze without mov-
ing the fingers, in both tagged squeeze gestures the subject moved the fingers
towards each other, but it can still be considered a squeeze but not prototypi-
cal (similar to the instruction). For the last gesture to analyse, the stroke, it is
already clear from the screenshot that the first one is mislabeled, it is a grab.
The second gesture is depicted by two screenshots, the first part is a stroke but
only using two fingers and the last part is a stroke using the fist. So it is more
a sequence of different types of strokes, first two fingers and afterwards the fist.

Summarizing, for the sample of 20 tagged samples 14 tagged samples were
clearly mislabeled, a precision of 70%. For most of the other tagged samples the
touch gesture differs a lot from the prototypical instruction but still could be
considered as labeled correctly.

5 Discussion

The goal of the study was to construct a method based on a committee of
different supervised ML models to detect mislabeled samples in corpus. The
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Table 1. Screenshots per touch class. Touch instruction (first in the row) and then the
tagged samples. The last two screenshots in the last row (stroke gesture) are from the
same gesture.

Gesture label Screenshots

grab

hit

massage

pat

pinch

press

rub

scratch

slap

squeeze

stroke
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committee used consists of five different types of models, a Bayesian model, Ran-
dom Forest, Logistic classifier, a Neural Network and a Support Vector Machine.
The reason for selecting different types of models was to assure that the models
are independent. But it is not clear in how far the models are really independent
because they are trained on the same data set and how far the results depend
on the chosen models. First we tested the approach on the Iris data set. Initially
no mislabeled samples were detected, but this was not validated by experts or
visual inspection of the data set. The next step was to contaminate this data
set with artificially mislabeled data. These artificially mislabeled samples were
detected with high precision and low but sufficient recall, see Fig. 2(a). This
makes it possible to remove all mislabeled samples from the data set.

But for the Touch data set the situation is quite different. There are misla-
beled samples in the data set, as can be seen in the results described in Sect. 4,
but the exact set of mislabeled samples is unknown and also depends on per-
sonal interpretation. In the construction of the Touch data set the participants
were given instructions on how to perform the touch gesture at the start of the
experiment, on the one hand to give the participant a clue about the gestures to
perform and on the other hand to allow for personal interpretation and freedom.
This is for instance clear from one of the tagged scratch gestures, which is def-
initely a scratch but differs in the direction from the instruction. If in all other
trials for the scratch gesture the participants followed the instruction then this
tagged scratch gesture is quite different from the prototypical scratch gesture
and hence always misclassified. But this instruction at the start can also cause
the participants to make a mistake in the recall of the instruction and perform a
different touch gesture, as can be seen in one of the tagged grab gestures which is
a tickle. One can conclude that in a naturalistic setting such as the investigated
Touch corpus the correctness of the labeling depends on the personal interpre-
tation of the touch label by the participant (personal freedom of interpretation)
and the goal for and methodology by which the corpus is constructed.

In the related work described by Brodley and Friedl (1999), Ekambaram et al.
(2016), Frénay and Verleysen (2014), Guan and Yuan (2013) the main focus is
classification performance on the test set by removing tagged mislabeled samples
from the training set. Hence it is hard to compare our findings with their results.

6 Conclusions

It is known that mislabeled data can adversely affect the performance of super-
vised ML methods. In order to detect such mislabeled data samples we proposed
a detection method based on a committee of five different supervised ML models;
a Bayesian model, Random Forest, Logistic classifier, a Neural Network and a
Support Vector Machine. The precision of this committee was evaluated on the
Iris and Touch data sets. The results show that on the contaminated Iris data
set the committee had always a precision of one and the recall was low, around
10%, but sufficient.

On the Touch data set the situation is quite different due to the nature of
the data set. The generation of the data set allows for personal freedom and
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interpretation of touch gestures. In total 70 samples were tagged as potentially
mislabeled. A random sample of 20 tagged instances was selected and evalu-
ated by inspecting the corresponding videos. The result was a precision of 70%.
For most of the other tagged samples the touch gesture differs a lot from the
prototypical instruction but still could be considered as labeled correctly.

Overall the proposed method shows high potential for detecting mislabeled
samples, but the precision on other data sets needs to be investigated.

Acknowledgments. This work was partially supported by the Dutch national pro-
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