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Foreword

The 19th International Conference on Human–Computer Interaction, HCI International
2017, was held in Vancouver, Canada, during July 9–14, 2017. The event incorporated
the 15 conferences/thematic areas listed on the following page.

A total of 4,340 individuals from academia, research institutes, industry, and gov-
ernmental agencies from 70 countries submitted contributions, and 1,228 papers have
been included in the proceedings. These papers address the latest research and
development efforts and highlight the human aspects of design and use of computing
systems. The papers thoroughly cover the entire field of human–computer interaction,
addressing major advances in knowledge and effective use of computers in a variety of
application areas. The volumes constituting the full set of the conference proceedings
are listed on the following pages.

I would like to thank the program board chairs and the members of the program
boards of all thematic areas and affiliated conferences for their contribution to the
highest scientific quality and the overall success of the HCI International 2017
conference.

This conference would not have been possible without the continuous and unwa-
vering support and advice of the founder, Conference General Chair Emeritus and
Conference Scientific Advisor Prof. Gavriel Salvendy. For his outstanding efforts,
I would like to express my appreciation to the communications chair and editor of HCI
International News, Dr. Abbas Moallem.

April 2017 Constantine Stephanidis
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HCI International 2018

The 20th International Conference on Human–Computer Interaction, HCI International
2018, will be held jointly with the affiliated conferences in Las Vegas, NV, USA, at
Caesars Palace, July 15–20, 2018. It will cover a broad spectrum of themes related to
human–computer interaction, including theoretical issues, methods, tools, processes,
and case studies in HCI design, as well as novel interaction techniques, interfaces, and
applications. The proceedings will be published by Springer. More information is
available on the conference website: http://2018.hci.international/.

General Chair
Prof. Constantine Stephanidis
University of Crete and ICS-FORTH
Heraklion, Crete, Greece
E-mail: general_chair@hcii2018.org

http://2018.hci.international/ 

http://2018.hci.international/
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Abstract. Disruptions caused by Web 2.0 and easily accessible technologies
have had an impact on many thematic areas. In the economic sector these devel‐
opments have resulted in the creation of a new business model: the sharing
economy (SE). Despite its success in the last decade however, researchers are
debating a clear definition without highlighting the key concept in terms of func‐
tions and processes that are fundamental to the SE model. Therefore, this paper
focuses on functions of peers that are either consuming or providing, and eluci‐
dates the relation in accordance with business transactions in that both peers
interact. Through a critical review of previous papers, we analyze the SE model
by reflecting on prior definitions of sharing. We then compare motivations of
peers to participate in the SE and, as a result, find discrepancies between providing
and consuming peers in relation to their respective functions in the SE. Based on
these findings, we introduce a theoretical framework that exemplifies the SE
concept based on social interactions between peers and, thus, relates motivations
of peers to transaction types and processes based on social interactions
required.

Keywords: Sharing economy · Peer economy · Access economy · Business ·
Social interaction

1 Introduction

Since the introduction of the information communication technologies that enabled Web
2.0 and social media, research in a variety of disciplines has sought to analyze their impact
on our society. In the field of business, these new technological developments have initi‐
ated the creation of a new business model, and with it, have introduced a new area of
research that combines technology, economy, and society. The sharing economy (SE) is a
new economy that disrupts any common idea of business. Instead of business-to-customer
relations (B2C), we now create business transactions between peers (P2P). Uber
(www.uber.com) and Airbnb (www.airbnb.com) are already profiting from their business
models, which are anchored in the concept of sharing [1]. Hence, the SE makes use of
online platforms to connect individuals interested in providing private goods or services to
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other individuals looking for a convenient way to access these goods or services [2–4].
Fundamental to these transactions is communication between peers [2, 5]. Thus, social
interaction—in an economic process once solely regulated in commercial terms—becomes
an essential cornerstone of the SE model.

Previous research has largely focused on the motivations of peers to participate in
the SE [5–11]. Accordingly, social interaction is not only the key to facilitating the SE,
but it also serves to motivate peers to participate in this economic model. While social
interactions in a virtual space are necessary in the SE to enable business transactions in
the first place, the SE also offers peers the option to interact further in the physical space
[4, 8]. However, two aspects deserve more clarification. First, it is unclear to what extent
the driver to participate in the SE is purely for social reasons—–meaning the partici‐
pant’s interest in social interactions with other users rather than for economic reasons.
Second, the extent to which relations between peers may become more than business
depends on the willingness of peers to further engage socially, after the actual business
transaction is completed. Here, the SE only serves as an incentive for further social
interactions, but the impetus was not social in the first place. Thus, the aim of this paper
is to highlight the role of social interaction in terms of the SE model, as well as to
differentiate social interactions as the foundation of, motivator for, and consequence of
business transactions between peers.

Focusing on the act of sharing in the SE reveals the lack of actual sharing in many
businesses that are referred to as SE [2, 10]. While many studies focus on the term sharing
in the SE, conflict has increased as to its meaning [2–5, 7, 12]. Although the label itself
has been debated [3, 13], no determinant can be found to alter the term and its definition
[7, 10, 13]. Accordingly, many researchers overlook ambiguities and correlations among
the definitions of sharing, social interactions between peers and their motivations. While
research highlights the motivations of individuals, it ignores the key concept of the SE.
To fill this gap in research, this paper seeks to examine social interactions between peers
according to the part they take in the SE, as well as their respective motivations. Specifi‐
cally, we address the following key question: Taking into account the lack of a shared
definition of the SE—–how does the role of social interaction define the concept of the SE?

Towards that end, this study uses an extensive literature review and critical analysis
of previous studies to clarify the definition and the principles of the SE. In an attempt
to justify or amend the terminology, this study compares the definitions of sharing with
the findings on the motivations of peers in the SE and, accordingly, highlights discrep‐
ancies between peers relating to their respective functions. Based on our findings, we
present a theoretical framework that elaborates on transaction types and transaction
processes between peers in accordance with their motivations. Thus, this paper high‐
lights transaction types based on ownership and access, relating to social interactions
between peers. Consequently, the access economy (AE) is often suggested as opposite
to or as replacing the SE concept. While accessing prevails actual sharing transactions
we do not replace the SE label but introduce a framework that simplifies a differentiation
of both. Finally, we propose further research questions based on our framework in order
to derive more tailored motivations of peers in accordance with respective transactions
in the SE.
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2 Defining the Sharing Economy

Reviewing previous research on the SE reveals a variety of definitions, but beyond this lack
of clarification, several similar terms are often equated with the principle of the SE.
Researchers have listed many terms that are used synonymously with the SE [7, 10, 13].
These include inter alia, business sharing, space sharing, P2P lending, skill sharing, crowd-
sourced investments, collaborative economy, and collaborative consumption, as well as P2P
economy, access economy, on-demand economy, reputation economy, trust economy, and
many more. While three papers mention—as referred to by Jiang— label battle, the result
is still far away from a solution [7, 10, 13]. Botsman [10] prefers using the term collabo‐
rative economy, whereas Cartagena [13] is of the opinion that AE would be the correct term
to describe the phenomenon.

A report published by the European Commission in 2013 describes the foundation of
the SE as being “peer-to-peer platforms that enable consumers to access consumer-owned
property or competencies” [14, p. 2]. Eckhardt and Bardhi [2], Samuel and Zhang [4], and
Yan and Zhao [15] all agree with this description by reusing the verb “to access”. Carta‐
gena refers to the SE as a new economy that “is based on sharing, rather than owning”
[13]. The same view is shared by Jiang, who highlights the principles of the SE that lie
within the concept of access “rather than possession of goods and assets” [7]. Finally, an
analysis of more than 30 papers and articles on the SE reveals that terms access and sharing
are used equally in the SE context.

In addition to the principle of the SE, which fits somewhere between accessing and
sharing goods and services, there appears to be one common denominator that divides the
SE from the collaborative economy, also referred to as collaborative consumption (CC).
Kamal and Chen identify the rise of the SE in technological development [8]. Lee et al.
regard “advanced technologies and social media” [3, p. 2] as drivers of the SE. However,
there is still disunity among researchers in terms of separating the SE from the collabora‐
tive economy. Some researchers use CC or collaborative economy synonymously to mean
the SE. For example, John observes a correlation between CC, sharing, and Web 2.0 and
describes CC as a “high-tech phenomenon” [16, p. 2]. Lee et al. [3], however, clarify CC
as only the foundation of the technology-mediated SE. Botsman, one of the leading figures
in the CC sector, also prefers the term collaborative economy, arguing it best explains “the
shift from centralized institutions towards decentralized connected communities” [10]. Yet,
Botsman’s preference is related to the fact that she regards sharing ventures as separate from
other collaborative economies [10]. Consequently, she reveals the core issue in clarifying
the definition of the SE: not all SE businesses are actually based on the principle of sharing.

Thus far, it is still unclear what phenomenon we describe when referring to the SE, and
whether the common definitions of the SE do, in fact, describe what we refer to as the SE.
Prior attempts to choose one term to describe the phenomenon have not succeeded. Some
researchers have only one objective: to divide CC from the SE. For the following sections
we shall keep in mind one aspect that will be of high importance for the further discussion:
we find that, on the one hand, access is a key principle: on the other hand, the act of sharing
is just as relevant. To solve the continuing issue of inconsistency in the application of a
label and definition of this new economic phenomenon, we will elaborate on the details of
the SE concept in the following section.
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3 Peer Interaction in the Sharing Economy

In the SE, social interaction is found to be the key element enabling business transactions
[9]. Yet, the role of social interaction in the SE remains unclear. As seen in Fig. 1, social
interaction between peers usually takes place online, enabling business transactions in
the first place [16]. Social interaction may then continue in a physical place when two
peers have to exchange goods or services [14]. Furthermore, social interaction may take
place between parties with the same function in the form of reputation systems that
enable peers to communicate experiences to other interested users [17, 27].

Fig. 1. Participants in the sharing economy

3.1 Different Parties in the Sharing Economy

Other than traditional business models such as B2C, the SE enables a new economy that
is based on consumer to consumer (C2C) transactions. These consumers are usually
referred to as peers, hence the P2P economy. However, peers per se do not yet facilitate
business in the SE; thus, we have one additional intermediary that makes the SE possible.
Jiang is one of few researchers who has elaborated on participating parties within the
SE [7]. Accordingly, a classification scheme by Jiang reveals the role of online platforms
provided by a third party that can be either an individual or business. This third party
helps to connect the two other parties [7]. Further, Eckhardt and Bardhi confirm this
third party in the form of a company that would serve as the regulating party in the SE [2].

Focusing on two of the three participating parties in the SE, providing and consuming
peers, Schor highlights that “[those] can be on either side of a transaction” [19, p. 4].
Several researchers have defined peers according to the actions they take part in the SE. One
side of peers is described as a using [4], consuming [19], buying [14, 20], demanding [7],
and obtaining [21] party, whereas the other side of peers is described as a providing [5],
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contributing [19], selling [20], sharing [8, 21, 22], supplying [7, 14], and giving [21] party.
Yet, most prior studies describe peers as consuming and providing. Figure 1 shows a brief
overview of the previously described features and structures of the SE.

The new and highly important phenomenon concerning this business model, which
is mainly ruled by consuming and providing peers, is the shift of power that the P2P
economy enforces. Labrecque et al. [24] and Owyang [25] both mention the empower‐
ment of consumer or customer. Thus, while the main business transaction occurs
between peers, the role of the company regulating these processes becomes minor. While
providing peers are now responsible for facilitating their own success in business,
consuming peers also have to actively engage with the providing peers in order to make
a deal. The responsibility of creating business now lies only within the willingness of
peers to do so. Primary business transactions occur between two equally standing parties,
as the term peer already implies. The role of peers or consumers, opposite to the role of
businesses, has changed significantly. There is no obvious sign of a business or a
company in the P2P economy, highlighting the novelty of business transactions between
two equally standing parties using the concept of sharing.

3.2 Sharing in the Sharing Economy

In the SE, business transactions between peers enable an exchange of services or
goods; however, it is debated whether the principle of the SE is actual sharing.
Seeking to clarify the definition of sharing and, accordingly, the SE, two opposite
views can be revealed: Whereas many researchers simply adapt to the usage of the
term sharing or justify it [5, 8, 16], other researchers criticize or even try to alter it
[2, 7, 10, 17, 23]. Wittel focuses in his paper on the act of sharing and the qualities
of it [5]. Wittel is of the opinion that sharing exists in two forms: sharing as distri‐
bution and sharing as social exchange [5]. In his view, sharing can describe different
social practices with different functions and motivations. Further, it depends on the
individual’s subjective reasoning and the willingness to share [5]. Kamal and Chen,
too, see the roots of sharing in a broader cultural context [8]. Accordingly, sharing
is anchored in humans in the form of natural instinct [8]. Kamal and Chen [8]
suggest that the sharing principle in the SE has overcome the previous boundaries
of only sharing between closely related people, such as family and friends.

Opposite to the views that sharing can define a large spectrum of phenomena, many
more researchers tend to reject the use of the term sharing in terms of the SE. Botsman
prefers the term collaborative economy, or CC, instead of SE [10]. Botsman believes
that sharing is too overarching of a term for all marketplaces in this sector, and she notes
the importance of discerning different forms of sharing [10]. Belk agrees with Kamal
and Chen that sharing usually takes place within a close circle of acquaintances and
points out the ambiguity of the act of sharing [8, 17]. Accordingly, “although giving and
receiving are involved in sharing, they differ from the giving and receiving involved in
commodity exchange and gift giving” [16, p. 127]. Hence, different forms of giving and
receiving exist, as in gift giving and sharing, opposite to providing and consuming, as
in exchange.
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The most common principles used when defining the SE, are reciprocity and owner‐
ship, according to Belk [23]. Thus, giving and receiving may or may not include transfer
of ownership, temporary ownership, and/or exchange in either material or immaterial
forms. For example, giving someone temporary access to one’s car may be a non-recip‐
rocal act between friends, but the same act between people who are not very closely
related might include expectance of compensation, or a reciprocal act. Supporting Belk,
Jiang defines giving, exchanging, and sharing independently [7, 17]. Thus, gift giving
is a caring act that does not involve compensation. In contrast, exchange is defined as
being impersonal and includes the transfer of ownership. Finally, sharing is similar to
giving and can be described as nonreciprocal and voluntarily [7]. The main difference
here is that sharing, according to Jiang [7], does not involve the transfer of ownership.
However, companies such as Uber and Airbnb that are commonly quoted in the SE
context [22, 24, 25] are, against definition, of a reciprocal nature; drivers and hosts are
being paid for their services.

Various terms are representative of the SE model. Confirming the incorrectness of
the label SE for different internal processes, a few researchers have introduced new
labels; these reveal that most processes are in fact not about sharing, but about accessing.
Whereas Botsman [10] prefers the overarching term of the collaborative economy,
Cartagena [13] and Jiang [7] share the view that the main principle of the SE is access.
Thus, Jiang [7] introduces the economy of access-based distribution that is marked by
balanced reciprocity and no full ownership transfer—an “alternative view of how
sharing with a calculated return may actually work” [7, p. 9]. In seeking to clarify prin‐
ciples in the SE model, scholars have pointed to ownership and reciprocity as two main
aspects that influence the relation between peers and the way in which they interact.

4 Motivations to Participate in the Sharing Economy

After analyzing the act of sharing, the definition of the SE is still unclarified. To move
towards a clear description of the SE, peer motivations can help to highlight discrepan‐
cies according to the function of a peer: consuming or providing. Three main motivations
of peers to participate in the SE can be identified: social, economic and environmental.
This section, first, briefly examines all three motivations and, second, continues to high‐
light socially driven peers according to their consuming or providing function.

Recently, researchers have focused on peers’ general willingness to share [3, 4, 21, 26].
Anti-capitalism, the burden of ownership, enjoyment in sharing, hedonic motivations,
income, knowledge, modern lifestyle, product variety, quality, a sense of belonging, social
experience, social influence, substitutability, sustainability, thriftiness, ubiquity, availa‐
bility, and uniqueness have been found to be factors that positively influence participation
in the SE [26]. Further, some researchers have also mentioned convenience as an impor‐
tant factor [2, 4, 11, 17, 27]. A study by Owyang and Samuel [11] shows that the most
popular reasons to choose sharing services are convenience (78%), followed by price
(68%). In terms of choosing sharing over buying though, the price is more important (53%)
than convenience (30%). Another aspect here that appears to be even more important is
brand (33%). The most prominent, however, are the given overarching motives—economic,
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social, and environmental [6, 9, 18]. Thus, some peers choose the SE for economic or envi‐
ronmental benefit, whereas others embrace the opportunity to socially engage. Yet, the role
of a social motivator has been largely overlooked. Social interaction is a key construct on
which the SE model is built. Social interaction is more than simply an impetus to partici‐
pate. Taking into account the diversity of consuming and providing peers, as well as the two
given acts of accessing and sharing, reveals a new dimension of the P2P economy.

4.1 Social Interaction as Motivator in the Sharing Economy

One aspect that has not yet been largely considered in terms of motivations is the prom‐
inence of three different parties in the SE: intermediaries and consuming and providing
peers. While this paper focuses on the individual level [3], we highlight the relation
between peers, more precisely, two different types of peers that have different functions
in the SE model either providing or consuming. While a few papers specify the moti‐
vations of providing or consuming peers, others simply analyze the willingness to share
[3, 4, 21, 26]. While sharing can include providing as well as consuming peers, as in
sharing a car ride or rooms in an apartment, lending someone a drill clearly implies a
utilitarian benefit for the consuming party but does not clearly suggest a benefit for the
providing party. Thus, it is necessary to specify the motivations of different types of
peers to understand the role of social interaction in the SE model.

Researchers focusing on the motivations of providing peers mostly find that
economic motives drive them to provide services or goods in the SE. For example,
Dillahunt and Malone are one of few researchers to specifically target providers in the
SE [28]. Their research focus is on the economic benefits that the SE has to offer to
providers; in this case, drivers in disadvantaged communities. A professional’s report
from Ernst & Young also highlights the creation of new jobs—hence, the benefits for
providers. However, the findings are not consistent. Bellotti et al. [29] find that users
seek convenient and valuable services, while providers “place great emphasis on ideal‐
istic motivations such as creating a better community and increasing sustainability” [29,
p. 1]. Furthermore, Scholdan and Van Straaten [25] mention that social aspects motivate
both providers and consumers due to “socio-demographic changes nowadays”. It is
likely that economic benefit is an advantage of the SE, but not all participating peers are
seeking an economic benefit. Social interaction can be a significant reason to decide for
or against being part of a P2P economy.

The most significant aspect when analyzing motivations is the specific occasion during
which the action takes place. For example, car sharing and accommodation sharing place
different requirements on both peers. The way in which interaction is required depends on
this type of sharing occasion, as shown in a study by Böcker and Meelen [9]. Böcker and
Meelen focus on the discrepancies between providing and consuming parties based on the
three previously mentioned main motivations, which are economic, social, and environ‐
mental [9]. Their findings reveal that sociality is most important for providing and
consuming parties in terms of meal sharing. The least important are social factors in the
case of car sharing, which is even less important for users compared to providers,
confirming the Bellotti et al.’s study suggesting that providers have a more pro-social or
pro-environmental stance in the SE [29]. In contrast, accommodation sharing is the most
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economically driven sharing opportunity for both providers and consumers [9]. However,
users appreciate the social aspect more than their providing counterparts [9]. Finally, the
most environmentally driven are users in terms of ride sharing; however, providers—again
mirroring the findings of Bellotti et al. [29] —regard car sharing, tool sharing, and ride
sharing as the most environmentally beneficial SE types [9]. Interestingly, providers are
least driven by economic factors when sharing a ride or tool [9].

Combining the findings shown in Fig. 2, the willingness to participate in the SE, and
the different motivations of providing and consuming peers, we find that food sharing
is not only the most social activity, but it is also the least interesting form of sharing,
especially for consuming peers. Further, tool sharing is not only the most interesting
form of sharing in the SE but also the most balanced one. Consumers and providers are
almost equally interested in tool sharing. However, the motivations here are highly
unequal. Whereas users are motivated mostly by economic reasons, providers are least
motivated by economic and most influenced by environmental reasons. One last aspect
that we will point out because of the highest discrepancy of willing providers opposite
to willing users is accommodation sharing. As Fig. 2 shows, only 13.1% are willing to
provide accommodation, while 58% would like to rent an accommodation from peers.
However, adding the second findings of the motives of providers and consumers reveals
that for both parties, economic reasons are the most prevalent in either providing or
renting accommodation.

Fig. 2. Willingness of providing and consuming peers to participate in the SE by Böcker and
Meelen, 2016

This section highlights the small amount of research that focuses on the different
motivations between providing and consuming peers and the significant differences that
these previous findings reveal. A pattern can hardly be found. An overview of the
findings reveals that meal sharing is most social and least interesting. Sharing a meal
means to give part of a meal away to someone else. The act of sharing a meal may be
social as it might happen in the same place at the same time but it also implies a benefit
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for only one side of the sharing process and a loss for the giving party. Tool sharing and
accommodation sharing imply temporary ownership and no final loss for the giving
party. However, while using a tool is done by one party, accommodation sharing can
imply use by two people at the same place at the same time, entailing possible further
interactions rather than a pure transfer of business-related commonalities.

As previous studies show, motivations between providing and consuming peers can
be very different. As Fig. 2 illustrates, the highest discrepancy exists among accommo‐
dation sharing, and the least interest is in meal sharing. Taking into account the required
social interaction in meal sharing and accommodation sharing, it appears that purely
social activities are not favoured by SE participants. Referring to the previous sections,
sharing is usually a personal act between people who are known to each other. Sharing
a home or a meal cannot usually be referred to as a kind act between strangers. However,
giving someone a ride or lending someone a tool can happen in a short time window
that does not require more interaction than necessary. Not only is the divide of
consuming or providing peer important but also is the transaction occasion as well as
the actual process in terms of social interactions between peers required. Böcker and
Meelen argue that it is important “to not conceive the sharing economy as one coherent
phenomenon” [9, p. 9]. Schor [18] also sees the importance to distinguish transaction
types. Thus, to fully understand the SE concept and its participants it is fundamental to
synthesize not only motivations but especially transactions types and processes.

5 Social Interaction in P2P Economies

Combining the findings that the literature review of the previous sections revealed, the
lack of a uniform definition of the SE is found to be linked to an interdependence of
three overlooked but significant factors; first, the divide between consuming and
providing peers, second, the act of sharing in contrast to acts of accessing in relation to,

Fig. 3. Theoretical framework: social interactions between peers in the SE model

Sharing Economy Versus Access Economy 11



third, transactions types and processes. As a consequence, we introduce a theoretical
framework (Fig. 3) that illustrates the P2P economy process focusing on peer interac‐
tions and motivations of peers.

With social media, the free culture movement [5], or maker movement [22] the SE
concept originally supports the idea of a pro-social business model: An economy that
uses Web 2.0 and timeless and effortless connectedness experienced through social
media to develop a social economy. Schor [18] describes the origin of the SE as a
“socially transformative idea” that has been disrupted ever since by for-profit platforms.
Furthermore, the SE would be the “expression of a utopian” [5] image. Yet, values do
not guide actions [21, 30] even if “people [may] find sustainability and sense of
community important values to themselves” [30]. Although it might be that pro-social
values motivate participants of the SE to provide a good or service to peers, the deter‐
minant question is the value of social interactions in contrast to economic and utilitarian
benefit.

The whole transaction process in the P2P economy model can be divided into five
steps while three steps define the peer interaction in detail. The first contact between peers
in the SE model is based on social interaction online. In the following business transac‐
tion, thus exchange of goods or services, is defined by transaction type and process.
While transaction types lay the foundation for the following exchange between peers, the
transaction process results from the type of business transaction. Following Böcker and
Meelen [9], we divide temporary ownership such as in accommodation sharing, car
sharing or tool sharing from forms of temporary access such as in ride sharing, or accom‐
modation sharing in terms of renting a room in a home and, finally, transfer of ownership
as, for example, in meal sharing. Though, while some transactions imply on-going social
exchange during the transaction process, others remain quick and easy handovers. Thus,
as seen in Fig. 3, the transaction process can imply either social exchange online such as
in online service exchange, social exchange offline such as in ride sharing, or no social
exchange when accommodation, car, or tool are only handed over.

The peer interaction is imbedded in impetus, what either providing or consuming
peer motivates, and outcome, what either peer receives from the transaction process.
Though, while motivations have been researched and, thus, can be measured, the chal‐
lenge when analyzing a P2P transaction is the evaluability of benefits or, more precisely,
how social interaction can develop to be a benefit after the transaction has been
concluded. A transaction starts with a want to either provide or consume goods or serv‐
ices. In this case, we can refer to the common motivations that are economic, social or
environmental. However, during the process when socially engaging with the opponent
peer, the final benefit may potentially change. Fundamental is that consuming peer will
always satisfy a utilitarian need, whereas economic motivation or benefit equal monetary
exchange and can be essential for both consuming and providing peer [23].

Transaction type and process submit information on whether the transaction is of
reciprocal nature for providing and consuming peer. For example, transferring owner‐
ship will most likely imply economic loss for the providing party. However, a transaction
process that consequently implies social exchange online or offline could result in social
benefit. Thus, when sharing a meal, the providing party may have less of the meal, but
in return, sharing the meal with the consuming party at the same time at the same place
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can imply a gain in sociality. On the contrary, interactions that only exchange tools, cars,
or accommodation [9] with no continuing social exchange in the process do not facilitate
social exchange and, with it, no social benefit. Our theoretical framework, Fig. 3, serves
to illustrate social interactions between providing and consuming peers and measures
the occurence and, with it, the significance of social exchange in the SE model. As a
consequence, it seeks to determine when a SE model only uses social interaction as a
basic instrument or when social interaction can become fundamental and predominant
to the business transaction.

6 Conclusion

Reviewing more than 30 papers on the SE, we find that there is a lack of a uniform
concept of the SE. The label is being criticized to a large extent and does not explain
the diversity of P2P concepts. Resulting from an extensive literature review, we can find
the common determinants that are new technologies, social interaction and the exchange
of goods or services. Further, we divide three transaction types that consider ownership
and access rather than the act of sharing as the dominant feature in the SE model,
suggesting the AE label as a more tailored title. However, we do not exclude the possi‐
bility of sharing transactions but rather relate transaction types to transaction processes
that define motivations and benefits. Thus, whether a transaction can be defined as a
sharing transaction or an economic driven exchange is dependent on how this transaction
between peers proceeds. Hence, P2P business transactions can be analyzed based on the
suggested framework in order to clarify the nature of certain transactions: SE or AE.

Answering the guiding question of this paper—how the role of social interaction
defines the concept of the SE—we conclude that the SE, and consequently the AE, is
not only based on social interaction. Social interaction guides the definition of the P2P
concept throughout, from first contact until the end of the transaction process. Thus,
social interaction is a key factor in transactions between peers and can significantly affect
motivations to participate in the SE. However, what remains unclear is how social inter‐
action can transform business transactions during its process and, as a result, turns out
as a social benefit. For further research we suggest to engage with the question on how
social interaction during the transaction process can influence motivations of either
providing or consuming peer to further participate in the SE. Further, we propose
focusing on how offline social exchange during a transaction may differ from online
social exchange in the P2P economy context. Lastly, empirical studies may highlight
the impact of monetary compensation on perceiving social interaction with strangers as
beneficial.

Concluding, this paper clarifies the SE concept, its features and determinants, eluci‐
dates the activities sharing and accessing, and, thus, creates a foundation for further
research and P2P businesses to better establish customers.
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Abstract. Used car online trading is a new trend developed in the vehicle trading
market recently. In this paper, we focus on user experience of car searching in a
used-car website. The datasets of used vehicles are complicated and multidimen‐
sional. To find a satisfying car within the budget, the car buyer needs to compare
many cars by exploring and comparing data include but not limit to car maker,
type, mileage, price, and key features. Within most current e-commerce systems,
to search and evaluate different cars, users often have to jump across detail pages
to search pages repeatedly. Due to constraints set in the searching process, it may
result in uncontrollable information overload or deficiency. With a user-centered
design approach, we first analyzed the car searching behaviors through the user
study, then designed a data visualization interface that helps a customer to (1)
achieve an overall understanding of the used car market such as relations of car
type to price, mileage/model-year to price, and features, and (2) search, filter, and
compare cars of interest through simple interactions. The goal of this research is
to help users to find out an ideal candidate car through an innovative interface
and enhance user experience on used-car trading websites.

Keywords: Used car trading · Searching experience · Parallel coordinate plots

1 Introduction

With the rapid growth of internet users in recent decades, e-commerce of used-car has
been developed rapidly and extensively. The entrepreneur team Beepi created a C2C
used-car transaction mode for the first time, which has caused a close attention from the
industry and investors. The principal of the company claimed that during 2014–2015,
the company had realized 1000% of income growth. In this paper, we explored a new
way of improving user experience in a used-car trading website by utilizing data visu‐
alization methods in the interface. Typically there are two main car-searching modes in
websites. One is to search by keywords; the other is to use constraints to narrow down
the range of qualified cars. While purchasing a car, users will make many comparisons.
Also, we can see that most of the used car websites place a complete inspection report
in a detail page. Users use the detailed contents of car performance and inspection reports
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of cars to evaluate the car they find. Users normally should repeat the same search-
comparing process for many rounds before they can make their final decisions, which
is a time-consuming and inconvenient process.

The user experience of product searching is an important issue in e-commerce
websites. While shopping for a product especially with many choices, the customer
gradually forms his/her expectation of the product through reviewing and comparing
many different products. This process can be divided into several stages [1–4]. To be
specific, a user firstly forms a universal set which contains all products that are related
to his/her purchasing goal. While forming the universal set, the user gradually under‐
stands the market status, realize his real demands and capacity, and create a consideration
set through filtering out unfit products from the universal set. Finally the customer eval‐
uates products within this consideration set, which is the most critical stage in products
screening toward the final purchasing decision. It is impossible for a client to find the
best fit product without forming a proper consideration set. To make a proper consid‐
eration set, the user has to bear a good understanding of all relevant products in the
market, including their price, pros and cons, functionalities, and cost-benefit trade-off.
During this process, the user will have to study and compare many products carefully.
Customer’s knowledge gained from previous shopping experience may not be reliable
for a new shopping due to market uncertainty issues such as discount and promotions
from certain products. In most e-commerce sites, including used-car platforms,
customers still use the old way of studying products by examining each product.
Although product data are digitalized to enable fast search, it is still a frustrating, repet‐
itive searching-comparing process. Often consumers may have to limit their attention
and evaluation to a much smaller range of products to simplify the purchasing decision,
which will certainly result in less optimistic purchasing result.

In this paper, we try to employ a data visualization method to enhance user’s expe‐
rience on product searching via allowing users to foresee results under different param‐
eter ranges. Through the visualization, the user can quickly get an overview of goods
on the market, form a universal set, and construct his consideration set by examining
product parameters with simple interactions. The customer can also consider cost-benefit
trade-offs by examining relations among parameters. With this design, users can gain a
quick understanding of the used cars market, recognizing relations among car make,
type, price, mileage, year, and configuration packages, and thus make an optimistic
purchasing decision. Car searching time will be shortened. The whole shopping process
will much more effective, smooth, and convenient.

2 Literature Review

Online websites provide a great number of candidate products for users. Undoubtedly
the large quantity of selections will cause difficulties on users’ decision-making process
[5]. Similarly, when products have plenty of parameter properties to be referred, it will
result in information overloading [6]. Thus, users have to make more efforts to select
products [7].
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The traditional method of screening is a process of adding limiters and shrinking its
range of values constantly, called as “logical product filtration”. Scholars show that when
users set multiple constraints, there may be an insufficient quantity of products in the
result set [8]. To fix this problem, one of the solutions is to use the “soft boundary”. The
upper and lower boundary of the limit range could be enlarged to a certain degree. For
example, if upper boundary of a limit range is 100, the broad allowable parameter is
20%, the upper boundary of the actual limit range will be 120. However, such a way
may result in information overloading and increasing cognitive burdens of users. To
satisfy search demands of users without significantly increasing cognitive load,
researchers introduce some new methods within the soft boundary as a supplement,
namely preference properties [9]. Users control these constraints, thus can be more
flexible based on users’ preference of the searching results. Under this search mode,
however, users may still fail to anticipate searching results, and the searching process
still requires users to modify limiters constantly before they could see results.

Information visualization provides an idea for solving the problems mentioned
above. In an information space, utilization of sensitivity information can help to realize
“movement before seeing,” instead of “seeing before movement” [10]. Its presence
provides clues for users to set up or modify limit ranges. Such a model may better
consistent with the behavior pattern of users.

Parallel bar gram in a multidimensional and interaction techniques to support
consumer-based information exploration and choice based on attributes of the items in
the selection set [11]. In such an interface, each property of a car corresponds to a bar
graph. It excluded cars for inconsistent with the current constraint out of the boundary
of the limited range. Such a display pattern indicates that after users change the limit
range, some products will be brought into the qualified range. Therefore, users have no
need to obtain a reasonable amount of candidate products by modifying the filtering
range through countless attempts.

One multi-dimensional data visualization method is parallel coordinate plots [12].
Parallel coordinate plots can visual enable user to see distribution on each parameter
and aware correlations among parameters. Through interacting with parallel coordinate
plots, a user can investigate the correlation and tendency among many parameters [13].
Users’ interaction in parallel coordinate plots is direct and simple. We can utilize a select
box to set up a limit range on the coordinate plots directly. Comparing with the parallel
bar gram, we assume such a way can better display abundant product data, realize direct
selection, and facilitate cost-benefit trade-off comparison. In this study, we first conduct
a user study to understand user’s behavior and needs while purchasing a used car, then
designed a new interface with parallel coordinate plots and property marking function
to support car-searching process on a used-car trading platform.

3 User Study

At first, to understand the problem, we conduct a user study using interviews and
contextual inquiry. We recruited users by applying the “snowball” strategy. We invited
six people to our study. All of them are students at Purdue University. They all have
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basic car knowledge and are interested in buying a 2nd car. After the interview, we invited
them to conduct car-search tasks in a used-car website. Their searching and decision-
making process were observed and questioned while working on the website.

3.1 Methods

We asked questions about user’s previous experience of purchasing user cars and what
factors they would take into consideration when they make decisions. We asked the
following questions:

• Do you have any experience on purchasing a used car? If so, please describe the car
picking process.

• Have you ever searched for cars information through the internet? If so, which
website(s)?

• Have you ever purchased a car through C2C car-purchasing website? What is your
experience? Advantage and disadvantage of the website?

• If you want to purchase a used car, what kinds of parameters will be the key factors
affect your final decision? Which parameters are fixed? Which parameters are flex‐
ible? Which parameters are subject to cost-benefit trade-off?

We asked users to operate in a current used-car e-commerce websites [14]. In this
way, we can investigate user’s behavior and habit in detail. We asked the user to finish
the following tasks:

• Browse the website freely, speak out what’s your concern in the website page and
why do you concern about these issues.

• For users without car purchasing experience, ask him/her to select the most preferred
car as if s/he is going to buy the car.

• For users who have already purchased a car, ask him/her to finish a virtual car
purchasing process.

3.2 Summary of the User Research

We found that searching and choosing a used car is a complicated process. We find that
the most attractive part for novice users is the information in the detail page of cars, such
as fixed parameters, every used-car’s special status, inspection report and photos.
Browsing such information will help novice users to form expectation on the target car
gradually. Such a process means to browse, record, and summarize through many used-
car detail pages constantly. Users will jump through different pages to search, record
and compare. According to current websites, the information on detail pages is not able
to use as constraints yet. Users can only filter unqualified used cars based on their
memory. For some users with experience in car purchasing, we find that after users use
traditional filters and find there are no qualified items, they will adjust constraints,
observe results, repeat these two steps, and guide to acquire satisfactory results.

In summary, based on results of our interviews and contextual inquiry, we find main
difficulties for users to use the current searching method on websites:

Employing Relation Visualizations to Enhance the Shopping Experience 19



• Used car information has its inherent complexity. There are too many parameters for
the user to compare. Every used car has its condition. It involves a lot of cost-benefit
trade-off analysis.

• To compare candidate cars, users need to jump through many pages to find the
parameters on car’s detail page and need to remember these parameters. After several
rounds, the user forgot previous result. Some of them have to write down the previous
search using pencil and paper.

• When modifying condition ranges, there are no clues for user to predict the result.
For instance, before they click the “search” button, they never know “how many
candidate cars will be newly increased after the price is improved by $5000.” “how
much I should adjust the boundary, for the sake of acquiring other ten candidate cars”.
Often the user reaches a “no qualified results” due to the tight constraints. The user
has to go back to lose these parameter constraints to get some result.

• Loosen the constraints often generate too many results, which causes information
overload or deficiency for the user. It is very hard for the user to create a consideration
set within a reasonable quantity of cars. The search either yield no result or too many
results.

According to the problems defined by our study and relevant topics in the literature
review, we considered the following design requirements to satisfy user’s need:

• Users should easily see the overall market status, and understand how different
product attributes affect his final purchase decision.

• Provide with visual clues for user to foresee search results before hit the “search
button” after setting up ranges.

• Users should be able to easily conduct cost-benefit trade-offs by comparing different
value combinations of product attributes.

• The user should be provided with a simple interaction method to filter our un-relevant
products to create a consideration set with reasonable quantities of cars.

• In the detail page, users can mark properties, which can be used as a clue or constraint
in the visualization filter.

4 Searching Interface with Data Visualization

4.1 The Visualization Design

We adopted the parallel coordinate plots into the searching interface (Fig. 1) to facilitate
car searching and comparison. Using a popular car trading website [14] as a template,
we implement our design in the car browsing page. It keeps the core function of the
original internet site, and we added our new method to it as supplementary. For a fair
comparison, we keep the similar look and feel of the original site. The data used here
are real used-car data extracted from the website.
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Fig. 1. A: visualization filter (parallel coordinate plots). B: Property marking system C: Searching
results D: Traditional filter

Our parallel coordinate plots on the searching page will visualize main properties of
each used cars in universal set (Fig. 2). Each axis stands for one parameter. We listed
11 key parameters that customers care the most, which are: car price, car type, model,
transmission, mileage, model year, cylinder, engine size, new car price, skylight, and
color. Some parameters carry numeric value, e.g. price, while some parameters are
categorical data with limited choices, e.g. color and model. For each car, their attribute
will match a position on the corresponding axis. Connecting these positions will form
a polygon, which represents one car. Many cars together will form a graph like Fig. 3.
We further encode one key parameter (car price) in the graph by assign each polygon a
color, from blue to red, represent price from low to high.

Fig. 2. Property visualization of all cars (~500 cars)
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Fig. 3. The user drags and puts the property axis “new car prize” to the position next to “prize”.
In this way, the user can investigate two properties’ correlation. (Color figure online)

One of the major advantages of this visualization tool is the visibility of different
parameters’ correlation. By looking the color distribution in other axes, we can see the
relationship of cars’ prices with other properties. For example, comparing with or
without skylight option, there are more red lines connect to with skylight than without
skylight, which indicates cars with skylight are mostly likely expensive cars. In this
visualization, any two axes can be put together by dragging one axis and move it next
to the other one. Thus any properties’ correlation can be examined (Fig. 3). For example,
initially, the parameter “body type” is located at the second position of all axis from left
to right (Fig. 3A). When a user want to begin his purchasing with a high “new car price”
and low “current price”, he can drag the “new car price” and move it next to the price
axis(Fig. 3B). With this interaction, he can observe the relationship between the sale
price of used cars and their original price. This particular interaction execute one possible
purchasing intention: find the most discounted car.

4.2 Searching with the Interface

Users aware their expectation and purchasing goals through a formative process of
examining car properties. Their decision making is an iterative process with two stages,
which includes general understanding the product space (universal set) and construct
his/her selection (consideration set).

The first stage means to know about the distribution of cars’ parameters in the
universal set. At the beginning of this stage, users generally have no definite inclination
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and preference. They find out cars that may qualify for them in a browsing manner, make
comparisons with different cars and reflect what kinds of cars, or what particular func‐
tions may meet their demands. On this stage, users will review a great number of cars
and parameters that may conform to their expectation. However, it is still a stage that
users just start to know about used-car properties and correlation among these properties.
Users need to construct a good understanding of how parameters affect with each other
through many interactions, for example, by moving axes to compare pairs of parameters.
At this stage, the user only gains an overall understanding of the whole market without
evaluating individual cars in detail. For a specific car, several parameters may satisfy
users’ demands, but other parameters may be totally unsatisfied. One impossible to fit
a car satisfy on every aspect, the user has to conduct in-depth analysis on the cost-benefit
trade-off among these conflicting parameters.

Through a simple interaction of using mouse to drag a small range along an axis, the
user can create a “select box” and define a search range for that parameter, for example,
between 100 K to 150 K RBM in price (Fig. 3C). If the user wants to adjust the range,
he can drag the upper or lower boundary of the selection box, or simply move the whole
box to set a new limit range. To make the use still aware about the car distribution along
this axis, filtered out cars still show a short segment indicating their existence and their
relation to neighboring axes. With gray outlines, the user can foresee possible result if
he moves the select box (Fig. 3C). The customer may create many select boxes on several
axes. The polylines remain in the visualizations forms the consideration set. The user
will compare and screen out used cars on the basis of some details.

In addition to several main parameters displayed on the visualization tool, there are
lots of other parameters on cars’ detail pages. These parameters may not be very crucial
when users construct their understanding of consideration set in the first stage. However,
when user come to the second stage of evaluating cars, all the candidate cars are from
consideration set selected by the constraints. The significance of properties in the detail
page increases since all candidate cars are generally qualified. However, current infor‐
mation architecture of used cars trading website doesn’t provide access for users to
utilize these kinds of parameters to screen cars. Therefore, the user needs to remember
these details in their mind and jump through many pages to compare values of different
vehicles, which is truly inconvenient.

4.3 Use Example

Here we demonstrate how a customer construct a small consideration set using the
interface. Imagine the user tried to buy a car with a high new car price but low on sale
price so that he can enjoy an advance car with large discount. He finds that new car
prices of cars with current prices between 100 K to 150 K RMB is ranging from 120 K
to 300 K RMB (Fig. 3C). He considers new car price at more than 200 K are good
choices. So he sets a constraint via the select box (Figs. 3C and 4A). Next, the user
begins to explore the mileage. He does not want to buy a car with a very long mileage.
Thus he set a limit of 0 to 70000 km on mileage (Fig. 4B). One more thing he cares is
the car’s body type. Most qualified cars are SUV and mid-sized cars. He dragged the
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“body type” axis to the 4th position to keep compact cars and middle cars by leaving
SUV out of the select range (Fig. 4C).

Fig. 4. Searching process

So far, the user has explored main parameters of used cars and learned a lot about
the correlation among these crucial properties via the visualization tool. After setting
four main constraints, the user thinks cars selected are qualified. His first stage has been
finished. A consideration set for the user has been established (Fig. 5). Parameters of
the car in this consideration set meet demands of the user. For the next stage, the user
should evaluate and choose cars from this short list.

Fig. 5. Consideration set cars under four constraints.
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4.4 Interaction Between Detail Page with the Visualization

In our design, we allow users to mark properties on the detail page and utilize them as
new constraints. After reviewing detail pages of several candidate cars, the user realized
that GPS is another useful function for him, but this property currently cannot be used
as a constraint. He checks his current consideration set and finds there is only one car
with GPS (Fig. 5). The available choices are very limited for him. He should go back to
the searching page, modify previous constraints and let more cars come into the new
consideration set for a fair comparison. To do so, he needs to mark “GPS” as a new
constraint. First, he moves the mouse to text “GPS” and clicks right button on it. The
property marking interface will pop out. The user then clicks “mark this property” to
put this “GPS” selection into consideration. This section will also be recorded into
history (Fig. 6A). Then the user can go back to the visualization to adjust select boxes
to modify constraints. The “GPS” label is now in the properties marks. The user clicks
the check box of “GPS” to establish a new axis on the parallel coordinate plots
(Fig. 6B). Thus, a new constraint-GPS for the next round of selection has been set.

Fig. 6. A: Property marking tool in cars’ detail page. Marked property will be shown on the
searching page. B: Users can build a new axis to add the “GPS” as a new constraint. The
“magnifying lens” will display details of the axis the user is operating on.

When the user modifies previous constraints, some gray lines on each axis outside
the select box will serve as important clues. For example, as for the “new car prize” axis,
gray lines below the lower boundary of the select box stand for cars that have been
filtered out only because they did not meet the “new car prize” range set by user. Now,
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the user feels that a little lower new car prize is acceptable for him. Then he drags the
lower boundary of selection box and let more cars come into new consideration set. In
this way, the user can foresee the results because he can see the distribution of potential
candidate cars and modify the range based on both his needs and the distribution of cars.
He knows what efforts he need to do to achieve his goal.

4.5 Heuristic Evaluation

To validate our design and figure out usability problems, we built a paper based static
prototype for the new searching page and a high-fidelity interactive prototype for the
parallel coordinate plots. We grabbed more than 500 used cars’ data from a real used
car trading website [15]. After we had finished building our prototype, we recruited 5
people who work or study in user experience program at Purdue University to conduct
a heuristic evaluation. We took use of 10 usability heuristics for user interface design
[16] as principles to be checked. The main positive feedbacks are: Good visibility of
system status; user control and freedom; Flexibility and efficiency of use; Help users
recognize, diagnose, and recover from errors. The main negative feedbacks are concen‐
trated on: Help and documentation; Match between system and the real world.

The overall feedback is positive. Most evaluators felt the new system enjoys a high
Level of visibility because they can compare and screen cars in a visual space. The
correlation of main parameters can also be investigated via the visualization tools.
Furthermore, they can foresee results before they set search conditions. In this way, they
can avoid information overload and information insufficiency, which helps users reduce
cognitive load and avoid error. The property marking function adds users’ control and
freedom, which allows the user to add more detailed and specific parameters as a
constraint on the fly while examining a product in detail.

However, some negative feedbacks were also identified during the evaluation. 4 of
the five evaluators have now data visualization knowledge. They are not familiar with
the parallel coordinate plots used in the design. Thus at the beginning of the evaluation,
they had to spend some extra effort to learn the visualization. However, once they figure
it out, they fill the visualization method is effective and efficient on supporting user’s
searching in large product pool.

5 Discussion and Conclusion

From the users’ experience perspective, we designed a user interface with data visual‐
ization to improve the searching process on a used car e-commerce website. Began with
exploring users searching behavior and define the problems via our user study, we
utilized the parallel coordinate plot visualization as the main component for product
searching while keeping current used car trading websites’ current navigation and infor‐
mation hierarchy. Users can use this tool to explore the correlation among so many
different cars and different properties to gain a good understand of cars, which increases
user’s decision quality. The process is visible, and the result is predictable. Another thing
we added is the properties marking function. Since the searching page cannot display
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all the parameters, some of the properties on the detail page of each car cannot serve as
a constraint before. Properties marking will make up this limitation.

The design provides a scheme for solving two major problems happened when user
need search in a large number of products. One is how to perceive and compare products’
complicated properties and make decisions on the basis of these properties. The other
one is about problems of data overloading or data insufficiency caused by setting
constraints when searching products with multidimensional data. By solving these two
problems, this design naturally supports the two-stage model of consumers’ decision
making process on shopping. The visualization gives a clear overview of the universal
set which includes all products with important attributes. The customer can see the
distribution of products along each attribute, or examine the trade-off relations among
attributes. Through simple interaction, the customer can filter and select desired products
to form the consideration set. The consideration set can be easily adjusted.

The design is based on an existing website. Thus, it has high feasible for implemen‐
tation. In this design, we do not abandon the conventional screening system. The new
screening mode and conventional mode can co-exist, evading from risks by using
sophisticated solution in the brand-new design. Though this study is focused on the used-
car trade, the solution can be applied to explore other products with complicated prop‐
erties. The design proposes a new way of using data visualization for multi-dimensional
data screening in the e-commerce area. Also, the way of using property marking will
help users choose cars among various tiny details. Multi-dimensional data screening,
such as house purchasing, tourism products, electronic products, as well as other used
products, can also use this combination of parallel coordinate plots and properties
marking function.

We explore the way to employ relation visualization on real industry to benefit users.
We try to collect various kinds of data of each used cars. Total used-car data, however,
are still far less than it in the real world. The issue of scalability cannot be ignored. When
the data reaches 1000 or more, it would be hard to visualize all of the data at same time,
because the lines will be too intensive and overlap with each other.

The primary purpose aims to create a good searching experience for users. In the
future, it is necessary to create a more high-fidelity prototype, closer data size in real
trade and conduct a deeper user research. In this study, we have found that proposed
data visualization method can effectively reduce searching effort and give user better
understanding about the whole product space. Such interfaces are still rare in real
websites. Our next effort may focus on making such interface more user-friendly so that
it can be adopted broader to benefit consumers.
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Abstract. With the proliferation of e-commerce, online promotion strategy of
limited quantity and limited-time is widely used by online retailers to entice
consumers’ purchases. However, few research has investigated the exact effects
of such a promotion strategy on consumers’ online impulsive purchase. Based on
the environmental psychology view, this study focuses on the mediating role of
arousal in explaining the influences of scarcity messages in aspects of limited-
quantity and limited-time on impulsive purchase. By building an online shop for
an actual offline milk tea shop at taobao.com, an experiment with 182 participants
was conducted to test our research model. The results provide strong evidence
that both the limited-quantity and the limited-time scarcity messages positively
influence consumers’ perceived arousal, leading ultimately to impulsive
purchases. Both theoretical and practical implications are discussed.

Keywords: Environmental psychology · Online impulsive purchase · Scarcity
message · Arousal

1 Introduction

Singles’ Day – symbolized by its single-digit heavy date, 11/11 – began seven years
ago, when unattached college kids went online to hunt for bargains. Alibaba, China’s
largest e-commerce giant, started offering huge discounts to mark the day. Thereafter,
this shopping event has grown exponentially, now being a shopping festival globally.
For Singles’ Day 2015, the company raked in $5 billion during the first 90 min of the
sale, totaling $14.3 billion in just 24 h largely through its online shopping platforms,
Taobao.com and Tmall.com1. Singles’ Day is a shopping carnival for online consumers,
and online shops utilized promotion strategy of limited-quantity and limited-time, in
which a limited amount of products are on sale within a given time period, to entice
impulsive purchases. The scarcity messages about limited-quantity and limited-time
provide online shopping environment that might shape consumers’ impulsive purchase
decision-making.

Specifically, in a limited-quantity scarcity message, the promotional offer is made
available for a predefined quantity of the product. In a limited-time scarcity message,

1 http://www.businessinsider.com/how-alibaba-made-143-billion-on-singles-day-2015-11,
accessed at May 8, 2016.
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the offer is available for a predefined period, after which the offer becomes unavailable.
Scarcity seems to create a sense of urgency among buyers that results in increased
quantities purchased, shorter searches, and greater satisfaction with the purchased prod‐
ucts, therefore, accompanying impulse buying. Prior research has shown that purchase
restrictions are used as informational cues by customers to evaluate promotion strategies
[1]. Although, amply studies have emphasized the influences of scarcity messages on
impulsive purchases in the offline contexts, scant research has been devoted to the online
shopping environment.

Comparing to the offline shopping environment, the two types of scarcity messages
are more visible and timely updated. Online consumers are able to view the timely
changes of decreasing supply amount and feel the time pressure by counting down the
available shopping time. Patterns of manifestation of scarcity message are different in
online versus offline environment. IT could easily be designed to manipulate perceptions
of scarcity that could be potentially more difficult to manipulate offline. Scarcity
messages create a sense of urgency and constitute the dominant stimuli in online envi‐
ronment. Scarcity messages manipulated by IT provide online shopping environment
that might shape consumers’ impulsive purchase decision-making. Therefore, to bridge
the gap, this study aims to elaborate how limited-quantity information and limited-time
information to online shopping environment influence the consumers’ impulsive
purchase.

Consumers often act impulsively when making online purchase decisions, triggered
by easy access to products, easy purchasing (e.g., 1-Click ordering), lack of social pres‐
sures, and absence of delivery efforts [2]. The marketing and IS literatures show that
impulse purchase can be studied from the state of mind created by the online shopping
environment [3]. Prior literature has demonstrated the irrationality of impulse purchase
decision-making from the online shopping environment perspective. Verhagen and van
Dolen [4] suggested that the irrational decision-making of online impulsive purchase
occurs without a thoughtful consideration of why and for what reason one needs the
product. Specifically, there are two core elements characterizing this irrational impulse
buying decision-making. First, the process is unplanned and lacks cognitive deliberation.
Second, emotions dominate the impulse buying process [4]. Therefore, this study draws
on the environmental psychology view and posits that arousal stimulated by online
shopping environment (i.e., limited-quantity scarcity message, limited-time scarcity
message) affects consumers’ impulsive purchase.

To fill the above research gaps, this study aims to address the following research
questions:

(1) What are the impacts of limited-quantity scarcity message and limited-time scarcity
message on online consumers’ arousal toward impulsive purchase?

(2) How does consumers’ arousal lead to online impulsive purchase?

By answering these research questions, this study provides the following theoretical
contributions. First, this proposal examines the mechanism through which online scar‐
city messages influence consumer impulsive responses and investigates the impacts of
scarcity messages on online impulsive purchase. Second, this study enriches the irra‐
tional decision-making literature of impulsive purchase from the perspective of arousal.
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In addition, this study is with its practical contributions. On one hand, it provides design
guidelines on successful use of limited-quantity and limited-time promotion strategy.
On the other hand, this proposal also suggests that online consumers should pay close
attention on their emotional responses toward the online promotion strategy.

2 Literature Review

2.1 Online Impulsive Purchase

Impulsive purchase is defined as “a purchase that is unplanned, the result of an exposure
to a stimulus, and decided on the spot” [5]. The stimulus in the definition can be an actual
product, service, or the extrinsic attributes of the product, such as the shopping envi‐
ronment or atmosphere. On the one hand, when exposed to a stimulus, an individual
experiences a sudden, spontaneous urge or desire to buy the stimulus, regardless of the
impetus (e.g., individual trait or environmental cue) [6]. On the other hand, the impulsive
purchase occurs only after the individual first experiences the urge to purchase impul‐
sively [6].

Impulsive purchase is distinguished from unplanned purchase. Unplanned purchase
is “the purchase of a product that was not planned prior to entering the store” [7]. The
term “impulse buying” refers to a narrower and more specific range of phenomena than
“unplanned purchasing” does. More importantly, it identifies a psychologically distinc‐
tive type of behavior that differs dramatically from contemplative modes of consumer
choice [6]. This study focuses on impulse buying, which occurs when a consumer expe‐
riences a sudden, often powerful and persistent urge to buy something immediately.

The urge to buy impulsively (UBI) is defined as “the state of desire that is experienced
upon encountering an object in the environment” [8], it is a qualified and reasonable
proxy for actual impulsive purchase [9–11]. Additionally, it is suggested that not all
impulsive urges are acted upon, and the greater the number of urges experienced, the
higher is the likelihood that an impulse purchase will occur [8]. Although it is a qualified
and reasonable proxy for actual impulsive purchase, the urge to buy impulsively, which
can be restricted by many factors (e.g., money, time, product availability), is not equiv‐
alent to actual buying. Therefore, this study focuses on consumers’ actual impulsive
purchases as the research outcome.

Amply studies have investigated the role of environmental cues on online impulsive
purchase, mainly from the perspective of website quality characteristics [e.g., 4, 9, 11–13].
With the advances of e-commerce, a new type of promotion strategy, i.e., limited-quantity
and limited-time offer, is widely used by online retailers to entice consumers’ impulsive
purchases. For instance, Alibaba, China’s largest e-commerce giant, holds sale-events
utilized this limited-quantity and limited-time offer on Singles’ day. The success of the
limited-quantity and limited-time offer relies on e-commerce websites’ capabilities in timely
updating the information of quantity and time for online consumers. The information of
limited-quantity and information of limited-time are viewed as scarcity messages [14], and
these two types of information constitute of the online informational environment for
consumers.
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2.2 The Environmental Psychology View of Online Scarcity Message

The environmental psychology view proposes that environmental stimuli are linked to
behavioral responses by the primary emotional responses of arousal, pleasure, and
dominance [15]. Environmental psychology has been used when investigating online
impulsive purchase, which extend our knowledge of online environment and impulsive
purchase [12]. Environment factors (e.g., scarcity messages) influence people’s affective
responses to the environment, which in turn induce people to approach or avoid the
environment [15]. Emotion of affective response can be classified based on three inde‐
pendent and bipolar dimensions: pleasantness, arousal, and dominance [16]. Subsequent
research has found that pleasantness and arousal explain most of the variance in affect
and behavior, and arousal is the most critical type of emotional state [17, 18]. However,
few research has confirmed the connection between scarcity messages and pleasantness.
Literature has also presented that there is no significant differences of pleasantness
among individuals in response to scarcity condition [19]. Therefore, this study focuses
on arousal as the consumers’ emotional state from the online informational environment.

Arousal is defined as the neurophysiological basis underlying all processes in the
human organism, ranging from sleep to excitement with intermediate states of drowsi‐
ness to alertness [16]. It is the basis of emotions, motivation, information processing,
and behavioral reactions [20]. Donovan and Rossiter [18] showed that arousal-nonar‐
ousal dimension taps the degree to which a person feels alert, excited, stimulated or
active in the situation. In particular, there are two types of arousal: excited arousal and
competitive arousal. On one hand, excited arousal is feelings of excitement reflecting
high levels of arousal combined with high levels of pleasure and joy, where environ‐
mental cues (e.g., warm color, fast music tempo, scent) would activate excited arousal
[21]. On the other hand, competitive arousal is an adrenaline-laden emotional state that
can arise during competitive interactions [22], where arousal based on rivalry, time
pressure, and audience effects can trigger the desire to win [23].

Prior research has theorized potential theoretical connections between scarcity
messages and arousal [14, 24]. Research on activation and attention explicates that
arousal is typically produced by input changes to which an organism is unaccustomed,
particularly when the input is scarce, surprising, and novel [24]. According to Cialdini
[14], when something that people like is less available, they become physically agitated,
such that their focus narrows, emotions rise, and cognitive processes are often
suppressed by “brain-clouding arousal”. Zhu and Ratner [19] examined the underlying
mechanisms of scarcity polarizes preferences, demonstrating that the effect of scarcity
salience on choices is mediated by consumers’ perceived arousal.

3 Research Model and Hypotheses

The research model is presented in Fig. 1.
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Fig. 1. Research model

3.1 Effects of Scarcity Messages on Arousal

A limited-quantity scarcity message (LQS) offer is restricted to a set number of units.
Units are limited, often administered on a first-come, first-served basis, and run until
sell out. This creates a sense of time pressure and uncertainty for an LQS deal.
Combining to the retail auctions, consumer under time pressure are believed to elicit an
excited arousal [25] and research has shown that time pressure increases arousal [26].

Furthermore, consumers compete for the advantageous inequity that accrues to the
recipient of promotions [27]. The promotion of LQS, companying with time pressure
and rivalry, makes a consumer feel that him- or herself in direct competition with other
consumers. Such a situation will stimulate the consumer and result in competitive
arousal. Prior studies show that time pressure, rivalry and audience effects increase
competitive arousal that a consumer experiences [23]. As well as the similar situation
in the auctions, the object is limited and bidding under time pressure with rival, which
significantly stimulates competitive arousal and affects the consequences [22, 25].
Therefore, we propose that:

H1: High LQS leads to higher perceived arousal of consumers than low LQS.

In the case of limited-time scarcity message (LTS), consumers can buy the product
at any moment within a period of time, and the supply is abundant but time is scarce.
Consumers only have to complete the deals before the deadline. Even the consumers
know the existence of vast others, there is no conflict of interest between each other and
competitive arousal in consumers. However, obtaining a bargain becomes more like
“winning” a bargain, where the bargain provides both utilitarian as well as hedonic
fulfillment [28]. Scarce products on sale open a gate to obtain the bargain and stimulate
the emotion, consumers feel excited or joy because of the utilitarian satisfaction. In
addition, a festival’s programme content can affect both attendees’ emotions and
hedonism [29]. LTS is the core feature of the online promotion strategy and motivates
consumers’ purchase intention as attending the event is outside the daily routine.
Furthermore, scarcity appeal plays an important strategic role to create an excitement
around promotions [30]. Research on activation and attention explicates that arousal is
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typically produced by input changes to which an organism is unaccustomed, particularly
when the input is scarce, surprising, and novel [24]. Therefore, we hypothesize that:

H2: High LTS leads to higher perceived arousal of consumers than low LTS.

3.2 Effects of Arousal on Urge to Buy Impulsively

The affective reactions to the environment will determine an individual’s response, e.g.,
urge to buy impulsively [15]. In a traditional shopping context, a positive relationship
has been found between positive affective reactions (i.e., enjoyment) and UBI [8]. In
the online context, perceived enjoyment will have a positive effect on the impulsive urge
to buy [9, 31]. Moreover, we focus specifically on time pressure and the inherent social
competition under online promotion strategy, as these factors are considered to be the
main drivers for so-called competitive arousal. In auctions, such competitive arousal
may ultimately lead to auction fever [22, 23]. With respect to auction fever, competitive
arousal theory suggests that arousal can impair the bidders’ decision-making, and push
them to bid past their limits [23]. Adam, Krämer [25] showed that affective processes
have a definite influence on human decision making when bidders compete with human
opponents. In addition, excitement has a positive effect on desire to stay at the mall and
increases patronage intentions [32]. Therefore, we posit that:

H3: Arousal is positively related to consumers’ urge to buy impulsively.

4 Research Methodology

4.1 Experimental Design

A lab experiment with a 2 (i.e., limited-quantity: high vs. low) × 2 (i.e., limited-time:
high vs. low) factorial design was conducted to test the proposed hypotheses. LQS and
LTS were shown on a real online retailer webpage by manipulating the number of
restricted products and time of discounts. We selected milk tea coupons as our product
category due to their popularity among Chinese college students and product afforda‐
bility. Particularly, all products are on sale and discount settled according to the actual
situation of Tmall.com on Singles’ Day. Accordingly, in our manipulation, we set the
number of deals to 200 to present low scarcity in terms of quantity, and the number of
promotional deals to 20 to present high scarcity in terms of quantity. Discount time was
set to 1 h and 10 min on the webpage.

4.2 Sample and Experimental Procedures

Participants in this experiment were students at a large public university. Prior to the
experiment, participants were asked to provide information about demographics and
online shopping experience. 182 participants were recruited to take part in the experi‐
ment. Participants were randomly assigned to four experimental conditions. The random
assignment was performed once for every participants. They were presented an
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experimental website with different experimental treatments in which they can browse
the product information. Participants were told to imagine that the scenario is real and
browse the website carefully. Afterwards, participants were instructed to complete a
questionnaire that contained measurement items of the research variables (shown in
Appendix). The measures utilized a 7-point Likert-type scale anchored by 1 (Strongly
Disagree) and 7 (Strongly Agree). Finally, participants were debriefed and thanked.

5 Data Analysis and Results

5.1 Subject Demographics and Background Analysis

Among the 182 valid participants, 109 were female. The age of the participants ranged
from 18 to 23, with the average online shopping experience being 3.51 years. No signif‐
icant differences were found among participants assigned randomly to each of the four
experimental conditions with respect to age, gender, online shopping experience, and
daily plan for buying beverages, indicating that participants’ demographics were quite
homogeneous across different conditions.

5.2 Manipulation and Measurement

Scarcity manipulation was checked for with the questions “How available do you think
are the limited-quantity products?” and “How available do you think are the limited-
time products?,” and the responses were based on a seven-point scale from “extremely
sufficient” to “extremely insufficient” [33]. Participants in the low-quantity condition
reported a mean value of 4.37 for the extent of perceived scarcity (standard deviation,
1.510), and participants in the high-quantity condition reported a mean value of 3.37 for
the extent of perceived scarcity (standard deviation, 1.692). The difference was signif‐
icant (t = − 4.221, p < 0.001), and hence, manipulation for LQS worked as anticipated.
On a seven-point Likert scale, participants in the low-time condition reported a mean
value of 4.47 for the extent of perceived scarcity (standard deviation, 1.592), and partic‐
ipants in the high-time condition reported a mean value of 3.17 for the extent of perceived
scarcity (standard deviation, 1.554). The difference was significant (t = − 5.591,
p < 0.001), and hence, the manipulation for LTS worked as anticipated.

Four items were adapted to measure arousal from Russell and Mehrabian [16]
(Cronbach’s alpha = 0.812; see Appendix). Exploratory factor analysis showed that in
general, items loaded well on their intended factors and lightly on the other factor, thus
indicating adequate construct validity (see Table 1). Impulsive purchase was measured
by the actual number of coupons a participant bought in his/her order. If a participant
did not place an order, we coded his/or impulsive purchase as “0”. In addition, impulsive
purchase was considered effective only if a participant had no plan to buy a beverage
on the day of the experiment. If not, impulsive purchase of that participant was adjusted
to “0”. Data on participants’ impulsive purchase was collected from the objective trans‐
actions on our Taobao shop. We included in the model several control variates that affect
consumers’ impulsive purchase. The literature on impulsive purchase suggests that
consumers’ price consciousness affects their purchase behavior [34]. In addition, gender,
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age, and online shopping self-efficacy are governing factors as well. To control for
consumers’ online shopping self-efficacy, we adapted measurements from Compeau and
Higgins [35]. The correlation matrix is reported in Table 2.

Table 1. Results of factor analysis

Perceived
arousal

Price
consciousness

Online shopping
self-efficacy

arl1 .813 .012 .161
arl2 .811 .024 .002
arl3 .769 −.095 .051
arl4 .791 .120 .022
priCon1 .141 .726 .056
priCon2 .022 .766 −.077
priCon3 −.038 .745 −.002
priCon4 −.073 .809 −.092
onSSE1 .058 −.024 .822
onSSE2 .027 −.072 .907
onSSE3 .016 .067 .867
onSSE4 .118 −.090 .758

Table 2. Variable Correlations Matrix

M SD AVE CR CA Gender Age PC OSSE PA
Gender 0.599 0.492 – – – –
Age 20.132 0.850 – – – 0.003 –
PC 3.188 1.043 0.585 0.849 0.768 −0.052 −0.081 0.765
OSSE 5.631 1.091 0.708 0.906 0.864 0.011 −0.009 −0.083 0.841
PA 4.089 1.237 0.633 0.873 0.813 −0.023 −0.056 0.012 0.148 0.796
IP 0.918 1.583 – – – −0.092 0.107 −0.147 0.101 0.107

Notes. PC = price consciousness; OSSE = online shopping self-efficacy; PA = perceived arousal; IP = impulsive purchase; M = mean;
SD = standard deviation; AVE = average variance extracted; CR = composite reliability; CA = Cronbach’s alpha.

5.3 Results Pertaining to Perceived Arousal

An analysis of variance (ANOVA) was conducted to detect the joint effects of limited-
quantity and limited-time on arousal. ANOVA with perceived arousal as the dependent
variable revealed the significant effects of the LQS message (F (1,180) = 41.466,
p < 0.01) and the LTS message (F (1,180) = 34.797, p < 0.01). In general, the high-
LQS and -LTS conditions led to higher perceived arousal than the low-LQS and -LTS
conditions. Hence, H1 and H2 are supported.
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5.4 Results Pertaining to Impulsive Purchase

PLS was used to test the proposed structural model. The measurement model was first
assessed by examining (1) individual item reliability, (2) internal consistency, and (3)
discriminant validity [36]. The measurement items load generally on their respective
constructs, thus demonstrating adequate reliability (Table 1). The high composite reliability
and Cronbach’s alpha scores shown in Table 2 indicate satisfactory consistency.

The diagonal elements in Table 2 represent the square roots of average variance
extracted (AVE) of the latent variables, while the off-diagonal elements represent the corre‐
lations among latent variables. For adequate discriminant validity, the square root of the AVE
of any latent variable should be greater than the correlation between that particular latent
variable and other latent variables [36]. The data presented in Table 2 satisfy this require‐
ment. Moreover, in Table 1, the loadings of indicators on their respective latent variables are
higher than the loadings of other indicators on these latent variables, and the loadings of
these indicators on other latent variables, thus lending further evidence to discriminant
validity.

Bootstrap resampling was performed on the structural model to examine path signifi‐
cance. The results indicate that perceived arousal has a significant and positive effect on
impulsive purchase, suggesting H3 is supported. To ensure that our findings are not
confounded by other variables, we controlled for the potential effects of gender, age, price
consciousness, and online shopping self-efficacy. All control variables have significant
influences on the dependent variable.

6 Discussion and Conclusion

6.1 Discussion of Key Findings

The results supported all hypotheses. The degree of scarcity in terms of quantity and time
was manipulated within an online environment to investigate the influence of scarcity
messages on impulsive purchase. The results show that limited-quantity and limited-time
scarcity messages positively influence impulsive purchase. In sum, scarcity messages can
maximize impulsive behavior when arousal is stimulated through the provision of scarcity
messages in terms of limited-quantity and limited-time.

6.2 Implications

Drawing on the online impulse buying literature and the environmental psychology theory,
this study proposes a theoretical model to explain the effect of online scarcity messages.
Regardless of the website characteristics, this study suggests that context of website plays
an important role in the impulsive purchase process. Promotional discounts are effective and
limited-quantity scarcity message (LQS) and limited-time scarcity message (LTS) extremely
fuel the enthusiasm for the products, which lead to the special emotion: arousal. The study
explains the effectiveness of LQS and LTS appeals, and expects to find that different types
of scarcity messages have distinct effects on consumer excited arousal and competitive
arousal.
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In addition, this study is with practical contributions. First, for product managers inter‐
ested in creating an excitement and competition around their promotions, scarcity appeal has
played a considerable strategic role. Managers can draw on LQS (e.g., releasing a new
brand) and LTS (e.g., expanding sales) for generating buyer enthusiasm. Secondly, there is
one noteworthy emotion for consumers. Arousal unconsciously manipulated by the retailers
by using the scarcity messages and aim at promoting consumption. Being care for control‐
ling arousal for consumers is an effective way to avoid impulsive buying.

6.3 Conclusion

Drawing on the online impulse purchase literature and environmental psychology, we
proposed and tested a theoretical model to explain the effects of online scarcity messages in
the business market. Regardless of website characteristics, our findings suggest that the
online informational environment plays an important role in impulsive purchase. Promo‐
tional discounts are effective, and specifically, LQS and LTS are extremely instrumental in
fueling the enthusiasm for purchasing products by triggering consumers’ arousal. This study
provides a foundation for understanding how scarcity messages influence their impulsive
purchase behaviors. Our results reveals that the limited-quantity and LTS messages generate
arousal, which, in turn, influences consumers’ impulsive purchase. These results serve as a
basis for future theoretical developments in the area of scarcity message and online impul‐
sive purchase to guide practice.

Appendix A. Measurement Items

Scarcity [33] (7-point Likert Scale)
Limited quantity How available do you think the limited-quantity products are? “extremely sufficient” to “extremely

insufficient”
Limited time How available do you think the limited-time products are? “extremely sufficient” to “extremely

insufficient”
Arousal [16] (7-point Likert Scale)
arl1 Relaxed-Stimulated
arl2 Calm-Excited
arl3 Sleepy-Wide awake
arl4 Unaroused-Aroused
Price consciousness [34] (7-point Likert Scale)
priCon1 I am not willing to go to extra effort to find lower prices
priCon2 I will grocery shop at more than one store to take advantage of low prices
priCon3 The money saved by finding low prices is usually not worth the time and effort
priCon4 I would never shop at more than one store to find low prices
priCon5 The time it takes to find low prices is usually not worth the effort
Online shopping Self-
efficacy

[35] (7-point Likert Scale)

onSSE1 I could complete the online shopping if there was no one around to tell me what as I go
onSSE2 I could complete the online shopping if I had never used a shopping website
onSSE3 Wherever an organizational change takes place to a shopping website, I’m sure I can handle it
onSSE4 I could complete the online shopping If I had seen someone else using a shopping website before trying

it myself
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Abstract. Relying on social connections, online recommendation
engines and other enabling technologies, consumers have constantly been
increasing expectations and seek experiential value in online shopping.
Since customers have more places and ways to shop than ever before,
retailers – in order to be successful – must find ways to make online
shopping pleasant and enjoyable. They have begun to enhance the online
customer experience by incorporating game elements into their business
processes, making online shopping not just attractive with innovative
products and low prices, but also fun. This concept is known as gam-
ification – a trending topic in both academia and business – and gen-
erally defined as the use of game thinking and elements in non-game
contexts. In our study, we used a state-of-the-art framework (Octalysis)
to analyze a sample of retailers from different industries operating on
the European market. Based on an octagonal shape, Octalysis comprises
8 core drives that seek to explain the influence of certain gamification
techniques on consumer motivation. Our study focused on determining
(a) each retailer’s position in the octagon and (b) whether retailers in the
same sector target the same core drives. Further, we suggest guidelines
for academics and practitioners seeking to convert results into more and
better ideas for online shopping.

Keywords: Gamification · E-Commerce · Online retailing · Octalysis ·
User experience

1 Introduction

Customer experience – strategic focus of many modern companies – continues
to evolve as consumers rely on their social connections, online recommenda-
tion engines, and other enabling technologies to drive their purchasing decisions.
Consumers seek utilitarian and hedonic benefits as well as experiential value in
online shopping. Companies want to find ways to provide consumers with enjoy-
ment and positive feelings, and seek to ensure a unique e-commerce experience
in order to achieve a competitive advantage. Online experience comprises online
functionality, information, emotions, cues, stimuli and products or services [3].
As in many other technological trends (e.g., multi device usage) online commu-
nities, social commerce, and online social interaction are becoming increasingly
c© Springer International Publishing AG 2017
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relevant in online shopping. Gamification, although not an entirely new concept,
has experienced significant growth in popularity in recent years. In academia,
gamification is commonly defined as the adoption of game technology, game
design methods and game elements outside the games industry. Gamified sys-
tems are game-like and draw inspiration from games, but are not games per se
[4]. Since gamification makes shopping more attractive and can change human
behavior by increasing motivation, engagement and loyalty, retailers have begun
to enhance the online customer experience by implementing game elements and
mechanics in online shopping with the aim of increasing customer engagement
on their sites [13].

This paper is divided into four sections. The first section introduces the back-
ground of the given topic by providing important related work, the methodology
and a broader explanation of Octalysis framework. The second section includes
the conducted survey and its outcomes, followed by the third section, which
analyzes the final results more in depth. Lastly, the fourth section outlines the
conclusion of this research and suggests potential future research.

1.1 Related Work

The usage of e-commerce platforms positively influences on user’s feeling of
excitement, and websites should be fun to use to increase the perceived enjoy-
ment of the client [1]. Online customer experience has become an important
success factor in retailing [13], and it manifests as an internal and subjective
response of the customer to the e-tailer’s website [1]. According to Oliver [16],
satisfaction refers to a consumer’s psychological state while evaluating the sur-
prise during product acquisition or consumption. Gamification in online retail
can help to increase consumer engagement and constitutes a conscious reposition
of the shopping experience as a form of entertainment [13]. Many online con-
sumers shop for fun because of experiential shopping motives such as experiential
behavior and experiential outcome [25]. They are fun seekers and represent an
important customer segment, since they tend to be more impulsive and generate
higher sales.

Gamification can produce engaging customer experiences by improving the
way customers interact with a company or its brand [18]. Understanding how
customer engagement in the online shopping process can be improved is there-
fore a significant factor in creating a successful digital strategy [13]. The authors
of [13] proposed implementing the following retail strategies to maximize the
benefits of gamification: Gamification should be (a) optional, (b) used to reduce
forms of undesirable consumer behavior and to manage price-comparison behav-
ior, and (c) a source of data to generate insights.

Gamification is defined as the application and integration of game design
principles and characteristic game mechanics to change behavior in non-gaming
concepts. It is a tool that, if designed and implemented in the right manner, can
increase engagement (e.g., [4,5,18]).

On the one hand, multidisciplinary efforts to investigate gamification effects
on Human Computer Interaction (HCI) are at an early stage, but on the other
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hand gamification is considered to be an emerging approach to encouraging
user engagement, motivation and enjoyment in a non-gaming but technology-
mediated environment [22]. Success in gamification is driven by adequate con-
figuration of gamification dynamics, mechanisms and emotions depending on
specific player types [18].

We identified the Octalysis framework (see Sect. 1.3) as the most appropri-
ate gamification framework to be applied in our research. It has previously been
employed in research in a variety of contexts. Doumanis and Smith [5] used Octal-
ysis as a module of their framework for evaluating gamified mobile applications.
Sanchez-Gordon et al. [19] mapped the Octalysis framework using the ISO 10018
standard and described to which extent the core drives of the Octalysis frame-
work are embedded in this ISO standard. Ewais and Alluhaidan [9] employed the
Octalysis framework to explore how gamification is being used in mHealth apps.
They investigated the twelve highest rated stress management applications and
presented an evaluation based on the Octalysis framework. Economou et al. [6]
used the framework to evaluate the effectiveness of serious game platform tools
in supporting the creation of motivating and engaging educational simulations.

1.2 Methodology

The survey presented here was conducted from October to December 2016 and
followed a qualitative approach in order to evaluate which core drives of the
Octalysis framework are prevalent in e-commerce companies of different indus-
tries in the European market. This survey had been conducted in several phases.
Firstly, researches were searching for potential literature sources in order to
identify the most appropriate gamification framework for this type of research.
Concerning the industry choice,

Eurostat [8] presented a statistical report that listed the most popular e-
commerce industries in the EU in 2016: 61% of all e-buyers bought an item
from the category apparel and sporting goods, 52% from travel and holiday
accommodation, 44% from household goods and toys, 38% bought tickets for
events, 33% purchased books, magazines and newspapers. Within each industry,
our analysis includes some of the largest enterprises within the European market,
(according to turnover), and selected examples of innovative, technology-driven
companies that are gaining in importance. A recent study published by the
European Parliament estimated that the collaborative economy has the potential
to generate revenues of e575 billion across the EU [10].

1.3 Octalysis

According to Yu-kai Chou [2], pioneer and international keynote speaker on
gamification and behavioral design, every successful game appeals to certain core
drives and motivates people to make decisions and pursue certain activities. He
suggests that the term gamification as adopted by the industry be replaced with
“human-focus-design” - a process by which human motivation, and not pure
efficiency, shapes the design of the system.
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Different types of game motivate differently, for instance through inspiration
and empowerment or manipulation and obsession. Based on an octagon (see
Fig. 1), Octalysis suggests 8 core drives behind every motivation and desired
action such that if no core drive is affected, no behavior is provoked and moti-
vation is zero. Note that a hidden, ninth core drive - Sensation - is not placed in
the octagon, because, unlike the other eight core drives, it deals with physical
feelings.

Fig. 1. Octalysis framework based on [2]

We also adopted Chou’s general definition of gamification being a combina-
tion of game design, game dynamics, motivational psychology, behavioral eco-
nomics, user experience/user interface, neurobiology, technology platforms and
business systems that drive an ROI (Return of Investment). Octalysis defines
the following eight core drives [2]:

1. Epic Meaning and Calling motivates player by invoking a feeling of doing
something on a grand scale, and so s/he devotes a lot of his/her time to
creating, maintaining, helping and contributing to project.

2. Development and Accomplishment focuses on internal drive and moti-
vation to achieve mastery by making progress, developing various skills and
overcoming challenges and involves PBLs (points, badges, leaderboards).

3. Empowerment of Creativity and Feedback harnesses users’ interest in
the process of creating new things and trying different methods and combi-
nations. Players are not only enabled to express their creativity, but also to
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see the results of their work in form of the feedback. This is the core drive
where the brain simply entertains itself.

4. Ownership and Possession motivates users by giving control or ownership
of something. Owning and possessing an item motivates consumers to protect
or improve it or to collect more.

5. Social Influence and Relatedness activities motivate through the influ-
ence of others, for instance, by mentorship, social acceptance, competition or
envy, companionship and social feedback.

6. Scarcity and Impatience involves a commodity that is not immediately or
easily obtainable, which increases its desirability.

7. Unpredictability and Curiosity is often erroneously thought to be the
drive behind points, badges and leaderboards, but refers to being constantly
engaged in order to find out what will happen next.

8. Loss and Avoidance motivates through the desire to avoid negative effects,
consequences or other negative situations.

All core drives, depending on the nature of their motivation, can be viewed
either as intrinsic or extrinsic motivators. Extrinsic motivators focus on logic
and analytical skills and are shown on the left side of the octagon, while the
right side focuses on intrinsic motivators, namely on creativity, self-expression
and social dynamics. Self-determination theory distinguishes between two funda-
mental types of motivation: intrinsic motivation which refers to doing something
because it is inherently interesting and enjoyable, and extrinsic motivation, which
is doing something in order to achieve a certain outcome [17]. These two types are
classified as “Left Brain core drives” and “Right Brain core drives” but the dis-
tinction is symbolic and not neurological. This framework further distinguishes
between positive (top of the octagon) and negative motivators (bottom of the
octagon), which it calls “White Hat” and “Black Hat” gamification, respectively
(though the latter is not considered as negative as the name might imply).

2 Survey

This section details the results of our survey, structured according to the indus-
tries described in this section. For each industry, we discuss common elements
and present company’s unique features. Summaries are shown in Figs. 2 and 3,
respectively.

2.1 Apparel and Sporting Goods

Fashion is a global business that pushes cultural and social boundaries. Today’s
growth of the “new economy” affects the structure of the fashion business. This is
a fast moving industry where most brands now interact with consumers through
their own branded online stores and multi-brand e-tailers. Digital technology
gives consumers access to an unprecedented amount of product information.
We found that fashion retailers use similar core drives to motivate and engage
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consumers. Zalando1, for example, has established different channels for dif-
ferent types of customers – Zalando Shop, Zalando Lounge and Zalon – which
are particularly good examples of Empowerment and Scarcity. These channels
not only let people discover and develop their own styles by connecting them
with experienced fashion professionals who choose items from across the range
to create individualized styles for everyday or special occasions they also attract
customers with exclusive daily offers to which only members have access.

The same elements were found for Asos2, a British retailer that regularly
“gamifies” online shopping [13] via fashion bingo, matching celebrities with cloth-
ing, and Pinterest competitions to win prizes, which corresponds to both Accom-
plishment and Empowerment. Aiming to promote positive body images, Asos
invites all customers to post images of themselves wearing their purchases under
the hashtag #AsSeenOnMe. Using style advice blogs, recommendations, reviews
and outfit building, this company encourages its customers to share links to
clothes on social media, which falls within the Social Influence and Relatedness
core drive. Asos’ “Earn While You Shop”, three-level reward list available to UK
customers only is an example of Unpredictability and Curiosity, while Zalando
customers earn e-points, which they can exchange for rewards (available just in
United Kingdom and Ireland).

In the cases of single-brand retailers H&M3 and Marks & Spencer4, Social
Influence dominates. Aside from offering the Dressing Room application on their
official H&M website, where customer can easily select fashion pieces, choose a
virtual model and try on the complete outfit before deciding what to buy, H&M
also gamifies in other ways: Recall, for example, their well-known campaign
featuring David Beckham statues erected in several cities in the USA in which
people were able to win prizes by photographing themselves with the statue
and sharing them on Instagram. This campaign involved several embedded core
drives, such as Accomplishment, Empowerment and Unpredictability. Similar to
H&M Dressing Room, Marks & Spencer also has clever tools for making online
purchase more interesting: Shapewear Finder, Style Advisor and “Cook with
M&S” app. Zara5, the best known brand in the Spanish Inditex group, does
not feature strong game elements but makes cautious use of the Social Influence
core drive.

2.2 Travel and Holiday Accommodation

The Internet has become a major distribution channel for the hotel industry.
Travelers embrace the Internet as their primary means of locating and booking
accommodation, making other travel arrangements and learning about mak-
ing smart online decisions for the best rate possible. Recommender systems are

1 www.zalando.com.
2 www.asos.com.
3 www.hm.com.
4 www.marksandspencer.com.
5 www.zara.com.

www.zalando.com
www.asos.com
www.hm.com
www.marksandspencer.com
www.zara.com
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commonly defined as applications which e-commerce sites increasingly exploit to
suggest products and provide consumers with information that facilitates their
decision-making processes (e.g., [20,21]). New forms of sharing have reached
critical mass in recent years, creating new ways of providing goods and services,
and opportunities for “connected consumption” and “collaborative consump-
tion” [14].

TripAdvisor6 is an interactive forum with various game mechanics that
motivate travelers to upload reviews and collect not only points and badge,
but also votes and compliments from other users who found their reviews use-
ful. This company awards active travelers and businesses with various badges,
thereby exploiting the Development and Accomplishment core drive. Further, the
Facebook social graph enables users to filter for and read Trip Advisor content
created by their Facebook friends only [23]; this functionality is a good exam-
ple of employing Social Influence and Relatedness. The same core drives are
exploited in the case of Booking.com7, where star ratings in combination with
reviews can bring a Guest Review award for eligible partners. Inviting customers
to submit their favorite summer photos and turning them into animated GIFs
was a contest that invoked motivators within the Empowerment and Creativity
drives. Prominently displayed “Last chance options” and “time remaining” for
bookings motivate travelers through Scarcity to make a purchase and not miss
the last chance or best offer.

In the case of Airbnb8, each accommodation is unique, which can be inter-
preted as an example of exclusivity. This company has gained popularity among
researchers and practitioners in recent years, especially viewed through the lens
of disruptive innovation theory, sharing economy, and its great impact on the
hotel industry (e.g.,[11,26]). It motivates users not only by offering Super-Host
badges, travel coupons, priority support and product exclusiveness but also with
two-sided reviews as a significant drive for consumer behavior. When users are
unsure about the trustworthiness of a provider, they can ask other users for rec-
ommendations, which builds trust and reputation among users – an important
factor in peer-to-peer systems. Even the presence of the provider’s photo has an
impact on the decision-making of potential guests [7]. For Airbnb, Uber9 and
BlaBlaCar10 building trust is important to success since they do not serve one
base of customers alone, but connect buyers and sellers or service providers and
customers while ensuring that users have a positive experience. This excellent
example of employing Epic Meaning & Calling can be observed in the Airbnb
Community Centre, which connects different hosts and inspires people to act,
enabling them to help each other, share experiences, ask for advice and above
all, feel great while doing this.

6 www.tripadvisor.com.
7 www.booking.com.
8 www.airbnb.com.
9 www.uber.com.

10 www.blablacar.com.

www.tripadvisor.com
www.booking.com
www.airbnb.com
www.uber.com
www.blablacar.com
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BlaBlaCar encourages trust-building in its online community by awarding
Superhero badges to users who complete their BlaBlaCar profiles, increase their
experience levels and leave ratings. In addition to Social Influence and Related-
ness, this community also harnesses the Epic Meaning and Calling core drive, as
each community member can be “superhero” of trust and contribute not only
to company growth and reputation, but, above all, to trust among peers. Every
member in the community has an experience level that evolves with time and
increasing activity, depending on certain rules. Uber offers different services for
different user groups, and has a reward program for active and high-performing
drivers: This includes Power Driver Plus awards, congratulations on reaching a
specific number of journey or covering specific distances, Six-Star Award contest,
in which both drivers and passengers who leave ratings can win.

2.3 Household Items and Toys

Buying furniture involves a complex decision-making process with multiple con-
straints such as budget, available space and time disposal of currently usable
items and fit to existing furniture and lifestyle. The ability for customers to test
the physical comfort of an item is essential.

Independent of selling to consumers directly, company websites need to pro-
vide information [15]. Ikea11 has an online showroom that combines music,
photography and creativity, and applications such as the Ikea Home Planner let
shoppers position virtual Ikea furniture in their homes, so they can see how it
looks and fits in the space they have available. This activity emphasises “Play”
and therefore falls within the Empowerment core drive. The community photo-
sharing website “Share Space” enables users to upload photos of their living
space, find and share inspiration comment, and save the photos they like most.
Every week Ikea design experts evaluate the photos based on creative usage of
design elements, furniture arrangement, innovative ideas and achieving expen-
sive looks on a small budget to select one room as their “Pick of the Week” which
is displayed on the Share Space homepage12, and the user receives a “Pick of
the Week” badge.

Additionally, users and their rooms can be acknowledged as Space Sharers,
Ikea Fans, Ikea Super Fans, Admired Spaces or Exceptional Spaces, respectively,
which reflects several core drives at the same time: Accomplishment, Empower-
ment and Social Influence. Competitions for children that involves designing and
creating toys focus on children’s right to play and develop. For every toy, game,
book and selected children’s furniture sold, the IKEA Foundation donates $1 to
support child development, thereby showing strong Epic Meaning and Calling.
The Ikea Family loyalty program, in contrast, is an example of Ownership and
Unpredictability, as it offers benefits such as free drinks in the restaurant, an
extra 10% off sale prices, free product insurance and chance to win Ikea gift
cards.

11 www.ikea.com.
12 www.theshare-space.com.

www.ikea.com
http://www.theshare-space.com
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Danish home retailer Jysk13 gives each member resident in Canada a
monthly chance to win CDN$500 gift card, thus motivating via Scarcity and
Unpredictability. This company offers prizes in a variety of contests relating to
member birthdays, review writing and subscribing to a newsletter.

In the case of the UK-based retailer Argos, Scarcity and Impatience are
triggered by Argos Clearance, a bargain and sale section of the website, where
new and refurbished Argos products are available for a limited time. Likewise,
XXXLutz14 has exclusive offers time-limited online. This company uses a 5-
star scoring system where customers who are XXXL Community members can
evaluate products. It also offers online bargain options and a 3D kitchen plan-
ner. The red chair is a trademark of this company but also charity organization
committed in helping people and organizations lacking food, medicine and edu-
cation. Though Epic Meaning and Calling drive lies in challenge of believability,
furniture seller Otto Group15 affirms the correctness of its customers’ choice
by reporting regularly on the importance of sustainable forestry and responsible
handling of timber for manufacturing, thus incorporating a global mission into
their offerings.

2.4 Books, Magazines, Newspapers; Tickets for Events

In our survey, we combined these two industries. Leading French book retailer
FNAC16 and German book store Thalia17 provide their members with advan-
tages and benefits such as special discounts, loyalty bonus, exclusive offers
and invitations to cultural events. FNAC offers various themed gift e-cards,
for instance, Christmas and Anniversary, and gift e-cards with a range of val-
ues. Relay18 provides three levels of subscription packages where customer can
choose which digital libraries they want to access. Eventim19, an event and
ticket agent, uses ticket alert options for fans and customers and fun-report-like
reviews and a star scoring system. Ticket Alarm enables fans to sign up for
updates and news on particular artists or events.

Companies in this category motivate mainly through loyalty programs and
special discounts. Similar marketing tools were found for all companies listed in
this section, and a deeper evaluation revealed that they most closely relate to
Ownership and Social Influence. As only a few gamification elements are used
in this category, these companies are shown outside the octagon in Fig. 2 and
in a very central place of the radar diagram in Fig. 3, respectively. Amazon20 –
the best known company in this category – was not taken into consideration,

13 www.jysk.com.
14 www.xxxlutz.at.
15 www.otto.de.
16 www.fnac.com.
17 www.thalia.at.
18 www.relay.com.
19 www.eventim.de.
20 www.amazon.com.

www.jysk.com
www.xxxlutz.at
www.otto.de
www.fnac.com
www.thalia.at
www.relay.com
www.eventim.de
www.amazon.com
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since it has already been described in various publications and also been used
as an example to explain several core drives of the Octalysis framework [2].

3 Discussion

This paper has identified motivators for online purchase decisions shared within
and between a variety of different industries. There are certain similarities
between companies within the same industry, but also across different indus-
tries. Strong Epic Meaning & Calling is employed in peer-to-peer companies
from the travel and accommodation category. Many good business ideas arise
when a personal frustration triggers a problem-solving strategy, as in the cases
of Airbnb, Uber and BlablaCar.

These companies make heavy use of “storytelling” by connecting, involving
and inspiring users to share their personal experience and make them proud of
contributing to the community. The best examples of this are community cen-
ters, which provide users with a sense of belonging, personal relatedness, feel-
ings of acceptance, and opportunities to share success stories. Companies from
the travel and accommodation category mostly rely on motivators within Epic
Meaning and Calling, not just in the sense of belonging but also in the sense of
increasing trust between users, and connecting actions with environmental sus-
tainability (e.g., Uber and BlablaCar). The same core drive could be found in
companies from household and furniture items category. They underline impor-
tance of protecting the nature, giving a special attention to charity or supporting
children’s development and learning. Various Scarcity and Impatience motivators
– accommodation in high demand, displaying the number of remaining rooms or
people who are currently looking at the same accommodation – encourage users
to take up certain offers to avoid missing the last chance. In the case of fash-
ion companies, Scarcity and Impatience motivators are also strongly present but
combined with Social Influence. People shop, buy and choose brands because of
how it makes them feel. In the fashion industry, purchase decisions involve not
only the action of buying garments, but also buying a style. Online fashion shop-
ping therefore essentially relies on buying an image based on a photo. For this
reason, e-tailers encourage their customers to share photos on social networks
to win prizes. In this industry, the most highly developed motivators belong to
the Accomplishment, Empowerment and Social Influence core drives.

In addition to effective filters that help to narrow down searches, fashion
sites employ interactive features and encourage online reviews, as they play an
important role in purchasing decisions, (see e.g., [12,24,27]). One-sided reviews
or two-sided reviews on a scale from 1–5 stars are found for each company in
our survey. Of course, companies encourage their customers with a variety of
approaches to participate in interactive forums, leave reviews, ask questions or
rate products. Companies from the travel and accommodation industry motivate
users by giving them the opportunity to win badges, awards or special discounts.
Ikea also awards interactive customers on its Share Space platform with “kudos”
for achievements; for instance when a room has been saved by 5 or 25 people,
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Fig. 2. Results of the survey

users receive the award “Admired Space” and “Exceptional Space”, respectively.
Bookstore websites do not apply particularly strong game elements to make
purchases more entertaining.

Figure 2 summarizes the results: We conclude that most the commonly used
motivators are positive, and that the majority of companies uses techniques that
employ intrinsic motivators. Although Social Influence has the power of duality
when combined with other motivators from the top of the octagon, this drive
constitutes a strong positive force, which can be seen in the fashion and travel
and accommodation industries. The dominance of the Right-Brain core drives is
evident.

In Fig. 3, the surveyed industries and the core drives’ distribution across the
industries are graphed. The scale from 0 to 5 represents the level of core drive
usage in the each industry, where 0 means not presented at all and 5 means
high usage. The diagram shows that Ownership, Scarcity, Unpredictability and
Avoidance are not commonly used in marked contrast with the other drives in
the octagon. For example, Social Influence is rated with 5 points for both the
fashion industry and the travel and accommodation industry, whereas Meaning
is very heavily used in the travel and accommodation industry and a point less
in the household items and toys industry.
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Fig. 3. Classification of industries

4 Conclusions and Future Work

The objective of this work was to investigate how companies from different retail
industries use game elements and techniques to motivate and engage their online
customers in online purchase. Octalysis was applied as a framework to evaluate
and compare existing motivators in a variety of companies and industries. Var-
ious core drives were found in the selected companies which demonstrates that
Octalysis framework was an adequate and suitable for this task. With the excep-
tion of the industries concerned with books, magazines and newspapers and tick-
ets for events, all companies surveyed make strong use of at least one gamification
element, thus triggering at least one core drive. Our analysis included 20 compa-
nies from 5 different industries; future research could include a greater sample of
industries in order to identify similarities and differences among different indus-
trial sectors. Also, a focus on more companies within just one industry could
confirm our preliminary results and bring better understanding of the gamified
mechanisms and techniques within that industry. Even though some companies
use the same core drives, there is a need to highlight the differences in quality
(variety of engaging tools and mechanisms) and the power of these drives. One
implication for the industry is thus to acquire a deeper understanding of their
customers’ needs in order to implement game elements as effectively as possible
while resisting the temptation to implement a game element because it appears
fashionable.
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54 J. Karać and M. Stabauer

17. Rayan, R.M., Deci, E.L.: Self-determination theory and the facilitation of intrinsic
motivation, social development and well-being. Am. Psychol. Assoc. 55, 68–78
(2000)

18. Robson, K., Plangger, K., Kietzmann, J.H., McCarthy, I., Pitt, L.: Game on: engag-
ing customers and employees through gamification. Bus. Horiz. 59(1), 29–36 (2016)

19. Sanchez-Gordón, M.-L., Colomo-Palacios, R., Herranz, E.: Gamification and
human factors in quality management systems: mapping from octalysis frame-
work to ISO 10018. In: Kreiner, C., O’Connor, R.V., Poth, A., Messnarz, R. (eds.)
EuroSPI 2016. CCIS, vol. 633, pp. 234–241. Springer, Cham (2016). doi:10.1007/
978-3-319-44817-6 19

20. Sarwar, B.M., Karypis, G., Konstan, J.A., Riedl, J.T.: Application of dimension-
ality reduction in recommender system - a case study. Minnesota University Min-
neapolis, Department of Computer Science (2000)

21. Schafer, J.B., Konstan, J.A., Riedl, J.: E-commerce recommendation applications.
Data Min. Knowl. Disc. 5, 115–153 (2001)

22. Seaborn, K.: Gamification in theory, action: a survey. Int. J. Hum.-Comput. Stud.
74, 14–31 (2015)

23. Sigala, M.: The application, impact of gamification funware on trip planning and
experiences: the case of TripAdvisor’s funware. Electron Markets 25(3), 189–209
(2015)

24. Sparks, B.A., Browning, V.: The impact of online reviews on hotel booking inten-
tions and perception of trust. Tourism Manage. 32, 1310–1323 (2010)

25. Wolfinbarger, M., Gilly, M.C.: Shopping online for freedom, control and fun. Calif.
Manage. Rev. 43, 34–55 (2001)

26. Zervas, G., Proserpio, D., Byers, J.W.: The rise of the sharing economy: estimating
the impact of airbnb on hotel industry. Technical report, Boston University School
of Management (2016)

27. Zhu, F., Zhang, X.M.: Impact of online consumer reviews on sales: the moderating
role of product and consumer characteristics. J. Mark. 74, 133–148 (2010)

http://dx.doi.org/10.1007/978-3-319-44817-6_19
http://dx.doi.org/10.1007/978-3-319-44817-6_19


Priming and Context Effects of Banner Ads
on Consumer Based Brand Equity:

A Pilot Study

Harald Kindermann(&)

University of Applied Sciences Upper Austria,
Wehrgrabengasse 1-3, 4400 Steyr, Austria
harald.kindermann@fh-steyr.at

Abstract. Banner advertising is usually placed on suitable, highly frequented
websites. The extent to which the brand of a banner ad and the brand of the
website influence each other, has not yet been sufficiently investigated. This
article provides initial results based on a pilot study which reveals that a posi-
tively perceived website can shift a negative banner perception. Furthermore, it
is shown that a congruence between banner ad and the website plays an
important role. Congruent content supports each other and noncongruent content
counteracts the intended advertising effect. Although the study cannot yet be
considered as conclusive, the results have the potential to inform entrepreneurial
practice on how and where ads should be placed.

Keywords: Context effect � Assimilation and contrast effects � Congruency �
Priming � Banner

1 Introduction

Banner advertisements, namely the advertising on websites, are indisputably important
and often part of a company’s communication mix. The main purpose of display
advertising is to deliver general advertisements and brand messages to site visitors.
A current study suggests that digital ads have high growth rates if compared with all
advertising channels throughout the world. Particularly boosted by the considerable rise
of cost efficiency-driven strategies, banner ad expenditures are forecasted to increase by
+12.4% in 2016 and +9.6% in 2017 [1]. So, given that banner ad investment will
increase, the effectiveness of banner advertising is extremely important for both
advertising practitioners and for academics [2]. For example, a recent article focusing
on practitioners shows that the recommendations of business consultants are mis-
leading given that they do not adequately capture the effect of banners [3].

In order to evaluate the effectiveness of banner ads, companies usually fall back on
click-through rates (CTR). In addition, they may capture constructs like attention,
recall, recognition, etc., or/and they measure some long-term communication effects,
such as attitude changes [4, 5]. However, research on how banners influence the
effectiveness is still in its early stage [2]. At the same time, a number of studies came to
controversial empirical results. Some of these are exemplified in the following section.
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Based on the observation that people searching for specific information on the web
tend to ignore even large, colorful banners that are clearly distinguished from other
items on a website, a banner blindness view was identified [6]. This tenet is backed
inter alia by the observation of Spool et al. [7] that participants in a usability test largely
overlooked banners. Even ads which were partly animated were largely ignored by
participants. In this context, subjects had obviously learned to ignore banner ads while
searching for information. In this vein, if assuming that the CTR is an appropriate
measure to capture the effectiveness of banners, everything has to be done to ensure
that the visitor’s attention is directed towards the banner. Researchers who follow this
approach argue that banner ads must be designed with bright colors, they should be
animated and should have an impressive size [8, 9]. This view, however, is not sup-
ported by Burke et al. and Bayles [10, 11]. Their results demonstrate that such banner
attributes do not increase either the recall or the recognition. Rather it was shown that
participants had significantly worse memory for the animated banners than for the static
ones [10]. On the other hand, some studies provided evidence for a positive advertising
effect of animated banners in terms of attention, recall, recognition and CTR. Li and
Bukovac (1999) show that animated banner ads resulted in quicker response times and
in better recall. Additionally, they found that larger banner ads lead to a better com-
prehension and a higher CTR in comparison to small banner ads [12]. The study by
Schweiger and Reisbeck (1999) also show that the recognition rate of animated banners
is higher in comparison to static ads [13].

Research by Pagendarm and Schaumburg (2001) may have the potential to reveal
some of these inconsistent findings concerning the effect of animation on banner
recognition. They examined whether the user mode - ‘‘aimless browsing’’ versus ‘‘goal
directed searching’’ - moderates banner effectiveness. In a recall and recognition test,
the aimless browsing subjects performed significantly better than goal directed
searching subjects [14]. It is possible to misinterpret the findings as Hamborg [4] did by
assuming that banner ads have little or no impact if users are in an information-seeking
mode. It is claimed here that this only olds true if the measure of the effectiveness
focuses on consciously perceived objects. In a study by Kindermann it was revealed
that even unconsciously perceived banners have an effect on consumers [15]. In an
empirical study on the impact on banner ads, it was shown that the priming effect
triggers already existing attitudes towards the advertised brands. If these attitudes are
positive or the advertised brands are unknown, then a banner ad will promote the
advertiser’s intended impact on purchase intention. If, however, the initial attitudes are
negative, then the buying intention will be negatively affected by the banner ad [15].
These results do not depend on whether the banner ad was perceived consciously or
completely ignored. Taking all these findings into account, it becomes obvious that
many, frequently ignored factors, influence how banners affect a target group. Priming
is often a factor that is seriously undervalued [15]. Therefore, it is of utmost importance
to take priming and related effects into account to understand the impact of banner ads
holistically. One crucial related aspect is the context effect. Basically, a context effect
describes the influence of contextual information on one’s assessment of a stimulus.
The impact of the context effect is considered to be part of top-down evaluation
(= existing attitudes) of certain stimuli. This effect can impact our daily lives in many
ways in terms of word recognition, learning abilities, memory, and object assessment
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[16, 17]. As mentioned before, the assessment of an object is dependent on already
existing attitudes, but the variance of attitudes towards objects influence each other.
This may happen in such ways that the existing attitudes either converge (= assimi-
lation effect) or diverge (= contrast effect).

Such contrast effects are omnipresent in human perception and largely influence the
assessments of objects. An object, for example, appears heavier when compared to a
light one, or lighter when it is contrasted with a heavy object. The attractiveness of an
alternative can be significantly increased if it is compared to a similar but poorer
alternative and vice versa [18]. This contrast effect also holds true for the assessment of
physical attractiveness of people [19, 20]. On the other hand, a study by Meyers-Levy
et al. demonstrates an assimilation effect [21]. This research shows that the comfort
level of the floor that shoppers stand on is crucial. When reviewing products the
perception of the product’s quality is affected and can either lead to higher perceived
quality if the floor is comfortable or lower perceived quality if it is uncomfortable [21].

A further assimilation effect was demonstrated by Sigall and Landy [22], which,
when superficially compared to the results of the previously discussed studies by
Kenrick and Gutierres, show contradicting results. They showed that the comparison of
an averagely attractive person with a highly attractive one leads to an increased per-
ception of attractiveness of the average person. The assimilation of the judgment only
occurs when the subjects are perceived as acquainted in some way, for instance if they
belong to the same social category. If these examples of different context effects1 are
applied to the effect of banner advertising, then different assumptions can be derived as
to how powerful the context effect is. First of all, the banner advertisement and the
webpage, where the banner is placed, will influence each other. If an assimilation
occurs, a positively perceived banner will positively influence the assessment of the
webpage. However, according to Landy and Sigall, this assimilation effect may only
occur if the banner and the webpage are perceived in some way as acquainted, i.e.
congruent, thus belonging to the same category. In the event of economic products, the
question of how a similarity can be established is a pressing one. In the author’s
opinion, this may be created when the ad product and webpage are of similar product
categories. For example, when a banner for drills is displayed on a web shop that offers
tools. In such a case, the banner and the website are congruent. But even if congruence
can be assumed, the estimation of causality seems unclear. It can be assumed that the
opinion of a webpage affects the banner evaluation, or that the banner changes the
assessment of the webpage. Both directions are ultimately conceivable. Referring to the
social judgment theory [23], the respective involvement of the assessors plays a vital
role in the change of attitude. Following this theory, the brand with the high
involvement is the independent factor. In this case, the person already as a compara-
tively stable opinion, and is also ready to defend this opinion. This is described as a
high ego involvement [24].

1 The shortly described assimilation effect is a frequently observed bias in evaluating a context
stimulus. Hence, the assimilation effect can be considered as a part of the more general context effect.
The same holds true for the contrast effect.
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In line with this argumentation, the following assumption can be made. Since this is
a pilot study, it is not the author’s intention to formulate hypotheses.

Assumption 1: If objects - webpages and banners - do not belong to a related category
and are not expected to appear together, an assimilation effect will only occur if the
banner is integrated into the text of the webpage and not, as expected, on the right hand
side. This effect occurs, in particular, on websites that report news (e.g. broadcasting
companies).

Another point is the congruency between webpages and banner ads. According to
the congruity hypothesis, placing congruent ads improves attitudes and buying inten-
tions [25–28]. A possible explanation for this effect may lie in congruent information
which increases the processing fluidity [29, 30]. This ultimately results in a cognitive
relief [31, 32]. For further information of the underlying relationships see for instance
Furnham et al. (2002), Čech (1989), Lull and Bushman (2015), Moore et al.
(2005) [25–28]. If these coherences are applied to the question of congruency, then the
above mentioned congruence between the webpage and banner advertising plays a
decisive role. In the following a further assumption is formulated:

Assumption 2: If a banner is placed on a product-specific web shop, the perceived
congruence between the web-shop and the banner plays a significant role. As an
example of congruent advertising, a web shop for tools may be applicable, where
banners are placed for drills. In this regard, it may not be congruent if lingerie
advertising is placed instead of a drill banner. This non-congruence may then have a
negative effect on the banner or/and the brand of the web-shop.

2 Methodology

In order to test these assumptions, a pilot study was conducted. For this purpose, a
sufficient number of suitable brands from both, web-pages and banner brands, had to be
found. A research project, conducted in 2014, was used in order to be able to make an
appropriate selection out of all the possible brands. This project aimed to establish a
new measurement approach for the consumer based brand equity [33]. Out of the 250
evaluated brands, those brands were selected which run a webpage or a web-shop, on
which banners can be placed (e.g. broadcasting companies) and brands which use
banner advertisings. Additionally, those brands were chosen which were judged to be
particularly negative or particularly positive. With these selection criteria in mind, the
brand selection shown in Table 1 was made.

As can be seen in Table 1, it was impossible to find really positively or negatively
judged brands. Hence, to be able to confirm Assumption 1 the following brands were
selected: “Der Standard”, a brand of an Austrian newspaper with a mean value of 1.61,
and the most negatively identified brand “Kotte&Zeller” with a mean value of −1.47,
were chosen.

To check Assumption 2, a web-shop for tools (“Zgonc”; mean value = 0.19) and a
web-shop for cosmetic products (DM”, mean value = 1.33) were selected. Banners
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were placed on the website of these two web-shops as an intervention, once a con-
gruent and once non-congruent banner were placed (see Fig. 2).

3 Empirical Results

Altogether 267 subjects completed the three questionnaires (group1 = 87/group2 =
87/control group = 93). As expected, there was no significant difference in age between
these groups (group1 = 25.91/−group2 = 26.28/control group = 26.03; p = 0.932).
The same holds true for gender (chi-square test: p = 0.351).

All following results were calculated by means of a one-way between subjects’
ANOVA. The spontaneous “liking of a brand” serves as the depended variable. In this
respect, the following question was asked: “Please indicate spontaneously how much
you like this brand.” [Response scale: “+3 = I like it very much” to “−3 = I don’t like
it at all”]. To reveal any significant differences between all three groups, Fisher’s least
significant difference (LSD) was calculated post hoc.

3.1 Assumption 1 - Assimilation Effect

Figure 3 in the appendix shows the stimuli used in group 1, group 2, and in the control
group in detail. The results of this experimental part (part 1) are summarized in
Table 2. It appears that the brand “Kotte&Zeller” benefits from the generally more
positively perceived brand “der Standard”. The significant difference between the
control group and group 2 may be explained by the integration into the webpage, which
further strengthens the supposed assimilation effect. Overall, the comparatively bad
value of the brand “Kotte&Zeller” is being improved by the positive perception of the
website. When it is integrated into the webpage, it was found that the assessment
improved significantly.

Experimental part 2 shows the same tendency (see Fig. 4 and the results in
Table 3). Here, too, the rather negatively perceived brand “Lugner City” is assimilated
by the somewhat positively perceived webpage of “News” and thus more positively
judged. One further aspect is still worth mentioning: when the banner is integrated into

Table 1. The selected brands [Scale: +3 = I like it very much” to “−3 = I don’t like it at all]

Brand Mean SD Function

Bosch 1.20 1.32 Banner
Intimissimi 1.42 1.01 Banner
Kotte&Zeller −1.47 1.68 Banner
Lugner City −0.92 1.24 Banner
Nivea 1.32 1.38 Banner
der Standard 1.61 1.52 Webpage
DM 1.33 1.34 Web-shop
News 0.03 1.33 Webpage
Zgnoc 0.19 1.42 Web-shop
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the webpage, this integration seems to have a negative effect on the perception of the
webpage in contrast to part 1 of the experiment. An explanation of this effect could be
found in the different ego involvement towards the brands “der Standard” and “News”.
It can be assumed that this is due to the worse a priori assessment of “News” when
comparing it to “der Standard”. Although this aspect was taken into account in the
survey, it was impossible to gain valid data due to an insufficiently large sample size2.

3.2 Assumption 2 - Congruency

According to Assumption 2, the perception of a website and a placed banner is reduced
if the content of these two brands is not perceived congruently. In order to examine this
assumption,

• a banner of a lingerie brand (“Intimissimi”) was placed in a web-shop for tools
(noncongruent; see Fig. 5) and

• a banner of a drill (“Bosch”) was placed in the same web-shop for tools (congruent,
see Fig. 6) and

• the same banner of a drill was placed in a web-shop for cosmetics (noncongruent,
see Fig. 7) and

• a banner of a hygiene brand (“Nivea”) was placed in the same web-shop for
cosmetics (congruent; see Fig. 8).

All these versions were presented to and assessed by different groups. In addition,
all these mentioned brands were presented to and assessed by a control group for means
of comparison.

Once again, the assumed tendency was revealed: If the banner and the webpage are
congruent in terms of content, it has a positive effect on the assessment of both brands.
If, on the other hand, the brands are noncongruent, then the effect is negative. Even if
the results are not significant, the tendency is clearly visible (see Tables 4, 5, 6 and 7).
An explanation for this effect can be found in cortical relief.

4 Discussion and Limitations

The focus of this pilot study was to identify the interaction between banner advertising
and the perception of the corresponding website. The theoretical foundation can be
derived, among other things, from the context effect or the assimilation and contrast
theory. The results show a tendency towards the presumed relationship, although most
results are not significant. Due to the variety of different stimuli and the consistent
tendency, however, it can be assumed that these results are not accidental. Rather, it can
be suggested that these preliminary findings are applicable to real-time corporate

2 If from the total number of subjects, those are selected who have a positive opinion of the Brand
“News”, then only 28 people remain for all three groups. The clear majority (66.1%) have a neutral
opinion about this brand. This leads to the assumption that they do not have a high degree of
involvement towards this brand.
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settings. With a larger sample size, more significant results can be yielded. Further, the
influence of ego involvement could not be taken into account. Data show that the
subjects have a highly homogeneous involvement towards the selected brands. This
aspect could not be investigated as initially planned. It is therefore recommended that
these aspects be explored in more detail in future studies.
Yet the following points can be derived even from the small pilot study:

• When placed on a positive website, a negatively perceived banner gains attrac-
tiveness. For companies it may therefore be advisable to look for platforms, which
are particularly popular.

• Banner ads should be placed in product-specific web-shops only if they are per-
ceived congruently. This finding may also be applicable to conventional advertising
media such as print ads or leaflets. Thus, with regard to congruency, advertisements
should use stimuli that are as congruent as possible, so that it is congruently
perceived. For example, it would not be advisable to place scantily dressed models
on advertisements for tools (e.g. Fig. 1). It is also important to ensure that the ad is
placed in a congruent medium. For more details, see the study by Lull et al. [27].

Fig. 1. Example – non-congruent ad
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Appendix

Fig. 2. Stimuli-overview
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Fig. 3. Assimilation effect – stimuli of part 1 within the experiment

Table 2. Mean values of part 1; Post Hoc: LSD

Brand Group 1 Control group p-value Group 2 Control group p-value
n = 87 n = 93 n = 87 n = 93

Der Standard 1.31 1.38 0.734 1.45 1.38 0.712
Kotte −1.24 −1.42 0.396 −0.62 −1.42 0.000
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Fig. 4. Assimilation effect – stimuli of part 2

Table 3. Mean values of experiment 2; Post Hoc: LSD

Brand Group 1 Control group p-value Group 2 Control group p-value
n = 87 n = 93 n = 87 n = 93

News 0.00 −0.10 0.609 −0.39 −0.10 0.121
Lugner City −1.14 −1.76 0.001 −1.51 −1.76 0.170
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Fig. 5. Congruency – stimuli of part 3

Table 4. Mean values of experiment 3; Post Hoc: LSD

Brand Group 2 Control group p-value
n = 87 n = 93

Zgonc −0.15 0.10 0.156
Intimissimi 1.05 1.25 0.250
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Fig. 6. Congruency – stimuli of part 4

Table 5. Mean values of experiment 4; Post Hoc: LSD

Brand Group 1 Control group p-value
n = 87 n = 93

Zgonc 0.15 0.10 0.156
Bosch 1.23 1.05 0.001
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Fig. 7. Congruency – stimuli of part 5

Table 6. Mean values of experiment 5; Post Hoc: LSD

Brand Group 2 Control group p-value
n = 87 n = 93

DM 1.63 1.75 0.443
Bosch 0.55 1.05 0.001
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Fig. 8. Congruency – stimuli of part 6

Table 7. Mean values of experiment 6; Post Hoc: LSD

Brand Group 1 Control group p-value
n = 87 n = 93

DM 1.92 1.75 0.288
Nivea 1.18 1.17 0.952
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Abstract. With the prevalence of data online, consumers increasingly shop
not only for the product that best fits their needs, but also for the best time to
purchase the product in order to reduce its cost. In line with this behavior,
ecommerce websites often not only offer products, but also provide analytics
based statements and recommendations relating to the best time to purchase a
perishable product (e.g., air travel). This study examines the effects of such
purchase timing statements and recommendations on consumers’ trusting
beliefs in the recommendation facility. Our theoretical background comes
from Toulmin’s (1958) argumentation model and the literature related to the
role of explanation facilities in enhancing consumers’ trust. Results from our
pilot study show evidence for the different roles Toulmin elements have,
serving as explanation facilities in the context of predictive analytics.

Keywords: Consumer trust · Toulmin’s argumentation model · Recommendation
agents

1 Introduction

Ecommerce websites often offer not only products, but also advice and arguments related
to purchase timing. Most notably, ecommerce sites in the travel industry increasingly
provide information intended to affect purchase timing. Sites increasingly show recom‐
mendation functionality related to better deal purchasing. Further, the sites provide
different statements that relate to the recommendation functionality (See Fig. 1). While
the use of such mechanisms in ecommerce websites is becoming increasingly popular,
their impact is still not clear. More specifically, do such statements and advice affect the
purchase timing? Do the statements increase consumers’ trust in the e-commerce site
and its recommendation? If so, which statements affect which trusting beliefs?

In this research we examine the effect of purchase timing related statements and
advice on trusting beliefs in the site’s recommendation facility. In order to analyze
statements provided by websites, we refer to Toulmin’s [14] model of argumentation,
which helps us to categorize statements according to their role in increasing the strength
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of an argument. It has long been shown that well-structured trust assuring arguments
can increase consumers’ trust in a website and the intention to transact in it [7]. More
recent studies have shown that well-structured arguments in the context of health related
information are more highly trusted [9], and that the perception about social capital of
team members in virtual teams is affected by the quality of the argumentations provided
in their profiles [2]. We extend this line of research to analyze how supporting an argu‐
ment establishes trusting beliefs in a recommendation agent driven by analytics.

Unlike other domains, analytics based recommendations are derived from highly
complex processes and algorithms, which are difficult to grasp by most users. As a result,
often only very partial information is provided to the user, and, as shown in the examples
above, their evaluation may be difficult, and their implication may be unclear. This is in
contrast to other Recommendation Agents (RA), such as product fit RA, in which the
logic of recommendation can be more easily conveyed and understood [16]. Therefore,
in the context of analytics, the effect of the soundness of the argument is not clear, as
information is always very partial. Further, a question that arises is whether partial
arguments still effect trust, and if different partial arguments do this in different ways.
Arguments associated with analytics about purchase timing are especially interesting,
as while generally statements supporting an argument are expected to enhance trust, in
the predictive analytics domain they may potentially have adverse effects on trust as
well, as they may expose the user to a sense of lack of privacy and surveillance.

By referring to Toulmin’s [14] model elements as explanation facilities [16], we
theorize on the different effects each individual element of the model can have on trust.
The different elements defined by Toulmin are (1) data, the facts and grounds for our

Fig. 1. Examples of recommendation and statements from Kayak.com and Farecast.com
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recommendation, (2) warrants, the way facts are used to arrive at the recommendation,
(3) backings, the justification of why the warrant is valid, and (4) rebuttals and qualifiers,
the extent to which the recommendation is sound, as well as the conditions under which
it may not hold. We suggest that each one of these can be referred to as an explanation
facility, thereby potentially enhancing trust even when brought individually, and poten‐
tially in different ways on different trusting beliefs.

Our initial pilot study, shows support for the notion that individual statements can
enhance trusting beliefs in the context of predictive business analytics. Backing argu‐
ments appear to be mostly associated with benevolence and competence trust. Rebuttals
enhance integrity trust. Data enhance all trusting beliefs.

2 Theoretical Background

2.1 Toulmin’s Model of Arguments

Toulmin [14] models arguments as composed of different statements to support a claim,
or assertion. In the context of our study, the claim referred to is the recommendation
provided to the user. According to Toulmin, the core elements of argumentation that
come to support a claim are data, warrant, backing and rebuttal. Data relates to facts that
helped establish the claim. Warrants relate to the bearing of the claim, or the step made
from the data to arrive at the claim. While data are more specific, warrants are general,
hypothetical statements, which can act as bridges, and authorize the sort of step to which
our particular argument commits. Backings are assurances for the warrant’s authority
and currency [15]. According to Toulmin’s model, as one moves from supporting an
argument by providing data alone, to augmenting it also with warrants, backings as
rebuttals, the claim is sounder. We suggest that due to the complexity of the predictive
analytics domain, and thus the difficulty in providing a sound argument, the use of
warrants, backing or rebuttals alone, may still enhance trust. Further we suggest each of
the different type of statements may enhance different trusting beliefs.

2.2 Trusting Beliefs

Trusting beliefs refer to the perceptions of the trustee about a trusted entity, with respect
to three different dimensions. Namely, these dimensions are competence, benevolence,
and integrity [8]. This view of trusting beliefs in the technological artefacts is adopted
from the traditional view of trusting beliefs in interpersonal communication [13], since
people treat computers as social actors and apply social rules to them [11]. In the context
of RA’s, competence trust refers a user’s perception that the RA has the ability, skills,
and expertise to perform effectively in specific domains. Benevolence trust is a user’s
perception that an RA cares about the user and acts in the user’s interest. Integrity trust
is the perception that an RA adheres to a set of principles (e.g., honesty and keeping
promises) that are generally accepted by consumers [16].

It has been noted that an important distinction exists between competence trust, which
is a judgment of ability, and benevolence and integrity trusts, which relate to the morality
of the RA [17]. Research suggests that socially, morality related perceptions are given
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more weight than ability perceptions when people form impressions of others [4]. In the
context of ecommerce, evidence for increased satisfaction was found to be associated with
increased benevolence trust [17]. It was also found that increased benevolence trust in a
seller can explain much of the price premium [10]. Therefore, understanding how such
trusting beliefs can be enhanced can potentially have unique practical implications.

2.3 Explanation Facilities

The topic of explanatory capabilities emerged in expert systems, as an attempt to imitate
behavior that has been found to be a characteristic of trusted entities such as consultations
with human experts [6]. Explanation facilities provide information such as what some
terms mean, why certain questions were asked by the system, how conclusions were
reached, and why other conclusions were not reached [5]. Different ways have been
proposed to classify explanations provided by Knowledge Based Systems and Decision
Support Systems [3], and in the context of ecommerce advice, Wang and Benbasat [16]
identify ‘why’, ‘how’ and ‘tradeoff’ explanation facilities as potential trust enhancing
mechanisms that can reduce agency concerns when shopping online. ‘How’ explana‐
tions reveal the line of reasoning by outlining the logical process involved. ‘Why’
explanations justify the importance and purpose of the input used by the recommenda‐
tion facility, in addition to providing justifications for the recommendations provided.
‘Tradeoff’ explanations provide decisional guidance to enlighten or sway users as they
structure and execute their decision-making processes [12, 16]. Wang and Benbasat [16]
find that ‘how’ explanations increases users’ competence and benevolence beliefs. They
also find that ‘why’ explanation enhance benevolence beliefs, and ‘trade-off’ explana‐
tions increase integrity beliefs.

3 Hypothesis Development

While each of the how, why, and tradeoff explanation facilities of RAs, refer to a
comprehensive explanation, such explanations are largely impractical in the context of
analytics based recommendations. The reason is that in analytics recommendations
complex algorithms and mathematical computations are involved to processes an exces‐
sive amount of data. These are both very challenging to convey by the agent, and to
comprehend by the user. To illustrate, consider the explanation facilities provided in the
different contexts: ‘how’ explanations in the context of knowledge based systems refer
to showing the entire reasoning tree; in the context of recommendation agents, these
explanation provide details about the recommendation rules and priorities1. Taken to
the context of analytics, explaining to a typical user the algorithm used for the analytical

1 An example provided for a recommendation agent (Wang and Benbasat 2008): if you want a
camera that will focus on subjects farther away, the camera with a stronger optical zoom level
will have higher priority in my recommendations. Specifically, the four options will determine
the following zoom levels: 1. 2X optical zoom and below; 2. Between 2X and 5X optical zoom;
3. 4X optical zoom and above; 4. No minimum requirement in zoom capability.
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forecast, is hard to conceive. ‘Why’ explanations, in both knowledge based systems and
recommendation agents, provide full details of how user input may affect the recom‐
mendation2. However, once again, explaining the effect of specific data points collected
on analytics based recommendation, is challenging at best.

Indeed, analytics based recommendations typically do not provide explanation
facilities. Rather, as previously pointed out, they often provide short statements of partial
information to accompany the recommendation. Essentially these statements come to
support a claim (the recommendation); thus, together with the recommendation, these
statements help form an argument. While well-formed arguments can help alleviate
challenges on claims made (e.g. [7]), it is not clear if partial arguments can help achieve
the same or in what way. Further it is not clear how the different components of an
argument suggested by Toulmin affect trusting beliefs.

Due to the inherent difficulties in providing explanation facilities in the analytics
domain, we suggest that in this domain consumers are receptive to abstract arguments,
and that the components of an argument, namely Toulmin’s warrant, data, backings, and
rebuttals, can be viewed as explanation facilities in this context. Thus, two unique
aspects are hypothesized in the analytics based recommendations domain: (1) Since
components of an argument may be viewed as explanation facilities, they may enhance
the levels of different trusting beliefs; and (2) Since components of an argument are
viewed as explanation facilities, even if an argument is not well formed (e.g. includes
isolated components, such as only claim and warrant) trusting beliefs may still be
enhanced.

We hypothesize about the role of each of the different Toulmin elements in this
context, according to our analysis of the correspondence each has to an explanation
facility.

Warrants indicate the bearing on the conclusion from the data used. That is,
warrants pertain to the nature and justification of the step made taking data to a claim.
Warrants are “general, hypothetical statements, which can act as bridges, and authorize
the sort of step to which our particular argument commits us and may normally be written
very briefly” [15]. Thus, while warrants are provided as part of an argument, and while
abstract and brief, we suggest these ideas closely relate to ‘how’ explanation facilities
described in the previous section. Hence, our first hypothesis:

H1: As warrants closely relate to ‘how’ explanation facilities, the inclusion of
warrants in an analytics based recommendation will enhance competence and benevo‐
lence trusting beliefs.

Backings come in an argument, to convey the appropriateness of the step made to
arrive at the claim. As stated by Toulmin, “ ‘Is this calculation mathematically impec‐
cable?’ may be a very different one from the question ‘Is this the relevant calculation?’ ”
[15]. That is, the backing in an argument explains why, in general, the warrant should
be accepted as having authority. Backings relate to the more general issue of the

2 An example provided for a Knowledge Based Systems (Dhaliwal and Benbasat 1996): Race
of the patient is one of the 5 parameters that identify a patient. It may also be relevant later in
the consultation when determining the organisms (other than those seen on cultures or smears)
which might be causing the infection.
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applicability of a claim. They are assurances, for the authority and currency of the
warrants. These ideas closely relate to ‘why’ explanation facilities described in the
previous section. ‘Why’ explanations are more comprehensive and explain the logic in
using the data. Backings help assure that the way the data have been used to arrive at
the conclusion is fundamentally valid. Hence, our next hypothesis:

H2: As backings closely relate to ‘why’ explanation facilities, the inclusion of back‐
ings in an analytics based recommendation will enhance benevolence trusting belief.

Rebuttals comment implicitly on the bearing of a warrant. They indicate circum‐
stances in which the general authority of the warrant would have to be set aside. While
somewhat different from trade-off explanation facilities, these are very much analogous.
While tradeoff explanation elaborate on how a decision between alternatives can be
arrived at, rebuttals implicitly imply the consideration of competing alternatives.

H3: As rebuttals closely relate to ‘trade-off’ explanation facilities, the inclusion of
rebuttals in an analytics based recommendation will enhance integrity trusting belief.

Data is the foundation for a claim, or the ground which we produce as support for
the assertion. Data are the facts one will present in order to support a claim when it is
challenged. Unlike warrants, backings and rebuttals, data does not have an equivalent
in an explanation facility. However, data is a fundamental part of an argument. We
suggest that data statements have three important aspects that directly relate to trust
perceptions. First, they help to close the knowledge gap between the user and the system,
or enable the user to “find out easily what the program knows about a particular subject”
[1], thus enhancing competence trust; Second, they consists of facts, that are less subject
to manipulation, and thus its presentation may enhance integrity trust. Finally, data
statements help to show the effort put in the RA design to support objectivity. Thus,
potentially enhancing also benevolence trust. Namely, our fourth set of hypotheses:

H4a: Since data statements consists of objective facts, which are less subject to
subjective description, data statements enhance integrity trust.

H4b: Since data statements provide information about the knowledge the system
has, they help close the knowledge gap between the user and the system and enhance
competence trust.

H4c: Since data statements expose the effort put in the RA design to support objec‐
tivity they enhance benevolence trust.

4 Pilot Study

4.1 Experiment Design

In a pilot study, 64 subjects were provided a flight purchase scenario for a purchase
timing decision task. They were asked to view two recommendations snapshots, which
were said to have been provided by two separate recommendation facilities of ecom‐
merce websites. One of the presented recommendations included a Toulmin element of
either data, warrant, backing, or rebuttal (Henceforward the Toulmin site), and the other
did not (Henceforward the non-Toulmin site). Example of a setting is provided in
Fig. 2, a list pertaining to statements of type warrant, backing, rebuttal, and data are
provided in Table 1.
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Fig. 2. Example of survey for with Toulmin Warrant vs Non-Toulmin

Table 1. Examples of Toulmin elements provided in Toulmin RA

Toulmin
element

Example

Data We used the recent price changes on your flight, as well as more than 2 million past
price data points collected on your route

Warrant From the price pattern we find that exceptional high demand is expected
Backing In order to learn about processes that are taking place on your route, we matched the

recent price pattern on your route and preferred date with past patterns. We found the
recent pattern is very indicative of continuous rise in demand for flights on your route
and date
For example, such a pattern was found in the past when a conference was held at your
destination

Rebuttal The prediction may not hold (less than 5% chance it will not hold). For example, in
case a special event is scheduled to take place at your destination

The two snapshots presented provided opposing recommendations (i.e. one proposed
to buy, and the other to wait, see Fig. 2). To counterbalance differences associated with buy
recommendations vs wait recommendations, half of the respondents were provided by the
Toulmin site a recommendation to buy, and the other half to wait. The respondents were
then asked to decide on whether purchase the flight ticket immediately rather than wait, and
then to rate their trusting perception (adopted from Wang and Benbasat [16]) about the two
provided sites, comparing between them. Similarly to Kim and Benbasat [7], our meas‐
ures were on a 15-point scale (i.e., −7 to +7) and respondents were asked to compare the
Toulmin site to the non-Toulmin site.

5 Results

Table 2 presents the results with respect to the consumer trusting beliefs, comparing the
four types of Toulmin recommendations sites, to the base recommendation site.
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Table 2. Experiment results

Group Trust belief Obs Mean Std.
error

Std.
dev.

t value

Warrant Competence 16 −0.813 0.822 3.287 t = −0.9888
Integrity 16 0.104 0.750 3.001 t = 0.1389
Benevolence 16 −0.125 0.832 3.329 t = −0.1502

Backing Competence 16 2.313 0.693 2.771 t = 3.3380**
Integrity 16 1.646 0.640 2.560 t = 2.5713**
Benevolence 16 2.083 0.693 2.772 t = 3.0067**

Rebuttal Competence 16 0.094 0.547 2.189 t = 0.1713
Integrity 16 1.292 0.655 2.621 t = 1.9709*
Benevolence 16 0.813 0.552 2.208 t = 1.4722

Data Competence 16 2.453 0.426 1.703 t = 5.7603**
Integrity 16 2.396 0.500 2.001 t = 4.7897**
Benevolence 16 2.333 0.538 2.153 t = 4.3343**

As shown in the table, apparently warrants and how explanation facilities are signif‐
icantly different. H1 was not supported, suggesting that possibly warrants are too abstract
and do not sufficiently reduce the knowledge gap between the recommendation agent
and the user.

The table also shows support for H2 that backings enhance benevolence trust. Appa‐
rently backings reduce the agency gap between the user and the recommending site.
Interestingly, warrants also enhance integrity and competence trust. Still, there is an
apparent difference in the levels of trust between the trusting beliefs3, with integrity
beliefs being lower than competence and benevolence. This is in line with our hypothesis
as benevolence and competence are known to be correlated: a perception of an entity
working in one’s favor implies competence of that entity, and the other way around.
Similarly, the increased integrity trust can be explained by the idea that if an ecommerce
site works for the users’ favor rather than only its own, a level of integrity is implied.

With respect to rebuttals, H3 is supported. As expected, rebuttals relate to trade-off
explanations and enhance integrity trust. They do not relate to competence of benevolence.

Finally, Hypotheses H4A–H4C are all supported, suggesting the crucial role of data
in enhancing trust. These results about data as trust enhancing show an important role
of another explanation facility not previously considered. Data as an explanation facility
enhances all types of trust, as it reduces the knowledge gap, exposes the efforts made in
the RA design, and provides information perceived as unbiased.

6 Summary

In this research we analyze the effect of components of Toulmin’s model elements on
trusting beliefs in the context of the business analytics domain. Our initial results from

3 The difference between competence and integrity is significant (t = 2.0464).
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a pilot study support the notion that Toulmin elements of an argumentation can not only
construct an argument and thus enhance the acceptance of a claim. Rather, they can also
serve as explanation facilities, and thus may have different roles in enhancing different
trusting beliefs. Further, we show the important role of the data element as an explanation
facility, enhancing all trusting beliefs. Data is an explanation facility about “how”, which
may also be perceived as unbiased, as well as reflect on the efforts made in the RA design
to support the needs of the user. In the next steps we plan to continue and analyze the
role of Toulmin explanation facilities in enhancing different trusting beliefs, by consid‐
ering interaction effects between Toulmin elements. We are also analyzing further
effects of trust enhancement in this domain, such as analyzing propensity for recom‐
mendation adoption and propensity to purchase in the e-commerce website. These are
a few of our next steps in this project. We believe this research improves our under‐
standing about antecedents of trusting beliefs in the business analytics domain, as well
as the role of Toulmin elements as explanation facilities, in this domain, and possibly
others as well.
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Abstract. Consumers engage in mobile commerce via their smartphones. They
are able to search for product information, compare prices and finalize their
purchase without having to enter a physical store. With the choice of many apps,
they are motivated by the convenience of shopping any place any time. The
Unified Theory of Acceptance and Use of Technology (UTAUT2) is a
well-tested theory that explains consumer adoption of a technology innovation.
In this study, UTAUT2 is the foundational theory, but instead of specifying the
antecedent ‘performance expectancy’ as reflective, it is specified as formative. In
addition, perceived convenience is added and the resultant research model is
empirically tested. Using PLS to analyze the data from a questionnaire sent to
Canadian owners of smartphones, the results show that performance expectancy,
hedonic motivation and perceived convenience are the main significant factors
that influence consumers’ intention to use an app for mobile commerce.

Keywords: UTAUT2 � Perceived convenience � Hedonic motivation � PLS

1 Introduction

Eight out of ten consumers in North America have engaged in online retailing, with
fifteen percent of them making a purchase at least once per week [2]. Seventy seven
percent of the population enjoy connectivity ‘while on the go’ and fifty one percent
have used their mobile phone to help them with their purchase [3]. Consumers desire
functionality where they can compare prices, receive product advice, follow reviews
and make payments. The use of mobile devices for mobile commerce allows con-
sumers the convenience of shopping anywhere at anytime [4, 5].

The capabilities of smartphones are improving each year: screens are larger, app
design makes it easy and fun to use and more functionality is packed into an app [6].
Thirty four percent of consumers foresee that their smartphone will be their primary
connection for mobile commerce in the future [7]. Recognizing the growing ubiquity of
smartphone ownership, various organizations, such as Apple and Google, have
developed mobile wallets that enable the smartphone to store payment cards that can
then be used in the physical store without the need to produce a plastic card [8, 9]. With
consumers having the choice of so many apps, app designers desire to understand what
is the motivation to adopt a particular app.

Adoption research has progressed through a number of theories, such as the Theory
of Planned Behavior [10], the Theory of Reasoned Action [11] and the Technology
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Adoption Model (TAM) [12]. In 2003, Venkatesh et al. [13] introduced the Unified
Theory of Adoption and Use of Technology, UTAUT, from the synthesis of eight
technology models. In 2012, they further extended this theory to UTAUT2 to explain
voluntary use [1] which can be applied to consumers, for whom there is no mandate to
deploy a specific smartphone app. Adoption is voluntary and UTAUT2 has been
applied to, for example, the acceptance of mobile payments [14].

Past studies on technology adoption have empirically shown that perceived use-
fulness is a key influencing factor on the intention to use an IT artifact [15, 16]. UTAUT
and UTAUT2 name this variable ‘performance expectancy’. The majority of studies
have specified this construct as reflective [17]. Diamantopoulos [18] has argued that the
specification between reflective and formative can impact the validity of the theoretical
approach. For mobile shopping apps, consumers perceive some features to be more
useful than others. The reflective approach of measuring performance expectancy,
common in studies of adoption, asks whether the app improves productivity. This tends
to ignore the different features within the app. As a simple example, consumers who
only wish to use their device to compare prices are using less functionality than those
who have activated their mobile wallet. Reflectively, both types of consumers may feel
that they are more productive. By specifying the performance expectancy as formative,
consumers who deploy more functionality will be measured as more productive. In this
study, we specify performance expectancy as a formative construct, where the indicators
describe and define the construct, rather than vice versa [19].

Using a smartphone for mobile commerce adds convenience, as it allows the
consumer to engage anytime and anyplace [20]. Convenience is not the same as use-
fulness: the mobile wallet may be perceived as useful, but when it involves opening an
app on a smartphone, keying in a security code and attempting to tap it on a payment
terminal which may not be tap-enabled, the lack of convenience is a barrier to use-
fulness. The specification of performance expectancy as a formative construct further
ensures that it is differentiated from perceived convenience.

The context of this study is to investigate the factors that influence consumers’
intention to use their mobile devices for mobile shopping. Our research question is:

• What factors motivate consumers to adopt a mobile shopping app?

Our supplementary questions are:

• What is the role of hedonic motivation?
• What is the role of perceived convenience?

The contribution of our research is the creation of new theory by extending
UTAUT2 with perceived convenience and specifying performance expectancy as a
formative construct.

This paper is organized as follows. The next section is the literature review, where
we develop our hypotheses and illustrate them with our research model. The third
section is the research methods. The fourth section is the analysis of the results. In the
fifth section we discus the results and include the limitations of the current research and
offer suggestions for future research. We present our conclusions in the final section.
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2 Literature Review and Development of Hypotheses

2.1 UTAUT2 as the Foundational Model

Many studies of technology adoption have empirically tested TAM in many contexts
[21, 22]. It has been cited 32,977 times (Google Scholar as of 28 January 2017). With
its two influencing variables, perceived usefulness (PU) and perceived ease of use
(PEOU), its influence and success has been attributed to its parsimony [23]. Many
studies added antecedents in order to enrich the findings and in 2003, Venkatesh et al.
[13] evaluated the findings of eight common theories of adoption, including TAM,
unifying them into UTAUT. PU and PEOU were incorporated into the model, and were
named performance expectancy (PE) and effort expectancy (EE) respectively. In
addition to PE and EE, there are two other independent variables: social influence
(SI) and facilitating conditions (FC).

When TAM was first proposed, systems were deployed in organizations where use
was mandatory. With the advent of smaller and cheaper computing devices, innova-
tions became available for consumers whose choice of adoption was voluntary. Ven-
katesh et al. created UTAUT2 [1] by extending UTAUT with the constructs of habit,
price value (PV) and hedonic motivation (HM). UTAUT2 has received wide accep-
tance [24] and is selected as our theoretical foundation. It has explained behavioral
intention with a variance between 56% to 74% [1]. The following paragraphs describe
our hypotheses based on the constructs of UTAUT2.

2.2 Performance Expectancy (PE)

Venkatesh et al. [1] empirically tested UTAUT2 in the context of mobile Internet. PE
was measured by asking the reflective questions shown in Table 1.

These questions, like many questions in IT research, are specified as reflective
constructs, where any change in the construct changes the indicators [25]. In Table 1,
the four items are measuring the concept of usefulness. If a particular respondent were
to believe that the app was not useful, then all indicators would be expected to change,
as they are each measuring the same thing. The responses are expected to converge.
Standard statistical tests, such as Cronbach’s alpha [26] are applied. In the study by
Venkatesh et al. [1], PE2 had a low correlation coefficient, it was therefore dropped (see
Table 1). The indicators are interchangeable and other similar indicators could be
added and would be valid so long as they converged.

Table 1. Survey items for PE [1]

PE1: I find mobile Internet useful in my daily life
PE2: Using mobile Internet help me accomplish things more quickly
PE3: Using mobile Internet increases my chances of achieving things that are important to me
(dropped)
PE4: Using mobile Internet increases my productivity
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The concept of a formative construct is different. The composition of the indicators
makes up the construct. Each indicator is measuring a different aspect of the latent
variable and therefore the indicators are not interchangeable. The resultant score can be
considered as an index [27]. Dropping an indicator changes what the construct is
measuring. As an example, a stock index, such as the Standard & Poor’s 500, is
comprised of the value of 500 stocks. Removing even just one of those stocks will
certainly change the value of the index, but it also changes the meaning of the index, as
we would then have the S&P 499!

In this study, we specify performance expectancy as formative, and measure it in
terms of consumers’ use of such features as collecting loyalty points, researching
products and paying with the mobile wallet.

Hypothesis 1: Performance expectancy, specified as a formative construct, positively influences
intention to use apps for mobile shopping.

2.3 Effort Expectancy

Effort Expectancy (EE) is defined as the ‘degree of ease associated with the use of the
system’ [13]. Apps for consumers are aimed, by definition, at large audiences who are
able to choose from a large selection. Once an app is downloaded, the expectation is
that it will be easy to use with minimal instructions. App designers make use of buttons
on the touch screen, colors and sound effects to guide the user. Meta-analysis of the
adoption literature has validated the relationship between EE and intention to use
(ITU) [28], but the influence of EE has been less conclusive than that between PE and
ITU [29]. With the growth of smartphone apps [30], consumers are willing to try new
apps, but they must be easy to use. Therefore:

Hypothesis 2: Effort expectancy positively influences the intention to use smartphone apps for
mobile commerce.

2.4 Hedonic Motivation

Hedonic motivation is similar to perceived enjoyment, which is defined as ‘the extent
to which the activity of using the computer system is perceived to be personally
enjoyable in its own right’ [31]. In the workplace, the primary purpose of the system is
to deliver functionality, yet adoption was influenced not only by functionality but by
enjoyment too [31]. The purpose of mobile shopping apps is to assist consumers with
their shopping needs. Consumers have a large number of apps from which to choose,
many of which are offering very similar functionality. They too may be influenced by
the enjoyment when using the app.

Hypothesis 3: Hedonic motivation positively influences the intention to use smartphone apps
for mobile commerce.

84 N. Shaw and K. Sergueeva



2.5 Social Influence

The Theory of Reasoned Action [11] postulates that users are influenced by ‘referent’
others who are important to them. Within an organization, a worker is influenced by
how his manager perceives his adoption of the system. The worker would also be
influenced by his co-workers with whom there is co-dependence. Extant literature has
validated this relationship within a mandatory context [28]. In a voluntary setting,
‘referent others’ would be friends, family and colleagues. They may recommend an app
because it is useful or fun. Depending upon the relationship, the individual may decide
to use the app based on the influence of ‘others’. We propose:

Hypothesis 4: Social influence positively influences the intention to use smartphone apps for
mobile commerce.

2.6 Facilitating Conditions

When using a plastic credit card in the store, the infrastructure is in place to ensure that
the transaction is completed accurately and securely. In the unlikely event that there are
problems, the credit card providers and the retailers have help desks to resolve any
issues speedily. These conditions have facilitated the adoption of credit card payments
via a physical card. Similar infrastructure and support needs to be in place for mobile
shopping apps so that consumers have confidence that the system will work as
intended. They need to be assured that facilitating conditions (FC) are in place [32, 33].
Our next hypothesis is:

Hypothesis 5: Facilitating conditions positively influence the intention to use smartphone apps
for mobile commerce.

2.7 Habit

Habit is conceptualized as the extent to which people tend to perform behaviors
automatically because of learning [1]. Although the sphere of mobile commerce is
growing, it is still a fairly new phenomenon specifically in the use of mobile appli-
cations to aid the shopping experience. The proportion of consumers using mobile
application to make purchases is relatively low with few people accustomed to shop-
ping via mobile applications. Thus, in this paper, the construct habit is dropped.

2.8 Perceived Convenience

We buy from a convenience store because it is typically open longer hours than the
supermarket, it is closer to home with less effort required than driving to the shopping
centre, and it is fast, because we only buy a few items and there are not many people in
the queue in front of us [34]. Similarly we can compare the convenience of mobile
shopping. It can decrease the effort required when shopping. For example, prices can be
compared across multiple retailers within a few seconds. There is no need to drive to
different stores in order to see who has the lowest price. Mobile shopping can eliminate
the temporal dimension. Internet sites are open 24/7, such that at any time of the day
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products can be purchased. And mobile shopping addresses the spatial dimension.
Shopping can take place anywhere – at home, at work, or while watching a football
game. Mobile shopping is therefore convenient [35] offering the consumer the ability to
shop anyplace and at anytime.

Depending upon how they are measured, convenience and usefulness may be
confounded. A consumer may perceive that a mobile wallet is useful, but they may
perceive it to be inconvenient because the phone has to be available, a security code has
to be entered and the payment terminal has to be tap-enabled to accept payment.
Although the mobile wallet is useful, it is more convenient to produce the physical card
because payment will always function.

Poon [36] suggested that when time and effort are saved, then convenience is being
measured. For example, using an app to seek information about a product while in a
store is convenient because the app saves the effort of having to find a sales person and
saves time because detailed information is readily available over the Internet delivered
to the smartphone. The app is also useful because it delivers information about the
product, which helps the consumer make a purchasing decision. Convenience can lead
to the improvement of productivity by saving time and effort and in order not to
confound perceived convenience with performance expectancy, we have specified
performance expectancy as a formative construct in this study.

We define perceived convenience (PC) as ‘the consumers’ belief that the use of the
IT artifact will enable them to complete the task in a speedy manner, at a time and place
of their choosing’ [4]. We therefore propose that:

Hypothesis 6: Perceived convenience positively influences the intention to use smartphone apps
for mobile commerce.

Fig. 1. Research model
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2.9 Research Model

The research model is shown in Fig. 1.

3 Research Methods

3.1 Design

The reflective constructs in the model have been used in past questionnaires and their
scales were adapted from extant literature. In order to define the formative construct,
performance expectancy, subject matter experts were interviewed, with the result that
the items to be measured represented the most common features desired by mobile
shoppers. See Table 2.

The scales were incorporated into a questionnaire. Ten graduate students were
recruited to review this questionnaire for clarity. After making some minor modifica-
tions, the survey was distributed by a marketing company to a panel of Canadian
adults. Returned surveys were checked and those that were incomplete, completed too
fast or failed the attention filters built into the questionnaire were discarded. The valid
responses were analyzed with Partial Least Squares.

3.2 Data Analysis

The data was analyzed with SmartPLS version 3.2.6 [37]. PLS is suitable for predictive
applications and theory building and is also able to handle formative constructs [38].
We followed the methodology set out by Hair et al. [39], first analyzing the validity of
the outer model and then evaluating the path relationships of the structural model and
their significance. The standard test for the internal consistency of the reflective indi-
cators is the calculation of Cronbach’s alpha [40]. Discriminant validity was tested via
the Fornell-Larcker criterion [41]. The structural model was analyzed with the PLS
algorithm.

Table 2. Formative indicators of performance expectancy

• Searching information about products
• Comparing prices of products
• Receiving e-coupons
• Buying products over the Internet
• Paying with loyalty points
• Receiving loyalty points
• Receiving digital receipts
• Paying in store with smartphone
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4 Results

4.1 Descriptive Statistics

In the sample, there were 189 males (53.7%) and 163 females (46.3%). There were 107
participants aged between 18 to 29, 124 between 30 and 49 and 121 from 50 and older,
with the oldest participant being 81. The age and gender are shown in Table 3.

The median length of ownership of smartphones was 4.6 years. The majority of
participants had owned a phone for six years or longer. See Table 4.

4.2 The Measurement Model

The cross loadings of the measurement model were calculated by SmartPLS. The
indicators of all reflective constructs were tested for collinearity. The correlation
coefficients measuring each construct were greater than 0.708 [42] indicating that they
were convergent and reflected the same latent variable. Because performance expec-
tancy was specified as formative, its indicators are not required to converge. Instead its
indicators had been selected via interviews with subject matter experts, thereby fol-
lowing recommended practice of content validity [43].

The bootstrap function in SmartPLS was executed with 5,000 samples using the
replacement method. The t statistic for each cross loading was calculated and in every
case, the significance was p < 0.001 validating that the indicators converged and were
significant.

Discriminant validity was tested using the Fornell-Larcker score, where the AVE
must be greater than the square of the correlations [41]. The results satisfied these

Table 3. Age groups of sample

Ages Male Female Total

18–29 41 66 107
30–49 73 51 124
50–69 69 41 110
70+ 6 5 11
Totals 189 163 100%
Total as % 53.7% 46.3%

Table 4. Phone ownership

Years of ownership No. %

1 15 0.9%
2 29 3.5%
2 34 6.2%
4 63 15.4%
5 56 17.1%
6+ 155 56.8%
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criteria. Table 5 compares the correlations with the square root of AVE (shown in italic
bold along the diagonal). Values for performance expectancy are not calculated as the
construct has been specified as formative and therefore the indicators are not expected
to be convergent.

The internal consistency of each construct was assessed via Cronbach’s alpha [40],
where values above 0.8 indicate reliability. The Average Variance Extracted (AVE) for
each construct further confirmed the reliability of the model, where the AVE was above
the guideline of 0.5 with the exception of the higher order construct, word of mouth. In
addition, the Composite Reliability was above the guideline of 0.6 [42].

4.3 The Structural Model

The coefficient of determination R2 measures the percentage of the response that is
explained by our model. SmartPLS calculated R2 to be 0.660, which is considered
moderate [44]. Bootstrapping was conducted with samples of 5,000 in order to test the
significance of each path with the model. All hypotheses were supported with
p < 0.001, with the exception of hypothesis 2. Table 6 summarizes the results. All
paths were significant, except for facilitating conditions to intention to use.

Table 5. Values for Fornell Larcker test

Construct EE FC HM ITU PC PE SI

Effort expectancy EE 0.919
Facilitating conditions FC 0.486 0.82
Hedonic motivation HM 0.62 0.307 0.889
Intention to use ITU 0.568 0.312 0.707 0.892
Perceived convenience PC 0.55 0.346 0.595 0.611 0.905
Perceived expectancy PE 0.551 0.352 0.687 0.751 0.581
Social influence SI 0.342 0.243 0.537 0.502 0.442 0.474 0.951

Note: the bold value along the diagonal is the square root of the AVE

Table 6. Path significance

Path t statistic p value Supported

Effort expectancy to ITU 1.992 0.046 p < 0.05
Facilitating conditions to ITU 0.692 0.489
Hedonic motivation to ITU 4.047 0 p < 0.001
Perceived convenience to ITU 3.259 0.001 p < 0.001
Performance Expectancy to ITU 8.88 0 p < 0.001
Social influence to ITU 2.074 0.038 p < 0.05
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5 Discussion

PE was one of the main factors that influenced consumers’ intentions to use smart-
phone apps for mobile shopping. Meta-analyses of papers of adoption have corrobo-
rated that the common influencing factor is usefulness [22, 45], represented by
perceived expectancy (PE) in our model. Lee et al. [46] interviewed researchers about
TAM and the consensus was that usefulness alone is not enough. Alan Dennis, the
Senior Editor of MIS Quarterly at the time, replied that usefulness is self-evident and
that the more important question is what makes the innovation useful [46]. In order to
answer this question, we followed the suggestion of Cenfetelli [43] and specified PE as
a formative construct rather than ask the more general reflective questions about pro-
ductivity. The significance of the path for PE to intention to use and its relatively large
value for its path coefficient suggests that individuals value the usefulness of the
formative features measured by the model, features such as searching for information
about products, buying products over the Internet and paying in store with their mobile
device.

HM was also a significant influencing factor. Davis had found that workers in
organizations were more productive when they recognized that the innovation was both
useful and enjoyable [31]. Intrinsic motivation was added as a construct to TAM by
Venkatesh et al. [47] who investigated determinants of ease of use. Because adoption
by consumers is voluntary, UTAUT2 included hedonic motivation to capture intrinsic
motivation [1]. The results of our empirical analysis show that HM is significant. In
order to engage in mobile shopping, individuals wish to have an enjoyable experience.

Shopping with the help of a mobile app adds convenience. Smartphone owners are
able to shop at any time and at any place. They are no longer dependent upon store
hours and there is no need to visit the physical store. Browsing to learn about different
products and searching for the best price can be conducted from the comfort of home or
while on public transportation. When they visit a physical store, consumers can access
more detailed product information by scanning the bar code and, at time of payment,
their mobile wallet speeds up the payment processing. Our results show that conve-
nience is important to consumers.

Consumers are still influenced by others who they deem to be important. In the
workplace, their performance is measured by their manager. In a voluntary situation,
there is no manager, but they may perceive that friends and family expect them to use
the app. When in a store, they may perceive that the staff anticipates they will have a
shopping app. The significance of the relationship between SI and ITU is less than that
for PE and HM. An explanation may be that in many instances use of the mobile app
may be conducted alone. In such circumstances, social influence is less important.

Many studies have shown that effort expectancy, or ease of use, has less influence
than performance expectancy, or usefulness [48]. Our results are similar. Smartphone
apps are designed for the small colour screen which is touch enabled. Interfaces are
intuitive and there is typically very little learning required. The majority of the par-
ticipants had owned smartphones for more than six years, so they would be very
familiar with apps. When asked if they would find the mobile shopping app easy to use,
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the majority of them answered yes based on their familiarity with apps in general and
their ability to learn new apps with a short learning curve.

The influence of facilitating conditions on intention to use was not significant.
Smartphone manufacturers have joined with Internet providers and cell network
companies to provide a seamless experience. Today, connectivity is reliable. If
something does go wrong, there are support desks operating 24/7. Retail websites have
online chat and support. Consequently, facilitating conditions were not significant
because of the assumption that the network is reliable.

5.1 Limitations and Future Research

As with all surveys, the sample may not be representative of the general population.
We used the services of a marketing company that recruits individuals on to panels.
These individuals are rewarded for participation. The survey did include attention
filters to ensure that participants were reading the question. In addition, participants
who had answered too many questions in a ‘straight line’ were also eliminated.
Nevertheless, the sample consists of a random population from a subset of individuals
who are willing to take surveys for a small reward. The survey was only sent to
Canadians and therefor their answers about mobile shopping pertain mostly to the
Canadian and US marketplace.

Future research could validate the model across other cultures. The theoretical
framework lays the foundation for further extension of UTAUT2. Further investigation
could test the content validity of the formative specification of performance expectancy.

6 Conclusion

Smartphone ownership continues to grow with more shoppers turning to their smart-
phone for assistance. Mobile shopping apps allow consumers to search for products
from the convenience of their home at a time of their choosing. We have added the
construct of perceived convenience to our foundational theory, UTAUT2. In order to
ensure that convenience is not confounded with performance expectancy, we have
specified PE as a formative construct to ensure that construct specification is consistent
with our proposed theory [49].

From a survey of over 300 participants, our results show that hedonic motivation,
performance expectancy and perceived convenience are the most significant factors that
influence intention to use. PE had a stronger influence than EE, which is consistent with
past studies [22, 48]. Because smartphone owners are familiar with many apps, EE has
a minor influence on intention to use. Consumers appreciated the convenience of being
able to shop at any time and any place, thereby saving time of going to the store.

Our theoretical contribution is the development of a theoretical foundation based on
extending UTAUT2. We have added perceived convenience and have differentiated it
from performance expectancy by specifying PE as formative, where specific features of
mobile shopping have been defined and included in the survey questionnaire. Our
results support the theory in the context of mobile shopping. The approach is applicable
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to the adoption of other technical innovations in other contexts and we suggest that
future researchers evaluate the specification of some of their constructs as formative in
order to support their theory.

Practitioners should ensure that their app has useful functionality, offers conve-
nience and is engaging. Consumers value the capability to research products, compare
prices and purchase via the Internet from their mobile phone. They also value the
convenience of using apps in store in order to find more details about a product and to
pay with a mobile wallet, obviating the need to carry payment cards. In short, mobile
shopping apps should be useful, convenient and fun.
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Abstract. Online retail business has become an emerging market for almost all
business owners. Online recommender systems provide better service to con-
sumers during their decision making processes. In this study, a controlled lab
experiment was conducted to assess the effect of recommendation timing (early,
mid, and late) and recommendation source (expert reviews vs. consumer
reviews) on online consumers’ interest and attention. Eye-tracking data was
extracted from the experiment and analyzed. The results suggest that consumers
show more interest in recommendation based on consumer reviews than expert
reviews. Earlier recommendations do not receive greater attention than later
recommendations.

Keywords: Online product recommendation � Eye tracking � Recommendation
source � Recommendation timing

1 Introduction

Based on data from the U.S. Census Bureau, U.S. retail e-commerce sales for the first
quarter of 2016 has reached $92.8 billion, which accounts for 7.8% of total retail sales
(Denale and Weidenhamer 2016). To boost sales, more and more retailers implement
recommender systems to support customers’ decision making process. However, there
are still some recommender systems that are poorly designed or ineffectively imple-
mented. This research explores the effects of the display timing (i.e., early, mid, and
late) of the recommendation and the sources of recommendation content (i.e., expert
review vs. consumer review). The eye-tracking method is employed in an experiment
to study users’ attention and interest. We are interested in the differences of pupil
dilation and fixation duration in different recommendation timing and recommendation
source conditions.
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This research contributes to the online product recommendation literature by
examining the decision process via eye-tracking method. We expect the outcome of
this research to be helpful to online retailers in improving their online recommender
systems.

2 Literature Review

2.1 Recommendation Timing

Online product recommender systems are widely used to provide consumers with
alternatives that they might be interested in. Online retailers rely on recommender
systems as a decision aid to the customers to provide better service and to boost sales.
According to research conducted by Forrester Research, product recommender systems
accounted for 10% to 30% of total sales by a retailer (Schonfeld 2007). Prior studies on
product recommender systems mainly focus on the optimization of algorithms to
provide more accurate predictions and suggestions to the customers (Hostler et al.
2012).

Timing is a least studied design feature in human-computer interaction research
(Zhang et al. 2002). In online production recommendation literature, Ho et al. (2011)
studies the timing of web personalization and suggested that an early recommendation
is more likely to be accepted than a late recommendation.

2.2 Online Product Review

Two types of online product review are studied as recommendation support in this
paper: one is consumer review which is written by product users, and the other is expert
review which is written by domain experts. Prior studies examined the different effect
of them. Consumer reviews significantly influence participants’ evaluation while expert
reviews do not in Jacobs et al. (2015)’s study of consumers’ evaluation of motion
pictures. Consumer recommendations were found to be significantly more trustworthy
than expert recommendations (Senecal and Nantel 2004). The results from the study by
Utz et al. (2012) also indicated that consumer reviews were the key factor to judge the
trustworthiness of online store However, Chiou et al. (2014) found out that online
expert reviews have a significantly higher credibility than consumer reviews.

2.3 Eye Tracking Method

The use of eye-tracking devices on information processing tasks has been around for
more than a century. With the development of personal computers, researchers start
using eye-tracking devices to study and solve problems in human-computer interaction.

Eye fixation is a well-developed predictor of attention. People’s attention only
focus on the things they need and ignore others that are presumed to be irrelevant
(Triesch et al. 2003). Decision makers direct their attention to goal related stimuli
(Orquin and Mueller Loose 2013). Cognitive processing during a fixation affects the
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fixation duration (Rayner 1978). A longer fixation duration on a certain piece of
information implies a higher intensity of cognitive processing and higher preference
upon choices (Shimojo et al. 2003). Preferences can reinforce people’s fixations and
enhance their perceptions of attractiveness which in turn influence decision making.
Krajbich et al. (2010) suggest that visual fixation process could have a causal effect on
people’s value comparison process.

Human pupils react not only to the change of environmental luminance, but also to
change in cognitive processing (Brisson et al. 2013). Pupil dilation was found to be a
consequence of attentional effort (Hoeks and Levelt 1993). According to Laeng et al.
(2012), pupil diameter, which is also called “pupillometry”, has been used to estimate
the intensity of mental activities, change of emotions, change of mental states, and
change of attention for more than 50 years. Pupil diameter is very difficult to control
voluntarily, which makes pupil dilation a good objective measure.

3 Theoretical Background and Hypotheses

The first factor of this study is the source of recommendations provided by an
e-commerce website: expert vs. consumer recommendations. Due to the limited pro-
cessing capability, consumers cannot process all available information so that they only
put their interest in information that are perceived to be relevant to their goals (Bettman
et al. 1998). We propose consumer review based recommendation may win over expert
review in terms of consumer attention and interest based on the similarity-attraction
paradigm (Byrne and Griffitt 1973). The similarity-attraction paradigm posits that
people are attracted to people who are similar to them (Byrne and Griffitt 1973).
Attraction was found to be positively affected by people with similarities. Also, eco-
nomic status, simple behavioral acts, and task performance were also found to posi-
tively influence perceived attraction among people.

Consumer reviews were written by former consumers who were previously likely
to be in or who were facing similar situations with the current customer. Hence,
customers can empathize and relate well with consumers who likely had more simi-
larity in goals, experiences, and/or attitudes. Experts, on the other hand, though con-
sidered to be a higher authority in certain fields, may not share similarities with current
customer. Consequently, consumer recommendations are expected to attract more
interest than expert recommendations. Therefore, we propose:

H1: Consumer recommendations will attract greater user interest than expert
recommendations.

The second factor refers to timing of recommendations - when the recommenda-
tions are offered, i.e., early, middle, or late in the e-commerce shopping process.
Galinsky and Mussweiler (2001) found that the first offers served as anchors and were a
strong predictor of the final deal in a seller-buyer context. During the buyer’s decision
making process, his or her judgements rely heavily on the initial anchor. People’s
judgement are severely biased by uncertainty and anchoring bias can occur (Tversky
and Kahneman 1974). As consumers work on shopping tasks, their uncertainty about
the outcome will be lower as they carry out the evaluation process. Hence, the initial
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anchor on a specific product that have gone through the evaluation process can deter
attention on subsequent product recommendations offered by the online recommender
system.

Based on the anchoring effect and bias, decision makers tend to be more interested
in the initial anchor (Adomavicius et al. 2013). In an e-commerce context, after a
decision maker is attracted by specific products, they are less likely to attend to other
recommendations offered by online recommender systems. Hence, the following
hypothesis is proposed:

H2: The earlier a recommendation is offered by online recommender systems, the
greater the user attention toward the recommendation.

4 Methodology

A 2 (source) X 3 (timing) X 2 (product type) mixed experimental design was used for
his research and the experiment was conducted in a university. The first and second
factors are between-subject factors whereas the third factor (product type, laptop & cell
phone) is a within-subject factor. Hence, there are 6 (i.e., 2 � 3) experimental con-
ditions in this study. 76 subjects were recruited. They were given extra credits for their
class and were provided with souvenirs after the experiment. All subjects have normal
eye-sight before or after adjustment. Subjects were randomly assigned to one of the 6
conditions, and the sequence of the two products was also randomly assigned. There
was a training session on the use of the experiment shopping website. The subjects
need to carry out two shopping tasks: cell phones and laptops. They were asked to
complete two shopping tasks: (i) purchase a laptop, and (ii) purchase a cell phone. Both
products were chosen because of their popularity among the pilot test subjects. The task
sequence was counterbalanced such that some subjects shopped for a cell phone first
while others shopped for a laptop first.

The recommendation source was manipulated in two categories: expert review and
consumer review. In the experiment, the recommendation source was highlighted on
the recommendation pages. The heading used for the recommendation page was either
“other consumers recommend this product to you” or “experts recommend this product
to you”. Several product reviews were provided on each product recommendation page
and they were extracted from existing e-commerce websites. On each recommendation
page, an image of the recommended product along with specifications of the recom-
mended product were displayed. The recommendation timing was manipulated at three
level: right after entering the website (i.e., early recommendation), after clicking “add
to shopping cart” for the first chosen product (i.e., mid recommendation), and after
clicking “purchase” button (i.e., late recommendation). The shopping website allowed
subjects to search using various combination of search criteria to browse product
details from the search results. The subjects were allowed to conduct search activities
within the product database until decisions were made. Single criteria searches and
multiple criteria searches were both supported. There was no time limit given to
complete each task.
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Three Tobii T60 eye-trackers in three separate lab rooms were used during the
experiment. The resolution of the display is 1280 * 1024. The use of three eye-trackers
allowed us to conduct three concurrent experimental sessions with the subjects. The
moderator (or experimenter) at each of the three stations was given a standardized
moderator script to following in conducting the experiment to avoid moderator biases.
The luminance of all lab rooms were controlled at the same level.

5 Data Analysis and Results

All data were recorded by Tobii Studio software on Tobii T60 eye-trackers. The
corneal reflection based devices computed and recorded the data including time,
coordinates of eye movement activities, eye movement activities, and pupil diameter at
a sample rate of 60 per second. Several variables were computed by using the video
recordings of all subjects. Due to eye-tracking recording failure, 5 out of the 76 data
points were excluded from the data set. The manipulations were successful based on
results of manipulation check questions in the after-experiment questionnaire. Also, by
reviewing the recording footages, we observed that all subjects fixated on the recom-
mendation title which indicated their awareness of the recommendation source.

A data reduction procedure was conducted to convert raw data into cleansed fix-
ation data on the recommendation pages. All data were exported from Tobii Studio in
the format of xlsx. Five Excel VBAs were implemented to achieve the following goals:
calculating pupil diameter baseline, cleansing data by time, cleansing data by gaze
type, removing duplicate fixation entries, and calculating targeted pupil diameters. The
pupil diameter baseline was calculated based on the first 100 s of recording during
which all subjects were going through the instructions for the experiment.

Fixation durations on the recommendation pages for each subject were calculated.
As the total browsing time varied across subjects, we calculated fixation duration per
second by dividing total fixation duration by total recommendation browsing time.
Pupil dilation was calculated as the percentage of pupil diameter change when
browsing the product recommendation page versus the baseline condition (i.e., when
reading instructions).

Outlier tests were conducted to detect and remove potential outliers for both
dependent variables. 4 outliers were detected and removed for data analysis on pupil
dilation. 8 outliers were detected and removed for data analysis on fixation duration per
second. Order effects were tested for both dependent variables and no order effects for
tasks (i.e., order of product types) were found for pupil dilation or fixation duration per
second as dependent variables. ANOVA was conducted using SPSS for each of the
dependent variables for the two between-subjects factors: recommendation source and
recommendation timing, and one within-subjects factor: product type.

5.1 Data Analysis on Pupil Dilation

The pupil diameter for each task was calculated by averaging the left and right pupil
diameters. The average of the pupil diameters was then calculated based on the time
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stamp of product recommendation page to reveal the target pupil diameter (target PD):
diameter of the pupil when looking at the product recommendation page. Pupil dilation
was then computed relative to the pupil diameter baseline (PDBL) using following
equation.

Pupil dilation ¼ ðtarget PD� PDBLÞ � PDBL

Pupil dilation reveals the percentage of change on pupil diameter at a given period
of time as compared to the baseline. Excluding the outliers, 67 sets of data were used
for the analysis. We have an average sample size of 11 for each of the experimental
conditions. The descriptive statistics for pupil dilation was shown in Table 1.

The results indicate that, recommendation source has a significant effect on pupil
dilation there is no significant within-subjects effect (product type) on pupil dilation.
However, expert recommendations resulted in an average pupil dilation of −2.5%
while consumer recommendations resulted in an average pupil dilation of 0.2%. The
difference between them is significant at p value of 0.003 which is less than 0.05. Thus,

Table 1. Descriptive statistics for pupil dilation

Timing Source Mean # of Subjects

Pupil dilation_cell phone Early Expert −4.04% 12
Consumer −0.76% 10
Total −2.57% 22

Mid Expert −3.68% 12
Consumer −0.29% 11
Total −1.78% 23

Late Expert −1.50% 11
Consumer 0.00% 11
Total −0.75 22

Total Expert −3.13% 35
Consumer −0.14% 32
Total −1.70% 67

Pupil dilation_laptop Early Expert −2.85% 12
Consumer 0.51% 10
Total −1.32% 22

Mid Expert −1.05% 12
Consumer 1.00% 11
Total −0.07% 23

Late Expert −1.84% 11
Consumer 0.21% 11
Total −0.81% 22

Total Expert −1.91% 35
Consumer 0.58% 32
Total −0.72% 67
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H1 is supported, indicating that there was higher interest in consumer recommendations
than expert recommendations. The negative value of pupil dilation on expert recom-
mendations indicates that participants have lower interest when browsing expert
recommendations.

5.2 Data Analysis on Fixation Duration Per Second

The fixation duration for each task was calculated by adding all fixation time based on
the timestamp of product recommendation page. We then calculate the fixation duration
per second (FDPS) by dividing the total fixation duration by total browsing time of the
recommendation page using following equation.

FDPS ¼ FixationDuration� Total browsing time

We use FDPS to control for different browsing time of the recommendation pages
among subjects. For example, a FDPS value of 0.6 indicates that for every 1 s a subject
spent on the recommendation page, he/she fixated 0.6 s on the content. This measure
revealed the attention levels of the subjects. A higher FDPS indicates a higher level of
attention on the recommendation page. 8 sets of data were excluded from the analysis
because they were outliers.

Table 2 shows the descriptive statistics for FDPS. The ANOVA results suggest that
timing and source do not have significant effects on FDPS. Thus, the second hypothesis
is not supported.

6 Discussion and Conclusion

6.1 Discussion

This study used eye-tracking data to explain the effect of recommendation timing and
source on user attention and interest during online shopping tasks. The results suggest
that pupil dilation varies across sources of recommendations. Trustworthiness of con-
sumer recommendations, which was found to be higher for consumer recommendations
by Bettman et al. (1998) and Senecal et al. (2004), may have contributed to the higher
interest through larger pupil dilations. This is in line with the similarity-attraction
paradigm (Byrne 1973). Former and potential consumers are more similar in terms of
experiences, goals, interest, etc. These similarities result in a higher level of attraction
between them. The attraction is the foundation of the interest that consumers have on
online consumer recommendations. Based on our results, we conclude that using con-
sumer reviews as the source for recommender systems has its advantages in gaining
consumers’ interest than using expert.

Contrary to our prediction, fixation intensity is not significantly influenced by
recommendation timing. Recommendation timing does not have anchoring effect on
consumer’s attention and interest.
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6.2 Limitation

There are some limitations in this study which calls for future work. First, for better
experiment control, the recommender system algorithm is not included in the recom-
mender system design in this study. Future research can integrate personalized product
recommendation in the experiment design. Second, the subjects are undergraduate
students from a university in the United States, which may limit the generalizability of
the study. It is possible that their attention to the recommendations varies from those
with different demographic and cultural backgrounds.

6.3 Contribution

This research contributes to the understanding of the characteristics of online recom-
mender systems via eye tracking approach. Despite the importance of online recom-
mender systems to online retailers, few guideline exists for online recommender
systems on which features of online recommender systems that can help to boost sales.

Table 2. Descriptive statistics for FDPS

Timing Source Mean # of Subjects

FDPS_cell phone Early Expert 0.773 12
Consumer 0.720 11
Total 0.748 23

Mid Expert 0.780 12
Consumer 0.668 9
Total 0.732 21

Late Expert 0.653 10
Consumer 0.765 9
Total 0.706 19

Total Expert 0.740 34
Consumer 0.718 29
Total 0.730 63

FDPS_laptop Early Expert 0.800 12
Consumer 0.783 11
Total 0.792 23

Mid Expert 0.700 12
Consumer 0.647 9
Total 0.677 21

Late Expert 0.706 10
Consumer 0.764 9
Total 0.733 19

Total Expert 0.737 34
Consumer 0.735 29
Total 0.736 63
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The findings from this research can help some online retail business owners to increase
the effectiveness of their recommender systems in attracting consumers’ attention.

The eye tracking method can help open the black box of the decision-making
process during online shopping. Eye-trackers are used as a source for objective,
non-invasive, continuous, and quantitative data which has the potential to help
researchers studying human attention, mental load, cognitive processes, etc.
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Abstract. The impact of online coupons is well recognized, but few studies
have attempted to model the optimal coupon face value. This research examines
how the online coupon affects the payoff of a seller and analyzes the optimal
coupon face value for online seller. We find that both the fixed costs and
matching probability play critical roles in whether the seller chooses to offer
coupons or not. We also find that, a seller can maximize his/her profit by
providing the online coupon with an optimal face value which has been for-
mulated. Finally, we conclude with managerial implications and directions for
further studies.

Keywords: Online coupon � Coupon face value � Matching probability �
Equilibrium analysis � Online seller

1 Introduction

The phenomenon of online coupons as a means of increasing sales is well-known and
widely used in the electronic business. Online sellers choose to offer coupons to shape
the potential buyers’ attitudes and motivate their purchase. And, there are some sellers
who offer the coupons earning lots of money on the online platforms. In contrast, other
online venders who do not provide the coupons still make great profits. The difference
between the two kinds of sellers raises several questions: In what situation can online
sellers benefit from choosing to offer coupons? If a seller offers the coupon, how should
he/she optimize the coupon face value to maximize his/her payoff? This paper aims to
answer these two questions.

Current research on the online coupons emphasizes the coupon proneness, coupon
redemption [1, 2, 14] and online pricing with coupon [10, 11, 18], but few researchers
have attempted to model the optimal coupon face value. Ben-Zion [3] has modeled the
optimal face value of a discount coupon in traditional economics. But online envi-
ronment brings some new characteristics, and there is almost no analytic models being
developed for online sellers to maximize their profits. This study will fill this gap and
sheds some light on the choice of online coupons for sellers.

To do so, we develop a game-theoretic model in which online sellers face choosing
to offer coupons or not. We consider an online platform with a group of potential
buyers on the one side and a group of potential sellers on the other. We assume the
mass of buyers as a fixed value. Besides, the platform offers basic services for free and,
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meanwhile, sellers have fixed costs to provide products and can choose to offer cou-
pons to increase their exposure. And, each online seller on the basic platform has a
unique trading partner and gets the same likelihood noticed by prospective buyers. We
define the likelihood as matching probability. For ease of exposition, we simply assume
that the trade occurs when the seller is noticed by the trading buyer. Using this
framework, we compare the revenues of sellers’ payoffs under the two situations in
which the sellers offer the coupons or not.

We identify both the matching probability and fixed costs as the key factors in
comparing the two situations. Not surprisingly, the matching probability of the seller
plays an important role in determining whether to offer the coupon or not. In addition, it
is found that when the matching probability is high, the seller with a larger fixed cost
can benefit from offering the coupon. Furthermore, we find that a seller can optimize
the coupon face value to maximize his/her payoff, and the optimal coupon face value
varies according to the matching probability and the fixed costs.

The contribution of this paper is that we identify the circumstances that an online
sellers can benefit from offering coupons and optimize coupon face value for the online
seller to maximize his/her payoff. And the paper is organized as follows. We give a
brief literature review first, and then we formulate a model and make the equilibrium
analysis to optimize the coupon face value for online sellers. Finally, we conclude with
managerial implications and further research issues.

2 Literature Review

Our study is mainly related to the research about coupons. Firstly, coupon proneness has
been widely documented in the literature that buyers with different characteristics, such
as age, income, education, brand loyalty, have distinct coupon proneness [9, 17]. Tang
and Zhao [22] identified the impact of coupon proneness on mobile coupon sharing in
social network sites. Then, the coupon redemption was also studied deeply. Kapil [1]
integrated the coupon attraction and coupon proneness as the key factors influencing the
coupon redemption. Leone [13] analyzed the impact of coupon face value on the coupon
redemption and brand probability. Besides, many scholars associated the coupons with
the price discrimination. Narasimhan [18] showed that coupons can be taken as a price
discrimination device and be provided to a particular segment of consumers.
Moraga-González [16] analyzed different types of coupon under imperfect price
information. Furthermore, lots of researchers paid attention to the coupon face value.
For instance, Garretson [7] examined the influence of coupon face value on service
quality expectations, perceived purchase risks, and purchase intentions in the dental
industry. Price [20] modeled the coupon values for ready-to- eat breakfast cereals.

In contrast to the traditional coupons in the offline environment, online environment
offers online sellers an opportunity to issue coupons with different face values to
potential buyers for immediate online use. Ben-Zion [3] tried to optimize the face value
of coupons by analyzing the structure of the market and separating apart the loyal
customers. Chiou [6] used panel data to investigate the factors that influence the
preference of shoppers for online coupons. Cheng and Dogan [5] emphasized the
importance of customer-centric marketing when using Internet coupons. Reichhart [21]
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compared the effectiveness of e-mail coupons with mobile coupons and the results
indicated that e-mail coupons got a higher response rate. Georgia [8] considered the
customer loyalty and analyzed the coupon trading. Martín-Herrán [15] combined
coupons with the trade deals with on-package coupons and concluded the optimal
strategy. Navdeep [19] examined the discount offers can improve the average expen-
diture, and the coupons can be seen as one type of discount offers. Jiang [10, 11]
focused on the online pricing with the discount coupons and modeled to maximize the
profits of firms or sellers.

We focus on the coupon face value in the online environment. Garretson [7] and
Price [20] analyze the coupon face value in the traditional economics. Ben-Zion [3]
optimizes the coupon face value by separating apart the market and still does not refer
to the online characteristics. Different from the above research, we consider an online
seller facing whether to offer the coupons or not and take the matching probability and
fixed costs as the key factors. Then, we optimal the coupon face value for online sellers
aiming to maximize their profits.

3 Model

We consider an online two-sided market with multiple sellers and buyers based on a
platform. And the platform provides matching between potential sellers and buyers to
facilitate transactions. In addition, potential buyers participate in the platform aiming to
find their ideal products provided by online venders. We assume that buyers and sellers
can participate in the platform without any costs, which is consistent with the popular
online platform, Taobao.com, practices. And the platform can make the profit by
offering advertising.

We assume that sellers are listed without differentiation which means that each buyer
has a unique trading partner on the platform, and each seller will get the same likelihood
noticed by buyers. We denote p as the likelihood, also called the matching probability,
that the seller’s product is noticed by buyers. For ease of exposition, we simply assume
that the trading occurs when the seller’s product is noticed by the potential buyer, which
is often used in the prior literature [4]. So, sellers will try their best to improve the
matching probability to increase sales, and they can choose to offer online coupons.
Undoubtedly, the coupon face value g, determines the matching probability increased,
and we denote p1 as the matching probability the seller offering the online coupon with
value g receives. We easily assume all buyers have coupon proneness.

We assume that each seller in the platform is seen as selling a different product and
the competition among sellers is not considered, which is consistent the with exited
researches on two-sided markets [4, 12]. Then, each seller will have a fixed cost, k, to
provide the product on the platform. We assume that the fixed cost k is distributed on
[0, 1]. And the participating buyers and sellers will also obtain profits by occurring
transactions. We let s as the expected surplus that a buyer derives from trading and p as
the expected revenue that a seller derives. Similarly, we assume s� 1 and p� 1.

Sellers choose whether to participate in the platform depending on their costs and
profits. And we assume a fixed value as the mass of participating sellers which means
that the choice of a seller to offer the online coupon will not influence the total mass of
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participating buyers. The assumption is reasonable because there are vast buyers in
online platforms, and a seller’ choice can be ignored. Let m be the mass of buyers and n
be the mass of sellers participating in the platform. Similarly, we denote n1 as the mass
of participating sellers offering online coupons. As has mentioned above, each buyer
has a unique trading partner on the platform, and each seller lists differently. So, the
more mass of participating sellers, the more likelihood that a buyer’s ideal trading
partner is on the platform. And we can assume that the probability that a buyer’s
trading partner is on the platform is equal to the mass of participating sellers n. Table 1
summarizes the main notations referred above.

Then, a seller’s expected payoff from participating in the platform:

mpðp� kÞ ð1Þ

Now consider that when a buyer’s ideal trading partner offers the online coupon
with face value g, the buyer finds the trading partner and will get profit sþ g. And the
probability that the buyer can find the partner is p, so her/his profit derived from this
trading can be described as pðsþ gÞ. This transaction can also be interpreted as that the
probability that the buyer find the trading partner increases to p1ðp1\1Þ, but the profit
still is the expected surplus s, and then the buyer’ profit derived from this trading can be
described as p1s. Hence, the buyer’ profit derived from this trading can be described as
pðsþ gÞ and p1s simultaneously when p1\1. And we can get:

pðsþ gÞ ¼ p1s if p1\1 ð2Þ

A seller’s expected payoff Us from participating in the platform with offering the
online coupon with face value g

Us ¼
mp1ðp� k � gÞ if g\ 1�p

p s

mðp� k � gÞ if g� 1�p
p s

(
ð3Þ

Table 1. Summary of Notations

Notation Definition and Comments

g coupon face value
k seller’s cost of proving a product
m mass of participating buyers
n mass of participating sellers
n1 mass of participating sellers offering online coupons
p exposure each participating seller receives, also called “matching probability”
p1 exposure the participating seller offers the coupon with face value g receives
s buyer’s expected surplus from trading
p seller’s expected revenue from trading
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4 Equilibrium Analysis

In this section, we will analyze the participation of sellers. And then, we formulate the
coupon face value in order to maximize the profit for the online seller.

Participation of Sellers
We have monotonicity in sellers’ participation decisions [4]. In particular, if a seller
with a certain cost participates in the platform, the sellers with lower costs also par-
ticipate in. In addition, if a seller with a certain cost benefits from choosing to offer the
online coupon, so does the seller with the lower cost. We denote kA as the cost of the
marginal seller who is indifferent about participating in the platform, kA1 as the cost of
the marginal participating seller who is indifferent about offering the online coupon
with value g, if a seller derives a positive payoff from offering the coupon, her/his
payoff from participating in the basic platform service without cost should be positive,
which implies kA1\kA. Therefore, the sellers with costs lower than kA participate in the
platform, and the mass of participating sellers is n ¼ kA.

Based on the above denotation and Eq. (2), we can derive the relationship of a
marginal seller:

mpðp� kAÞ ¼ 0 ð4Þ

And from Eq. (4), we can derive n ¼ kA ¼ p
Now we consider the situation that p1\1. As the marginal seller offering the

coupon with value g, we can derive the relationship based Eqs. (1) and (3):

mp1ðp� kA1 � gÞ ¼ mpðp� kA1Þ ð5Þ

From Eqs. (5) and (2), we can get:

kA1 ¼ p� s� g ð6Þ

When p1 � 1. As the marginal seller offering the coupon with value g, we can
derive the relationship based on Eqs. (1) and (3):

mðp� kA1 � gÞ ¼ mpðp� kA1Þ ð7Þ

From Eqs. (7) and (2), we can get:

kA1 ¼ p� 1
1� p

g ð8Þ

From Eqs. (7) and (8), we can get:

kA1 ¼
p� s� g if g\ 1�p

p s and g� p� s

p� 1
1�p g if g� 1�p

p s

(

So, we derive that kA1max ¼ p� s.
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Then, we can conclude the participation of sellers as follows:

Corollary 1. The sellers who have costs in 0; p½ � participate in the platform. And
sellers with ½0; p� s� can benefit from offering the online coupons. In addition, when

p� s
p, the sellers who have costs in 0; p� s

p

h i
benefit from offering the coupons with

values in 0; 1� pð Þ p� kð Þ½ �; the sellers who have costs in p�ð s
p ; p� s� benefit from

offering coupons with values in 0; p� s� k½ �. When p\ s
p, the sellers who have costs in

0; p� s½ � benefit from offering coupons with values in 0; p� s� k½ �.
Proof. All proofs are in the appendix, unless indicated otherwise.

The Optimal Coupon Face Value
The seller maximizes his payoff by choosing the optimal coupon face value
gð0� g� p� sÞ. Increasing the coupon face value will improve the exposure to the
potential buyers. However, increasing the coupon face value also means more costs for
the seller. So, the seller’ maximum profit is the result of the balance between the
coupon face value and the cost followed. And, we also assume the choice of a seller
whether to offer the coupon does not influence the mass of participating buyers, that
means the mass of buyers, m, is a constant value.

We consider the case that g ¼ 0 which means the seller does not offer the coupon.
From Corollary 1, we can know that the sellers who have the fixed costs in ½p� s; p�
will not choose to offer the coupons. So, we can draw the conclusion the seller with
cost in ½p� s; p� maximizes his profit by choosing not offering the coupon. Then, we
analyze the situation that 0\g� p� s. And from Eq. (8), our work becomes how to
maximize the Equation:

maxUs ¼
mp1ðp� k � gÞ if g\ 1�p

p s

mðp� k � gÞ if g� 1�p
p s

(
ð9Þ

From Eq. (9), we can conclude the optimal coupon face value for online sellers:

Proposition 1. The optimal coupon face value that the seller should offer is:
When p[ 2s

pþ s,

g� ¼
1�p
p s if k� p� 2�p

p s
p�s�k

2 if p� 2�p
p s\k� p� s

(

When p� 2s
pþ s,

g� ¼ p� s� k
2

if 0\k� p� s
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5 Conclusion

In this paper, we have studied how the choice of offering coupons affects the profits of
online sellers. The findings indicate that both the fixed costs and matching probability
play essential roles in the choice. We also find that a seller can get profit form providing
the online coupon with a face value that depends on the matching probability and fixed
cost. Then, we have given the formulation of the optimal coupon face values for online
sellers.

Managerial Implications
Our study has several implications. First, we underscore the importance of online
sellers to choose the coupon face values according to the matching probability and the
fixed costs. This tells online platform managers that matching probability plays a
critical role in deciding whether to offer the coupon, and a lower fixed cost always
means the seller can offer a higher face value coupon. Second, our analysis indicates
that the online seller can maximize his/her payoff by choosing the optimal coupon face
value. Moreover, when there is a certain range of choices, a seller with a fixed cost can
get profits by providing an online coupon with an optimal face value.

Directions for Further Research
Firstly, in this study we assume that the platform provides the matching services for
free, and for further research we can consider the situation when the platform charges a
transaction fee. Secondly, this study also assumes all buyers have coupon proneness
which is not accurate in the real word, and the various proneness situations should be
discussed in the further research. Thirdly, in further studies we can compare online
coupons with other promotional services, such as advertisement, and analyze the profits
of all participating players.
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Appendix

Proof of Corollary 1

Proof. From Eq. (4), we can get: n ¼ kA ¼ p which means that the mass of partici-
pating sellers is p, and the sellers with 0; p½ � can participate in the platform. And
kA1max ¼ p� s which means the sellers with ½0; p� s� can choose offering the coupons.
Then, we analyzed the profitable situation.

When p1 ¼ sþ g
s p\1, the increased profit of the seller who offers the coupon with

value g will be rUs ¼ � 1
s mpg½g� ðp� k � sÞ�, and when 1�p

p � p� s, that is equal to
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p\ s
p, the sellers who have costs in 0; p� s½ � can offer the coupons with values in

0; p� s� k½ �.
When p1 ¼ sþ g

s p� 1, the increased profit becomes rUs ¼ m½g� ð1� pÞðp� kÞ�,
and g\p� s, so we can get p� s

p. Then, we discuss the fixed costs, and we can get the

sellers who have costs in 0; p� s
p

h i
can offer the coupons with values in

0; 1� pð Þ p� kð Þ½ �; the sellers who have costs in p�ð s
p ; p� s� can offer he coupons

with values in 0; p� s� k½ �.
Proof of Proposition 1

Proof. Firstly, we do not consider the choice of offering coupons or not and just
analyze the Eq. (9). When g\ 1�p

p s, the profit of the online seller becomes that

Us ¼ mp1ðp� k � gÞ ¼ m sþ g
s pðp� k � gÞ. And we can derive that:

Us ¼ �mp
s
g2 þ mp

s
ðp� k � sÞgþmpðp� kÞ

From the above Equation, we can get that when 1�p
p s\ p�k�s

2 which means

p[ 2s
pþ s, the optimal coupon face value is g� ¼ 1�p

p s.

When 1�p
p s� p�k�s

2 , the optimal coupon face value becomes: g� ¼ p�s�k
2 .

When g� 1�p
p s which means p� s

p, the profit of the online seller becomes:

Us ¼ mðp� k � gÞ. We can get that the optimal coupon face value is g� ¼ 1�p
p s.

Then, we add the condition under which buyers can benefit from offering coupons,
and it is also provided by Corollary 1. We can conclude the optimal coupon face value
for online sellers as follow:

When p[ 2s
pþ s, and if k� p� 2�p

p s the optimal coupon face value is g� ¼ 1�p
p s,

and if p� 2�p
p s\k� p� s, the optimal coupon face value will be g� ¼ p�s�k

2 . When

p� 2s
pþ s and 0\k� p� s, the optimal coupon face value will be g� ¼ p�s�k

2 .

References

1. Bawa, K., Shoemaker, R.W.: The coupon-prone consumer: some findings based on purchase
behavior across product classes. J. Mark. 51(4), 99 (1987)

2. Bawa, K., Srinivasan, S.S., Srivastava, R.K.: Coupon attractiveness and coupon proneness: a
framework for modeling coupon redemption. J. Mark. Res. 34(4), 517 (1997)

3. Ben-Zion, U., Hibshoosh, A., Spiegel, U.: The optimal face value of a discount coupon.
J. Econ. Bus. 51(2), 159–174 (1999)

4. Chen, J., Fan, M., Li, M.: Advertising versus brokerage model for online trading platforms.
MIS Q. 40(3), 575–596 (2016)

5. Cheng, H.K., Dogan, K.: Customer-centric marketing with Internet coupons. Decis. Support
Syst. 44(3), 606–620 (2008)

112 P. Wang et al.



6. Chiou-Wei, S.-Z., Inman, J.J.: Do shoppers like electronic coupons? J. Retail. 84(3), 297–
307 (2008)

7. Garretson, J.A., Clow, K.E.: The influence of coupon face value on service quality
expectations, risk perceptions and purchase intentions in the dental industry. J. Serv. Mark.
13(1), 59–72 (1999)

8. Kosmopoulou, G., Liu, Q., Shuai, J.: Customer poaching and coupon trading. J. Econ. 118,
219–238 (2016)

9. Guimond, L., Kim, C., Laroche, M.: An investigation of coupon-prone consumers. J. Bus.
Res. 54(2), 131–137 (2001)

10. Jiang, Y., Shang, J., Kemerer, C.F., et al.: Optimizing e-tailer profits and customer savings:
pricing multistage customized online bundles. Mark. Sci. 30(4), 737–752 (2011)

11. Jiang, Y., Liu, Y., Wang, H., et al.: Online pricing with bundling and coupon discounts. Int.
J. Prod. Res. 11(3), 1–16 (2015)

12. Jullien, B.: Two-sided markets and electronic intermediaries. CESifo Econ. Stud. 51(2–3),
233–260 (2006)

13. Leone, R.P., Srinivasan, S.: Coupon face value: it’s impact on coupon redemptions, brand
sales, and brand profitability. J. Retail. 72(3), 273–289 (1996)

14. Lichtenstein, D.R., Burton, S.: Distinguishing coupon proneness from value consciousness:
an acquisition-transaction utility theory perspective. J. Mark. 54(3), 54–67 (1990)

15. Martín-Herrán, G., Sigué, S.P.: Trade deals and/or on-package coupons. Eur. J. Oper. Res.
241(2), 541–554 (2015)

16. Moraga-González, J.L., Petrakis, E.: Coupon advertising under imperfect price information.
J. Econ. Manag. Strategy 8(4), 523–544 (1999)

17. Musalem, A., Bradlow, E.T., Raju, J.S.: Who’s got the coupon? Estimating consumer
preferences and coupon usage from aggregate information. J. Mark. Res. 45(6), 715–730
(2013)

18. Narasimhan, C.: A price discrimination theory of coupons. Mark. Sci. 3(2), 128–147 (1984)
19. Sahni, N.S., Zou, D., Chintagunta, P.K.: Do targeted discount offers serve as advertising?

Evidence from 70 field experiments. Manag. Sci., 24 June 2016. Published online
20. Price, G.K., Connor, J.M.: Modeling coupon values for ready-to-eat breakfast cereals.

Agribusiness 19(2), 223–243 (2001)
21. Reichhart, P., Pescher, C., Spann, M.: A comparison of the effectiveness of e-mail coupons

and mobile text message coupons for digital products. Electron. Markets 23(3), 217–222
(2013)

22. Tang, Q., Zhao, X., Liu, S.: The effect of intrinsic and extrinsic motivations on mobile
coupon sharing in social network sites. Internet Res. 26(1), 101–119 (2016)

Optimize the Coupon Face Value for Online Sellers 113



Acceptance of Personalization in Omnichannel
Retailing

Werner Wetzlinger(&), Andreas Auinger, Harald Kindermann,
and Wolfgang Schönberger

Department for Digital Business, University of Applied Sciences Upper Austria,
Campus Steyr, Wehrgrabengasse 1-3, 4400 Steyr, Austria

{werner.wetzlinger,andreas.auinger,

harald.kindermann}@fh-steyr.at,

w.schoenberger@outlook.com

Abstract. Omnichannel retailing is an approach that enables customers to use
multiple online and offline channels of retailers during a customer journey and
combine them simultaneously. By embedding digital devices in brick-and-mortar
retail stores, retailers are able to better observe customer behavior, to collect
customer data, analyze their needs and provide personalized services. This per-
sonalization may provide additional value for customers but may also lead to
privacy concerns. This paper examines the impact of personalization on privacy
concerns and the intention of customers to adopt services in brick-and-mortar
retail stores and online shops. The empirical study is based on an online survey
that uses a within-subject design including four scenarios that covered the
combinations of personalization and non-personalization with the retailing
context online shop vs. brick-and-mortar retail store. The subjects had to assess
their privacy concerns and their intention to adopt the omnichannel retailing
services in these scenarios. 112 subjects participated within this study. Results
show that personalized services cause significantly higher privacy concerns than
non-personalized services for both contexts. Additionally, consumers expressed
higher concerns regarding digital services in the retail store than in the online
shop for both personalized and non-personalized services. The intention to adopt
the digital services decreased in scenarios with personalized services, both online
and offline. However, the intention to adopt personalized services is generally
lower in retail stores (with digital elements of omnichannel retailing) than in the
online shop. Privacy concerns appeared to have significant negative impact on
the intention to adopt in three out of four omnichannel scenarios.

Keywords: E-commerce � Human computer interaction � Omnichannel retail �
Personalization � Technology acceptance

1 Introduction

Omnichannel retailing is a cross-channel approach of retailers that provides all chan-
nels to customers in an integrated way [1]. In the past, brick-and-mortar retail stores
were unique in allowing consumers to touch and feel merchandise and provide instant
gratification; Internet retailers (online shop providers), meanwhile, tried to woo
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shoppers with wide product selection, low prices and content such as product reviews
and ratings. As the retailing industry evolves toward a seamless “omnichannel retail-
ing” experience, the distinctions between physical and online will vanish, turning the
world into a showroom without walls [2]. Therefore, omnichannel retailing includes all
offline, online and mobile channels that enable customers to interact with a retailer in
multiple ways. It focuses on a seamless experience across channels, places more
emphasis on the interplay between channels and provides services that combine offline
and online channels to allow for simultaneous channel usage [3].

This behavior is enabled and supported to a great extent by the omnipresence of
smartphones, since they can be used to access (third party) online services while
shopping in a brick-and-mortar retail store. Additionally, retailers are implementing
and rolling out more and more digital in-store services to improve the customer
experience. This includes services that customers can access via personal smartphones
as well as dedicated in-store technology [4].

These digital technologies enable retailers to provide personalized services. These
tailored services may offer customers additional value, but also require collecting and
analyzing data about users and their behaviour to identify customer preferences and
needs [5]. This may also lead to privacy concerns of customers and reduce their
willingness to use the personalized services.

In the context of online shops this is already widely adopted and users have
experienced these services. But the deployment of in-store technologies and
omnichannel retailing services also bring more technology-based services to retail
stores, providing retailers with the opportunity to collect data in retail stores, too.
Consequently, personalized services could also be provided in retail stores. But it is
unclear whether privacy concerns and the intention to adopt personalized services in
retail stores differ compared to online shops. This is what we examined in this study.
We base this study on a study by Sheng/Nah/Siau [6] that investigated the impact of
personalization and privacy concerns in a ubiquitous commerce context. We replicated
the methodology but altered the context, leading to a replication with a context
extension [7].

Structure of the paper. The remaining paper is structured as follows: In Sect. 2 we
lay out related work concerning the purchasing context, privacy concerns and the
intention to adopt omnichannel retailing services. Section 3 describes the research
methodology. Section 4 presents the results of the study. Finally, Sect. 5 discusses the
results and draws conclusions.

2 Omnichannel Retailing

In this section we analyze related work of omnichannel retailing aspects that may
influence privacy concerns and the intention to adopt omnichannel retailing services to
derive hypotheses for the subsequent empirical study.
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2.1 Retailing Context

The retailing context defines the conditions that a customer experiences while buying
products. For the study two different context categories were chosen:

• Buying in an online shop
• Buying in a retail store

These two alternatives are characterized through different external factors that
influence customer behavior.

Online shops are commonly used in developed countries. To access them customers
use different devices like desktop PCs, laptops, tablets or smartphones. To customers
these shops provide various advantages, e.g. higher product variety, more detailed
product information, customer reviews, lower prices, higher price transparency and
location - as well as time-independency. To interact with the retailer online shops provide
multiple technology based communication services like email, contact form, (video) chat
or phone, but do not provide face-to-face interaction with shop assistants [8].

Brick-and-mortar retail stores on the other hand provide the opportunity to
obtain personal advice from shop assistants and to experience products, their charac-
teristics and their qualities.

Omnichannel retailing tries to combine online and offline channels and enables
customers to even use them simultaneously. Consequently they are able to use online
channels to access additional product information or use payment services on smart-
phones while in a retail store.

For this study we consider the two contexts online shop and retail store as mutually
exclusive and compare them in an experimental setting.

2.2 Privacy Concerns

Gathering personal data about customers enables retailers to provide personalized goods
and services. In addition, studies show that consumers are willing to disclose such data
for personalized services if they provide additional value to the consumer [9]. On the
other hand privacy concerns of customers rise. Faced with personalized services, con-
sumers worry about the loss of control over the distribution and use of this data. They
may feel profiled and tracked [10]. Expectancy theory claims that users are behaving in a
way to maximize positive outcomes while minimizing negative outcomes [11]. Con-
sequently customers would like to obtain personalized products or services, by pro-
viding as little information as possible [12, 13]. Additionally the personalization-privacy
paradox describes the tendency that consumers who value information transparency are
also less likely to participate in personalization [14].

Hence, the result of this risk assessment influences the behavior of consumers.
Their willingness to provide data to companies in exchange for services that offset the
perceived risks of this disclosure is called privacy calculus [15]. Consequently,
depending on the purpose and the context of use the customers’ privacy concerns may
vary then using certain technologies. Thus, privacy concerns of customers in the
context of IS adoption are situation dependent ([16, 17, 18]).
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For this study we have to distinguish between the purchasing situations in online
shops and retail stores. In both situations customers may have to reveal personal
information to a retailer to access personalized services. In the case of retail stores
customers also reveal their physical location. Additionally customers are in a public
space and using a personalized service may disclose personal preferences to a third
person. Consequently they may further lose perceived control over their data which
may lead to increased privacy concerns [19].

Thus based on the general tendency of customers to disclose as little information as
possible to minimize negative outcomes [11], to create a privacy calculus [20], to
abstain from e-commerce transactions when privacy concerns emerge [15] and to prefer
situations with high perceived control over personal data [19] we hypothesize that the
privacy concerns of personalized services are higher for customers when they are
shopping in a retail store than when they are using an online shop.

H1: The privacy concerns triggered by personalized services are higher when
customers buy in a retail store than in an online shop.

2.3 Intention to Adopt

Studies have shown that trust, perceived usefulness and perceived ease of use together
explain a considerable proportion of variance in intended adoption of online shopping
services [21]. Additionally it was found that trust is an important factor for adopting
personalized services that require gathering and analyzing personal data of customers
[22]. Consequently, for this study we discuss these three factors for personalized
services in the contexts of online shops and retails stores:

• Trust: It has been shown that in the context of online shops repeat customers
trusted e-vendors more than new users [23]. But currently the majority of people
have not experienced personalization in retail stores. Additionally, as discussed in
Sect. 2.2, the use of personalized services may reveal personal data or preferences
which may represent a higher risk in a public space. Consequently we presume trust
in personalized services in online shops may be higher than in retail stores.

• Perceived Usefulness: Also perceived usefulness was found to be higher in repeat
users and the general experience with personalized services in online shops is much
higher than in retail stores [23]. The use of technology may also be seen as an
additional layer between the customer and the already present products in a retail
store. Consequently we presume that perceived usefulness of personalized services
in online shops may be higher than in retail stores.

• Perceived Ease of Use: Since online shops have already been widely used, users
have experience using these systems, and more experience corresponds with higher
perceived ease of use ratings in online shops [23]. In-store technologies and systems
on the other hand are not very common and may represent an additional layer
between the customer and the product, which may be associated with further effort
or burden to access products. Thus we argue that perceived ease of use may be
higher in online shops.
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Consequently, based on [6] we hypothesize that in the context of retail stores the
acceptance of personalized services is higher and this leads to a higher intention to
adopt them than in online shops.

H2: The intention to adopt a personalized service is higher when customers
buy products in an online shop than in a retail store.

2.4 Relation Between Privacy Concerns and Intention to Adopt

A recent study conducted by [24] indicates that privacy concerns are the most
important factor for the intention to adopt innovative electronic shopping concepts.
Results show that the intention to adopt was reduced when customers feared a possible
misuse of personal data generated during the shopping process. Subsequently, concerns
about privacy reduce the intention to adopt services based on their expected positive or
negative effects.

In the context of this study negative effects are the violation of perceived privacy
due to gathering, analyzing and use of personal data. Positive outcomes may be pro-
duced by personalized offers, product presentations, vouchers, etc. that are based on
user behavior. The consideration of positive effects of personalization due to loss of
privacy has to be perceived positively for the user for the decision to use such a service.
Hence, if this calculation is negative, the users will not intend to use the service [15].
We therefore hypothesize that there is a similar negative relation between privacy
concerns and the intention to adopt personalized services.

H3: Privacy concerns have a negative effect on the intention to adopt services
in an omnichannel retailing context.

3 Methodology

In this section we lay out the methodology to test the hypotheses derived in Sect. 2.
This is done by conducting an empirical study with a scenario-based online survey.
This empirical study is based on a research model that incorporates the three
hypotheses and illustrates the way the included factors personalization, context, privacy
concerns and intention to adopt influence each other (c.f. Fig. 1):

• H1: The privacy concerns triggered by personalized services are higher when
customers buy in a retail store than in an online shop.

• H2: The intention to adopt a personalized service is higher when customers buy
products in an online shop rather than in a retail store.

• H3: Privacy concerns have a negative effect on the intention to adopt services in
both an online and retail context.

Scenarios. To analyze the influence of personalization and purchasing context we
used a scenario-based approach that covered all alternative combinations. Scenarios are
usually used in experimental studies to define contexts of a study, to describe user tasks
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or specify certain conditions or variables of a study. Using scenarios enables
researchers to analyze phenomena independently from the development stage of nee-
ded technologies or functionalities. Consequently, scenario-based approaches can be
used to evaluate potential and plausible future situations and to gather information on
how people assess them from the present perspective [25].

Consequently, the described research model led to 4 scenarios which are shown in
Fig. 2:

The different scenarios were built by identifying the relevant characteristics of the
analyzed phenomenon [25] and therefore describe potential situations which should be
thought of by the subject during the online survey.

Retailing context. In the case of omnichannel retailing a study in 2015 [26] revealed
that 61% of the subjects were familiar with interactive omnichannel retailing tech-
nologies, but only 30% have actually used them actively (mainly self-service termi-
nals). Since only a minority of people have experienced some of these technologies and
a comprehensive real world implementation of omnichannel services along the cus-
tomer journey was not available to us, a scenario-based approach seemed appropriate.

Personalization. The scenarios should also project characteristics of personalization
by using technology along multiple stages of a customer journey without being too
complex. Additionally, we decided not to include cutting-edge technology to simulate

Fig. 1. Research model

Fig. 2. Scenarios for research design
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personalization, because the subjects may not be familiar with it and therefore could
struggle to assess it. Hence, the scenarios included technology that we expected the
subjects to know about and which were easy to describe, such as virtual shelves and
NFC payment (Table 1).

Experimental setting. The study is based on an experimental setting using a within
subject design. Thus every subject was exposed to every scenario. To measure privacy
concerns and the intention to adopt the omnichannel retail context the subjects had to
fill out a survey directly after every scenario without a time limit. The order of the
scenarios was randomized.

The survey consisted of the items shown in Table 2.
The items in Table 2 were based on the approved methodology of Sheng/Nah/

Siau [6]. Originally, Sheng/Na/Siau derived the items for privacy concerns (PC1-4)

Table 1. Personalization levels in the two contexts

Retailing Context

Online Shop Retail Store

Scenario 1 Scenario 2 Scenario 3 Scenario 4
Personalization No

Personalization
Personalization No

Personalization

Welcome
Message

Personalized
welcome
message

Generic
welcome
message

Push message with
personalized
welcome message

Push message
with generic
welcome
message

Store
navigation

– – Push message with
store navigation
function

No push
message for
store
navigation

Products Personalized
products based
on purchase
history

Products
passed on what
other
customers
bought

Virtual shelf with
personalized
products based on
purchase history
and browsing
history of the
retailer app

Virtual shelf
with products
that other
customers
bought

Inventory in
stores nearby
based on current
position

Inventory in
stores nearby
when user
enters current
postal code

– –

One-click
payment based
on saved
payment data
and preferred
payment method

Input of credit
card details

Payment with NFC
function of retailer
app using already
saved payment data
and method

Payment with
debit card
using NFC
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from ([27, 15]) and the items from intention to adopt (INT1-3) ([21, 19]). All items
were rated on a 7-point Likert scale from 1 (“strongly disagree”) to 7 (“strongly
agree”). The order of the items and also the order of the scenarios were randomized for
each subject.

Data collection. To conduct this study, non-probability sampling technique was
chosen [28], because omnichannel retailing services cannot be considered to be widely
implemented and therefore already adopted by a wide population. Consequently, only
experienced smartphone users and online shoppers were expected to be potential
subjects who have the needed experience with the related technologies, services and
personalization issues. Additionally, studies showed that younger people are more
likely to adopt new information technologies, while older people are more resistant to
using new information technologies. Thus, the subjects were recruited by using social
network groups of students in Austria. For our study, students represent a widely
homogenous group of subjects with frequent experience in e-commerce, m-commerce
and generic smartphone usage.

Survey execution. The online survey was conducted in July 2016 using the survey
tool SoSci Survey (www.soscisurvey.de).

4 Results

4.1 Sample and Measurement Model

Overall, 112 questionnaires were finished validly and could be integrated into the
sample. All subjects were Austrian students. Demographic details are shown in
Table 3.

Before confronting the subjects with the different scenarios their experience with
mobile technologies in general and with omnichannel retailing was gathered. All
subjects already used smartphones with internet access in general. Explicit experience
with retailing services on smartphones was gathered and analyzed based on the number
of years smartphones were used (i) with apps from retailers, (ii) if mobile shopping was

Table 2. Items to measure privacy concerns and intention to adopt

Privacy
Concerns

PC1 When faced with this scenario, it bothers me that the service
provider is able to track information about me

PC2 When faced with this scenario, I am concerned that the service
provider has too much information about me

PC3 When faced with this scenario, it bothers me that the service
provider is able to access information about me

PC4 When faced with this scenario, I am concerned that my information
could be used in ways I cannot foresee

Intention to
adopt

INT1 When faced with this scenario, I intend to adopt this service
INT2 When faced with this scenario, I predict I will use this service
INT3 When faced with this scenario, I plan to use this service
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performed on smartphones, and (iii) if smartphones were used in retail stores to access
services (e.g. research for product details, compare prices, mobile payment,
location-based services, etc.). The results show that all subjects have experience with
using smartphones and a majority of the subjects also have extensive experience using
them in a shopping contexts.

Furthermore, the frequency of the usage was collected by using a 6-point Likert
scale from never (1) to often (6). For easier readability, the frequency values were
cumulated in the three categories rarely, sometimes and frequently in Table 4. The
results show that the majority of the subjects not only have extensive experience using
smartphones for retailing services, but also use them at least sometimes or frequently.
Smartphones are used most intensely not only for mobile shopping activities, but also
with retailer apps.

Therefore, we can conclude that the subjects were sufficiently experienced in using
smartphones for e-commerce and m-commerce services, which suggests that they are
potential omnichannel retailing service users. Additionally, the subjects were relatively
young and had a high level of formal education, suggesting they are more likely to
adopt new information technology. Although this may limit the generalizability of the
study, these subjects are potential customers targeted by omnichannel retailing services
and form a homogenous group [6].

Factor Analysis. In order to assess the reliability and validity of the constructs Privacy
Concern (PC) and Intention to Adopt (INT) a factor analysis was conducted. All items

Table 3. Demographic information of subjects.

Category Number of subject %

Gender Female 77 69%
Male 35 31%

Age 19–25 65 58%
26–30 35 31%
31–35 8 7%
>35 4 4%

Table 4. Experience and frequency of smartphone usage with retailing services

Experience of the subjects in
years (%)

Frequency of usage cumulated (%)

Smartphone
use….

<2 2–5 5–10 >10 not used rarely (1–2) sometimes
(3–4)

frequently
(5–6)

(i) with retailer
apps

24% 39% 5% 0% 32% 47% 24% 29%

(ii) for mobile
shopping

38% 30% 5% 0% 27% 41% 32% 27%

(iii) in retail stores 33% 32% 11% 1% 23% 49% 27% 24%
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were loaded on the constructs they were intended to measure, with non-significant
loadings on the other construct, which corresponds to the results of the original study
from Sheng/Nah/Siau [6] (Table 5).

Results show items PC1, PC2, PC3 and PC4 load very high on privacy concerns.
Items INT1, INT2 and INT3 load very high on intention to adopt.

Cronbach’s alpha coefficients for all constructs far exceed the threshold of 0.7 ([29])
and therefore the measurements for privacy concerns and intention to adopt are highly
reliable in terms of internal consistency (Table 7).

4.2 Hypothesis Testing

Hypothesis H1 and H2 claim different effects of personalized services and the pur-
chasing context on privacy concerns and the intention to adopt these services. We used
repeated measure ANOVA to analyze this interaction, which can be considered to be an
appropriate statistical method in this context.

For examining the relationships between privacy concerns and intention to adopt
personalized services (H3) a regression analysis was conducted. Based on the fact that
the study is a within-subject design, we tested the relationship between privacy con-
cerns and intention to adopt for each scenario separately in order to guarantee the
independence assumption of the regression.

Table 5. Factor analysis; rotation method: Oblimin with Kaiser normalization.

Component
Privacy concern Intention to adopt

PC1 .990 .032
PC2 .974 −.002
PC3 .971 −.018
PC4 .972 −.015
INT1 −.017 .949
INT2 −.014 .937
INT3 .029 .983

Table 6. Variance explained

Factor Eigen value Variance explained Cumulative variance

Privacy concerns 4.608 65.825 65.825
Intention to adopt 1.960 27.998 93.823

Table 7. Cronbach’s Alpha Coefficients

Construct Cronbach’s Alpha

Privacy concerns .984
Intention to adopt .954
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Privacy Concerns. Privacy concers were analyzed using a repeated-measure ANOVA
test using the within-subject factors personalization and retailing context as indepen-
dent variables. Table 8 reports the mean values and standard deviations, Table 9 reports
the results of the ANOVA test.

Figure 3 depicts the interaction effect of personalization and context on privacy
concerns. As presented, personalization triggers higher privacy concerns in both online
(t = 8.002 p < 0.000) and retail (t = 8.225, p < 0.000) contexts. The difference between
customers’ privacy concerns for personalized services versus non-personalized services

Table 8. Mean and standard deviations for privacy concerns

Within-subject factors Privacy concerns
Personalization Retailing context Mean Standard deviation

Personalization Online shop 4.1473 1.77494
Retail store 4.7857 1.72908

No Personalization Online shop 2.9754 1.59000
Retail store 3.4911 2.00785

Table 9. Results for repeated-measure ANOVA for Privacy Concerns

Factors F P-value Observed power*

Personalization 100.534 .000 1.000
Purchasing Context 27.319 .000 .999
Personalization *Purchasing Context .472 .494 .105

*calculated with alpha = .05

Fig. 3. Estimated marginal means of privacy concerns
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is greater in the retail context (mean difference = 1.29) than in the online context (mean
difference = 1.17). For non-personalized services, there is a significant difference in
privacy concerns between online and retail contexts (t = 3.167, p = 0.002); for per-
sonalized services, the difference between online shop and retail store is nearly the same
(t = 5.428, p = 0.000) and the difference is also significant. Hence, H1 is supported.

Intention to Adopt. The data associated with the intention to adopt was also analyzed
using a repeated-measure ANOVA test with the two within-subject factors personal-
ization and purchasing context as independent variables. Table 10 reports the mean
values and standard deviations, while Table 11 reports the results of the ANOVA test.

Figure 4 depicts the interaction effect of personalization and context on intention to
adopt services. It shows that customers are more willing to adopt personalization
services online. Customers’ intention to adopt services (personalized or
non-personalized) is significantly higher in the online shop than in the retail store
context (t = 5.176, p = 0.000 for personalized services; and t = 2.629, p = 0.010 for
non-personalized services). In online shops, customers tend to be more willing to adopt
non-personalized services than personalized services (t = −1.901, p = 0.060). Also, in
the retail store context, customers are more willing to adopt non-personalized services
than personalized services (t = −3.410, p = 0.010). Thus, H2 is supported.

Table 10. Mean and standard deviations for intention to adopt

Within-subject factors Intention to adopt
Personalization Retailing context Mean Standard deviation

Personalization Online shop 4.2738 1.55655
Retail store 3.4048 1.75098

No Personalization Online shop 4.5268 1.50982
Retail store 3.9881 1.73576

Table 11. Results for repeated-measure ANOVA for Intention to Adopt

Factors F P-value Observed power*

Personalization 21.082 0.000 0.995
Purchasing context 14.704 0.000 0.967
Personalization *Purchasing Context 2.353 0.128 0.331

*calculated with alpha = .05
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Privacy Concerns and Intention to Adopt. We analyzed the relationships between
privacy concerns and intention to adopt for each scenario separately. As mentioned
earlier, this is needed to satisfy the independence assumption.

In the personalization and online shop scenario, privacy concerns negatively
influence intention to adopt (B = −0.286, p = 0.000), as presented in Table 12. This
means that if the subjects have privacy concerns, the intention to adopt is lower.

In the non-personalization and online shop context, the effect of privacy concerns
on intention to adopt is not significant (B = −0.089, P = 0.324), as shown in Table 13.

Fig. 4. Estimated marginal means of intention to adopt

Table 12. Results of regression in personalization in online shop scenario

Results of regression in personalization/online shop

Model Unstandardized
coefficients

Standardized coefficients t Sig.

B Std. error Beta

Constant 5.460 0.356 15.323 0.000
Personalization/Online −0.286 0.079 −0.326 −3.618 0.000
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In the personalization and retail store context, privacy concerns negatively influ-
ence intention to adopt (B = 0.416, p = 0.000), as presented in Table 14. This means
that privacy concerns also lead to lower intention to adopt in the retail store context.

In the non-personalization and retail store context, the effect of privacy concerns on
intention to adopt is also significant (B = −0.380, p = 0.000), as shown in Table 15.
The privacy concerns of the subjects also have a negative influence on the intention to
adopt services in the retail store context, if the services are not personalized.

As presented above, H3 is also supported. The results suggest that privacy concerns
have a negative impact on intention to adopt the services.

5 Discussion and Conclusion

This study evaluates the influence of personalization services in an omnichannel
retailing context. The conducted study design was derived from an experimental study
on the impact of personalization and privacy concerns in a ubiquitous commerce

Table 14. Results of regression in personalization in retail store scenario

Results of regression in personalization/retail store

Model Unstandardized
coefficients

Standardized coefficients t Sig.

B Std. error Beta

Constant 5.395 0.448 12.051 0.000
Personalization/Retail −0.416 0.088 −0.411 −4.725 0.000

Table 15. Results of regression in no personalization in retail store scenario

Results of regression in no personalization/retail store

Model Unstandardized
coefficients

Standardized coefficients t Sig.

B Std. error Beta

Constant 5.314 0.298 17.839 0.000
No personalization/retail −0.380 0.074 −0.439 −5.128 0.000

Table 13. Results of regression in no personalization in online shop scenario

Results of regression in no personalization/online shop

Model Unstandardized
coefficients

Standardized coefficients t Sig.

B Std. error Beta

Constant 4.792 0.304 15.776 0.000
No Personalization/online −0.089 0.090 −0.094 −0.990 0.324
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context from Sheng/Nah/Siau [6]. Hence, the context was adapted to two different
omnichannel retailing situations in an online shop and in a retail store and four different
scenarios for the study were be derived.

Hypothesis H1 and H2 claim that privacy concerns are higher and the intention to
adopt personalized services are lower when customers buy in a brick-and-mortar retail
store than in an online shop. The results show that both hypotheses could be supported.
In addition, personalization of services triggers higher privacy concerns in both, the
online shop and retail store context (H1). Data show further that the intention to adopt
personalized services is significantly higher in an online shop than in a retail store (H2).
Furthermore, it can be stated that in both retailing contexts customers tend to be more
willing to adopt non-personalized services than personalized services.

The third hypothesis (H3) analyzed the relationship between privacy concerns and
the intention to adopt for each scenario. Results of the regression analysis show that
privacy concerns have significant negative effects on the intention to adopt personal-
ized services in online shop and retail store contexts. In the retail store context privacy
concerns of the subjects have a significant negative influence on the intention to adopt
services even when the services are not personalized. These results indicate that con-
sumers are decidedly more concerned about the influential authority of retailers in a
brick-and-mortar in general than in online shops.

Future research could extend this study by examining the moderating effects of
demographic features such as age, gender and technology experience. Also the personal
trust level and personal attitude to data privacy could be an interesting mediating factor
for further studies.
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Abstract. Due to the important role of product reviews in e-commerce, some
systems have employed different approaches to present reviews on product
detail page or comparison page. However, little work has investigated how to
present reviews on screening interface for facilitating users to screen out
interesting alternatives from a set of options. In this paper, we have developed a
novel review-based screening interface in terms of users’ behaviors. Concretely,
there are two innovations in the interface design: (1) it enables users to eliminate
items by sentiment attributes (i.e., the attributes extracted from reviews), and
(2) it emphasizes on visualizing the value distribution of each attribute and
tradeoffs among attributes. The results of a user study show that our
review-based screening interface achieves significantly more positive assess-
ments than traditional screening interface, in terms of users’ perceived decision
accuracy, cognitive effort, pleasantness and intention to use.

Keywords: Product reviews � Screening interface � Decision making � User
study

1 Introduction

With the rapid growth of e-commerce, online users are provided with the access to a
greater variety of products and an enormous amount of information about the products.
Particularly, product reviews have taken an important role in users’ online purchasing
process [2, 7, 13, 25]. According to statistics in [14], 84% of Americans have used
product reviews to make their online purchasing decisions.

The studies from customer behavior state that people normally go through three
stages of decision making in e-commerce: (1) Stage 1-screening out interesting ones for
further consideration; (2) Stage 2-evaluating an alternative in details to decide whether
to save it as a purchase candidate (the transition between stage 1 and stage 2 is iterative
until the user locates a set of candidates); and (3) Stage 3-comparing purchase can-
didates for the final choice [5]. To help users effectively and efficiently glean infor-
mation from reviews for making better purchasing decisions, some systems have
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summarized product reviews by extracting attributes and associated sentiments, and
employed different approaches to conveying the attribute-sentiment information mainly
at the 2nd and 3rd stages (i.e., showing product reviews at detail page and comparison
page) [3, 4, 15, 27]. However, little work has investigated how to present reviews at the
1st stage for facilitating users to screen out interesting alternatives.

Therefore, in this manuscript, we are motivated to develop a novel review-based
screening interface. Specifically, in terms of how people utilize reviews to screen out
items [26], we made two major innovations in the interface design. Firstly, it supports
users to eliminate alternatives by both sentiment attributes (i.e., the attributes extracted
from product reviews) and static attributes (i.e., the physical properties of a product).
Secondly, to help users effectively determine the cutoff value of an attribute, we
visualized the value distribution of each attribute and tradeoffs among attributes. Then,
we performed a user study to validate the superiority of our review-based screening
interface against traditional screening interface. The results show that people depended
highly on sentiment attributes, which points to the benefit of incorporating them in
screening interface. Moreover, the novel interface achieves more positive user
assessments in terms of perceived decision accuracy, cognitive effort, pleasantness to
use, and intention to return.

The remainder content is organized as follows. We first introduce related work in
two steams: users’ decision-making process during online purchasing and relevant
review-based interfaces (Sect. 2). We then describe the details of developing
review-based screening interface (Sect. 3). The setup and results of a user study will
follow (Sects. 4 and 5). Finally, we conclude the work and discuss our findings’
practical implications (Sect. 6).

2 Related Work

2.1 Three-Stage Decision Making Process of Online Purchasing

From the perspective of customers, online purchasing can be viewed as a decision
making process, in which the user is required to choose a suitable product among a
huge number of options. In classical decision theory, customers are assumed to process
all relevant information and explicitly consider trade-offs among attributes to choose an
optimal product with the maximum utility [20].

However, some researchers have demonstrated that in complex decision environ-
ments (such as choosing an option from a large number of alternatives with a variety of
attributes), individuals are often unable to evaluate all available alternatives in great
depth for making decisions [1, 8]. Instead, they are inclined to process the information
at different stages: (1) the initial screening of available products to determine which
ones are worth considering further, and (2) the in-depth comparison of selected
products to make the actual purchase decision [10, 18].

In [5], a precise three-stage decision process was proposed: (1) screening out
interesting ones that are worth further consideration, (2) reading detailed information
about the product selected in the preceding stage and deciding whether to take it as a
purchase candidate, and (3) comparing several candidates to make the final choice.
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Decision makers basically follow such a linear process, but they cycle between the 1st
and 2nd stages until one or more candidates are located (see Fig. 1).

2.2 Review-Based Interface Design

At the detail page of a product (i.e., stage 2), users are inclined to explore the
positive/negative sentiments towards one or more attributes. Carenini et al. summarized
product reviews in the form of a tree map which visualizes the sentiment and frequency
of each attribute via box color and size [3]. In addition, to help users digest reviews in
greater detail, Yatani et al. extracted frequently mentioned adjective-noun word pairs
from reviews, using the font size and color to represent the occurrence frequency and
sentiment [27]. Moreover, Hu et al. and Huang et al. automatically highlighted asso-
ciated review sentences when users hover over a specific attribute or word pair, to
make a balance between reducing information overload and providing original review
context [11, 12].

At the comparison interface (i.e., stage 3), users tend to perform a side-by-side and
feature-by-feature comparison of product reviews on competing candidates. Liu et al.
[15] used bar charts to show positive (above x-axis) and negative (below x-axis)
sentiments on the attributes of a camera, with the bar’s height representing the number
of mentions [15]. Based on Liu et al.’s work, Carenini et al. [4] developed a stacked bar
chart to visualize the sentiment of each attribute. Each bar corresponds to a polarity
category (from −3 to 3) and its height represents the quantity of that sentiment [4].
Chen et al. [6] developed a comparison interface by combining numerical sentiments
(e.g., sentiment score and occurrence frequency) with verbal sentiments (i.e., opinion
words/phrases) [6].

Fig. 1. Three-stage decision-making process of online purchasing [5]
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To the best of our knowledge, regarding how to present reviews to help users
screen out interesting alternatives (i.e., stage 1), few researches have put forward
specific design solutions.

3 Review-Based Screening Interface

The studies from consumer decision making state that an effective information display
(leading to more accurate decision with less effort) requires an in-depth comprehension
of users’ decision making behaviors [18]. In [26], we initially did a formative study to
empirically investigate how people utilize reviews to make online purchasing deci-
sions. As to the process of screening out interesting alternatives, users’ decision making
behaviors and design implications are summarized in Table 1.

The review-based screening interface was hence generated to optimize these two
design implications. More specifically, the interface generation contains the following
three major steps:

Step 1: To develop review-based screening interface, we take online hotel booking as
the sample domain for two reasons: (1) it is easier to recruit a sufficient number of
target users to test its effectiveness, and (2) we can obtain abundant online hotel
reviews from commercial sites. A dataset with 100 B&B (50 in Beijing and 50 in
Rome) is used for the experiment; all hotels’ specifications and reviews are crawled
from Tripadvisor.com in September 2014.

Table 1. Users’ decision making behaviors and design implications at the 1st stage

Users’ decision making behaviors Design implications

To screen out interesting items, people begin
with eliminating alternatives with values for
an attribute below a cut-off. The process
continues with the second attribute, and then
the third, until a smaller set of alternatives
remains. Specifically, both static attributes
and sentiment attributes are utilized in the
process

Provide users with the access to eliminating
alternatives by both static attributes and
sentiment attributes

When determining the cut-off of an attribute,
people examine its value distribution to
avoid too narrow (few options left) or broad
(still many options) results. In addition,
cut-offs are also influenced by the tradeoffs
among attributes. For example, if the cut-off
value of cleanliness is set at 5-stars, the price
of the remaining hotels may be beyond the
user’s acceptable range

Display the value distribution of each
attribute and trade-offs among attributes
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Step 2: In the context of hotel booking, in addition to three static attributes (i.e.,
district, facility and price), four most frequently mentioned sentiment attributes (i.e.,
cleanliness, location, value, and service) are incorporated to help users eliminate
alternatives. As for “facility” and “district”, users tend to specify multiple discrete
values (e.g., choosing hotels with wifi, kitchen, and car parking). Therefore, we utilized
“press-and stick” toggle buttons as their filters, which support multi-choice and are
space-saving [22]. Considering price and sentiment attributes, users are inclined to
select data points that are less than a larger number or greater than a smaller number.
Hence, their filters are presented in the form of double sliders to facilitate users to
adjust the value range (see Fig. 2).

Step 3: In comparison to pure sliders, we made two major modifications to accom-
modate presenting the value distribution of each attribute and trade-offs among attri-
butes to help users more effectively determine the cutoff values.

For a slider filter, the value distribution of an attribute can be represented in the
form of bar chart (see Fig. 3). The height of a bar is proportional to the number of
hotels, which is a good visualization of data because it may reduce learning time and
potential misunderstanding [17]. Moreover, the number of hotels with values satisfying
the specified range is shown right above bars based on the Gestalt principles of
proximity [23].

Because real-time change can effectively reflect the relation of values [16], the
trade-offs among attributes are visualized via simultaneous move of slider knobs. For

Fig. 2. Screenshot of the review-based screening interface
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instance, when the user drags the slider knob to reduce price, the slider knobs standing
for the maximum values of sentiment attributes will move simultaneously (see Fig. 3).
However, users may be inclined to miss the changes because they can only quickly take
in information from 1 to 4 degrees of visual angles [24]. With the purpose of clearly
expressing the trade-offs among attributes, the corresponding knobs of different sliders
are connected with lines, which could be powerful to express relationships [19].

To make critical information prominent and avoid information overload, we
employed “details on demand” which shows details “hidden behind” specific points
[21]. More specifically, only when users hover over or drag a slider knob, both the bar
chart and tapered lines connecting relevant slider knobs are shown up.

4 User Study

4.1 Materials

In this section, we performed a user study to test the effectiveness of our innovative
review-based screening interface against the traditional screening interface.

In the traditional screening interface of e-commerce websites, checkbox has been
broadly utilized as filter form. Specifically, the filter of each attribute is composed of an
array of N checkboxes, each of which represents a value range on the dimension. Users
can select products with values within a certain range by clicking corresponding
checkbox. For example, the filter of cleanliness is composed of five checkboxes that
stand for choosing hotels with ‘above 4.5’, ‘above 4’, ‘above 3.5’, ‘above 3’ and ‘all’

Fig. 3. Screenshot of the review-based screening interface (mouse-over status)
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scores. Every checkbox is followed by the number of products with values within the
range (shown in bracket). When a set of products are selected, the number following
each checkbox simultaneously changes. Figure 4 provides an example, in which when
users click the box labeled ‘Restaurant’ to select the 23 hotels with restaurant, the
distribution of cleanliness scores changes in real-time (e.g., none of the 23 hotels’
cleanliness scores are ‘above 4.5’).

4.2 Evaluation Framework

Given that the objective of the experiment is to identify whether our innovative
interface could better support users to screen out interesting alternatives and improve
their decision-making process, the measurement was conducted from both objective
and subjective perspectives.

Objective measures include users’ decision effort and behavior. The decision effort
was assessed by users’ task completion time. To understand how users actually
behaved, we measured the attributes users adopted for narrowing down alternatives.

Except for the above objective measures, users’ perception is mainly concerned
with interface usability. According to ISO, usability is defined as the extent to which a
product can be used by specified users to achieve specified goals with effectiveness,
efficiency, and satisfaction in a specified context of use. Grounded in the definition,
users’ subjective perceptions were assessed by 3 constructs: decision accuracy, cog-
nitive effort and satisfaction. To measure these subjective perceptions, a set of

Fig. 4. Screenshot of the traditional screening interface
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questions were pre-designed mostly from existing studies, where they were tested and
found to have strong content validity and reliability (see Table 2).

4.3 Within-Subjects Study

We utilized within-subjects method to compare the two interfaces under equal settings,
which required all participants to go through both the traditional and innovative
interfaces in a random order and finish a randomly assigned task (i.e., imagine that you
will have a trip to Beijing/Rome with your friends in the summer holiday, and need to
book a hostel online. The top 50 Beijing/Rome Bed and Breakfast are presented. Please
choose interesting one(s) for further consideration). Compared to between-subjects
method, within-subjects method was employed for two reasons [16]. First, fewer
participants are needed since each participant is tested on both interfaces. Second, the
variability in measurements is more likely due to differences between interfaces than to
behavioral differences between participants. To avoid any carryover effect, we devel-
oped four (2*2) experiment conditions. The manipulated factors are interfaces’ order
(innovative interface first or traditional interface first) and tasks’ order (locate hotels in
Beijing first or in Rome first). Participants were evenly assigned to one of the
conditions.

4.4 Procedure and Participants

To collect users’ actions and perceptions, we built an online experiment site, including
the task description, evaluated interfaces, and questionnaires. All users’ actions and
answers were automatically recorded in log files. The main procedures of the study can
be divided into four steps.

Step 1: Each participant was given a brief introduction to the experiment’s objective
at the beginning, and then required to fill in his/her personal background and
e-commerce experiences.

Table 2. Questions to measure users’ subjective perceptions

Constructs Related questions

Decision
accuracy

Q1: I am confident that the hotels I just located by means of filtering are the
best for me

Cognitive
effort

Q2: I easily obtained and processed relevant information to narrow down
options

Satisfaction

Q3: It is pleasant to use the interface to find interesting hotels. (pleasant to
use)
Q4: If possible, I would like to use the interface in the future. (return
intention)

Note: Each question was responded on a seven-point Likert scale ranging from 1 ‘strongly
disagree’ to 7 ‘strongly agree’.
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Step 2: The user was asked to use a randomly assigned interface (traditional
interface or innovative interface) to screen out interesting hotels (in Beijing
or in Rome). After finishing the task, he/she was automatically led to a page
to give his/her opinions on the interface.

Step 3: The user used another interface (e.g., innovative interface if s/he just used
traditional interface at step 2) to locate hotels worth further consideration at
a new place (e.g., Beijing if s/he just searched for hotels in Rome at step 2).
Similarly, when the task was done, s/he was also required to indicate her/his
subjective perceptions with the interface he/she just used.

Step 4: After the user went through the two interfaces, s/he was asked to indicate
which one s/he prefers and the reasons.

60 participants (28 females) were recruited to take part in the user study. They are
university staffs and students pursuing Bachelor, Master or PhD degrees, with different
majors, such as Electronics, Engineering, and Architecture. Table 3 gives their
demographic profile. In the pre-study questionnaire, they indicated their frequency of
Internet use (on average 4.94 ‘almost daily’), e-shopping experiences (on average 3.63
‘1–3 times a month’), and online hotel booking experience (on average 2.60 ‘a few
times every 3 months’).

5 Results

SPSS 22 was used for data analysis. To identify whether the observed differences
between the two interfaces are statistically significant, we ran t-test (at 95% confidence
level) [9].

5.1 Subjective Measures

We firstly analyzed users’ answers to the questionnaires in order to know how they
subjectively felt about the two interfaces. Table 4 lists participants’ mean response to
each question and the significance analysis. We can observe that users gave more
positive scores on our innovative screening interface than on the traditional screening
interface concerning all 4 questions. The significance analysis further shows that the

Table 3. Demographic profile of participants in user study

Gender Female (28), male (32)
Age 21–30 (48), > 30 (12)
Major Electronics, Engineering, Architecture, etc.
Internet usage 4.94 (daily/almost daily), st.d. = .42
E-commerce shopping experience 3.63 (1–3 times a month), st.d. = .91
Online hotel booking experience 2.60 (a few times every 3 months), st.d. = .50

Note: The scores for ‘internet usage’, ‘e-commerce shopping experience’ and ‘online
hotel booking experience’ were given on a 5-point Likert Scale from 1 ‘least frequent’
to 5 ‘very frequent’.
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innovative interface achieves significantly higher scores regarding Q2 “Cognitive
effort” (5.46 vs. 5.15 in traditional interface, t = −2.49, p = .016), Q3 “Pleasant to use”
(5.63 vs. 5.17 in traditional interface, t = −2.28, p = .027), and Q4 “Return intention”
(5.70 vs. 5.27 in traditional interface, t = −2.24, p = .029).

5.2 Objective Measures

Regarding time consumption, users spent more time on narrowing down options with
our innovative interface than with the traditional interface, but without significant
difference (124.23 vs. 105.38 s, t = −1.89, p = .064). Moreover, we recorded which
attributes users adopted in both interfaces (see Fig. 5 (left)). For example, 73% and
51% of participants eliminated alternatives by facility in the traditional interface and
innovative interface, respectively. Overall, the average application frequency of the
four sentiment attributes (i.e., clean, location, value and service) is slightly higher than
that of the three static attributes (i.e., facility, district and price) in both traditional
interface (64.8% vs. 60.3%) and innovative interface (56.2% vs. 45%) (see Fig. 5
(right)). The high application frequencies of sentiment attributes indicate the necessity
of incorporating them in screening interface to meet individual user’s filtering needs.

5.3 User Comments

In the post-study questionnaire, users were asked to choose the interface they preferred.
65% of users (39 out of 60) favored the innovative interface, whereas the other 35% of
users liked the traditional checkbox interface. With Chi-square test, the difference is
significant (v2 = 5.40, p < .05). Further analysis of users’ comments made the reasons
more explicit as to why the innovative interface was subjectively preferred by the
majority of participants.

Table 4. Comparison on users’ subjective perceptions with the two interfaces

Interface Mean (st.d.) t-test
t df p

Q1: Decision accuracy
Traditional 5.15 (1.09)

−1.94 59 .057
Innovative 5.46 (1.06)
Q2: Cognitive effort
Traditional 4.90 (1.35)

−2.49 59 .016
Innovative 5.45 (1.29)
Q3: Pleasant to use
Traditional 5.17 (1.59)

−2.28 59 .027
Innovative 5.63 (1.18)
Q4: Return intention
Traditional 5.27 (1.22)

−2.24 59 .029
Innovative 5.70 (1.32)
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In total, 47 users gave their comments (34 preferred the innovative interface and 13
preferred the traditional checkbox interface). 19 participants felt the innovative inter-
face is more intuitive, “The sliders show the filter information directly to me so that I
can see all the details without additional click, whereas the checkbox requires more
clicks”. The second reason is that the innovative interface supports users to specify
more precise cut-off values (18 participants), “I can choose a more precise cut-off value
(e.g., higher than ‘3.7’ for location) with slider compared to the cut-off options (e.g.,
‘good’, ‘very good’) with checkbox”. Besides, 13 participants felt that it is easier for
them to learn the value distribution of an attribute in the innovative interface, “The bar
chat form makes it easier for me to pick up the ‘main stream’ zone”. The last but not
least important reason is that the trade-offs among attributes are more accessible to
users in the innovative interface (13 participants), “The available region of different
attributes are related, showing how the change of one preference will affect the others.
This eases the procedure of making trade-offs between attributes”.

As to the strong points of the traditional interface, 8/13 users felt that it is more
common, “I am more familiar with the checkbox form, which are broadly employed in
commercial websites”. In addition, 6/13 participants indicated that the traditional
interface is simpler and easier to understand, while the innovative interface is a little
complicated and overladen, “In checkbox interface the filter is simple and clear, while
the 2nd interface contains some distracting visual information”.

6 Discussion

In this paper, we aimed to investigate how to present reviews at the 1st stage for helping
users screen out interesting alternatives for further consideration.

Grounded in our prior findings on how users utilize reviews to make online pur-
chasing decisions, we have developed a review-based screening interface as an
improvement of the traditional screening interface. Subsequently, we were motivated to
conduct a user study to test the effectiveness of our design solution. The results show
that our innovative interface performed better than the traditional screening interface,
regarding users’ perceived decision accuracy, effort and satisfaction. Besides, people
actively utilized sentiment attributes to filter products in both interfaces.

Fig. 5. The frequencies of use of static attributes and sentiment attributes
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As to practical implication, we believe our findings can be suggestive for
researchers who are working on developing review-based interfaces. For e-commerce
websites, our results provide insights on how to incorporate product reviews into the
screening interface to help users screen out interesting alternatives. In fact, the satis-
fying user experience with our innovative interface suggests that it can be directly
employed by the commercial sites to serve their online users.

Acknowledgements. This research is supported by “The Fundamental Research Funds of
Shandong University”.
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Abstract. In line with the continuous growth rates in online retailing, the
competitive situation for retailers has intensified. In order to strengthen their
market position and exploit further potential, online retailers need to address the
specific needs of their customers. In this context, a more detailed analysis of
gender-specific preferences is expected to be worthwhile, as men and women
might have different needs when shopping on the Internet. This study explores
in-depth the extent to which the gender-specific design of online shops has an
influence on the genders. The aim of this study is to answer the following
question: Do women and men exhibit different information research and buying
behavior when utilizing online shops designed to appeal to their respective
genders? An eye-tracking method was chosen for this study with 80 participants.
The findings illustrate that indeed there are differences between the behavior

of men and women. It can be asserted that gender-specific online shop designs
have a significant impact on women. Although not backed by strong statistical
significance, men nevertheless also tend toward higher average values in the
typically feminine shop compared to the masculine one, indicating that also
online behavior of men is slightly impacted by gender-specific shop design.

Keywords: Gender commerce � Eye-tracking � Online consumer behavior �
Online information research � Online shop design � Web design

1 Introduction

In light of changing online markets, heightened investigation into group-specific needs
is an inevitable part of exploiting new potential and staying afloat in the fast-paced
online retail world. For this reason, gender marketing, also called gender commerce,
has become increasingly important in recent years [1]. Building upon traditional
marketing, gender marketing encourages adapting marketing efforts to the unique needs
of each gender [2]. Thus, men and women are assigned specific characteristics and
stereotypical behavior as a foundation for implementing more targeted marketing
activity [2]. With regard to e-commerce, a variety of studies have already been con-
ducted into gender-specific information research and buying behavior [3–28]. How-
ever, research has yet to evaluate how women’s and men’s information research and
buying behavior can be influenced by a feminine or masculine online shop-design.
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Multiple experts have noted that predominately “masculine design thinking” [27]
has resulted in the existence of primarily masculine online shops [1]. Meanwhile, the
expression “pink it and shrink it” [1, 28], in reference to the feminine optimization of
online shops, demonstrates a seriously simplified approach to online gender marketing
while strengthening stereotypical assumptions. This research therefore aims to explore
the following question: Do women and men exhibit different information research and
buying behavior in online shopping environments depending on the gender-specific
design of the online shop?

2 Conceptual Framework and Hypotheses

2.1 Review of Literature

Regarding research into gender-specific differences in online-shopping, an array of
academic work has focused on the constructs of consumer behavior, on the information
research and buying process, as well as the online shop-design:

• Constructs of consumer behavior covers psychological factors not directly observ-
able [29] (e.g. perceived risk, trust, motives, attitude). The authors come to different
conclusions, however. While Chen et al. and Pascual-Miguel et al. determine a
connection between gender and perceived risk, [3, 4] Nadeem et al. can confirm no
such link [5].

• Studies of the buying decision process (including information search and processing,
buying decision). According to Rodgers and Harris, women process information
more strongly in their left hemispheres, thus absorbing more detail and intricacy
from a website than men do. This substantially influences how a product or website
is evaluated [23]. Moreover, women absorb information more comprehensively than
men do [6, 7, 26] thereby more intensely dealing with the content of the online shop
[15]. Male participants, on the other hand, demonstrate holistic and selective
information intake [6, 15, 23]. In sum, men behave more functionally in their buying
behavior [24]. Bae and Lee indicate that women more highly value the opinions of
others. They were able to determine through their research that women are more
strongly influenced by online customer reviews in their buying decisions [17].

• Studies focusing on online shop design covers, among others, color, design,
usability, images, usually shed light on one element of the online shop (e.g.
graphics, reviews, language-style). With regard to gender-specific differences,
Mahzari and Ahmadzadeh as well as Ellis und Ficek found women to prefer warm
colors and harmonious color schemes [9, 30] while men gravitated toward cool
colors and neglected any harmony in the coloring [9, 30, 31]. Dittmar et al. have
determined buying environment to have a larger effect on women than on men [24].

In addition to these academic papers, a whole host of non-scientific publications
exist on the topic as well. Blog posts and similar articles discuss single elements of
online shopping including gender differences in shop design. The authors are unaware,
however, of any study looking into the influence that feminine or masculine online
shop-design has on men and women’s information research and buying behavior.
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Scientific studies into gender-specific online information research and buying
behavior from recent years focused primarily on surveys (except from the work of
Djamasbi et al.) [20]. Since experts point to the necessity of using observations such as
eye tracking to examine true behavior, [11, 20] it is of the utmost importance to
continue investigating the research question with use of the eye tracking technique.

2.2 Research Object: Online Shops with a Gender-Specific Design

For this study, two online shops were selected. One shop that ranked high on typical
female attributes, and one that ranked high on typical masculine attributes. The iden-
tification of attributes as well as the selection of these online shops rests on the insights
gained from the secondary literature in the previous chapter. Of special interest is the
literature on online shop design. The following criteria were used to evaluate the
feminine shop design: color scheme, shapes, incorporation of social media, product
page, shopping cart/basket, shopping-assistance functionality, trust-building elements,
language-style, and sources of inspiration. The masculine shop design was evaluated
on functionality, web design, language-style, website construction and product page.

By the end of the screening process, 20 online shops were determined to exhibit
gender-typical elements. The first place for feminine design was Zalando, second
ABOUT YOU, and third Asos. For the masculine sites, first place was Cyberport,
second Amazon and third Conrad.

For the sake of the study, both shops must offer the same type of product, which
was, in this case, shoes. After an evaluation, Zalando (www.zalando.de) was selected
as the feminine research object. Zalando was originally conceived as a European
version of Zappos.com. Amazon (www.amazon.de) was chosen as the typically mas-
culine shop, because the number one, Cyberport, does not offer shoes.

This study did not examine the entirety of both online shops but focused rather on
the product page. A customer can access the product page from the product overview
page. It must be noted that the customer can also arrive at the product page via
external sources e.g. a search engine, affiliated links or social media platforms.

Overall, the product page has two purposes: (1) to present the customer with
enough relevant information on the product so that he or she need not look elsewhere
and (2) display the product attractively in order to generate a purchase [32].

2.3 Hypotheses Development

As previously explained in more detail, it is widely understood that there are differ-
ences between men and women in their information research and buying behavior on
online shops. It can be assumed that an online shop with a feminine design will
positively influence the information research and buying behavior of a woman. Sim-
ilarly, it can be assumed that a masculine online shop design will have a positive effect
on a man’s information research and buying behavior. The rationale behind these
conclusions is that the gender-specific design of the online shop (m/f) better satisfies
the needs of each respective gender. This inference, combined with findings in
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literature, fed the basic hypothesis of this study: “Women and men exhibit differing
information research and buying behaviors when online shops are designed to appeal
to their particular gender.”

Deriving Hypothesis 1: It is assumed that female consumers enjoy browsing, often
becoming sidetracked during the buying process. In this context, women perceive
online shopping as a relaxing experience, opting to take their time in search of
inspiration [10, 15]. Studies indicate that men, in comparison, are quicker and more
targeted in their approach to online shopping [12, 15, 22, 24]. Kempe also corroborates
that men tend to deem online shopping a waste of time and enjoy consumption less
than women do. Men are therefore more motivated by efficiency and making a quicker
purchase [12]. Contrastingly, women exhibit a more browsing shopping behavior,
which can incorporate many diversions [10, 15]. It can therefore be assumed that men
require less time than women for the information research process.

Hypothesis 1 (H1): Differences can be seen in men and women’s ‘dwell time’ on
online shops depending on the gender-specific design of the shop.

Deriving Hypothesis 2: It is assumed that a gender-specific difference exists regarding
the perception and information processing of online shop features (product images,
product ratings, recommendations and product descriptions). As a whole, this can be
substantiated by the fact that women are more comprehensive information processors
while men are more selective [6, 7]. Richard et al. emphasizes that, due to their type of
information processing, women are more engaged with a website and even enjoy
discovering its content. In comparison, men prefer a more heuristic approach to finding
information on a well structured website that enables quick and easy information
processing [15]. We predict that these behaviors during online shopping also apply
when judging an online shop’s various features.

Hypothesis 2 (H2): Differences can be seen in men and women’s use and regard of
individual features of a product page depending on the gender-specific design of the
online shop.

Hypothesis H2 is divided into the following five sub-hypotheses. Doing so guar-
antees a detailed and more precise assessment of the differences between the
gender-specific online shops.

H2a: Differences can be seen in how men and women regard the features of the
product page as a whole depending on the gender-specific design of the online
shop.

Regarding how women judge the product image, it could already be determined
that they are influenced by the size of the image because women tend to notice details
more than men [13]. In the context of the product page, it can therefore be inferred that
women contemplate an image longer, in more detail and more often than men do. The
corresponding hypothesis is:
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H2b: Differences can be seen in how men and women regard product images
depending on the gender-specific design of the online shop.

Women more highly value others’ opinions [22]. In various surveys, women
responded that reviews from other customers are important to their decision process
when making purchases [17]. We therefore predict that:

H2c: Differences can be seen in how men and women regard product reviews
depending on the gender-specific design of the online shop.

The authors have not been able to find any scientific studies linked to the influence
of product recommendations on genders. On the whole, however, women tend to be
more susceptible to impulse purchases, [12] so it can rightly be inferred that recom-
mendations (i.e. for other suitable products) have a stronger effect on women.

H2d: Differences can be seen in how men and women regard product recom-
mendations depending on the gender-specific design of the online shop.

Based on the statement that men wish to finalize their purchases quickly and easily,
it can be assumed that they more readily look for concise, fact-heavy information and
will therefore focus their attention on product descriptions.

H2e: Differences can be seen in how men and women regard product descriptions
depending on the gender-specific design of the online shop.

3 Methodology

3.1 Design and Participants

The present experiment has a between-subject design [33, 34]. The differences between
genders (male/female) are observed as well as the gender-specific design of the online
shop (masculine vs. feminine) and the behavior of each gender. This study therefore
relies on a two-factorial design with four experimental groups: Gender (male/female)
and online shop (masculine design/feminine design).

The experiment is designed to employ an eye-tracker to observe the consumer’s
behavior [35]. Since the participant is aware that his or her eye movements are being
tracked and behavior in the online shop observed, the experiment can be classified as
an open observation. However, the participant is not supposed to know the relevance of
gender differences for this study as this could have consequences on the authenticity of
their behavior [36]. The experiment took place in the research laboratory of the
University of Applied Sciences Niederrhein in Krefeld and utilized a stationary
eye-tracker with a number of adjustable features. As a result, the study is classified as a
laboratory experiment [35, 36]. Participants of the study were students (N = 80, 40
women, 40 men, ages 18 to 36). Students were selected at random, which is why they
represent different fields of study at the university. There was no direct compensation
for the participants.
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3.2 Eye-Tracking as an Observational Method

The eye-tracking system RED 250 from SensoMotoric Instruments (SMI) was used
throughout the course of the experiment and is based on the cornea-reflectometry or the
corneal-reflex method, which is common in modern eye-tracking systems [37, 38]. This
system is often preferred over other systems because it neither impairs participants with
glasses nor by fixing their chin, therefore leaving the head to move freely [38].
Additionally, it captures a set area on the screen, which simplifies the assessment of
gathered data. An initial calibration of the device was crucial for each participant in
order to collect optimal measurements. For the calibration procedure, the system
measured the test person’s eyes. Proper measuring of eye positioning was vital to
ensuring the reliability of the data [34].

3.3 Tasks

Duchowski especially highlights the importance of the eye-tracking survey and its
function. Eye-tracking surveys are dependent on the tasks given to participants, which
is why the assigned task can have a significant influence on the results. Special care
should therefore be taken when choosing the task to be carried out [34].

In the present experiment, participants are assigned a task to be accomplished in an
online shop. More specifically, the participant is instructed to select one or more items
from the online shop and put them in the shopping cart. They are meant to behave as if
in a typical online shopping situation. All the while, details are being observed on how
the participant reacts to individual features of the (gender-specific) design of the pro-
duct page. Of interest are the features used – especially by each gender – that therefore
influence the buying decision.

The item to be purchased during the experiment was a pair of running shoes. There
is a wide selection of running shoes available on both feminine and masculine online
shops. They are easy to find in a navigation menu, there is a large quantity of them
available, and they are usually accompanied by reviews on the product page. Moreover,
the amount of men and women who run recreationally in Germany is at a balanced 53%
and 47% respectively [39]. Running is also the second most popular physical activity
behind fitness training for ages 18–39 in Germany [40]. Running shoes are available
both in the typically masculine online shop (Amazon) and the typically feminine
(Zalando).

4 Metrics

The first step will explain how the necessary metrics were extracted using areas of
interest (AOIs). The second step will explain which metrics are relevant for this paper.

The AOIs make it possible to analyze selected areas, such as product images, on the
online shop. By means of these AOIs, the eye-tracking system determines if and how
long the participant examined the relevant area of the screen. The resulting data can
then be displayed individually for each subject or as aggregate and median values [37].
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For the present study, the product page was divided into four AOIs – product image,
product description, recommendations and product rating (see Fig. 1).

In the context of eye-movement measurements, saccades and fixations are the two
fundamental types of eye-movement activity. Saccades are fleeting eye “jumps” that
move a person’s gaze to different points. It has been proven that during saccades, no
information is processed as perception is interrupted during the movement [38]. Fix-
ations, on the other hand, are resting periods during which the observer’s retinas
stabilize and fixate on a point of interest for at least 300 ms [34, 37]. Only during a
fixation can information be recognized, analyzed and retained [29, 34, 37, 38].

Due to the established AOIs, other metrics beyond saccades and fixations were
collected that both directly and indirectly relate to eye tracking. In this case, other
metrics and indicators of interest were those that supplied general insight into infor-
mation research and buying behavior (e.g. time). Table 1 provides an overview of the
areas used in this study and short explanations thereof.

Fig. 1. Areas of interest (AOIs) - product page (This figure shows product pages of
www.zalando.de (left side) and www.amazon.de (right side). Please note product pages are
only examples. The AOIs vary in size and position.)
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5 Results/Hypotheses Testing

In testing the hypotheses, the first step included assessing all variables by means of a
two-way ANOVA in order to track the interaction and reciprocal effect between online
shops and gender. The conditions for the ANOVA are not met for all variables.
According to Bortz and Weber, an ANOVA will be robust for all experimental groups
that are of equal size and have at least ten persons per group. The two-way ANOVA
can therefore be conducted for all variables [41]. Additionally, due to these circum-
stances, the data will be assessed individually. In this context, the conditions for a t-test
for independent samples are not met, which is why the non-parametric
Mann-Whitney-U-Test is utilized. The hypotheses and corresponding sub-hypotheses
are tested on a 95% significance level. Should the results reach a higher significance
level, it will be articulated in the text as well as in figures.

Hypothesis Testing H1: The presented hypothesis is to be tested based on the overall
time (in secs.) the participant takes to complete the task (dwell time). Figure 2 shows
the dwell time for women and men while shopping on the Zalando or Amazon shops.

The entire ANOVA model exhibits a strong statistically significant result
(F (3.76) = 6.99, p = 0.00). Worth noting is that the effect size of the entire model
corresponds to a strong effect of f = 0.53, while the main effects and interactions only
exhibit a medium effect size.

Main effects and interaction effects can be interpreted in the data. The dwell time is
dependent on gender (F (1.76) = 7.82, p = 0.01): Women exhibit on the whole a longer
dwell time (Zalando average (Avg.) = 199.25, standard deviation (SD) = 109.49;
AmazonAvg. = 114.90, SD = 73.35) thanmen do (ZalandoAvg. = 116.05, SD = 53.63;
Amazon Avg. = 105.40, SD = 41.43). Furthermore, a significant difference in dwell time
can be detected due to the main effect of the online shop (F (1.76) = 8.21, p = 0.01). The
dwell time in the Zalando online-shop is found to be longer in comparison to Amazon.
Finally, a significant gender-online shop interaction is present in the results
(F (1.76) = 4.94, p = 0.03). This becomes apparent in that women exhibit an unusually

Table 1. Overview eye-tracking metrics

Hypothesis Features of online
shop/Product page

Metric Unit

H1 Whole online shop Dwell time/amount of time
spent shopping

seconds

H2a Features of the product
page as a whole

Total number of features viewed
on product page

count

H2b Product images 1. Total number of images
viewed

count

2. Average fixation time milliseconds
H2c Product reviews Average fixation time milliseconds
H2d Product recommendations Average fixation time milliseconds
H2e Product descriptions Average fixation time milliseconds
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high dwell time in combinationwith the Zalando shop, far beyondwhat could be expected
by virtue of gender and online shops alone.

In an individual review, no significant difference could be determined in comparing
the overall dwell time for men on the Zalando and Amazon shops. A significant dif-
ference is similarly absent in comparing men and women on the Amazon site. By
contrast, women exhibit a high significant difference (p = 0.01) in dwell time on
Amazon compared to Zalando. Women also spend all together more time in the
Zalando online shop.

Beyond this, a p-value of 0.01 proves the existence of a strong significant difference
between men and women in the Zalando shop, as women exhibit a significantly longer
dwell time. Table 2 provides an overview of the results for the testing of hypothesis H1.

The hypothesis H1 must be partially rejected: the ANOVA demonstrates significant
differences. In an individual review of the groups, it can be determined that a significant
difference is exclusively seen in women when comparing online shops. Statistically
significant differences between men and women are only present in the Zalando shop.

Fig. 2. Dwell time for women and men in the Zalando or Amazon shop (in seconds) (n = 80,
**significant at p < .05 level)

Table 2. Results of hypothesis testing H1 (n = 80, ***significant at p < .01 level, **significant
at p < .05 level, *significant at p < .10 level, A = Amazon.de, Z = Zalando.de)

Online shop Average dwell
time (sec.)

Results significance tests

Men Women ANOVA Mann-Whitney-U-Test

Amazon 105.40 114.90 Both Main Effects** Women: A < Z**
Zalando 116.05 199.25 Interaction Effect* Zalando: Men < Women**
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Hypothesis Testing H2: The focus of testing hypothesis H2 rests on the design of the
product page features and their effects on the different genders. In sum, it can be
ascertained that the findings, resulting from the ANOVA, do not meet the level of
significance necessary to confirm the hypothesis. No statistically significant results were
recorded for the average fixation time (in ms) on product images, and the average
number of viewed images was equally inconclusive. Statistically significant results were
seen, however, in the number of features viewed (AOIs), total number of product images
viewed, as well as average fixation time (in ms) for product ratings, recommendations
and product descriptions. Again, a clear pattern is apparent since significant differences
in the Amazon and Zalando shops are seen solely with women. Furthermore, significant
differences between men and women are only present in the Zalando shop.

H2a: Total views of product page features. According to the U-Test (z = −2.63,
p = 0.01), a significant difference between Zalando and Amazon is seen exclusively in
women. Women view more product page features in the Zalando shop (median
(MD) = 3.00) than on Amazon (MD = 1.00). The effect size amounts to r = 0.42
thereby corresponding to a medium effect (according to Cohen). There are also sig-
nificant differences between the genders regarding the number of features viewed in the
Zalando shop (according to the U-Test z = −2.27, p = 0.02). Compared to men,
women view significantly more features in the feminine shop (men MD = 2.00, women
MD = 3.00), which corresponds to a medium effect according to Cohen (r = 0.36).

H2b: Product images. This hypothesis was measured by means of two metrics: (1) total
number of images viewed and (2) average fixation time (in ms). For the first metric, the
complete model for the total number of images viewed is highly statistically significant
F (3.76) = 4.20, p = 0.01. This also applies to the main effect ‘gender’ with
F (1.76) = 8.43, p = 0.05. Both significant results indicate a medium to large effect size
according to Cohen. The main effect ‘online shop’ as well as the interaction are not
significant, however. Gender, on the other hand, does have an effect on the number of
images viewed in the online shop. Women view more images in total (Zalando Avg. =
12.55, SD = 10.78; Amazon Avg. = 7.45, SD = 9.97) compared to men (Zalando
Avg. = 4.90, SD = 4.67; Amazon Avg. = 4.85, SD = 3.94). In light of these results, the
groups were reviewed individually. Only in the Zalando shop a high significant differ-
ence was to be seen between the genders (z = −2,52, p = 0,01). Women viewed more
total images in the Zalando shop than men did. For women, it can also be determined that
they view on average more total images in the Zalando shop than Amazon, even though
the p-value of 0.06 fails to indicate statistical significance in this regard.

For metric two, a significant difference in the average fixation time (in ms) on product
images can neither be verified through the ANOVA nor through individual review.

H2c: Product ratings (average fixation time in ms). Regarding the average fixation
time on product ratings, the results of the two-way ANOVA show that the complete
model, as well as the main effects ‘gender’ and ‘online shop,’ are not significant. Only
the interaction, with a p-value of 0.04, exhibits a significant result (F (1.76) = 4.49,
p = 0.04). An interaction exists between the main effects ‘online shop’ and ‘gender.’ In
the (feminine) Zalando shop, women demonstrate medium to high average fixation
times (Avg. = 77.19, SD = 92.41) while men demonstrate lower average times
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(Avg. = 15.90, SD = 51.55). This distribution flips in the (masculine) Amazon shop,
as men exhibit moderate times of 64.53 ms and women lower times of 29.82 ms,
although a medium effect of f = 0.25 is present.

In the individual groups, a significant difference (z = −2.37, p = 0.02) in fixation
time on product ratings between men and women is solely present in the Zalando
online shop. A medium effect size corresponding to r = 0.38 is present here. It can
furthermore be determined that women exhibit, on average, a longer view time of
product ratings in the Zalando shop than Amazon, even though the p-value of 0.06 fails
to prove statistical significance in this regard.

H2d: Recommendations (average fixation time in ms). With regard to average fixation
time on recommendations, only one significant difference can be identified. Women
fixate on recommendations on the Zalando shop longer (Avg. = 119.33, SD = 137.90)
than those on Amazon (Avg. = 57.34, SD = 87.29). The significant difference for this
hypothesis is high (z = −2.65, p = 0.01) corresponding to a medium effect size
(r = 0.42).

H2e: Product description (average fixation time in ms). Bymeans of theMann-Whitney
U-Test, a significant difference in average fixation times on product descriptions between
the Amazon (Avg. = 38.04, SD = 79.39) and Zalando shops (Avg. = 99.46, SD =
120,31) could only be established for women. The corresponding p-value is 0.05, and
the effect size according to Cohen is medium (r = 0.32).

Table 3 provides an overview of the results for hypothesis test H2. When considered
holistically, H2 must be partially rejected on account of the results of some
sub-hypotheses.

Table 3. Results of hypothesis test H2 (n = 80, A = Amazon.de, Z = Zalando.de, M = Men,
W = Women, ***significant at p < .01 level, **significant at p < .05 level, *significant at
p < .10 level, ns not significant)

Hypothesis Features of product
page & unit

Average Results significance tests
Men Women ANOVA U-Test

H2a Product page as a
whole (count)

A: 2.10 A: 1.85 Interaction* Women:
A < Z**

Z: 2.00 Z: 2.85 Zalando:
M < W*

H2b Product images
(count)

A: 4.85 A: 7.45 Main Effect
Gender*

Zalando:
M < W*Z: 4.90 Z: 12.55

Product images
(ms)

A: 236.65 A: 253.97 ns ns
Z: 253.97 Z: 231.32

H2c Product reviews
(ms)

A: 64.53 A: 29.82 Interaction* Zalando:
M < W*Z: 15.90 Z: 77.19

H2d Product
recommendations
(ms)

A: 79.92 A: 57.34 ns Women:
A < Z**Z: 87.97 Z: 119.33

H2e Product
descriptions (ms)

A: 62.96 A: 38.04 ns Women:
A < Z*Z: 93.01 Z: 99.46
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In summary, significant differences between the Amazon and Zalando shops are
only seen in female participants. Differences between male and female participants are
apparent only in the Zalando shop. Regarding the ANOVA, significant interactions
between ‘gender’ and ‘online shop’ can increasingly be seen in both features viewed
and product ratings. The main effect ‘gender’ was significant for product images.

Table 4 provides an overview of the results for hypothesis test H1 and H2.

6 Discussion and Limitations

The discussion of the results will take place on the basis of the hypotheses and
sub-hypotheses. Subsequently, the limitations of this study will be dicussed.

6.1 Discussing the Results

It could be observed that for the majority of metrics the female participants’ average
values were higher in the feminine Zalando shop compared to the masculine shop,
Amazon. The male participants exhibited a tendency for higher mean values in the
Zalando shop compared to Amazon, however no statistically significant differences can
corroborate this. Particularly for total number of viewed features and average fixation
time on product ratings, men exhibited lower average values for Zalando than for
Amazon.

Product page features. The present experiment demonstrates that women incorporate
more features from the product page into their shopping process in online shops with a
feminine design. A significant difference is apparent in the total number of features
viewed by women in that more were viewed on Zalando than on Amazon. Throughout

Table 4. Overview of the results for hypothesis test H1 and H2

Hypothesis Results

H1 Differences can be seen in men’s and women’s ‘dwell time’ on online
shops depending on the gender-specific design of the shop

Partially
reject

H2 Differences can be seen in men’s and women’s use and regard of features
of a product page depending on the gender-specific design of the online
shop

Partially
reject

H2a Features of the product page as a whole Partially
reject

H2b Product images Reject
H2c Product reviews Partially

reject
H2d Product recommendations Partially

reject
H2e Product descriptions Partially

reject

154 S. Zaharia et al.



the study, it has turned out that female participants in particular exhibit strong differ-
ences between online shops. This was similarly seen in the number of product page
features women viewed compared to men in the Zalando shop. Based on these results,
an online shop with a feminine design appears to strengthen or facilitate such behavior.
It can therefore be concluded that women utilize significantly more features during their
buying process when the shop reflects their needs. In contrast, men don’t exhibit any
changes in use and viewing behavior regarding the features on the product page.

Product images. There are no significant differences to be seen in average fixation time
on product images. This product page feature is of equal importance to both genders.
At the same time, it is necessary to recognize that women viewed more images in both
shops than men did. Additionally, women’s’ average value was higher for Zalando than
for Amazon, even if the difference cannot technically be deemed significant. Hence, the
feminine and masculine online shop designs don’t produce the expected effects on
participants [42]. One presumption is that online purchasing decisions rely primarily on
visuals, especially for clothing and in this case for running shoes. This feature will
therefore be viewed and used even when it doesn’t entirely reflect or meet the cus-
tomer’s needs.

Product ratings. No unequivocal conclusions could be drawn for this feature from the
present experiment. Although the ANOVA points to a significant interaction, no clear
results are reflected in the individual reviews by means of the Mann-Whitney U-Test.
Though lacking statistical significance, it is apparent that each gender views the pro-
duct rating longer in their respective gender-specific online shops. A statistically sig-
nificant difference between men and women is only recognizable in the Zalando
shop. It can be inferred that this site’s presentation especially appeals to women.

Recommendations. The recommendations are an especially attractive feature for
female shoppers to generate impulse purchases [42]. The present experiment shows that
both genders trend toward higher average values for recommendation views in the
Zalando shop. The significant difference for women between Zalando and Amazon
speaks to the positive impact on longer viewing times for women. Zalando, in com-
parison to Amazon, successfully attracts attention to the recommendation feature by
positioning it below the shopping-cart button.

Product description. The experiment shows that women fixate significantly longer on
product descriptions for Zalando than for those on Amazon. It can therefore be inferred
that superior presentation and organization on the product page support women in their
buying process by better supplying them with information. Overall, a significant dif-
ference could neither be determined between men and women nor between men
shopping on Amazon and Zalando. This speaks to the fact that this feature cannot be
exclusively classified as one traditionally used be men during the buying process.

In summary, regarding the initial research question, it can be asserted that
gender-specific online shop designs have a significant impact on women only. Although
not backed by strong statistical significance, men nevertheless also trend toward higher
average values in the typically feminine shop compared to the masculine one.
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6.2 Limitations

A number of restrictions arise in conjunction with the research design of the experiment
at hand. On account of the chosen design, only two gender-specific online shops were
taken into consideration – Amazon for the masculine-design and Zalando for the
feminine design.

Furthermore, the experiment only examined the information research and buying
behavior as it related to one purchasing object – a pair of running shoes. It would be
advisable in future studies to consider purchasing objects that require a higher level of
involvement for each respective gender. That way, the influence of the involvement in
conjunction with the product could be examined.

Due to the eye-tracking experiment, the corresponding sample size and the selec-
tion of experiment participants, the data and results are not representative. The study
exclusively examines students, most of who are from the same field of study. Further
studies should aim to adjust the circumstances for a more representative sample.

The participants’ task for the experiment covers only one aspect of the buying
process (the pre-purchase phase). Gender differences can therefore only be uncovered
for this one phase. Further studies should take an expanded look at other phases in
order to gain insight into the entire buying process. The actual phase of purchase, such
as during checkout in online shops, could be especially interesting for future
experiments.

The eye-tracker’s technical conditions as well as the laboratory environment may
indicate further constraints to the experiment.

The parameters of the work presented here, which are constrained by factors such
as random sampling, experiment design and location, can be built upon in future
studies and complimentary research aiming to map out gender-specific behavior during
the buying process.

7 Summary

The purpose of this study was to examine gender-specific online information research
and buying behavior in online shopping venues. In this context, the subsequent
question should be answered: Do women and men exhibit different information
research and buying behavior when utilizing online shops designed to appeal to their
respective genders?

The ensuing experiment was organized into three steps. The first step covered
available literature and studies relating to gender marketing and online shop design. For
a better selection of gender-specific sites, an evaluation of online shops with typically
masculine and typically feminine design features was conducted. Building upon the
insight gained there, the next step involved developing the research design. Purchasing
objects and online shops were selected based on criteria derived from the first step that
would best guarantee an answer to the research question. The final step comprised
conducting the experiment, for which eighty participants were observed in a laboratory
using an eye-tracker. The data secured in step three were used for testing the
hypotheses and finally answering the research question.
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Regarding gender-specific online shop designs, the experiment shows that this has
an impact exclusively on women; men remain comparatively unaffected. It is therefore
advised that online shops include more feminine design features when targeting a
mixed or predominately female customer base. On account of the study’s design, it was
able to point to some differences. Nevertheless, further in-depth studies are essential for
generating additional insights and optimizing the results at hand.

The experiment was able to show that operators of online shops can better meet the
demands of female shoppers by supplying information geared toward a high-quality
and varied medial presentation of the product. The buying environment (the online
shop) is of special importance for female customers. The general design (e.g. color
scheme) more strongly impacts women and their assessment of the online shop.
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Abstract. The study reported in this paper investigated the effects of online
review message appeal and online review source type on review credibility
perception, product attitude, and purchase intention across two types of prod-
ucts, namely technical and non-technical. A between-respondent 2 (message
appeal: rational vs emotional) � 2 (online review source: experts vs consumers)
experiment was implemented with 294 online consumers from Java, Indonesia.
Results of analyses indicate that message appeal has a main effect on review
credibility (for both technical and non-technical products) and product attitude
(for a technical product). However, review source type has no significant effects
on all dependent variables. Furthermore, the use of a rational appeal by expert
reviewers resulted in higher review credibility perception than the use of a
rational appeal by consumers as reviewers; while expert reviews with emotional
appeals are regarded less credible than consumer-based reviews with emotional
appeals. This interaction effect, however, is present in the non-technical product
context only.

Keywords: Expert-written review � Consumer-written reviews � Rational
appeal � Emotional appeal � Online review credibility

1 Introduction

People who have no prior experience in using a product or service are more likely to
search for relevant product- or service-related information before purchasing it.
Nowadays, product- or service-related information comes not only from companies that
sell the product or offer the service but also from customers who have already used
either of the two or both. Often, pieces of product- or service-related information are
contained in online reviews, which also enable customers to effortlessly and uncom-
plicatedly express their frustration or satisfaction with a product or a service for a wide
audience.

In situations involving the decision to purchase high-involvement products or
services, primarily characterized by their high prices, consumers will expectedly have
high levels of purchase-related risk perceptions and feelings of uncertainty [6, 19].
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These risk perceptions and feelings of uncertainty would expectedly prompt consumers
to consult online reviews as primary sources of the needed information to assuage
negative feelings prior to a purchase of a costly product or service [2].

The pivotal role of online reviews in either enhancing or reducing customers’
positive attitude towards the review and the product being reviewed and, consequently,
their intention to purchase the reviewed product has been echoed in a plethora of
research. Specifically, certain online review elements or features such as the review’s
valence (whether the review is positive or negative about the product or service) [24]
and review sidedness (whether or not the review highlights both the product’s pros and
cons) [22] have been found to shape customers’ product attitude and purchase
intention.

One aspect of a review message that has not yet received sufficient attention,
however, is review message appeal – that is, whether the review message aims at
primarily targeting either its readers’ rational or emotional bases when making deci-
sions. A study into the use of message appeal strategies in an advertising context [1]
shows that the appeal strategies employed in certain messages – either by emphasizing
facts or highlighting emotions – have different effects on persuasion and behavioral
response.

Product or service reviewers, likewise, could either focus on the relatively objective
attributes or features of the commodity being reviewed or on the affective outcomes
emerging from the experience of using the commodity. Such a situation triggers the
question on whether or not a specific appeal strategy (rational or emotional) employed
when writing a review impacts how other customers’ perceive the review, in general,
and the product being reviewed and, consequently, their willingness to purchase the
reviewed product.

Nonetheless, the likelihood that the impact of a specific message appeal strategy
would depend on the characteristics of the messenger (the reviewer) should not be
discounted. For example, one who possesses in-depth knowledge about a specific
commodity’s functionalities and qualities might be inclined to employ an objective,
matter-of-fact tone when reviewing it. On the contrary, an individual who happens to
be either a first-time or a casual product user would be less predisposed to capitalize on
objective product-information than on emotions when reviewing a product.

Since online reviews could be written by either a product expert or a non-expert
user, the question on whether or not a specific type of online reviewer would shape
review credibility perception and purchase intention certainly merits attention, as dif-
ferent types of sources, based on variations in their characteristics, have differential
persuasion effects [18]. Besides, message source type might also play a role in mod-
erating the effect of message appeal of certain variables (e.g. review credibility, pur-
chase intention), under the premise that the effectiveness of a certain message appeal
might be predicated on the type of message source deploying it.

To test the hypotheses proposed for this research, two studies in either a technical
product context or a non-technical product context were implemented using a
between-respondent 2 (review message appeal: rational vs emotional) � 2 (review
source type: expert vs customer) experiment with consumers in Java, Indonesia.
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2 Theoretical Framework

2.1 Online Review Message Appeals

The impact of message appeals on persuasion has been studied in various contexts.
Research into message appeals clearly distinguished a rational message appeal from an
emotional message appeal. Rational appeal primarily uses objective contents and
provides factual and verifiable information about the target of the appeal; while
emotional appeal, with the dominance of subjective contents, conveys information that
is open to individual interpretation [10].

In advertising research, a rational appeal aims at shaping customers’ belief about an
advertised commodity by emphasizing its attributes and the benefits of using it [1]. The
authors claimed that the use of a rational appeal in a marketing context is supposedly
grounded on the belief that customers make rational and logical purchase-related
decisions. On the contrary, an emotional appeal is predicated on the emotional and
experiential dimension of product consumption and such type of appeal aims at making
consumers feel good about a certain product [1].

Given the critical role of online reviews in the process of customer persuasion with
their power to influence customers’ product attitude and evaluation and, eventually,
their purchase intention [9], the use of either rational or emotional appeals or both in
online reviews would initially seem obvious. When reviewing products or services,
people might focus on either product-related information such as product attributes
[14], conceptually equivalent to the rational appeal, or on the emotions that emerged
from the experience of using a product or service [13], which are primarily employed in
emotional appeals.

While support for the effectiveness of these two types of appeals can be substan-
tially found in several empirical studies, variations in the nature of their effects have
also been noted. For instance, in a review of studies into message appeals, Zinn and
Manfredo [30] stated that people tend to remember messages with strong emotional
appeals than non-emotional messages. However, based on results of a research into
appeals in advertisements, a rational appeal results in a more positive attitude towards
an advertisement than an emotional appeal [25]. Differences in the impact of the two
appeals when used in online reviews have also been noted. Specifically, when reviews
pertained to high involvement products, rational appeals are known to result in a more
positive brand attitude than emotional appeals [28].

In the current study, as high-involvement products were used for the experimental
material, it can also be assumed that the use of a rational appeal, instead of an emo-
tional appeal, in online reviews would also to lead to high levels of review credibility
perception and positive product attitude and, eventually, to high levels of purchase
intention. Hence, the first research hypothesis is advanced.

Hypothesis 1: The use of a rational appeal in online reviews will result in (a) a higher
level of online review credibility perception, (b) a more positive attitude towards the
reviewed product, and (c) a higher level of purchase intention than the use of emotional
appeal in online reviews.
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2.2 Online Review Sources

The fact that online reviews can potentially shape people’s purchase behavior could
partly explain why they have become prominent persuasion tools in online (or even
offline) purchase contexts. An important point accentuated in persuasion research is the
indispensability of a message source in amplifying the persuasiveness of a message [5].
Factors such as credibility, likeability, physical attractiveness, and the extent of simi-
larity between the source and the receiver have been found to significantly contribute to
a message source’s impact on persuasion [18].

Expertise, an important dimension of credibility [20], has been noted to influence
how people process and use a persuasive message. Messages coming from expert
sources are believed to be more valid or ‘correct’ than those coming from non-expert
sources [4].

Just like any form of recommendation that aims at persuading customers, online
reviews could also be written by non-experts or customers who have acquired a certain
level of experience with the product or by product experts (e.g. professional editors of a
product magazine) [23, 29]. Expert-written reviews come from individuals who are
often hired by online vendors, whereas customers reviews are posted by individuals
who have already experienced using the product being reviewed [15]. It is argued that
consumers are more inclined to trust review sources who are regarded experts in and
knowledgeable about the product or service being reviewed [21].

Nonetheless, previous studies have shown that consumer-written reviews tend to
result in better outcomes than expert-written reviews. For instance, reviews written by
customers are deemed more useful than those written by experts [15]. On the contrary,
reviews and ratings from editors as experts resulted in low attraction, on the part of
customers, to visit a restaurant’s website, as those reviews and ratings may not be
regarded as independent consumer ratings but as a form of advertising [29]. Based on
these points, the second set of research hypotheses is proposed.

Hypothesis 2: Consumer-written reviews will result in (a) a higher level of online
review credibility perception, (b) a more positive attitude towards the reviewed pro-
duct, and (c) a higher level of purchase intention than expert-written reviews.

2.3 Match Between Online Review Message Appeal and Online Review
Source

Using the match-up hypothesis, it has been argued that persuasion occurs when the
recipient has internalized the message, and this internalization process requires a degree
of congruence between the and his or her message [11]. Previous marketing studies
have shown that positive outcomes (e.g. positive product or brand attitude, belief in
spokesperson’s effectiveness) can be expected when the product endorser matches the
product being endorsed [17, 26].

People tend to regard experts to be knowledgeable about products they are eval-
uating and to be capable of delivering product-related assertions [16], and, hence, they
are also likely to expect experts to deliver their messages in a significantly different way
compared to their non-expert counterparts. When writing reviews for products or
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services, for instance, expert reviewers would most likely be expected to use a more
objective tone and to sound less emotional than non-experts such as casual product
users. On the contrary, casual product users for their lack of in-depth product-related
expertise might be expected to rely more on their subjective emotions than on objective
facts when reviewing a product. Streaming from these points, hence, are the third and
fourth research hypotheses.

Hypothesis 3: The use of a rational appeal in expert-written reviews will result in (a) a
higher level of online review credibility perception, (b) a more positive attitude towards
the reviewed product, and (c) a higher level of purchase intention than the use of a
rational appeal in consumer-written reviews.

Hypothesis 4: The use of an emotional appeal in consumer-written reviews will result
in (a) a higher level of online review credibility perception, (b) a more positive attitude
towards the reviewed product, and (c) a higher level of purchase intention than the use
of an emotional appeal in expert-written reviews.

3 Methods

3.1 Research Design and Procedure

The hypotheses proposed for this study were tested across two types of products to see
whether or not the effects of online review message appeal and online review source on
review credibility perception, product attitude, and purchase intention would differ
between technical and non-technical products. Hence, a between-respondent 2 (online
review message appeal: rational vs emotional) � 2 (online review source: expert vs
consumer) experiment was conducted with online consumers in Java, Indonesia.

A small-scale survey with 30 respondents was first implemented to systematically
identify two items to represent technical and non-technical products. For this prelim-
inary study, respondents were asked to segregate 20 products, which almost had similar
prices to ensure that they would all be regarded as high-involvement commodities, into
two using a defined set of criteria. For products to be considered as either ‘technical’ or
‘non-technical’, the following criteria were used: (a) product requires effort to operate,
(b) sufficient time is needed to fully understand how the product works, (c) sufficient
time is needed to know the product’s functionalities and features, and (d) the product
may not be immediately usable after purchase.

Preliminary study participants were instructed to rate the 20 products using the four
criteria on a seven-point agreement Likert scale – with 7 representing ‘strongly agree’
and 1 ‘strongly disagree’ (e.g. when respondents were rating a digital camera, they
were most likely to select ‘agree’ or ‘strongly agree’ in response to the statement
‘sufficient time is needed to fully understand how the product works’).

Results show that a smartphone is considered the most technical in the list with a
mean score of 5.57 (SD = 1.65), while a pair of sports shoes was considered the less
technical with a mean score of 1.93 (SD = 1.62). Hence, the smartphone and the pair of
sports shoes were used to represent the technical and non-technical products for the
experimental manipulation, respectively.
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3.2 Manipulations

The experimental material presented to the participants contained a set of 10 reviews.
For the ‘rational appeal in online reviews’ condition, reviews were written with a rather
objective tone in such a way that the emphasis was on the features of the product being
reviewed. For the ‘emotional appeal in online reviews’ condition, reviews were written
using emotional expressions, exclamation marks, and adjectives that described the
emotional states of reviewers upon using the product being reviewed.

The valence of reviews included for the two message appeal conditions was both
positive and negative in an attempt to make the review sets highly realistic. In the
actual study, 10 reviews were included for each review appeal type. Based on the
finding that a set of reviews with 80% positive reviews would be perceived as more
credible than a review set which is 100% positive [7], eight reviews had a positive
valence and two reviews had a negative valence.

In manipulating the ‘expert reviews’ condition, reviews were described to have
been written by editors of product magazines or websites and product specialists.
Information about expert reviewers’ identities (names and profession) was also pre-
sented next to their reviews. On the contrary, the ‘consumer reviews’ condition was
manipulated by describing that the reviews were written by individuals who have
already used the product. These non-expert reviewers were also identified by indicating
their complete names and occupations (e.g. student, teacher).

The manipulations were checked in the main study and were deemed successful, as
participants who incorrectly answered the manipulation check questions were excluded
from the study. Of the 326 participants who completed the online questionnaire, 32
provided wrong answers to the manipulation check questions. Hence, only the data
from 294 participants who correctly answered the manipulation check questions were
used for analysis. The exclusion of the 32 participants ensured that all the manipula-
tions were correctly identified by the respondents to whom those manipulations were
randomly assigned.

3.3 Participants

Participants for this study were approached using various online social networking sites
popular in Indonesia (e.g. Facebook, Line, and Whatsapp). For the first study (technical
product context), data from 149 respondents who correctly answered the manipulation
questions were subjected to analysis. Out of 149 respondents, 80 were female (46%)
and 69 were males (54%).

For the second study (non-technical product context), data from 145 respondents
who also answered the manipulation check questions correctly were included for
analysis. Of those 145 respondents, 80 (55%) were females and 65 (45%) were males.

3.4 Measurements

The three dependent variables for the study were measured using items derived from
previously validated scales. All items that were originally formulated in English were
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subsequently translated into Bahasa Indonesia for the convenience of research
participants.

The first dependent variable ‘online review credibility’ was measured with five
items originally formulated by West [27]. An example of an item for this construct is
‘The online review is believable’. The second dependent variable ‘product attitude’ was
measured with four items by Kempf and Smith [12]. An example of an item measuring
this construct is ‘I feel good about this product’.

The third dependent variable, ‘purchase intention’ (ɑ = .89), was measured with
four items by Dodds et al. [8]. An example of an item for this construct is ‘I am willing
to buy the product after reading reviews about it’.

Presented on Table 1 are the Cronbach’s alpha values of the three dependent
variables across the two studies.

4 Results

4.1 Study 1 (Technical Product)

A two-way multivariate analysis of covariance (MANCOVA), by controlling for the
effects of product involvement, was performed to test the hypotheses in the technical
product context. Results of the analysis based on Pillai’s trace show that online review
message appeal has statistically significant mains effect on review credibility, product
attitude, and purchase intention, V = 0.22, F(3, 142) = 12.99, p = .000.

Results of the univariate analysis of variance, controlling for the effect of product
involvement, however, reveal that online review message appeal has significant main
effects on review credibility, F(1, 144) = 34.19, p = .000, and product attitude, F(1,
144) = 8.71, p = .004. However, the main effect of review message appeal on purchase
intention is not significant, F(1, 144) = .38, p = .54

In particular, review credibility is higher when online reviews used a rational appeal
(M = 5.23, SD = .92) than when an emotional appeal is used (M = 4.27, SD = 1.11),
hence, hypothesis 1a is supported. Additional, the level of positive product attitude is
higher when it is reviewed with a rational appeal (M = 4.85, SD = 1.18) than when it is
reviewed with an emotional appeal (M = 4.25, SD = 1.21).

Test for the main effects of online review source type by controlling the effect of
product involvement, however, reveals that the second independent does not have a
statistically significant effect on the three dependent variables,V = .02,F(3, 142) = 1.08,
p = .36. Therefore, hypotheses 2a, 2b, and 2c are not supported.

Table 1. Cronbach’s alpha values of the dependent variables across the two studies.

Study 1 (Technical product) Study 2 (Non-technical product)
Constructs # of items ɑ Constructs # of items ɑ

Online review credibility 5 .91 Online review credibility 5 .91
Product attitude 4 .91 Product attitude 4 .88
Purchase intention 4 .87 Purchase intention 4 .88
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Furthermore, there are no significant interaction effects for both online review
message appeal and online review source type on the three dependent variables,
V = .01, F (3, 142) = .34, p = .80. Hypotheses 3a, 3b, 3c, 4a, 4b, and 4c, henceforth,
are not supported.

4.2 Study 2 (Non-technical Product)

A two-way multivariate analysis of variance (MANCOVA) was again performed to test
the research hypotheses in the non-technical product context. Analysis based on Pillai’s
trace shows that online review message appeal has a statistically significant effect on the
three dependent variables, V = 0.14, F(3, 138) = 7.44, p = .000. Results of the uni-
variate analysis of variance, controlling for the effect of product involvement, however,
reveal that online review message appeal has a significant effect on review credibility
only, F(1, 140) = 15.62, p = .000, but not on product attitude, F(1, 140) = .53, p = .47,
and on purchase intention, F (1, 140) = .25, p = .62.

Specifically, analysis indicates that reviews using a rational appeal (M = 5.27,
SD = 1.01) are perceived more credible than reviews using an emotional appeal
(M = 4.64, SD = .90). Hence, hypothesis 1a is supported but not hypotheses 1b and 1c.

Additionally, analysis shows that review source type has no significant main effects
on the three dependent variables, V = 0.00, F(3, 138) = .20, p = .90. Hence,
hypotheses 2a, 2b, and 2c are not supported.

Furthermore, a statistically significant interaction effect between online review
message appeal and online review source exists for the three dependent variables,
V = .06, F(3, 138) = 3.07, p = .03. However, results of the univariate analysis of
variance, controlling for the effect of product involvement, reveal that the interaction
effect between source type and review message appeal is statistically significant for
review credibility only, F(1, 140) = 4.40, p < .05, but not for product attitude and
purchase intention.

To be more specific, the score for online review credibility is higher in a situation
when expert reviewers (M = 5.50, SD = .97) used a rational appeal in their reviews
than when non-experts or customers (M = 5.05, SD = 1.01) used it. This result sup-
ports hypothesis 3a only.

On the contrary, online reviews written by customers using an emotional appeal
(M = 4.77, SD = .73) are perceived more credible than reviews written by experts using
an emotional appeal (M = 4.48, SD = 1.05). Again, only hypothesis 4a is supported.

5 Discussion and Future Research Directions

5.1 Discussion of Results

What is clearly emphasized in various research into online reviews is that reviews have
the power to shape customers’ product attitude and purchase intention, especially when
reviews are deemed credible. Previous studies have also noted that certain aspects of
online reviews such as valence, sidedness, and argumentation quality [3] can sub-
stantially impact how people view online reviews and their disposition to purchase a
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product or service being reviewed. In this study, the impact of online review message
appeal and online review source type on online review credibility, product attitude, and
purchase intentions was determined.

The effects of message appeal (rational vs emotional) on attitude and behavioral
intention have been researched in various settings, and the results appear to take
diverging paths. For instance, while people tend to remember emotional appeals more
than rational appeals [30], rational appeals result in a more positive attitude toward the
object of the message than emotional appeals [25]. For this study, it was hypothesized
that reviews using a rational appeal would result in higher levels of online credibility
perception, product attitude, and purchase intention than reviews that used an emo-
tional appeal, based on the finding that a rational appeal has a stronger impact than an
emotional appeal when used for high involvement products [28].

Results of the current study, in which two high involvement products were used (a
smartphone and a pair of sport shoes from an A+ brand), reveal that, indeed, the use of
a rational appeal in online reviews resulted in higher scores for review credibility (for
both technical and non-technical products) and for product attitude (only for technical
products) than when an emotional appeal was employed.

This particular result has three implications. First, when confronted with reviews of
high-involvement products, consumers might be inclined to rely on reviews that
contain objective product-related information instead of reviews peppered with sub-
jective and emotive narratives of product-use experience. Second, online reviews that
used a rational appeal tend to be perceived as more credible than online reviews that
employed an emotional appeal regardless of the type of product being reviewed
(technical and non-technical), but especially when the reviews concerned a high
involvement product. Third, a certain product, specifically a technical one, would be
perceived positively when it is reviewed by emphasizing relevant and objective
information about its features and functionalities.

Results of the study show that the source of the online review does not have a
bearing on online review credibility, product attitude, and purchase intention. These
results somehow suggest that it is not really the messenger that matters but how the
message is framed.

Another important point from this study is that the appeal used in online reviews
need to match the type of review writers. Specifically, online reviews from experts
using a rational appeal are perceived more credible than customer-written reviews that
also used the rational appeal. However, this match-up requirement matters for non-
technical products only. The result is somehow surprising since one would expect that
the match up would be more important when reviews concerned technical products, in
which information about their use, features, and/or functionalities could be better
understood and be regarded more useful when the information comes from experts who
use an appropriate strategy in the design of their information – that is, a rational appeal
in the message.

Nonetheless, the result could also be attributed to the nature of the non-technical
product. A pair of sports shoes used for the experiment might have been regarded as a
commodity that could not be immediately purchased by solely relying on available
information about its features. It is highly likely that the product is viewed as an
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experience product in which objective information about it can only be deemed
credible it comes from an appropriate source, and in this context – an expert.

5.2 Future Research Directions

Although the current study has provided some interesting insights into the relevance of
online review message appeal and online review source type for high involvement
products that are either technical or non-technical, the study is not entirely spared from
a number of limitations. However, the general focus and design of the research and its
findings have a number of relevant implications for future research.

First, as the study shows that the use of a rational appeal in online reviews results in
higher perception of online review credibility compared to the use of an emotional
appeal for reviews of high involvement products, one wonders whether or not the type
of appeal that will be used in online reviews concerning low-involvement product
would still matter. Would a rational appeal still be more impactful than an emotional
appeal when used in reviews concerning low-involvement products?

Second, rational appeals are known to be commonly used for products or goods
instead of services [1]. As their study did not test the effects of appeal types on review
credibility within the contexts of both physical goods and services (and the current
study only focused on physical goods), future research could consider testing the
impact of these appeal types in relation to the sources (e.g. expert vs non-expert) of
online reviews for non-tangible products or services.
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Abstract. In recent years, the phenomenon of sharing economy has emerged in
many industries worldwide and businesses leveraging the sharing economy have
flourished. Sharing Economy denotes the “collaborative consumption made by
the activities of sharing, exchanging, and rental of resources without owning the
goods”. Value is a central concept in consumer behavior and it directly explains
why consumers choose to buy or avoid particular products or services. There-
fore, to establish the theoretical linkage between collaborative consumption and
consumer value, our study propose a research model to explain why consumers
participate in collaborative consumption from a value co-creation perspective.
Based prior literature on collaborative consumption and literature on consumer
value and value co-creation, we identify five factors as key determinants of
attitude towards collaborative consumption, including economic value, social
value, entertainment value, convenience value, and trust. A large scale survey
was designed and implemented to test our research model. Data analysis results
suggested that economic value, social value, entertainment value and trust
significantly affect people’s attitude towards collaborative consumption. The
practical and theoretical contributions of our study are discussed.

Keywords: Sharing economy � Collaborative consumption � Consumer value

1 Introduction

In recent years, the phenomenon of sharing economy has emerged in many industries
worldwide and businesses leveraging the sharing economy have flourished [1, 2].
Sharing Economy denotes the “collaborative consumption made by the activities of
sharing, exchanging, and rental of resources without owning the goods” [3]. The
collaborative consumption is the peer-to-peer-based activity of obtaining, giving, or
sharing the access to goods and services, coordinated through community-based online
services [1, 2]. Sharing is a phenomenon as old as humankind, while collaborative
consumption and the “sharing economy” are phenomena born of the Internet age [1].
With the advancement of Information technology (IT), we have witnessed a flurry of
emerging collaborative consumption, including sharing rooms (e.g. AirBnB), sharing
cars and bikes (e.g., Relay Rides, Wheelz), and taxi services (e.g. Uber, Didi), etc.
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Prior research has identified three key drivers of the sharing economy and col-
laborative consumption, which are changing consumer behavior, social networks and
electronic markets, mobile devices and electronic services, which enabled the online
interaction among consumers/users and collaborative consumption [4, 5]. Accordingly,
existing research on collaborative consumption mainly focus on motivations of par-
ticipation in the collaborative consumption with an emphasis on factors related to social
network, electronic market, mobile devices and services, including trust, reputation of
the platform, social capital/social ties [e.g. 6–8]. However, the first driver, i.e.,
changing consumer behavior has been largely ignored in prior literature, the existing
literature on factors related to the first driver, remain insufficient.

Although the importance of collaborative consumption has been widely recognized,
a comprehensive, yet theoretically solid framework of motivations to participate in
collaborative consumption is still missing in the literature. Value is a central concept in
consumer behavior and it directly explains why consumers choose to buy or avoid
particular products or services [9–11]. Prior research also suggest that consumer value
can be equally important for Internet commerce because it is critical to consumption
behavior [12].

Therefore, to establish the theoretical linkage between collaborative consumption
and consumer value, our study propose a research model to explain why consumers
participate in collaborative consumption from a value co-creation perspective. Based
prior literature on collaborative consumption and literature on consumer value and
value co-creation, we identify five factors as key determinants of attitude towards
collaborative consumption, including economic value, social value, entertainment
value, convenience value, and trust.

2 Literature Review and Hypothesis Development

2.1 Collaborative Consumption

Collaborative consumption is not a niche trend anymore [5]. Instead, business lever-
aging collaborative consumptions has been flourished, for its large scale, large user
volume, and profitable trend [6]. Table 1 synthesizes some recent research in collab-
orative consumption.

While collaborative consumption has previously occurred mostly among close
relationships such as family, kin, and friends, the Internet is deemed to engender the
opportunity to engage more strangers in this activity [1]. Hence trust has been identified
as a key factor in collaborative consumptions. In a study of Airbnb, Ert et al. suggested
that the more trustworthy the host is perceived to be from her photo, the higher the
price of the listing and the probability of its being chosen [14]. Tussyadiah also
highlighted the importance of trust in peer-to-peer accommodation rental services [13].

Economic considerations, such as utility has also been identified in prior literature
as a key determinant of consumer participation in various types of collaborative con-
sumptions, such as car sharing [5] and accommodation rental [13]. Lamberton and
Rose also showed the relevance of costs and benefits of sharing in promoting com-
mercial sharing [7]. However, participating in collaborative consumption is not simply
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Table 1. Summary of selected literature

Dependent
variable

Independent
variable

Type of
collaborative
consumption

Major findings References

Participation
in commercial
sharing
systems

Utility, cost,
familiarity,
Perceived
substitutability of
ownership and
sharing options,
Perceived risk of
product scarcity

Car-sharing
programs,
cellular service,
bicycle-sharing
plan

1. Show the
relevance of costs
and benefits of
sharing in
promoting
commercial
sharing options;
2. Highlights the
explanatory
power of
perceived
product scarcity
risk

[7]

Satisfaction
with a shared
option,
likelihood of
choosing a
sharing option
again

Community
belonging, cost
savings,
familiarity,
service quality,
trust, utility

B2C car sharing
service car2go,
C2C
accommodation
sharing service

Satisfaction and
the likelihood of
choosing a
sharing option
predominantly
explained by
determinants
serving users’
self-benefit.
Utility, trust, cost
savings, and
familiarity were
found to be
essential, while
the effects from
service quality
and community
belonging
depends

[5]

Attitude
towards CC,
behavioral
intentions to
participate in
CC

Sustainability,
enjoyment,
economic
benefits

General Participation in
CC is motivated
by sustainability,
enjoyment of the
activity as well as
economic gains

[2]

(continued)
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tied to a set of economic aspects of consumption, but also depends on the nature of the
functional, social and individual utilities of the certain collaborative consumption.
Factors such as sustainability and community have been identified [2, 13]. Neverthe-
less, research on the social aspect of collaborative consumption has largely been
limited.

2.2 A Value Co-creation Framework for Collaborative Consumption

For consumption values which directly explain why consumers choose to buy or avoid
particular products [9, 10], different types of values might play their unique roles in
shaping consumers’ purchase choices. Participating in collaborative consumption is not

Table 1. (continued)

Dependent
variable

Independent
variable

Type of
collaborative
consumption

Major findings References

Participation
in
collaborative
consumption

Sustainability,
community and
economic
benefits; Trust,
Efficacy,
Economic
benefits

Peer-to-peer
accommodation
rental services

Factors deter
collaborative
consumption
include lack of
trust, lack of
efficacy with
regards to
technology, and
lack of economic
benefits. The
motivations that
drive
collaborative
consumption
include the
societal aspects
of sustainability
and community,
as well as
economic
benefits

[13]

Price,
probability of
being chosen

Visual-based
trust

Airbnb The more
trustworthy the
host is perceived
to be from her
photo, the higher
the price of the
listing and the
probability of its
being chosen

[14]
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simply tied to a set of economic aspects of consumption, but also depends on the social
aspect in collaborative consumption.

On top of the traditional conceptualization of consumer value, the collaborative
consumption in the current sharing economy environment often reflects the nature of
value co-creation instead of value delivered largely by the firm themselves. Very often,
firms do not create and deliver value to the passive customer, but rather through
interaction and dialogue embeds value in the co-creation process between the firm and
its active customer [15–17]. This moves the focus to a process of co-creating value
through the exchange of resources with other consumers or partners to co-construct
unique experiences [17, 18].

A review of the existing literature on collaborative consumption and consumer
value shows that in comparison with social aspects, utility orientation dominates col-
laborative consumption research. Even for the limited social-related research, the
positive aspect of social value, often reflected as maintaining interpersonal intercon-
nectivity and social enhancement value [19] is dominated. However, in the offline
context, people are particularly prone to avoid interacting with strangers due to
“stranger danger” [1] and feelings of anxiety and uneasiness to meet and interact with
them [20]. Similarly, not all consumers enjoy interacting with strangers in collaborative
consumptions.

Hence, a comprehensive model which includes all relevant dimensions – psycho-
logical and functional needs – that constitute the value of collaborative consumption is
still lacking. Considering all different aspects that constitute a customer’s perception of
and willingness to participate in collaborative consumption, it is important to combine
a set of value dimensions into one single framework, rather than treating each perceived
value separately. Therefore, we propose a value framework in explaining consumer
participation in collaborative consumptions, economic value, social value, entertain-
ment value, and convenience value have been identified as key value dimensions. In
line with prior literature, trust and perceived personal innovativeness have also been
included in the proposed model. The research model and hypotheses are shown in
Fig. 1.

Fig. 1. Research model and hypotheses
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Prior literature has identified economic gains as essential in gaining satisfaction and
increasing the likelihood of people’s choosing collaborative consumption services [2].
Collaborative consumption is perceived as offering more value with less cost [6, 21].
Therefore, we propose that:

H1. Economic value is positively associated with consumer’ attitude towards par-
ticipating in collaborative consumption.

Glind [58] highlighted that the main intrinsic motivation of people using collabo-
rative consumption platforms were social, e.g., ‘meeting people’ or ‘helping out’. In
terms of sharing, Prior studies indicate that social interactions and networks have a
positive impact on sharing knowledge, i.e., more social interactions lead to a more
frequent and intense knowledge exchange behavior [22, 23]. However, in terms of
collaborative consumptions with strangers, research in the offline context suggested
that people are particularly prone to avoid interacting with nearby strangers due to
concerns such as fears of “stranger danger” [1], and feelings of anxiety and uneasiness
to meet and interact with them [20]. Such research findings from offline context remind
us the possibility that consumers online could behave similarly. Following prior
empirical studies in collaborative consumption, we therefore propose that:

H2. Social value is positively associated with consumer’ attitude towards partici-
pating in collaborative consumption.

Uses and gratifications (U&G) paradigm explains what users can achieve when
participating in SNSs from five dimensions, which can be seen as benefit factors
attracting SNS users. The five dimensions are purposive value (i.e., informative and
instrumental value), self-discovery, maintaining interpersonal connectivity, social
enhancement, and entertainment value [19, 24]. Prior research in collaborative con-
sumption also suggested that enjoyment of the activity is essential in gaining satis-
faction and increasing the likelihood of people’s choosing collaborative consumption
services [2, 5]. Accordingly, we propose that:

H3. Entertainment value is positively associated with consumer’ attitude towards
participating in collaborative consumption.

The value of convenience has long been recognized in marketing and retailing
literature [25–27]. For example, Anckar et al. [25] suggested that superior shopping
convenience is an essential part of customer value. Szymanski and Hise [27] showed
that convenience leads to E-satisfaction in online retailing. Yet few research in col-
laborative consumption has examined the role of convenience value. Service conve-
nience facilitates the sale of goods and services in collaborative consumption. Because
virtually all organizations create value for consumers through performances and
because convenience is an important consideration for most consumers [28], we
conjecture that convenience value could play an equally important in role collaborative
consumption as other consumption situations. Therefore, we propose that:

H4. Convenience value is positively associated with consumer’ attitude towards
participating in collaborative consumption.
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The extant literature shows extensive support for the overall beneficial effect of
trust to business transactions and consumptions [29, 30]. Empirical studies report that
trust, by bringing about good faith in the intent, reliability, and fairness of partner
behaviour [31, 32], reduces the potential for conflict [31]. A large amount of previous
research has argued that trust, and relationship commitment, perform vital roles in
promoting collaborative relationships [e.g. 33, 34].

Trust can be equally important in collaborative consumptions. Glind [58] high-
lighted that lack of trust as the important factors that deter the use of peer-to-peer
services such as accommodation. Ert et al. showed that The more trustworthy the host
is perceived to be from her photo, the higher the price of the listing and the probability
of its being chosen in accommodation sharing [14]. Therefore, we propose that:

H5. Trust is positively associated with consumer’ attitude towards participating in
collaborative consumption.

3 Research Methods

3.1 Data Collection

To conduct our research, we used a structured survey method. We recruit 278 students
who has experience in participating in collaborative consumption from a major uni-
versity in China for the survey research. A large-scale survey was carried out in
December 2016. We send out invitations through the communication platform of
Student’s Union and about 400 students registered for this survey. Finally, a total of
278 completed surveys were collected. Based on prior literature, it may be appropriate
to utilize student subjects if the observation does not include phenomena [23, 35] such
as social norms or political views that are structured over time [36, 37]. Finally, we
have 278 complete and usable responses for data analysis. Table 2 reports the demo-
graphic description of those respondents.

We examined the response bias issue with the procedure suggested by Armstrong
and Overton [38]. We first compared the participants who registered but not completed
the whole research process (either not login the APP, or not complete the final ques-
tionnaire) with those who complete the whole process on key demographic variables.
The results of the Mann-Whitney tests show no significant differences, suggesting that
response bias would not likely affect our findings [38].

Table 2. Demographic descriptions

Max. Min. Mean

Age 35 18 22
Gender Male Female

104 185
Education Post-graduate Graduate

108 181
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Table 3. Constructs and instruments

Construct Item Source

Attitude towards
collaborative
consumption

ATCC1 All things considered, I think collaborative
consumption is a positive thing

[2]

ATCC2 All things considered, I think participating in
collaborative consumption is a good thing

ATCC3 Overall, sharing goods and services within a
collaborative consumption community
makes sense

ATCC4 I can see myself engaging in collaborative
consumption more frequently in the future

Economic value ECOG1 I can save money if I participate in
collaborative consumption

[39]

ECOG2 My participation in collaborative
consumption benefits me financially

ECOG3 My participation in collaborative
consumption can improve my economic
situation

Social value SOVA1 To have something to do with others [19]
SOVA2 To stay in touch
SOVA3 To impress
SOVA4 To feel important

Entertainment value ENVA1 I think collaborative consumption is
enjoyable

[40]

ENVA2 I think collaborative consumption is exciting
ENVA3 I think collaborative consumption is fun
ENVA4 I think collaborative consumption is

interesting
ENVA5 I think collaborative consumption is pleasant

Trust TRUST1 This Platform (store) has the skills and
expertise to perform transactions in an
expected manner

[41]

TRUST2 This Platform (store) has access to the
information needed to handle transactions
appropriately

TRUST3 This Platform (store) is fair in its conduct of
user (customer) transactions

TRUST4 This Platform (store) is fair in its user
(customer) service policies following a
transaction

TRUST5 This Platform(store) makes good-faith efforts
to address most user (customer) concerns

TRUST6 Overall, this Platform (store) is trustworthy

(continued)
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3.2 Questionnaire Development

The questionnaire was developed through a two-stage process. We first extensively
reviewed the literature to list the candidate constructs and measures that were used in
prior research. A draft questionnaire was developed. Each item was measured in a
seven-point Likert scale. In the second stage, four researchers reviewed the draft
questionnaire, ranked each item according to their content validity, and suggested
improvements in wording and the layout of the items. We also include two variables:
personal innovativeness and familiarity as control variables in our research model. The
instrument for the constructs in our research model and is presented in Table 3.

4 Data Analysis and Discussions

We then conducted data analysis in accordance with a two-stage methodology [43]. The
first step in the data analysis is to establish the convergent and discriminant validity of the
constructs. We test themeasurement model using Principal Components Analysis (PCA) in
SPSS (SPSS, Chicago, USA) and Confirmatory Factor Analysis (CFA) in LISREL [44]. In
the second step, following Cohen et al. [45]’s recommendations, a hierarchical multiple
regression analysis was employed to test our hypotheses using SPSS.

In the first phase, we examine the data using PCA with Varimax rotation. Several
items were removed one by one due to cross loadings and after careful examination

Table 3. (continued)

Construct Item Source

Convenience value CONVE1 It was easy to use collaborative consumption [28]
CONVE2 It did not take much time to have

collaborative consumption
CONVE3 I was able to complete my consumption

quickly
CONVE4 I did not have to make much of an effort to

complete collaborative consumption
Personal
innovativeness

PERIN1 If I heard about a new technology, I would
look for ways to experiment with it

[42]

PERIN2 Among my peers, I am usually the first to try
out new information technologies

PERIN3* In general, I am hesitant to try out new
information technologies (Reverse)

PERIN4 I like to experiment with new information
technologies

Familiarity FAM1 I once had experience in collaborative
consumption

[5]

FAM2 I was familiar with collaborative
consumption

FAM3 It was not new for me to participate in
collaborative consumption
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between the wording of the items and the definitions of the construct. after removing
those items, we identify 8 factors with eigen values greater than 1.0. All constructs
explain 78.7% of the total variance (EFA results table is available on request).

We conduct the CFA analysis by creating a LISREL path diagram. Using LISREL
for confirmatory factor analysis provides a more rigorous assessment of the fit between
the collected data and the theoretical factor structure, and satisfies the minimum
requirements of assessing the measurement properties of uni-dimensionality, conver-
gent validity, and discriminant validity [46–48].

Uni-dimensionality is the degree to which items load only on their respective
constructs without having “parallel correlational pattern(s)” [46, 49]. Uni-
dimensionality cannot be assessed using factor analysis or Cronbach’s alpha, instead,
covariance-based SEM (such as LISREL) provides the ability to compare alternative
pre-specified measurement models and examine, through statistical significances and a
wide set of the types of fit, which is better supported by the data [48]. A set of criterion
has been proposed and adopted in the literature to assess uni-dimensionality, including
model fit indices such as GFI, NFI, AGFI, and v2 to show uni-dimensionality [48]. We
apply the following indices and standards to assess model fit: goodness-of-fit index
(GFI) and normed fit index (NFI) greater than 0.90, adjusted goodness-of-fit index
(AGFI) greater than 0.80 [48], comparative fit index (CFI) greater than 0.90, and root
mean square of approximation (RMSEA) lower than 0.08 for a good fit and lower than
0.05 for an excellent fit [50].

We conducted a confirmatory factor analysis (CFA) for the 8 constructs, namely,
Attitude towards collaborative consumption (ATCC), Economic Value (ECVA), Social
Value (SOVA), Entertainment value (ENVA), Convenience Value (COVA), Trust
(TRUST), Personal Innovativeness (PEIN) and Familiarity (FAM). The means and
standard deviation of each of the constructs are presented in Table 4.

Table 4. Descriptive statistics and correlations

Variable FAM PERIN ATCC ECOVA SOVA ENVA TRUST CONVA

Mean 4.73 4.93 5.65 5.04 4.53 5.2 5.17 4.78
S.D. 1.3 1.05 0.84 1.16 1.11 0.92 0.94 1.17
FAM 0.84
PERIN 0.45 0.79
ATCC 0.44 0.40 0.88
ECOVA 0.16 0.21 0.3 0.81
SOVA 0.1 0.26 0.11 0 0.83
ENVA 0.36 0.43 0.64 0.21 0.43 0.88
TRUST 0.28 0.30 0.52 0.29 0.18 0.52 0.82
CONVA 0.24 0.25 0.19 0.2 0.07 0.3 0.33 0.89
Note: Attitude towards collaborative consumption (ATCC), Economic Value
(ECVA), Social Value (SOVA), Entertainment Value (ENVA), Convenience
Value (COVA), Trust (TRUST), Personal Innovativeness (PEIN) and Familiarity
(FAM); The number in parentheses is the square root of AVE. For adequate
discriminant validity, the number in parentheses should be greater than the
corresponding off-diagonal elements.
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The CFA demonstrated good model fit, showing that over half the variance is
captured by the latent construct [48, 49, 51].

Convergent validity is assessed using three criteria. First, standardized path load-
ings, which are indicators of the degree of association between the underlying latent
factor and each item, should be greater than 0.7 and statistically significant [48].
Second, composite reliabilities, as well as the Cronbach’s alphas, should be larger than
0.7 [52]. Third, the average variance extracted (AVE) for each factor should exceed
0.50 [53]. As shown in Table 5, all path loadings are greater than 0.707 after removing

Table 5. Confirmatory factor analysis results

Construct Standard
loading

t-value AVE Composite
factor
reliability

Cronbach’s
alpha

Familiarity 0.83 16.23 0.70 0.74 0.871
0.84 16.57
0.84 16.66

Personal innovativeness 0.82 15.6 0.63 0.68 0.829
0.74 13.77
0.82 15.69

Attitude towards
collaborative
consumption

0.91 20.1 0.77 0.79 0.924
0.96 21.77
0.9 19.56
0.73 14.37

Economic value 0.74 13.75 0.65 0.70 0.847
0.84 16.12
0.84 15.99

Social value 0.7 13.26 0.69 0.73 0.894
0.81 16.19
0.92 19.92
0.87 18.08

Entertainment value 0.83 17.18 0.77 0.79 0.941
0.81 16.66
0.9 19.61
0.95 21.61
0.88 18.84

Trust 0.72 13.84 0.68 0.72 0.924
0.75 14.81
0.87 18.24
0.9 19.31
0.84 17.5
0.84 17.22

Convenience value 0.84 17.12 0.79 0.81 0.916
0.95 20.84
0.88 18.51
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CONVA1 and PERIN4, and all of them are significant. After evaluate the wording of
these two items, we decided to keep these two items for further data analysis. The
reliability measures are all above 0.7, and the AVEs are all above 0.5. Thus, convergent
validity is established.

To test the discriminant validity of each variable, the average variance extracted
(AVE) and the inter construct correlation were compared. The results in Table 5 show
that all AVEs for the latent variables were greater than the required minimum level of
0.5. Every construct had a larger square root of AVE than its correlations with other
constructs. This result indicates that our measurement items have discriminant validity.

As with all self-reported data, there is the potential for the occurrence of common
method variance (CMV), i.e., variance that is attributable to the measurement method
rather than to the constructs the measures represent [54]. To address this issue, we used
several procedural and statistical remedies.

First, we paid careful attention to the wording of the items, and developed our
questionnaire carefully to reduce item ambiguity. These procedures would reduce the
respondents’ evaluation apprehension and make them less likely to edit their responses
to be more socially desirable, lenient, acquiescent, and consistent with how they think
the researcher wants them to respond when crafting their responses [54, 55]. Second,
we performed a Harman’s one-factor test via CFA by specifying a hypothesized
method factor as an underlying driver of all of the indicators. The results revealed that
the fit of the single-factor model was extremely unsatisfactory, indicating the common
method variance is not a major source of the variations in the items [56]. Finally,
following the literature, we used a marker variable to control for common method bias
[57]. We used a statement in political ideology “do you believe that ‘from each
according to his ability, to each according to his need’ is important” as the marker
variable, as it was theoretically unrelated to many other variables [54, 57]. All sig-
nificant correlations remained significant after the partial correlation adjustment. While
the results of this analysis do not explicitly preclude the possibility of common method
variance, they do suggest that common method variance is not of great concern in this
study.

We conducted a 3-step hierarchical multiple regression analysis as recommended
by Cohen [45]). According to Cohen et al. [45], hierarchical multiple regression
analysis is best suited for identifying causal priority and removing confounding vari-
ables. This approach is appropriate when the independent variables need to be ordered
in terms of the specific questions that are to be answered by the research study. In this
study, after controlling for the possible confounding variables identified through the
literature review, we sought to examine the antecedents of attitude towards collabo-
rative consumptions. Through hierarchical multiple regression analysis, we could
explore the change in the direct effects of value dimensions and trust when it meets
other moderating variables. Therefore, following prior studies, we conducted the 3-step
hierarchical multiple regression analysis recommended by Cohen, Cohen [45]). In
Model 1 (including control variables only), Model 2 (including both control variables
and direct effects), Model 3 (including control variable, direct and moderating effects),
the R Square for attitude towards participating in collaborative cons, 0.541, and 0.563,
respectively.
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Hypothesis 1 that tests the influence of economic value on attitude towards par-
ticipating in collaborative consumption is consistently significant in Model 2 (b = 0.12,
p < 0.01) and Model 3 (b = 0.11, p < 0.01), supporting H1. Hypothesis 2 tests the
influence of social value on attitude towards participating in collaborative consumption
is consistently significant in Model 2 (b = −0.14, p < 0.01) and Model 3 (b = −0.14,
p < 0.01), which is inconsistent with our H2 which hypothesizes a positive influence.
The effects from entertainment value (H3) and trust (H5) are also significant. However,
the hypothesize effect for convenience value is not significant (b = −0.062, p > 0.05),
rejecting H4.

5 Discussions and Conclusions

In conclusion, this research proposes a value framework to key antecedents of con-
sumer attitude towards participating in collaborative consumption.

The first contribution of this article is to establish a systematical framework to
analyze the essential factors. Based on consumer value literature, we propose that four
types of value, i.e. economic value, social value, entertainment value, together with
trust, would affect consumer’s attitude towards collaborative consumption. The par-
simonious model explains more than 50% variance of consumer’s attitude. Second, our
results empirically confirm the effects from economic and entertainment value, which
are consistent with prior literature. Finally, our results show that the effect from social
value may not be always positive across different situations and collaborative con-
sumption types. Although a large number of literature had found the positive effect
from social value, the results from our study shows another possibility that social value
could be negative in certain circumstances.
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Abstract. We view the prediction of Facebook likes as a content suggestion
problem and show that likes can be much better predicted considered post
content or user engagement. Experiments presented are based on a dataset of
over 4 million likes collected from over seventy thousands of users in fan
pages. The proposed model adopts the similarity metric to appraise how a user
may like a document given his or her liked documents, as well as the Restricted
Boltzmann Machine (RBM) to estimate whether a user would like a document
given the like records of all users. The model achieves a precision of 5–10%
and a recall of 2–55%. The commonly used label propagation model is imple‐
mented and tested as a baseline. Different models and settings are compared
and results show superiority of the proposed model.

Keywords: Recommendation system · RBM · BLEU · Facebook

1 Introduction

It has been shown that Facebook likes, as a kind of easily accessible digital records of
behavior, can be used to automatically and accurately predict a range of highly sensitive
factoid and opinionated personal attributes, including age, gender, parental separation
and political views, stance, happiness, respectively [1]. However, literature shows that
most researches use real likes instead of predicting them [2], which makes the infor‐
mation of a large quantity of new documents difficult to be utilized.

Predicting Facebook likes is to predict “who will read and like the current document
enough to push the like button”. It is similar to the product recommendation problem,
which predicts “who will view and like the product enough to purchase it”. However,
there are still several differences between them, and the major difference is the degree
of willingness. For the product recommendation research, there are usually view records
and purchase records showing two different degrees of willing for utilization. View
records indicates the relevance and slight preference, while purchase records show the
strong preference (to the degree of willing to spend their money). Instead in Facebook,
we have only like records, whose degree of willing is between view and purchase
records. It costs some effort to push the like button, but the effort is little compared to
the purchase. The difference in degrees of willing leads to different challenges.

In Facebook, social network should help a lot in predicting likes. However, the
privacy issue has become crucial for all social media and the social network, e.g., friend
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information is not easily accessible anymore. Many researches ask volunteers to access
their social network, but this is not feasible in real applications.

In this paper, we solve the Facebook like prediction problem with only the public
information: the document content and the user engagement to the document. Therefore,
we divide our research problem into two sub-problems: predicting likes by document
content and predicting likes by user engagement. The former is realized by calculating
similarities between documents with the intuition that users should like to read similar
documents, i.e., documents of preferred topics or viewpoints. The latter is realized by a
Restricted Boltzmann Machine (RBM) as it is shown to have good prediction power
with enough known records [3]. Then we conquer this problem with a weighted function
considering these two sub-models. Through the prediction of likes, we hope to provide
valuable reference for the government and the companies to get more endorsements by
their documents.

2 Related Work

The recommendation problem has been widely studied for decades [3]. It is known as
collaborative filtering (CF) and researchers divide them into item-based, user-based and
hybrid according to their recommendation strategy.

For item-based CF, it recommends items that similar to user’s previous liked items
or purchased products [4, 5], some of them has been adopted on business like Amazon
[4]. The key point of item-based CF is presenting each item as a vector and then
performing an item-to-item similarity matrix. For example, the item vector in Linden‘s
work is an M dimensional vector, where each dimension correspond to a customer [4].
Also, there are ways to compute the similarity between items, e.g., cosine similarity,
Pearson-r correlation, or the adjust cosine similarity where the values in each dimension
of the vector are normalized firstly [5]. Besides product recommendation, document
recommendation is similar to our work. For example, PRES (Personalized REcom‐
mender System) used TF-IDF of each word as a document vector and utilized cosine
similarity to recommend web posts based on content [6]. The major difference between
PRES and our work is that we focus on predicting the “like” behavior on Facebook but
PRES aimed at retrieving relevant (judged by user feedback) hyperlinks to users.

For user-based CF, items that liked by similar users will be recommended. It can be
performed using the same ideology in item-based CF: presenting a user as a vector
according to her liked/purchased record and then computing a user-to-user similarity
matrix. However, the shortage of using user vectors instead of item vectors is the sparsity
of the user vectors because the size of users is significant larger than the size of items.
To deal with this problem, researchers added more information on how to compute the
similarity between users, e.g., social relationship [7], similar interests [8] or similar video
viewing records [9]. Researches using user-based CF have shown that user information
benefits the recommendation for product [7], document [8, 10, 11], and even video [9].
Besides, some researches in social network domain use belief propagation for marketing
[12, 13], which can be considered as a variation of user-based CF to utilize the user
information.
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As for hybrid model, it combines item-based and user-based information to recom‐
mend [14, 15]. However, the problem turns to the combination of two information as
Melville addressed [14]. In this paper, we propose a late-fusion approach, which
combines two information via a weighted function.

3 Method

As mentioned, we propose a hybrid model that incorporates probabilities from the item-
based model and the user-based model. Given a set of users and a set of documents, the
likes form a matrix 𝐋 ∈ R|U|×|D|, where one column indicates one user and one column
indicates one document. The matrix L is a sparse matrix where the elements li,j in L
equals to one if user ui liked the document dj in the dataset. In fact, the like prediction
is to estimate the “unknown” elements in L, where the user ui did not click like to
document dj. In our paper we aim at estimating the li,j using item-based method and user-
based method. Assuming that they can be independently estimated, formally we write,

p(li,j) = w ⋅ puser(li,j) + (1 − w) ⋅ pitem(li,j) (1)

where p(li,j) is the estimated value of li,j, puser(li.j) and pitem(li.j) denote the probability
estimated by the user-based and item-based model, respectively, and w is used to control
the weights of the two models.

In the following, we will detail how we compute two probabilities based on different
features.

3.1 Item-Based Model: BLEU

As for item-based model, we recommend documents that similar to the documents that
the user liked. There are two assumptions used in our item-based model. First, users
have no preference among documents, that is, users equally liked them. Second, we have
very long term liking history that logs likings of the user and thus all kinds of liked
documents were known, then we can model the liking probability via similarities. With
this in mind, given a document dj, we compare dj with what user liked before, and choose
the highest similarities among all comparisons as the estimated probability. Formally,

p(li,j) ≅ max(sim(dj, dm)),∀dm ∈ Di (2)

where dj is the target document, Di is the documents that user ui liked, dm is one of
document in Di, and sim(.) is the similarity function. In this paper, we approach the
similarity function by the BLEU score.

BLEU is a modified form of precision which compares the candidate translation
against multiple reference translations. It is a commonly used measurement for the
quality of bilingual machine translation considering the similarity of n-grams between
the candidate translation and the reference translations [16]. To predict whether a user
ui will like the current document dj, we view it as the candidate translation of the
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reference translation set Di, which includes all kinds of documents this user has ever
liked in the whole dataset. That is, the document dj is an alternative way to express the
same content of one document in Di. As a result, if the translation quality is high enough
to indicate that dj can be derived from Di, user ui would like document dj with the esti‐
mated probability. To calculate BLEU scores, documents are tokenized into words and
all punctuations are removed. However, unlike machine translation, the topics of the
reference documents may vary. Therefore, we calculate BLEU scores between dj and
each reference document dm, and report the BLEU score by maximizing these BLEU
scores.

Then for each user ui, we sort the probabilities among the documents not in Di and
recommend the top n documents to the user.

3.2 User-Based Model: RBM

For user-based model, we recommend documents liked by other users that similar to the
target user. The main challenge in presenting a user as a vector is the sparsity of the like
pattern of a user, where a like pattern is a high dimensional vector and there are only a
few of ones but most of the values are zero. In our paper, we use a simple deep learning
model – Restricted Boltzmann Machine (RBM) to encode a like pattern into a low-
dimensional and dense vector as shown in Fig. 1 [11].

Fig. 1. A sample RBM network

Formally, for each user, the like pattern is a binary vector Li = {li,1,l i,2,…l i,j,…l i,|D|},
where li,j = 1 if the user like the document dj, and |D| is the number of documents in our
dataset. Then the RBM aims to optimize the parameters that maximize the observed prob‐
ability p(Li), shown in Eq. 3.

𝜃 = arg max
𝜃={𝐖,𝐛

𝐋
,𝐛

𝐡
}

ln p(𝐋i) (3)

where W, bL and bh are weights, bias for visible layer and bias for hidden layer, respec‐
tively. Then the RBM model optimizes the joint probability of the visible layer Li and the
hidden layer h in Eq. 4, where the energy function is defined in Eq. 5.

p(𝐋i,𝐡) =
1

𝐙(𝜃)
e−𝐄(𝐋i ,𝐡) (4)
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𝐄(𝐋i,𝐡) = −
∑

li,j∈𝐋i ,hk∈𝐡

li,jhkWj,k −
∑
li,j∈𝐋i

li,jblk
−
∑
hk∈𝐡

hkbhk (5)

After the training process, we used the parameters θ to predict likes. The one step
Gibbs sampling was adopt to approximate the probability of a user to like the document
as in Eqs. 6 and 7, suggested in [11].

𝜃 = arg max
𝜃={𝐖,𝐛

𝐋
,𝐛

𝐡
}

ln p(𝐋i) (6)

p(li,j = 1|p̂i) = 𝜎(blj
+

∑
p̂k∈p̂i

p̂kWj,k) (7)

where p̂k ∈ p̂i is the probability of the hidden layer given the visible layer, and
p(li,j = 1|p̂i) is the like probability for the document dj of the user given the hidden layer.
We then use the probability in Eq. 7 to recommend the top n documents for the user.

4 Experiments

4.1 Dataset

The experimental dataset was collected from Facebook fan pages related a same topic
― nuclear power. The posting time of documents spans from September 2013 to
August 2014. A total of 34,402 documents as well as their author and liker IDs were
recorded. For content-duplicated documents (usually re-posts), their authors and likers
were merged. Although the posting and liking behavior might have different implica‐
tions, we default that authors should like whatever they posted. In addition, we removed
users and documents having fewer than ten likes, and randomly selected 10% of likes
per user as the testing data and 90% of likes per user as the training data. Table 1 shows
the result after removing these users and documents.

Table 1. Like statistic

#documents #users #likes/doc #likes/user #likes
(training)

#likes
(testing)

34,402 77,416 123.48 54.87 3,821,359 426,609

4.2 Baselines

We use label propagation as a baseline to find potential likes. Given the like matrix L,
a transition matrix T that defines the label transition probability from document to
document, the goal of label propagation is to update L given T. Formally,

𝐋
′ = 𝛼 ⋅ 𝐋

0 + (1 − 𝛼) ⋅ 𝐓 ⋅ 𝐋 (8)
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where L0, L and 𝐋′ are the prior label, the label from previous iteration and the updated
label; T is the transition matrix, and α is the prior parameter that determines the initial
label priority. Note that the label here denotes whether the user likes the document. We
repeatedly compute Eq. (8) to update L and predict new likes. Different factors are
considered in building the transition matrix T: co-liker, semantic similarity using BLEU
score or n-gram vector. That is to say, a higher probability to be liked by a certain user
are assigned to two documents that are liked by similar users or use similar words. Co-
like TL is calculated by the Jaccard coefficient where U(d) is liker set of document d:

𝐓L(i, j) =

|||U(di) ∩ U(dj)
||||||U(di) ∪ U(dj)
|||

(9)

For semantic similarity using BLEU score TB, we use the BLEU score calculated in
the Sect. 3.1. On the other hand, for semantic similarity using n-gram Tg, we first present
a document with a binary vector v(d) ∈ R|V| using n-gram features, where |V| is the size
of n-grams in our dataset, including uni-gram, bi-gram and tri-gram. Then for any two
documents, we compute the cosine similarity using their n-gram vectors to form the
transition matrix.

4.3 Evaluation Metric

For each user ui, assuming a set of documents Di was liked by ui in the testing data, we
recommend top n documents Dn for the user (likes in the training data will not be
recommended). The precision is given by ||Di ∩ Dn

||∕||Dn
||, and the recall is given by

||Di ∩ Dn
||∕||Di

||. In the results section, we report the user average precision and the user
average recall on top n documents. We plot the ROC curves (Receiver Operating Char‐
acteristic) and the PRT curves (Precision-Recall-Threshold) for further discussion.

5 Predicting Facebook Likes

We first demonstrate the performance of prediction of the item-based model and the
user-based model. Then, the result of the hybrid probability model is reported.

5.1 Item-Based Model

For item-based model, documents that have similar content would be recommended to
be liked by the same set of users. The PRT curve in Fig. 2 shows the precision and recall
when recommending different numbers of documents per user. The limitation of item-
based model on Facebook data can be found from Fig. 2. Recalls are lower than 5% and
precisions are lower than 0.5%. Owing to the fact that the documents in our dataset are
all related to a same topic, the recommendation system based on semantic features is
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hard to predict like. Even though some documents are semantically similar to what a
user liked before, the documents that hold opposite opinion might not interest the user.

Fig. 2. PRT for item-based model

5.2 User-Based Model

In the user-based model, we generate the probability for each document and user pair.
The same set of documents would be recommended to users having similar like- records.
The PRT curve in Fig. 3 shows that user-based model has higher recall but lower preci‐
sion. This tendency can also be found in the related work, where the user-based model
has precision in the range of 2–10% while recall in the range of 3–16%. However, our

Fig. 3. PRT for user-based model
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user-based model using RBM achieves higher precision (in the range of 5–10%) and
recall (in the range of 2–55%). Comparing with item-based model, the performance of
user-based model is significantly better. It suggests that user-based model successfully
captures the taste of users and predicts the interesting documents to the target audiences.

5.3 Hybrid Model

For the hybrid model, we joint the item-based model and the user-based model, setting
w as 0.5 (which means item-based and user-based model are equally important). The
PRT curve is shown in Fig. 4. We find that the worse results of item-based model prop‐
agate noise to the hybrid model. It suggests that our late-fusion method using weighted
function would be seriously harmed by noisy components.

Fig. 4. PRT for hybrid model

5.4 Discussion

For comparison, we implement the label propagation, which has been widely used in
classification [17] or recommendation problems [9]. Figure 5 shows the PRT curves of
label propagation with co-liker feature and Fig. 6 shows the ROC curves of label prop‐
agation with co-liker feature and our user-based model using RBM. Comparing with
RBM model, the label propagation is based on the same information but the results in
Fig. 6 show that the proposed model successfully utilizes the visible units of RBM, and
largely improves the performance. The label propagation does not perform well on the
like prediction problem especially because of the sparsity of the like matrix. However,
the user-based model using RBM can encode the user information into a dense vector
and decode it to generate the like prediction.
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Fig. 5. PRT for label propagation (co-liker)

Fig. 6. ROC for RBM and label propagation with co-liker

Figures 7 and 8 show the PRT curves of label propagation with the n-gram vector
similarity and the BLEU score, respectively. Figure 9 shows the ROC curves of above
label propagation models and our item-based model. From Figs. 7 and 8, we can tell that
the like prediction methods using semantic features are limited. Besides, the BLEU score
is slightly better than simple cosine similarity of n-gram vectors.
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Fig. 7. PRT for label propagation (n-gram vector)

Fig. 8. PRT for label propagation (BLEU score)

Figure 9 shows that the strategy to find documents which are similar to the liked
documents is better than propagate like information among a semantic similarity matrix.
Receiving the like information from the most similar documents would be better than
receiving the information from all documents. This phenomenon can be found in some
related work where they suggested finding and propagating information to the nearest
neighbors (four nearest neighbors in their paper) [18].
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Fig. 9. ROC for item-based model, label propagation with n-gram vector, and label propagation
with BLEU score

Figure 10 summarizes the impact of the weight w in our hybrid model. It shows that
the model purely relies on the user-based model (w = 1.0) achieves the best performance.
Though the results suggest that the item-based model has limited performance on like
prediction problem when we deal with the dataset contains only one topic, the results in
Figs. 7, 8 and 9 show that the item-based model still has its merit.

Fig. 10. ROC for different weights
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6 Conclusion

In this paper, we have proposed different recommendation models based on the docu‐
ment content or the user engagement. The proposed models successfully utilize the
similarity between documents and the probabilities from the visible units of RBM. We
have shown that the proposed model outperforms the commonly adopted label propa‐
gation model. Moreover, we show that item-based model relying on semantic features
cannot achieve satisfied results than user-based model. In the future, we will test more
similar models and methods to integrate the user-based and item-based information to
improve the probability approximation for new upcoming documents.
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Abstract. Trust is a necessary condition for many industries. However, trust
may not be the most important factor driving participation in online fantasy sports
gambling. In this research we examine how different classifications of gamblers
(i.e., passive gamblers, problem gamblers, and pathological gamblers) perceive
their participation in fantasy sports. We argue that trust is not commonly a primary
consideration and that trust does not need to be present in these types of online
transactions. To prove this relationship, a trust model is proposed to be tested in
the context of online fantasy sports with a focus on the market leader in the
industry: fanduel.com.

Keywords: Trust · Online gambling · Fantasy sports · Personal motivation

1 Introduction

Gambling and its associated behaviors and motivations have a rich history of study [1].
The legalization of gambling has only made the subject more of a pressing need for
society to understand. The problems associated with gambling have only intensified with
the advent of online gambling [2]. Ease of access and the ability to find many forms of
gambling is online has removed significant barriers to participation, and popularity has
soared [3]. The traditional sports book has been transformed through technology into a
new industry of fantasy sports [4].

One form of gambling experiencing significant growth due to internet developments
is the fantasy sports industry. Fueled by technology and easy accessibility, fantasy sports
have enjoyed incredible growth and unprecedented popularity in the twenty-first century
[5]. Fantasy sports have grown to become a global business with billions of dollars in
revenue each year with participation in almost every major market in the world. The
evolution of offering daily sports betting action online to anyone in any country has
increased the appeal of participation [6, 7].

Yet participation is still not universal and little has been done in the literature to study
the demographics of this emerging market and the drivers of people to participate. Are
the participants of fantasy sports the same as those who sit in casinos all over the world
or are they unique? Do they have the same motivations to participate in betting as those
who favor a roulette wheel? Drawing on past literature on trust and pathological
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gambling, the authors question the notion that trust plays a defining role in influencing
participation in daily online fantasy sports. This study proposes a model of gambling
intention more focused on intrinsic motivation (pride among peers) as a bigger deter‐
mination of participation as opposed to other motivations seen in past studies. To vali‐
date this proposed model of gambling intention, a survey instrument will be developed
and tested.

1.1 Online Fantasy Sports and Fanduel

Sports gambling as an industry, both legal and illegal, has existed for more than 100
years [7]. Online sports gambling promises to revolutionize the way people gamble
because it opens up the possibility of immediate, individual, 24-hour access to gambling
in every home with Internet or mobile access [8, 9]. This is especially true of online
fantasy sports. In a traditional fantasy football league for example a participant acted as
a “make believe” general manager who selected real Major League Baseball (MLB) or
National Football League (NFL) players for his or her fantasy roster, made trades and
other roster moves during the season, determined success from the input statistics gener‐
ated by real MLB or NFL players in real games, and competed for pride and relatively
small cash prizes awarded on a one-time basis at the end of the season.

However a new model of fantasy sports has emerged fueled by technology and
demand in the industry: daily sports gambling. This type of gambling has been widely
available in sports books at many casinos but required a physical presence in Nevada to
operate. Now these are available online to anyone with internet access. The proliferation
of daily fantasy sports has been categorized as a game of skill [10] and has such the web
sites supporting the industry have grown. An online daily sports league involves
selecting players and receiving a payout or winnings at the end of just one day of sports
action [5]. Unlike the traditional fantasy sports model of delayed payout these leagues
offer daily market action.

One of the most popular of these sports betting sites is Fanduel.com. Founded in
2009, Fanduel is a web-based sports fantasy game [11]. Fanduel offers various types of
sports betting action ranging from traditional season based sports leagues to daily,
weekly or monthly games of skill. This proposed study seeks to look at how participants
in Fanduel approach their justification in participating in the “action” to test their skills.

2 Proposed Model of Gambling Intention

The conceptual background in this paper draws on the theory of reasoned action (TRA)
[12]. This study seeks to extend trust formation and integrate the theory of reasoned
action (TRA) in the context of participation in online fantasy sports. The proposed model
of gambling intention can be found in Fig. 1 below. The concepts of gambling involve‐
ment, trust formation, and personal motivations are used to form the research model
which seeks to examine how participants are motivated to use fantasy sports gambling
systems such as Fanduel.com.
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Fig. 1. Proposed model of gambling intention–fantasy sports

2.1 Gambling Involvement

Prior studies suggest that online gamblers, relative to others, are much more likely to be
problem or pathological gamblers [13–15]. Factors driving the intention of these patho‐
logical gamblers may differ from more responsible gamblers. Many people gamble from
time to time in their lives without any problems. However, some people exhibit what is
called excessive gambling, i.e., problem or pathological gambling behavior which nega‐
tively influences their lives and the lives of significant others and creates major health
costs for the community [16, 17]. The essential feature of pathological gambling is
persistent and recurrent maladaptive gambling behavior that disrupts personal, family
or vocational pursuits [16]. Problem gambling is often considered to be a less severe
form of pathological gambling [18]. In this study we will consider problem and patho‐
logical gambling as two distinct categories of increasing severity. The study also seeks
to look at how non-problem gamblers also are motivated to participate in fantasy sports.

Online gambling research has tended to focus on attempting to explain the motives
and demographics behind online gambling. The primary reasons given for people
engaging in Internet gambling include: (a) the relative convenience, comfort, and ease
of Internet gambling; (b) an aversion to the atmosphere and clientele of land-based
venues; (c) a preference for the pace and nature of online game-play; and (d) the potential
for higher wins and lower overall expenditures when gambling online [15]. Research
also has demonstrated that past gambling participation has a strong relationship with
individual’s attitude formation and future behavioral intentions [10]. In particular, past
success and use of online gambling influences attitude formation and modification
towards the habit. This study is in line with past attitude and trust research and examines
how different gamblers perceive their participation in online fantasy sports.
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2.2 Gambling Intention

In addition to the factors discussed earlier, the fantasy sports gambler’s gambling involve‐
ment represented by an individual’s psychological gambling classification is expected to
play a key role in the participant’s intent. Another major deviation in the proposed study is
how participants see their primary motivation. In traditional gambling there is normally a
strong need for money and risk taking [13]. However, in the traditional fantasy football
world these rewards are small (hundreds of dollars) and the fulfillment is delayed months
(from the start of the season to the end of the season) [7, 10]. In these contexts the primary
motivation of participation would not appear to be monetary but instead a demonstration of
skill [13]. Instead pride of participation is seen as being more prominent in describing moti‐
vation to participate. This study seeks to see if this is also the case in the context of daily
sports betting action.

2.3 Trust and Trust Antecedents

Trust, trust formation, and precursors of trust are well studied aspects of ecommerce in
general in the IS field [19, 20]. TRA suggests that one’s behavioral intention is a function
of an individual’s attitude towards the behavior and the individual’s subjective norms
[12]. In our research, we will incorporate the personal gambling involvement of the
individual, where gambling involvement represents the online gambler’s pathological
gambling habits, to investigate what role an online gambler’s pathological classification
plays in the factors behind his/her online gambling intention. As online consumers begin
to question the trustworthiness of online gambling, the usage statistics and apparent
growth of the online gambling industry suggests that consumers are continuing to engage
in online gambling at an increasing rate. This would appear contradictory to the tradi‐
tional view that trust and e-commerce usage are critically linked to one another [21].
Thus, the online gamblers’ trust in online sports gambling may not be a critical factor
for online sports gambling usage and therefore requires further investigation.

An individual’s attitude is represented by the degree to which the individual likes or
dislikes an object in the context of fantasy sports [12]. In TRA research “object” typically
represents a human behavior. The theory suggests that an individual’s attitude towards
a behavior involves the individual’s belief that a particular behavior will lead to certain
outcomes and the individual’s evaluation of those outcomes. If the individual believes
that the behavior’s outcome will be relatively beneficial compared to alternatives, the
individual is more likely to perform or intend to perform the behavior [22]. In this study
we focus on an individual’s intention to participate in online fantasy sports. Thus, the
expected would be:

Hypothesis 1: Attitude toward fantasy sports is positively related to the intention to
participate in fantasy sports online for all online gambler involvement classifications.

2.4 Subjective Norms

Subjective norms are an individual’s beliefs about whether the people who are impor‐
tant to the individual will approve of a particular behavior under consideration [23].
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Thus, when deciding whether to execute a particular behavior, people consider the
normative expectations of others they view as important. People important to the
individual typically include those in their social circle and peers. Examples include
friends, coworkers and schoolmates. When a participant in fantasy sports thinks their
peers are OK with participation they are more inclined to intend to participate.
Similar to prior e-commerce findings the study expects that:

Hypothesis 2: Subjective norms are positively related to the intention to participate in
fantasy sports online for all online gambler involvement classifications.

2.5 Trust and Gambling Involvement

Trust has been shown to play a significant role in website usage, particularly under
uncertain conditions where high risk is involved [19]. Fantasy sports participants are
considered similar to e-commerce consumers studied in past research. Research also
shows that the growing popularity of online shopping comes with additional risk factors
such as fear of fraud, security concerns, privacy and lack of trust that have dissuaded
consumers to purchase online [24, 25]. Consumers are assumed to be vulnerable because
they are dependent on the appropriate use of information by the website (Fanduel) when
they participate in fantasy sports. In our research, the trustee will be represented by the
online fantasy sports website and the trustor is the gambler participating online.

Participation in online fantasy sports involves a number of trusting behaviors.
Fantasy sports participants provide personal information, such as a name, address and
possibly a social security number when they register. As the fantasy sports participants
attempt to gain real money online they have to believe that the games they play are not
rigged against them. This context shows there are no face to face assurances to demon‐
strate the other competitors are real.

Online gambling and its related behaviors are fundamentally different from other
forms of risk. General online gambling has increased in popularity even though the
gamblers have not trusted the sites they patronize [26]. Online gamblers continue to
hand over large sums of money to the online casinos even when they report not trusting
online gambling. Given the past relationship with trust and general online gambling it
would seem that trust would not play a key role in the fantasy sports gambling context.
As such the following is proposed:

Hypothesis 3: Trust in Fanduel is not related to the intention to participate in fantasy
sports online for all online gambler involvement classifications.

Participants in online fantasy sports are expected to follow similar demographic
patterns of gambling involvement as past studies. Each of the classifications of gamblers
represents a different way in which a participant become a problem gambler. This is
similar to how other website adoption patterns vary by demographic profiles [27]. Those
with no problem at all still participate in fantasy sports. Given the perception that fantasy
sports are a skill game it is expected that a gambling involvement classifications will be
involved in fantasy sports. Moreover, the different involvement profiles of the gamblers
are expected to moderate the trust they have in the website and influence their future
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intention to participate in online fantasy sports. Given that the classifications are psycho‐
logical it is expected that each of them will impact all measures of perception in the
study. As such the following is proposed:

Hypothesis 4a: Gambler involvement classification will influence a participant’s atti‐
tude towards the online fantasy sports website.
Hypothesis 4b: Gambler involvement classification will influence a participant’s
perception of trust in the online fantasy sports website.
Hypothesis 4c: Gambler involvement classification will influence a participant’s
perception of social norms in the online fantasy sports website.

2.6 Institutional Trust

Institution based trust refers to the belief that the needed structural conditions are present
in an institution, in this context Fanduel, to enhance the probability of achieving a
successful outcome [19]. Perceptions of the structural characteristics of assurance in
Fandule, such as safety and security guarantees, can influence the trusting beliefs
towards the website [28]. A participant may not trust Fanduel as a company, but he/she
may trust the control systems that monitor its performance or other assurances provided
by the site [29]. Participants of online fantasy sports with a high sense of trust in the
Fanduel website would believe that the legal and technological security safeguards
would protect one from loss when engaging in their gambling activity. These arguments
suggest that:

Hypothesis 5: Institution based trust is positively related to the intention to participate
in fantasy sports.

2.7 Gambling Individual Motivations

Specialized websites such as Fanduel should show differences in participation based on
different user characteristics [30]. Given the probability that different fantasy sports
games exhibit different payment outcomes this should attract persons to practice this
“skill” based on a diverse set of motivations. Profiling the disparate characteristics of
participants, both for no problem and pathological gamblers, will assist in understand
how these individuals pursues their fantasy sports participation without reporting signif‐
icant difficulty as a result [31]. A number of motivations to participate in fantasy sports
are possible beyond money [32]. These other motivations include the desire to dominate
a competitive event, a means to interact with friends or family, or a need to demonstrate
a skill or strategy. The individual motivations are expected to influence perceptions of
other aspects of the fantasy sports website.

Hypothesis 6: Individual motivations to participate in gambling will vary for the
gambler involvement classifications and influence their intention to participate in
fantasy sports.

208 C.C. Claybaugh et al.



3 Method

A survey will be conducted to evaluate the role of trust and psychological factors in
explaining the online gambler’s intent. Although our sample is expected to be large
(N = 100+) and diverse, the sample is also self-selected to a degree. Thus, it is not
possible to ensure that it is representative of the broader population of Internet gamblers.
During the survey participants will be required to complete a profile questionnaire in
order to control for the user’s web experience, prior knowledge or use of online
gambling. Participants will be given a definition of gambling (“Gambling is any activity
that you play in which you are putting money, or something of monetary value, at risk
since winning and/or losing is based at least partly on chance”), to keep in mind when
responding to the instrument.

3.1 Subjects and Procedure

Subjects for this study will be focused on a single fantasy sports website:
Fanduel.com. Online gambling message boards will be used to target potential partici‐
pants, since the message board participants will have experience gambling online and
are expected to be participating in online gambling.

3.2 Measures

The potential measures and their sources are shown in the appendix. These measures
are consistent with how past studies have measured and analyzed both trust and online
gambling.

4 Expected Contributions and Discussion

This study has the potential to validate how individuals approach the world of online
fantasy sports. By systematically investigating fantasy sports participation we will
extend the theoretical boundaries of the TRA with a focus on attitude formation in this
domain. Each of the three classifications of gamblers - no problem, problem, or patho‐
logical - will each participate for different reasons. Moreover, trust is not expected to
play a central part in the formation of their attitude towards participation. Trust is also
not expected to influence the gambler types to continue to use Fanduel. Instead, each of
the classifications will find other reasons to continue to use Fanduel. Some will continue
to use Fanduel as a way to test their skills while others will be focused on fame and
fortune.

Of course there is no single way for a person to justify how they choose to participate
in fantasy sports. One of the keys to the long term success of the industry is to change
their approach to marketing themselves and position the fantasy sports website to appeal
to a large audience made up of different customer segments. This study seeks to support
the assumption that the different gambler classifications each approach the participation
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decision uniquely. Understanding how each customer type approaches this decision will
be a key part of how Fanduel approaches the way they interact with each of them.

A future study might expand this work and look at how participants approach specific
types of fantasy sports. For example, fantasy football or fantasy baseball both might
vary in how participants are induced to participate. Another study might look at
comparing online and direct (i.e. at a sports book in a casino) fantasy sports participation.
Online versions of traditional gambling options are here to stay, but adoption on these
games is not guaranteed to supplant the traditional ones. Another study might also look
to compare the two biggest competitors in the fantasy sports market: Fanduel and
Draftkings.

Appendix: Measurement Items

Pathological Gambling Diagnostic Criteria - Five (or more) of the following [33]:

1. Is preoccupied with gambling (e.g., preoccupation with reliving past gambling
experiences, handicapping or planning the next venture, or thinking of ways to get
money with which to gamble.

2. Needs to gamble with increasing amounts of money in order to achieve the desired
excitement.

3. Has repeated unsuccessful efforts to control, cut back, or stop gambling.
4. Is restless or irritable when attempting to cut down or stop gambling.
5. Gambles as a way of escaping from problems or of relieving a dysphoric mood

(e.g., feelings of helplessness, guilt, anxiety, depression).
6. After losing money gambling, often returns another day to get even (“chasing”

one’s losses).
7. Lies to family members, therapist, or others to conceal the extent of involvement

with gambling.
8. Has committed illegal acts such as forgery, fraud, theft, or embezzlement to finance

gambling.
9. Has jeopardized or lost a significant relationship, job, or educational or career

opportunity because of gambling.
10. Relies on others to provide money to relieve a desperate financial situation caused

by gambling.

Behavioral intention to use Fanduel [34]

I intend to use Fanduel in the next month.
I predict I would use Fanduel in the next month.
I plan to use Fanduel in the next months.

Attitude toward fantasy sports [34]

Using Fanduel to participate in fantasy sports is a bad/good idea.
Using Fanduel to participate in fantasy sports makes me happy.
I like using Fanduel to participate in fantasy sports.
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Subjective Norm [34]
The person’s perception that most people who are important to him think he should or
should not perform the behavior in question.

People who influence my behavior think that I should use Fanduel.
People who are important to me think that I should use Fanduel.

Trust [35]

Fanduel is trustworthy.
Fanduel is one that keeps promises and commitments.
I trust Fanduel because they keep my best interests in mind.

Individual Motivations [32]
Extent to which the subject agrees with the following statements.

Money. I participate in fantasy sports to make or win money.
Competition. I participate in fantasy sports to compete with others and beat them.
Social. I participate in fantasy sports as a means of interacting with friends or family,
or to meet new people.
Skill. I participate in fantasy sports to develop and demonstrate my fantasy skills.
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Abstract. This is an extension of a previous study, which explored the rela-
tionship between happiness and Internet use [1]. An Internet Use Scale (IUS),
developed in the previous study, was administered to college students along
with the Flourishing Scale [2] and the Satisfaction with Life Scale [3]; and three
new open-ended questions. We compared changes in the relationship between
these measures, and their mean values, across the two samples, and carried out
qualitative analyses of the open-ended questions. Results indicated that those
who reported spending less time on the internet, less time expressing emotions,
and more time checking facts, scored higher on measures of happiness. Further,
participants found negative affective expression on the Internet particularly
aversive. Finally, those with lower happiness scores were more likely to report
playing on-line games; and those with higher happiness scores were more likely
to identify Internet disinformation as aversive.

Keywords: Happiness � Internet

1 Why Study Happiness and the Internet?

Following the dawn of the new millennium, research on happiness increased dramat-
ically, largely spurred on by the fact that people increasingly rate happiness as a major
life goal. For example, recent surveys have indicated that the strong majority of people
across many countries rate happiness as more important than income [2]. Lyubomirsky
[3] sums this research up, “…in almost every culture examined by researchers, people
rank the pursuit of happiness as one of their most cherished goals in life” (p. 239).

In addition, there is a large body of evidence that suggests situational factors, in
particular wealth, play a surprisingly small role in determining happiness. Some sug-
gest that this may be the result of society moving into a post-materialistic phase, where
basic needs have been largely met for many in industrialized countries, so pursuit of
self fulfillment becomes more important [3].

Finally, there are number of studies that indicate that happy people, in general, have
a positive effect on society. For example, there is evidence that happier people are more
successful and socially engaged [4].
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2 What Is Happiness?

For the most part, researchers agree that happiness is inherently subjective, In fact, the
term is often used interchangeably with “subjective well-being” (SWB) [5]. David
Myers [6], one of the leading researchers in the area, stated that happiness is “…
whatever people mean when describing their lives as happy.” (p. 57). Despite the
potential for ambiguity with such a definition, there is considerable agreement, at least
across Western culture, as to what happiness means [7]. Most people equate happiness
with experiences of joy, contentment, and positive well being; as well as a feeling that
life is good, meaningful, and worthwhile [8].

As a consequence, self-report measures have served as the primary measure of
happiness. Examples include the Satisfaction with Life Scale (SLS), the Subjective
Happiness Scale (SHS), and the Steen Happiness Index (SHI). Psychometric studies of
these self-report measures indicate that they are, by and large, reliable over time,
despite changing circumstances; they correlate strongly with friends and family ratings
of happiness; and they are statistically reliable. Sonja Lyubomirsky [8] sums this up,
“A great deal of research has shown that the majority of these measures have adequate
to excellent psychometric properties and that the association between happiness and
other variables usually cannot be accounted for by transient mood” (p. 239). These
psychometric studies illustrate the general agreement among people as to what con-
stitutes happiness.

One other interesting point, regarding the definition of happiness and its mea-
surement, is that mean happiness is consistently above a mid-line point in most pop-
ulations sampled [5]. For example, three in ten Americans say they are “very happy”,
only 1 in ten report that they are “not too happy”, and 6 in 10 say they are “pretty
happy” [6]. Therefore, there appears to be a positive set point, where most people
appear to be moderately happy, and this is independent of age and gender [7].

3 Individual Difference and Happiness

Happiness is surprisingly stable over time [8] even with major changes in life cir-
cumstances [9], and there appears to be no time in life that is most satisfying [10].
These findings are consistent with research that indicates some individual difference
traits are predictive of happiness. Further, happiness may also be strongly tied to
genetic predisposition. We now turn to a discussion of this research.

Twin studies indicate that there is a strong genetic component in happiness [11, 12].
For example, Lykken and Tellegen [12] assessed the well being of twins at ages 20 and
30. They correlated the happiness scores between monozygotic twins at stage 1 with
the score for their twin at stage 2 (cross time/cross twin) and found a correlation of .4,
while the test-retest correlation where each twin’s score was correlated with
himself/herself was only .5. Further the cross twin/cross time correlation for dizygotic
twins was only .07. Therefore, heritability appears to account for a large part of the
stability in happiness.

As mentioned, some other individual difference measures have been found to
consistently correlate with happiness, in particular extroversion. For example, in a
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cross-cultural study Lucas and colleagues found that extraversion correlated with
positive affect in virtually all 40 nations they examine [14]. Extroversion, as a predictor
of happiness, is strongly related to the literature to be discussed, which relates social
interaction with happiness, in that there is a clear relationship between the number and
quality of social relationships and happiness. One would expect that an extrovert would
be more likely to seek out and form these types of relationships.

Religiosity is another variable that has been found to consistently predict happiness
[6]. In addition, those who report higher levels of religiosity tend to recover greater
happiness after suffering from negative life events [14]. This finding has been found for
peoples’ self reports of their degree of religiosity, and for behavioral measures such as
Church attendance [6]. As with extroversion, the impact of religiosity may be, at least
partly, explained by the importance of social interaction in determining happiness, in
that those who attend Church regularly, and interact with others in a positive social
environment, are more likely to be happy [16]. Further, people often derive meaning and
purpose from religious practices, which is another important correlate of happiness [6].

In addition to behavioral tendencies, with respect to individual differences, the
research of Lyubomirsky and colleagues provides substantial evidence that there are
consistent differences between happy and unhappy people in the ways they process
(“construe”) information. For example, studies from Lyubomirsky’s laboratory have
found that happy people are less sensitive to social comparisons [17], tended to feel
more positive about decisions after they were made [18], construed events more pos-
itively [18], and are less inclined to self-reflect and dwell on themselves [17]. This
difference in information processing dispositions in happy vs. unhappy people is
presumably one reason why the effects of circumstantial factors are relatively minimal.

Another individual difference factor, which has been identified as important in
predicting happiness, is the autoletic personality, which refers to people who tend to
regularly experience “flow” [19]. Flow refers to a kind of experience that is engrossing
and enjoyable to such a degree that it becomes “autoletic” – worth doing for its own
sake [19]. The autoletic personality and the flow concept are consistent with the views
of happiness researchers who have suggested that engagement is a fundamental
component of a happy life [20].

4 Happiness and the Internet

Studies that have examined the relationship between the Internet and happiness have
been conducted at least since the relatively early days of the World Wide Web. Most of
these have focused on communication/collaborative activities and the Internet. As we
mentioned, these types of activities have been found in non-internet studies to be
strongly related to happiness.

4.1 The Internet Paradox

In 1998 Kraut and colleagues reported the results of a reasonably extensive study of
early World Wide Web users where they followed the activity of mostly first time
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Internet users over a period of years. Researchers administered periodic questionnaires
and server logs indicating participant activity on the web. (Participants were provided
with free computers and internet connections) [21].

Over all, the results showed that the Internet had a largely negative impact on social
activity, in that those who used the Internet more communicated with family and
friends less. They also reported higher levels of loneliness. Interestingly, they also
found that email, a communication activity, constituted the participants main use of the
Internet. The researchers coined the term “internet paradox” to describe this situation in
which a social technology reduced social involvement.

These researchers speculated that this negative social effect was due to a type of
displacement, in which their time spent online displaced face-to-face social involve-
ment. Although they note that users spent a great deal of time using email, they suggest
that this constitutes a low quality social activity and this is why they did not see
positive effects on well being [21]. They find further support for this supposition in a
study reported in 2002, where they found that business professionals who used email
found it less effective than face-to-face communication or the telephone in sustaining
close social relationships [22].

Since the time that this Internet paradox was identified, a number of studies over the
next twelve years have found, fairly consistently, results that contradict the Kraut et al.
results. More recent studies have indicated the potential positive social effects of the
Internet and their relationship to well being. Further, the effect appears to be getting
stronger as the Internet and the users mature.

In fact, one of the first challenges to this Internet paradox was provided by Kraut
himself when he published follow up results for participants in the original
Internet-paradox study, including data for additional participants. In this paper,
“Internet Paradox Revisited,” researchers report that the negative social impact on the
original sample had dissipated over time and, for those in their new sample, the Internet
had positive effects on communication, social involvement, and well being [23].
Therefore, it appears that the results of the original Kraut et al. study were largely due
to the participants’ inexperience with the Internet. Within just a few years, American
society’s experience with the Internet had increased exponentially. Further, the Kraut
studies concentrated on email, whereas there are many other social communication
tools available on the modern web.

4.2 Displacement Versus Stimulation Hypothesis

More recently, researchers have examined the relationship between on-line commu-
nication and users’ over all social networks, explicitly addressing the question of
whether or not on-line communication “displaces” higher quality communication, or
“stimulates” it. Presumably, the former would negatively affect well being, while the
latter would enhance it [24].

In one large scale study, over 1000 Dutch teenagers were surveyed regarding the
nature of their on line communication activities, the number and quality of friendships,
and their well being.
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They found strong support for the stimulation hypothesis. More specifically, these
researchers developed a causal model, which indicated that instant messaging lead to
more contact with friends, which lead to more meaningful social relationships, which,
in turn, predicted well being. Interestingly, they did not find this same effect for chat in
a public chat room. They attributed this finding to the fact that participants reported that
they interacted more with strangers in the chat room as compared to their interaction
with friends with instant messaging [24].

4.3 The Internet and Social Connectedness

Despite studies, such as the one just mentioned, which have found a relationship
between internet use and positive outcomes, there is still a great deal of press sug-
gesting that the internet can effect users negatively, causing social isolation, and
shrinking of social networks. This is purported to be especially true for adolescents
[25].

Researchers with the Pew Internet and Daily Life Project set out to examine this
concern directly in one of the most comprehensive studies of the effect of the Internet
on social interaction, reported in 2009 [25]. Contrary to fears, they found that:

• A variety of Internet activities were associated with larger and more diverse core
discussion networks.

• Those who participated most actively with social media were more likely to interact
with those from diverse backgrounds, including race and political view.

• Internet users are just as likely as others to visit a neighbor in person, and they are
more likely to belong to a local voluntary organization.

• Internet use is often associated with local activity in community spaces such as
parks and restaurants, and Internet connections are more and more common in such
venues.

Although these outcomes did not explicitly include happiness, they do support the
contention that Internet activities can enhance the amount and quality of social rela-
tionships, which has been implicated in a number of studies as a strong and consistent
predictor of happiness.

5 Research Overview

This study is a replication and extension of one conducted in 2016 [1] which also
explored the relationship between internet activities and happiness. An
internet-use-scale (IUS) was developed and subjected to initial psychometric analyses,
and modified accordingly, resulting in a 13 item scale, representing three categories of
internet use: Affective expression, Information Gathering, and Total Time (spent on the
internet). Results indicated that both happiness measures were negatively related to the
Time category, and one happiness measure was positively related to the information
gathering factor. The current research extends this through the administration of the
revised IUS and the same two happiness measures: Flourishing Scale [2] and the
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Satisfaction with Life [3] scale, with a larger sample. Further we collected responses to
three new open-ended questions, which we analyzed quantitatively, by breaking stu-
dent’s comments into individual Internet activities and classifying these into use cat-
egories. Finally, we explored differences in these comments/categories as a function of
students’ scores on the happiness measures.

6 Questions

6.1 Internet Use and Happiness

What is the relationship between internet use and happiness?

6.2 Internet Use and Happiness Over Time

How does the relationship between happiness and internet use, and the mean happiness
and use scores differ between the 2016 and 2017 sample?

6.3 Internet Activities

Based on open-ended self report: (1) What are the prime types of activities people
engage in on the internet; (2) What activities do they enjoy; (3) What activities are
aversive; and (4) How do these differ as a function of happiness scores.

7 Research Method

7.1 Participants

Thirty-four students enrolled in an undergraduate course in digital media at a small
Midwestern technological research University in the spring of 2017 served as the
participants in this study.

7.2 Measures

The Internet use scale (IUS) [1] was administered to assess internet use. The 13 item
scale represents three internet use categories: Affective Expression, Information
Gathering, and Time Spent on the Internet. The Flourishing Scale (FS) [2], and the
Satisfaction with Life Scale (SWLS) [3] were administered to represent happiness.
In addition, participants were required to respond to three open-ended questions:
“Describe the ways in which you most commonly interact with the Internet.”; “Describe
the activities that you enjoy most when interacting with the internet.; and “Describe the
activities that you enjoy least when interacting with the internet.”
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7.3 Procedure

Participants completed the survey on-line, which consisted of the measures delineated
above.

8 Results

8.1 Relationship Between Internet Usage and Happiness

In order to assess the relationship between happiness and internet use measures, and to
compare the two samples (2016 & 2017), a series of zero-order correlations were
computed among the happiness and internet use measures. These results appear in
Table 1.

8.2 Internet Use, and Happiness as a Function of Time

In order to compare the two samples on their internet use and happiness, a series of
one-way analyses were computed with the three internet usage factors, and two hap-
piness scores as the dependent measures and time (2016 vs 2017) as the independent
variable. Note that these scores were computed as means of the items such that the
internet usage scores could range from –7 to +7 with higher scores representing more
affective expression, information gathering, and time spent on the internet. Scores on
both happiness scales ranged from 1–7 with greater scores representing higher levels of
happiness. These results are presented in Table 2.

Table 1. Correlation between internet use and happiness as a function of year

Happiness Factor

Affective
expression

Info
gathering

Time

2016 2017 2016 2017 2016 2017
Flourishing –.087 –.35* .46* .53** –.54** –.54**
SWLS –.312 –.15 –.18 .18 –.58** –.30(*)

(*)p < .10; *p < .05; **p < .01

Table 2. Internet usage and happiness as a function of sample year

Measure 2016 2017

Affective expression* .36 –.50
Info gathering 5.64 5.67
Time* .26 –.431
Flourishing 5.31 5.57
SWLS* 4.33 4.90

*p < .05
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8.3 Qualitative Analyses

All student responses to the three open-ended items were first broken into individual
statements, such that each statement referred to one Internet activity. These were then
classified into categories. These statements/categories were then further broken down
into two groups: High Happiness (those scoring above the median on the mean of the
two happiness scales); and Low Happiness (those scoring below the median).

With respect to the first question: “Describe the ways in which you most commonly
interact with the Internet.” four categories emerged. These categories were “Passive
Uses”, including reading and watching; “Communication”, including things like social
media and email; “Gaming”, including on-line gaming; and “Work” which consisted of
school work and general fact checking. These categories were consistent across the
high- and low-happiness groups, with the exception that those in the Low happiness
group were more than twice as likely to mention on-line gaming as a primary activity.

For the second question: “Describe the activities that you enjoy most when inter-
acting with the Internet.” The categories remained the same, with the exception that the
“work” category disappeared and, again, those in the low-happiness group mentioned
on-line gaming as an enjoyable activity twice as much as those in the high-happiness
group.

For the third question: “Describe the activities that you enjoy least when interacting
with the internet”, the categories changed significantly, and was not as consistent across
the two happiness groups. “Negative Affective Expression” was clearly the main cat-
egory for both groups. Some representative comments: “I dislike negativity on the
Internet, whether it’s people arguing or complaining about something or someone.”;
“… seeing others hate on one another”; and “… when people are jerks.” A second
category that emerged for both groups was, not surprisingly, “work”, including
homework, research, etc.

For those in the high-happiness group there was a clear third category that
immerged regarding dis-information with comments such as “Fake News Reports”, “I
worry about the accuracy of information …”; and “… reading posts on social media
that have no factual backing”. On the other hand, those in the low-happiness group did
not mention this as an aversive Internet phenomenon. Interestingly, there were also
some in the high-happiness group who mentioned on-line gaming as a negative
experience, contrasting markedly with the low-happiness group, where on-line gaming
was a primary category representing enjoyment of the internet.

9 Conclusions

Taken together, the results paint a picture of the happy versus unhappy Internet user.
First, those who spend more time on the Internet are less happy. This was demonstrated
in the 2016 sample [1] and replicated in the 2017 sample. Further, the qualitative
analysis indicated that those who scored lower in happiness were much more likely to
report spending time playing and enjoying video games, while there were some in the
high-happiness who even reported this as a negative experience. This may very likely
be related to the time-on-the-internet finding, since, an often sited negative
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consequence of on-line video gaming is the amount of time it takes away from other
important life activities [26].

Second, when interacting with the Internet, those who report spending more time
gathering information and carrying out research score higher on happiness measures.
There was a strong relationship between this usage factor and the flourishing scale in
both the 2016 and 2017 sample. Note that this usage factor refers to the degree to which
someone is likely to spend time checking facts on the internet, but also the degree to
which one is aware of the potential inaccuracy of information. One item scored pos-
itively on this sub-scale is “I’m skeptical of the accuracy of information I find on the
internet”. This was further supported by the qualitative analysis where a number of
those in the high-happiness group reported that they found factual inaccuracy on the
Internet as a major negative; while those in the low-happiness group did not mention it.
As one of those in the high-happiness group described this, “I worry about the accuracy
of information I find and often check several different websites for information.”

Third, those who use the Internet as a method for negative affective expression are
less happy. Although this relationship was statistically significant with only one hap-
piness measure in the 2017 sample; it’s certainly true that people are in general
agreement that those who participate in negative affective expression are causing
unhappiness for others. By far, the most common theme that emerged with respect to
the open-ended question on what people like least about the Internet, was the aversion
people have for negative-affective expression. Across both happiness groups users
found it aversive when “people are jerks”, as on participant put it.

Finally, we carried out some analyses to compare changes in the participants’ views
between the 2016 and 2017 sample, with respect to their happiness and Internet usage
scores. The good news, in terms of what we’ve learned about the Internet and hap-
piness, is that those in the 2017 sample report spending significantly less time online
than the 2016 sample; when online are significantly less likely to participate in affective
expression; and, perhaps consequently, scored significantly higher on the satisfaction
with life scores.
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Abstract. Applying gamification design to websites for promoting users’
experiences is a vital issue at present and in the future that in-depth discussions
are necessary. This study intend to discuss experience from the aspects of
human-computer interaction design, psychology, marketing, and communica-
tion to develop a “model applying gamification to networks for promoting
marketing” with interdisciplinary knowledge and in-depth experiences and to
treat it as the new possibility to effectively create users’ experiences. The
objectives of this study contain 1. to enhance online marketing and users’
experiences with gamification design and 2. to construct a “model applying
gamification to networks for promoting marketing”, which could enhance users’
experiences, by incorporating interdisciplinary theories.

Keywords: Game � Gamification � On-line marketing

1 Research Background and Objective

The idea of gamification has been emphasized in many fields [14, 16]. Gartner, the
globally famous technology research and advisory company, listed gamification as a
primary technology in 2011 [4]. “Gamification” refers to utilize the human nature of
being fond of playing around and the characteristics of games being able to inspire
people for transforming dull things into fascinating playing processes. The idea is also
applied to education to enhance learning motivation, and a lot of enterprises start to
apply it to crowdsourcing [15, 21] or staff training [10]. Akito [1] also indicated that
gamification was not simply the fad or trend; the power of games was existed, but
current information environment provided proper space & time approach and media for
actualizing the creativity of gamification as well as resulted in great changes in life,
thinking, and marketing. Accordingly, design researchers should face the importance of
gamification design, incorporate interdisciplinary theoretical knowledge for further
explanations, deepen the understanding and application of the operation mechanics,
and master in the application of gamification to networks. The objectives of this study
contain 1. to enhance online marketing and users’ experiences with gamification design
and 2. to construct a “model applying gamification to networks for promoting mar-
keting”, which could enhance users’ experiences, by incorporating interdisciplinary
theories.
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2 Game and Gamification

The literature review in this study is cut in from the aspects of games and gamification
to analyze the gamification design from the aspect of marketing, to analyze the audi-
ence pleasure model of gamification users from the aspect of communication studies,
and to analyze users’ experiences and gamification design from the aspect of
human-computer interaction design.

According to McCormick [16], the prototype idea of gamification existed in 1980s.
Although the word “gamification” was not used then, cases to apply game elements and
game mechanics to educational learning had appeared, but did not induce too much
attention. It was emphasized after the popularity of Foursquare in 2010. The commonly
accepted definitions of “gamification” include “attracting users engaging in it and
solving problems through game thinking processes and game mechanics” [23] and
“enhancing users’ experiences and engagement with computer game elements in
non-game situational contexts” [6]. Apparently, games are not the purpose of gamifi-
cation, but to bring interesting and fascinating experiences, with game elements and
game mechanics in non-game situational contexts, to provide motivation and attract
users’ active engagement so as to achieve the preset goal. Zichermann and Cunningham
[25] regarded “game elements” as the basic elements to construct games as well as the
basis to guide the entire gaming process and “game mechanics” as the design to optimize
and reinforce game elements. Hunicke, Leblanc, and Zubek [9] proposed MDA archi-
tecture to divide games into mechanics, dynamics, and aesthetics. The “mechanics”
referred to the algorithm guiding the entire game processing and consisted of game rules
and goals through various mechanics, “dynamics” was the interactive behavior derived
from game mechanics, and “aesthetics” was players’ perception and experiences in the
process as well as the fun of games. Werbach and Hunter [22] proposed DMC system,
where “mechanics” referred to the basic process to promote the game schedule and
players’ participation, including challenge, opportunity, feedback, and winning state,
and “components” was used for describing the specific elements of mechanics, con-
taining badges, points, and billboard. Although different words were used, the state-
ments were covered in the MDA architecture. In short, “game elements” proposed by
Zichermann and Cunningham [25] and “mechanics”mentioned by Werbach and Hunter
[22] are the basic compositions to guide the game processing, including the design of
game rules, goals, definitions of victory or defeat, and game state feedback.

“Mechanics” might contain specific elements to construct or reinforce such
mechanics, as “components” described byWerbach and Hunter [22], e.g. points, badges,
levels, and billboard. “Game mechanics” indicated by Zichermann and Cunningham are
actually such specific components. Components are not the fundamental elements of
games that lack of such components would not affect the operation or integrity of the
entire game; however, they could have the games be more diversified and become more
attractive, such as inducing players with billboard or badges or opening hidden special
tasks by enhancing levels. Creatively selecting and combining various game components
would design more delicate and complicated game processes and enhance the novelty
and charms of games. “Mechanics” is the core of entire games, and the application of
various game components could make game mechanics more complicated.
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Game players would generate game dynamics in the interactive process, when partici-
pating in games, to further form the aesthetic experiences of games. The attractive and
inductive entertainment experiences of games are the so-called game aesthetics.

What are the differences between “gamification” and “game”? Deterding et al. [6]
regarded the boundary between games and gamification being fine and fuzzy and
presenting experiential and social characteristics. “Game” is the “play form” with rules
and goals [3], aiming to offer entertainment. “Gamification”, on the other hand, is a
kind of “design strategy” to apply game elements and mechanics [6] for promoting
participation motivation with gaming fun. Gamification is the flexible combination and
utilizes game mechanics and various components to enhance the playfulness; in other
words, it is not necessary to design complete games for gamification [1]. Referring to
the metaphor of Deterding et al. [6], various game elements in gamification could be
regarded as separately bricks, which could be freely combined and applied according to
objectives and needs that the more game elements would approach to a complete game.
Gamification presents flexibility, and the use of game elements and mechanics might
appear various combinations and changes, might design a completely mature game
with rich game elements and complicated mechanics to achieve the gamification
objective, and might create the gaming fun and achieve the gamification effect by
simply using few game elements and mechanics.

Wu [23] pointed out gamification as a kind of design strategy that, compared to the
final design result, the objective of the activity design should be the important dis-
crimination condition. In other words, the discrimination of game and gamification
should be judged with the real goal behind the activity. Accordingly, gamification
might be presented with the complicated and complete form of game or simply
involved in some game mechanics. In this case, could the use of some game compo-
nents in the activity be called gamification, or is it gamification to include playful
properties for people enjoying the participation? Barr [3] pointed out the discrimination
between “game” and “play” that there were definite rules and goals in games, with
which the best and worst performance was defined; players pursuing the better state and
exploring and performing under preset rules were the aesthetic perception of playful-
ness, challenge, and sense of accomplishment in games [11]. Consequently, gamifi-
cation is not randomly developed playfulness to create entertainment experiences, but
applies game components and mechanics to set definite participation rules and goals for
the gaming fun. By reviewing the previous gamification cases, they contained certain
rules and goals. For example, Starbucks used the mechanics of checking in Foursquare
for exchanging badges as the game rule, and had the goal of exchanging collected
badges with preference. In this case, regardless the simple or complicated activity or the
number of game components or mechanics, definite game rules and goals were the
basic conditions to achieve gamification. Yeh [24] pointed out three major differences
between game and gamification. First, “game” was essentially a kind of playfulness,
while “gamification” was a design strategy. Second, the development of games aimed
to provide entertainment value, while the entertainment value of “gamification” was to
increase motivation and have activities without gaming goals become more attractive.
Third, gamification created fun by flexible combination and various game components
and mechanics, rather than designing a game with complete structure. Nevertheless,
definite rules and goals were the lowest standards to construct gamification.
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3 Analyzing Gamification Design from the Marketing
Dimension

Gamification design is further analyzed with Akito [1] research theory of enhancing
marketing, as following. (1) Right sense of challenge: With the picture or stage design,
the game level design has the players unconsciously learn the behaviors in games. The
users perceive that they have their own choices; indeed, those are specific actions
arranged in games. The picture design of Mario is the best example. Regarding
automatic adjustment of levels, too difficult or too simple games would tire players that
games with moderate difficulty should be designed. (2) Faster and more definite
message response: Instant message should be responded in short time. The clarification
of message responses and the response elements of badges, levels, and status should
clearly remind the players. (3) Diversity of message response: Same stimulations would
tire people. Difficult and simple game structures should be designed, and the changes of
music and images could be added so that the players are not tired of seeing the same
pictures and hearing the same sound. Besides, a game without definite ending time
would tire players that special activities could be regularly held. (4) Adjustment of
structure: The “strategy”, which is merely presented in the game, needs to be specially
introduced to the game to enhance the gaming fun. The stop of strategies and the
balance of game adjustment could prevent the non-default functions in the game from
being the tricky tool for players. Other skills like the design of interface, the structure of
game introduction, and the design of exchange are also important. Foursquare is the
most famous and successful gamification case of “incentives drive”. The users check in
the platform for badges (or points) and might possibly become “mayor”, who could
enjoy free coffee (Prince, 2013). In order to have the users understand Dropbox and
carefully browse the website and message board, Dropbox designed Dropbox Quest in
May 2014, in which the one who beat the game the most rapidly, could acquire more
space or gifts [10]. Nike + Running allowed joggers uploading the mileage to FB; it
was the gamification case to accumulate sense of accomplishment, create sports
motivation, and acquire the sense of conquest.

Kapp [13] revealed that games offered alternative experiences to simulate real
learning opportunities. “Accepting failure” is an element of gamification. In most
learning environments, it is considered that failure should be avoided. It explains that it
is not encouraged to try error learning in traditional environments. Learners could not
realize the reasons for wrong answers or incorrect results and possible way to make
improvement, but are simply informed the failure. Failure should be accepted, which is
an important part of gamification design [13]. Another element is interest curve, which
is the process or sequence of events in the gaming process, could help players con-
tinuously engage in games, and master the players’ interests in different parts of the
game. The third element is storytelling, which allows users engaging in the story to
achieve the goal of educational entertainment. The last element is feedback, which
should be rapid and instant. Feedback is a primary element in learning processes.
Feedback with high frequency and targets could assist in efficient learning [13]. The
common application of gamification is the scoring system, e.g. points, levels, and
achievement, and then education or working situations [17]. Such mechanics could
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enhance users’ use of services and change of behaviors because of external rewards
[25]. As there is the word “game” in gamification that it is often misunderstood as
playing; as a matter of fact, the application is just a minimum element in games, i.e.
scoring system, and there are goals behind games [17].

Akito [1] pointed out the innovation principles of gamification design. (1) Rein-
forcing relationship: The major strength of gamification is to reinforce the relationship
with customers and continuously offer services for customers. In order to reinforce the
relationship with customers, what customer behaviors need to be changed? Such a
thought might be combined with the creativity of gamification. In addition to retail
stores and restaurants, language cram schools, beauty parlors, and clinics could rein-
force the relationship with customers through gamification to change certain business
models. (2) Visibility of message response: Are there any actions to have message
responses be more definite? Could message responses be automatically responded
through computer systems? Could it be measured with quantitative data? For instance,
Denkimmter successfully changed electricity meters into power message responses for
players. In other words, the faster and more definite message responses would better
excite players. (3) Analysis of addictive action: A lot of people addicted to certain
affairs, e.g. fishing, fashion trend, or making dished, are similar to addicted to games.
Any addictive things could be analyzed. In such action processes, are there any
prompts or clues? Trying to decompose each element in the process must have certain
“addictive” motivation. Such “motivation” could be gamified for people to experience.
(4) Paying attention to the change of technology: Low costs and high popularity of new
sensors, convenience of smart phones, and the expansion of gamification resulted from
technology innovation are predictable. For example, when “smart meters”, which
present the function of telecommunication, are popular and could be used for producing
low-cost games. Moreover, when electric vehicles are popular, the game of reducing
the emission of carbon dioxide would attract more people to join in. (5) Improvement
of game rules: Foursquare and Level UP (developed by SCVNGR) are user positioning
games developed via the locations of restaurants, but present distinct game rules.
Foursquare allows people gaining badges or points by walking in and checking in the
shops, while Level UP, added in missions and exploratory game elements, allows
gaining points by walking in the stores and checking out that it is a game architecture
with double rules. It is also a good idea to seek for feelings or clues, as making a new
game, when intending to improve game rules. (6) Incorporating game rules: For
example, there are various game rules for the games of calling, raising money, sending
e-mail in “My Obama”, aiming to have Obama win the president election. Reviewing
the history of games, there are multi-directional rules in games dividing labors and
incorporating with each other. (7) Considering from business model: The pioneer game
enterprises successfully construct business models in new fields, but there are some
failure examples. Are there any ways to acquire new users? Where are the profits? How
to change the method to raise money? Reconsidering the improvement from such
existing business models is also a good method. By using certain service games, the
more trial users show the more business opportunities.
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4 Analyzing Gamification Users’ Audience Pleasure Model
from the Aspect of Communication Studies

From the aspect of communication studies, Chang [5] mentioned four characters of
gaming behaviors, including “non-utilitarian”, “autonomy”, “rule-based”, and “quan-
titative result”, so that the pleasure essence is hidden in the gaming behaviors. The
consumption behaviors in games are the autonomy of users’ self-willingness, which is
purely the viewpoint to experience gaming behaviors and non-real interests
(non-utilitarian). Moreover, definite rule reference and actual behavioral outcomes
(quantitative results) have the gaming behaviors full of intrinsic pleasure. Online-game
audience (users) pleasure model contains the following four types. (1) Controllability
pleasure, which is affected by complexity and players’ interaction. (2) Sociability
pleasure, including sense of belonging, intimacy, and sense of control. (3) Narrativity
pleasure, which is influenced by story aesthetics and stories. (4) Performance pleasure,
the imagination to extend and reinforce the real world. Among such four types of
pleasure, controllability pleasure and sociability pleasure are the most common and the
most important, while narrativity pleasure and performance pleasure are not the com-
mon experiences of each user. Narrativity pleasure is related to the aesthetic presentation
of texts and the story structure, has to cross over the threshold to generate controllability
pleasure, and can move around the game world. Performance pleasure, on the other
hand, is related to the extension of daily life experiences, is users’ presentation different
from the real identity position and another ideal ego, often complements the short-
comings in the real world, and reinforces and practices the inner desires and imagina-
tion. Similar to narrativity pleasure, users’ experience descriptions of performance
pleasure are obviously less than controllability pleasure and sociability pleasure. Such
four types of media pleasure are not single and exclusive media experiences; they often
appear with “compound” and interlock with each other to commonly reinforce the
audience’s pleasure. The most common and the strongest interlocking model is the
compound of controllability pleasure and sociability pleasure [5].

5 Analyzing the Application of Gamification to Websites
from the User-Centered Human-Computer Interaction

Gamification aims to have players engage in tasks and encourage desirable behaviors
[17]. Zichermann and Cunningham [25] defined gamification as the thinking process in
games and the utilization of game mechanics allowing users engaging in and solving
problems. Based on the above definition, Nicholson [17] proposed three application
theories to construct user-centered meaningful gamification and to have users perceive
the fun of tasks and really establish internalized experiences. These could be explained
aiming at the possible effect of external motivation induced by reward mechanics.

1. Universal design for learning: Universal design for learning came from education,
aiming to have designers develop the curriculum contents suitable for diverse
learning groups. Various methods could be utilized for learning, rather than
examinations or oral reports [21].
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2. Organismic integration theory: Organismic integration theory explained how
external motivation integrated activity into personal self-perception. Having users
identify the goal being meaningful could better generate the autonomous behaviors,
such as connecting users’ goals and value. Too much external motivation might
have users appear negative perception. To avoid such a situation, it was necessary to
have a user appear meanings on the game contents.

3. Situational relevance and situated motivational affordance: Situational relevance
expected to involve in users. Situated motivational affordance [6] came from the
motivation affordability theory. Merely when a user’s background and points of
view conformed to the system could the user be induced the motivation by the
system to satisfy the motivation need, like ability, autonomy, and relatedness.

4. Player-generated content: The idea of user-generated contents was from the game
research, “Gaming 2.0”. “Second life” was the game to achieve the idea. The
players constructed more than one game, i.e. developing a system, which allowed
users modifying the game at any time and developing the content. Such an approach
could better have users set the goals.

Jensen [11] also proposed to design meaningful games, which had users’ experi-
ences in priority, related achievement with individuals, applied narrative power, and
stressed on users being “playing”, i.e. related to users’ situations. It is important to
incorporate situational contexts in gamification design. Deterding [6] indicated that it
was a blind point in gamification design to ignore situations. Prince [18] also revealed
that it was not interesting to remove game elements and be in non-gaming situations.
Readers might separate from daily life when they were forced to play, but were not
really playing. Considering that users’ situational contexts could present players’
autonomy, autonomy is one of motivation needs. Ability presentation is another
motivation; and, social is the last motivation. Wikipedia is the example applying such
motivation needs.

6 Relevant Models Applying Gamification to Websites

From the aspect of psychology, Przybylski, Rigby, and Ryan [19] constructed the
game-participation motivation model, which discussed the relationship between users’
motivation and satisfaction. They compared satisfaction elements (competence,
autonomy, relatedness) with motivation elements (sense of accomplishment, social
sense, immersion), trying to find out the factors in the achievement of user behaviors.
The economic model constructed by Hamari and Eranti [8] defined sense of accom-
plishment as symbolic, completely logic, and rewarding. From the aspect of business
service, Aparicio et al., [2] constructed four procedures for the recyclable gamification
process and defined major objectives, minor objectives, selection of game mechanics,
and analysis of efficiency. Gamification MDA (mechanics-dynamics-aesthetics) model
[10] was constructed based on the relationship between users’ experiences and
designers’ intention and was the mix of rules, systems, and pleasure, where the pleasure
perception was associated with the perception of aesthetics. A game-participation
motivation model was constructed from the aspect of psychology [19] to discuss the
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relationship between users’ motivation and satisfaction. The research compared satis-
faction elements (Competence, autonomy, Relatedness) with motivation elements
(sense of accomplishment, social sense, immersion), intending to find out the factors in
the achievement of user behaviors. From the aspect of economy, Hamari and Eranti [8]
constructed the economic model and defined sense of accomplishment as symbolic,
completely logic, and rewarding. Nonetheless, from above gamification-related liter-
atures, user experience design has not been used as the core to discuss whether the
application of gamification can enhance the interdisciplinary model with effective
marketing. Accordingly, a “model applying gamification to networks for promoting
marketing” is constructed in this study to enhance users’ experiences.

7 Construction of a Theoretical Model

The application of users’ experiences in human-computer interaction, theory of com-
munication studies, and theory of experience aesthetics could possibly improve and
reinforce the application of gamification design to website experience design. From
above literature review, it is found that pleasure experiential modules in communica-
tion studies correspond to users’ experiences in human-computer interaction and it is
possible to promote experiences to pleasure, satisfaction, sociability, and learnability.
From the research on human-computer interaction, users’ experiences cover users’
objective (usability) and subjective psychological perception, and the application of
pleasure experiential modules in communication studies to network interaction could
generate aesthetic experiences, meaningful experiences, and emotional experiences

Fig. 1. A model of applying gamification to networks for promoting marketing
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(controlled pleasure experience, sociable pleasure experience, narrative pleasure
experience, performative pleasure experience). It is found in this study that the inte-
gration of gamification design, marketing knowledge, users’ experiences in
human-computer interaction, and theory of communication studies could improve and
reinforce online marketing efficiency and promote users’ experiences. For this reason,
the core procedures for the model applying gamification to online marketing are
organized, according to literature review. Step 1: Focusing on users’ cultural and social
context. Step 2: Understanding users’ experiences and experience design theory and
starting the strategy of user behaviors. Step 3: Constructing interactive artifact. Step 4:
Applying gamification to networks for enhancing the evaluation of marketing effi-
ciency. The detailed explanations are shown in Fig. 1.

8 Conclusion

1. Users’ Cultural and Social Context

User-centered design has gradually been emphasized in past years. Antin [7]
mentioned that the design of gamification systems or platforms could consider users’
social and psychological needs and the background context, the meanings of games to
them, and individual differences. When such considerations are taken into account for
gamification design, a satisfactory and popular system, which could better have users
engage in and feel being supported, could be developed.

2. Understanding users’ experiences, experience design theory, and strategies to
start users’ behaviors

• Integration of designers: actions, challenges, achievements.
• Strategies for designers starting users’ behavioral motivation

Intrinsic motivation: competence, autonomy, relatedness.
Extrinsic motivation: badges, points, incentives.

3. Constructing gamification in interactive artifact

Game design principles, Game mechanics, Game models, Game patterns, Interface
design elements.

4. Evaluation of Participants’ Experiences

• Theory of human-computer interaction could be applied to practicality: e.g.
usability, performatives, learnability, understandability.

• Aesthetic experiences and theory of communication studies could be applied to
amusement: e.g. pleasure, playfulness, controllability, sociability, narrativity.

• Theory of psychological motivation could be applied to satisfaction: e.g. compe-
tence, autonomy, relatedness.

• Theory of psychological motivation could be applied to motivation: sense of
accomplishment, social sense, immersion.

A theoretical “model applying gamification to networks for promoting marketing”
is constructed in this study. The following dimensions are taken into account for
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constructing such a model, including culture and social context, motivation model from
the aspect of psychology to discuss user satisfaction elements (competence, autonomy,
relatedness) and motivation elements (sense of accomplishment, social sense, immer-
sion), “theory of pleasure experiential modules” in communication studies, “users’
experiences” in human-computer interaction, and theory of experience design, to
construct the interactive design entity, further practice users’ real experiences,
responses, and evaluation, and respond users’ experiences to the proprietor for
adjusting the future gamification interactive experience design entity. It is a recyclable
process. The constructed model is a phase study in the entire research. There are
successive experimental steps (expert interview, user survey, questionnaire interview)
to collect data and validate the practicability of this model. The expected benefits of
this research are to incorporate gamification design into online marketing communi-
cated proprietors, researchers, and designers for effective design suggestions and to
offer users with pleasant use experiences.
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Abstract. The aim of this study is to extract a customer’s needs from their
reviews of an electronic commerce (EC) site using transfer learning. Transfer
learning involves retaining and applying the knowledge learned from one or
more tasks to efficiently develop an effective hypothesis for a new task.
Recently, with the spread of EC sites, customer reviews have become a bene-
ficial information source, as they include customers’ opinions or product rep-
utations, and can attract attention. However, this information is too huge to
browse conveniently. Moreover, to develop new products with a competitive
advantage, it is necessary to incorporate customers’ opinions. Therefore, it is
necessary to extract the customers’ opinions from the enormous amount of
customer reviews.
In this research, we focus on markets where multiple products compete. With

the spread of smartphones, multiple products, e.g., cameras, compete in the
same market. We want to understand customers’ needs efficiently by extracting
com-mon requests by consumers from the information about these multiple
products. Hence, we propose a method of extracting customers’ needs using
transfer learning to comprehensively handle multiple products’ information for
this market.

Keywords: Transfer learning � Random forest � Ensemble learning � Text
mining � Customer review

1 Introduction

Recently, online shopping, which allows people to purchase products from the
inter-net, has been spreading widely. The market size for electronic commerce
(EC) sites has been increasing. The average growth rate for the past 10 years is as much
as 7.3% and the sales from online shopping in Japan exceeded 58 billion dollars in
2014. Therefore, the market for EC sites has been expanding and is expected to
in-crease in the future. In addition, through customer review services, purchasers can
freely describe their evaluations, impressions, opinions, and satisfaction with the
products. Online shoppers often use customer reviews when making a purchasing
decision. Since these are a valuable information source, as they contain personal
voices, re-searchers have been trying to analyze the relevance of EC sites to marketing.
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How-ever, these are huge quantities of information, which require considerable time
and effort to review. To effectively utilize this enormous review data, researchers have
investigated extracting only the necessary information and classifying the customer
reviews by some criteria. In this research, the aim is to efficiently process huge amounts
of customer reviews and extract customer needs. In this paper, we focus on smartphone
reviews posted in customer reviews of EC sites. Smartphones are spreading quickly
and their ownership rate exceeded 70% in 2016 in Japan. However, some markets are
shrinking due to the spread of smartphones. This is because products with multiple
functions, e.g., smart phones, and products with single functions, e.g., digital cameras,
coexist in the same market. Products with multiple functions infringe on the market
share of single-function products. As an example of this situation, we chose the market
around the smartphone. Since smartphones can fulfill multiple functions, consumer
demand is different for each product or function. Therefore, it is effective to extract the
customer’s needs for each smartphone function and demand. Thus, it is necessary to
consider not only smartphone information but also information on competing products.
Transfer learning is a comprehensive method for handling extensive information. It
utilizes knowledge obtained from different resources to efficiently solve a given task.
We consider that customer needs can be efficiently extracted using competing product
information about smartphones. Extracting the knowledge creates new value by
transferring the knowledge learned about one product to another. In this study, we use
the Random Forest (RF) classifier, which is an ensemble-learning method. RF uses the
voting of multiple decision trees to predict or identify data. These trees are generated by
bootstrap random sampling and are not allowed to overlap; thus, the risk of overfitting
is reduced. Although RF can also be applied to high dimensional data, it cannot be
applied to sparse data containing many zeroes. In this research, we use the text from
customer reviews to create a word-frequency matrix. This matrix is likely to be large
and sparse. The Random Forest method does not learn well with this matrix. Thus, it is
necessary to convert the sparse matrix to a dense matrix, using non-negative matrix
factorization (NMF). This method is often used for text data and can easily extract
topics.

2 Background and Related Works

2.1 Customer Reviews

There are several papers directly in the customer’s review. There are many studies on
customer reviews, because customers’ opinions are directly reflected in customer
reviews and it is a useful source of information. Studies of customer review include
research that extracts only necessary information and research that classifies reviews.
Both studies are being studied to efficiently process enormous amounts of review data
in order to grasp the needs of customers. We introduce some research. Okada et al. [3]
use SVM for automatic review of documents for review of travel sites. Firstly, they
define evaluation sentence pattern using sentence patterns of Japanese, and the effec-
tiveness of classification when using it was investigated experimentally. As a result, it
was found that it is difficult to improve classification accuracy simply by incorporating
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evaluation expressions. Přichystal [1] measures the quality of products and services
from reviews. The author considers that the evaluation is based on human emotions.
However, handling a large amount of data is almost impossible to process manually, it
takes time to read all product reviews. They aim to automatically find human emotions
hidden in customer reviews.

2.2 NMF(Non-negative Matrix Factorization)

In this research, since we used NMF when contracting the dimension of text data, so its
effectiveness is shown from related research. SAWADA [5] proves that NMF is valid
for document data. NMF is a method of analyzing a matrix composed of positive
values including many zeros, and the result obtained by NMF utilizes a feature in
which data elements are clustered based on the frequent pattern of the data. As a result
of the experiment, it became possible to cluster news articles. Kimura et al. [12]
proposes transfer learning by NMF. Kimura et al. pro-posed a transfer learning method
based on conservativity of feature space based on the metastatic hypothesis that the
feature space used for approximate expression between domains is similar. The pro-
posed method is applied to transfer learning in document clustering and shows the
effect of the proposed method. It is known that the proposed method has a wide
applicability because it has an advantage that it does not require a label for data given
as the original domain.

2.3 Machine Learning(Random Forest and Transfer Learning)

We introduce the research related to RF adopted in this research and the research
related to metastasis learning. Transfer learning is used for a fairly wide range of
machine learning frameworks, and the definite definitions cannot be said clearly. This
idea is widely used that in order to efficiently find an effective hypothesis of a new task,
it is necessary to obtain knowledge learned by one or more different tasks and to apply
it [14]. In other words, it is to solve the problem efficiently by utilizing knowledge
learned from different information source for a problem to be solved. Currently, as
more data is available due to the spread of the Internet, it is required to use these
information efficiently and effectively. There is transfer learning as a means for that.
Fukumoto et al. [15] classifies documents using random forests. We proposed a method
to generate co-occurrence matrix to extract useful information from large-scale docu-
ment data, and document classification using the result. Compared with SVM and
Bagging, it indicates that RF has high classification accuracy. A related study in
transfer learning is TrBagg by Kamishima et al. [8]. TrBagg is a technique applied
Bagging to transfer learning. Dai et al. [16] proposes TrAdaBoost applying AdaBoost
to transfer learning. We explain the two studies that are the basis of our research.
Kamishima et al. [8] proposes transfer learning using Bagging which is a type of
ensemble learning. The algorithm is simple, and the transfer learning of this research is
based on this method. Based on the idea that a weak learner that reduces the prediction
error is not used. Kumagae et al. [10] proposes an algorithm (OptTrBagg) that points
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out and solves the problem of transfer learning proposed by Kamishima [8]. The
authors use proposal method to predict the purchase of products using information on
multiple EC sites. Experimental results showed that this proposed method is effective.
Since the proposed method has no fixed framework, several proposed methods have
been proposed.

3 Method

In this research, we extract the customer’s reviews from a market where multiple
products compete, using transfer learning by random forest. First, we applied a text
mining technique to the collected data. Many languages, including English, are gen-
erally divided between word and word by space. However, in the case of Japanese,
since between word and word are not divided by space, it is necessary to separate the
words using a morphological analysis. We then create a word-frequency matrix; i.e., a
matrix expressing the word-appearance frequency for one review.

In this research, since we deal with approximately 3000 customer reviews, the
created frequency matrix is likely to be sparse. RF does not work well on sparse
matrices, so they need to be converted to dense matrices. Therefore, we per-form
non-negative matrix factorization, which transforms the sparse matrix into a dense
matrix and reduces the dimension. We perform transfer learning by RF on the reduced
data and extract common knowledge. Next, we describe a non-negative matrix factor-
ization and RF outline for transforming a large-frequency sparse matrix to a dense
matrix. We subsequently describe transfer learning as the process of the proposed
method.

3.1 Non-negative Matrix Factorization

A decision tree is difficult to create if the target data is a large sparse matrix. Therefore,
RF does not work well. Document data, e.g., customer reviews, are most likely to be
sparse, because the documents are not very long; however, we deal with a vast number
of reviews and many words appear. To avoid this, we use non-negative matrix fac-
torization (NMF). If we use NMF, we can transfer from a sparse matrix to a dense
matrix and reduce the dimensions without losing information.

NMF is a method of decomposing one non-negative matrix into two non-negative
matrices and approximating them. The dimension can be reduced without losing the
latent meaning of the original matrix. NMF is often used for document, sound, and
image data. Several frequent patterns are obtained by implementing NMF. That is,
highly similar variables are reduced to synthetic variables. Moreover, since similar
words affect common latent variables, it is relatively easy to determine the meaning of
the reduced variables. From this property, we can expect that the analysis accuracy will
be improved and the interpretation can be expanded in the knowledge extracted from
the data.

A schematic diagram of the non-negative matrix factorization is shown in Fig. 1.
NMF can approximate the original data matrix X (I � J matrix) as the product of two

Extracting Important Knowledge from Multiple Markets 237



matrices ðX ’ TVÞ. K is the basis and indicates the number of dimensions we want to
reduce. In this algorithm, each element tik; vkj of the matrix T, V is first initialized with a
non-negative random number. The specified number of updates is determined using
Eqs. (1) and (2).

tik  tik

P
j xijvkjP
j x̂ijvik

ð1Þ

vkj  wkj

P
i xijvikP
i x̂ijvik

ð2Þ

NMF has already been proven to be able to extract document topics from text data
[]. In this research, the knowledge is extracted learning a matrix T by RF

3.2 Random Forest (RF)

In this research, we use a RF which is one of machine learning methods to learn
product information. RF is one of ensemble learning methods, and a transition learning
method in bagging, which is a type of ensemble learning, has al-ready been proposed.
Transfer learning using a random forest has also been pro-posed, but if the number of
data is proven to improve accuracy when the number of target data is few, it is not
effective when the number of data is many.

Decision Tree
Since the Random Forest is ensemble learning with the decision tree as a weak learner,
we first outline the decision tree. Decision tree analysis is a data-mining method that
uses classification and prediction. As shown in Fig. 2, it has a tree structure and a
directed graph that is not closed. A leaf (color) represents a classification, and a branch
(no color) is a tree structure representing a collection of features up to that classifica-
tion. Various algorithms have been proposed for constructing decision trees. In the
Random Forest, learning by the most representative Classification and Regression Tree
(CART) analysis is used.

Fig. 1. NMF schematic
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Random Forest
Random Forest is a machine-learning algorithm proposed by Leo Breiman in 2001. Its
advantage is that it can cope with high dimensional data, while reducing the risk of
over-learning. On the other hand, the disadvantage is that when the data is a sparse
matrix, it cannot be implemented well. We construct multiple decision trees using
samples generated with ensemble learning, and a random sampling overlap by boot-strap
sampling, and perform identification, regression, and clustering using the results.

In the identification case, the data is classified into the class with the majority
decision of the output class of the decision tree. In the regression case, the value is
determined by the average value of the output of the decision tree. Compared to other
machine-learning methods, e.g., support vector machines and neural networks, the
calculation speed is high and it is said to be highly accurate. A schematic diagram of a
Random Forest is shown in Fig. 3. The Random Forest algorithm is shown below.

STEP 1 Extract bootstrap specimens that allow random duplication
STEP 2 Build decision tree from bootstrap specimen

–Randomly extracted feature quantities without allowing duplication
STEP 3 Construct a repetition model with STEP 1, STEP 2 specified times
STEP 4 Identify by the majority vote of the constructed decision tree

Fig. 2. Decision tree schematic

Fig. 3. Random Forest Schematic

Extracting Important Knowledge from Multiple Markets 239



3.3 Transfer Learning

In this section, we explain about transfer learning and the proposed transfer learning
method using Random Forest. Transfer learning has not established much of a
defini-tion but it is a learning method that efficiently solves for a certain task using
knowledge learned from information on related or similar tasks. We call the domain to
be predicted the transfer destination (target domain), and the data the transfer source
(source domain).

In this research, we consider the problem of using the data about smartphones to gain
knowledge about cameras. The desired knowledge is the common colored knowledge
between product A and products B, C, or D. Product A is the target do-main (smart-
phone) and products B, C, and D (cameras, etc.) are the source domains; we extract the
specialized needs by transferring the knowledge of the competing camera products.

First, we summarize the symbols to be handled in this research. DT is the target
domain that we want to predict, or improve the accuracy of the knowledge transfer. The
source domain that transfers knowledge is DS. In this paper, the smartphone infor-
mation is DT and the camera information is DS. D is the combined data of DT and DS.

When RF is learning, a parameter should be defined that determines the size of the
forest. If a model is built from the target domain by setting the parameter to B, when the
model is built from the combined target and source domain data, the parameter will be B0.

3.4 Proposed Method

The transition learning implemented in this paper refers to TrBagg, and a similar
algorithm is implemented by Random Forest instead of Bagging. Transfer learning
using Random Forest consists of two algorithms for learning and selecting the available
decision trees. First of all, in the learning part, we obtain a set F T þ S of decision trees
learned by combining the target domain and source domain, and a set F T of decision
trees learned from the target domain. In the filtering part, we combine the decision trees
obtained by Algorithm 1, and arrange them in ascending order according to the pre-
diction error for the target domain. Let e be the prediction error of the rearranged
decision tree f̂1, and we add f̂1 to F0 and F�. We repeat this BþB0ð Þ times to predict by
majority vote using a decision tree by adding a target domain F0 in order from f̂2. At

Fig. 4. Common knowledge that can be extracted from transfer learning
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this time, if a decision tree is added that improves the prediction error for the target
domain, it is added to F�, and e is updated to the error e0 at that time. Figure 5,
Algorithms 1 and 2 show transfer learning using RF. (Figure 4)

In this section explain the proposed method. The proposed method is divided into 4
stages and it is as following.

STEP 1 Collect customer reviews and perform morphological analysis to create
frequency matrix

STEP 2 Since the random forest does not function when it is a sparse matrix, it
converts to a dense matrix and reduces the dimensions using nonnegative
matrix factorization (NMF)
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STEP 3 Learns the feature amount of the reduced data in chapter 2, class label as
“good” or “bad” evaluation for products. Construct model by Transfer
learning using random forest

STEP 4 Classify the review of smartphone with the constructed model and extract
customer needs

4 Experiment and Result

4.1 Experiment Condition

We gathered 1324 reviews on smartphones and 1912 reviews on digital cameras,
totaling 3236 reviews from review data provided by Rakuten, Inc. and are the subject
of investigation. We performed morphological analysis on text data, created frequency
matrix, and reduced dimensions using non-negative matrix factorization.

The number of decision trees in the random forest was 500. We summarized data
and parameter using this experiment as following table

4.2 Result

We summarize the results predicted with the constructed model. For comparison, we
summarize the results of the following experiments (Tables 4, 5 and 6):

(1) Predicting the target domain with the model generated by the RF from the target
domain,

(2) Predicting when smartphone is transferred by transfer learning, and
(3) Prediction when smartphone is target domain by transfer learning

Needs specialized for highly evaluated camera function

• I ordered it for my husband, it was unused and in a beautiful state and charged a
little, it was very good. Shipping was also fast. The camera function is superior to

Fig. 5. Schematic transfer learning by RF
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my cell phone, the shutter is quickly turned off and the image is also good, so I
wanted my part as well.

• I ordered it for easy tomorrow free, gift wrapping, but I am satisfied with the arrival
of goods as desired. Calls and e-mails are main, so the items here are enough. Also,
since the number of pixels of the camera is quite poor in the model before this item,
I made it to this model. The opponent who gave it is also pleased.

• I received it in two days after placing an order. I could use it as soon as I inserted the
SIM card (^ - ^). The camera is also beautiful and the motion is crisp and com-
fortable. Good shopping was done!

Table 1. Number of data

Good (4 * 5) Bad (1 * 3) Total

Smart phone 643 681 1324
Camera 947 965 1912

Table 4. Accuracy and prediction Table 1

(1) Good Bad

good 526 92
bad 39 464

Accuracy 88.31%

Table 6. Accuracy and prediction Table 3

(2) Good Bad

good 405 206
Bad 223 287

Accuracy 61.74%

Table 2. Parameter of NMF

Base 50

Number of update 100

Table 3. Parameter of RF

Number of decision tree B 50
B0 100

Number of selected feature 14

Table 5. Accuracy and prediction Table 2

(2) Good Bad

good 512 87
Bad 131 391

Accuracy 80.6%
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Needs specialized for lowly evaluated camera function

• The camera is really nice. Especially, I think that shooting at night cannot be
imitated by other mobile phones. However, other than that, the touch panel is
particularly bad.

• There are some difficulties to use such as not being able to directly write the photos
taken with the camera application on the SD card, but was it a place that ordinary
smartphone was said?

5 Discussion

We compared the model based on the Random Forest generated from the target
domain, and the model using transition learning using two of the transfer targets and
the source domain. The results showed that the accuracy decreased. However, since our
aim is to extract camera-specific reviews from high-rated smartphone reviews, we can
predict that the prediction accuracy will drop. We consider that classification using
other product information may result in reviews closer to the needs of the camera.
Looking at the actually extracted review, it can be seen from the review of the
smartphone that the customer’s voice with respect to the camera function is included.
From this result, it can be said that the need for the camera function against that from
the smartphone review can be extracted.

6 Conclusion

In our paper, we extracted the customers’ needs from the smartphone reviews. Due to
the diversity of smartphone demands, we tried to subdivide the needs by transferring
competing product information. Through this experiment, we classified reviews spe-
cialized for cameras by selecting camera-review information from smartphone re-views
and extracting customers’ needs. We can extract camera function needs for smart-
phones from the classified reviews. However, since the method has not been verified,
this paper was simply a proposal of the extraction method. The obtained results leave
much room for verification, and we must also verify other products. Moreover, the
suggested transfer learning with RF is simple, and we should consider a more
sophisticated method in the future.
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Abstract. Consumers are increasingly relying on online consumer reviews
(OCRs) to facilitate their decision making process as a credible source of
information. This study seeks to explicate why consumers deem OCRs as
helpful and how they make use of OCRs in their decision making process. By
drawing on Simon’s decision making model, this study posits that the two forms
of OCRs (i.e., numerical ratings and opinionated reviews) facilitate consumers’
decisional processes in terms of the effectiveness of constructing consideration
sets and the efficiency of arriving at a final decision. Consumers’ performance in
decisional process in turn determines the justifiability of and the confidence in
their decisional outcomes. To empirically test all the hypotheses proposed in this
study, a field survey was conducted on users of a custom-developed online
restaurant review website equipped with OCR curation features and populated
with real restaurant review data. Except for two unexpected findings, all
hypotheses were supported by the data analysis results. It is worth noting that,
numerical rating exerts stronger positive influence on decisional process effi-
ciency comparing to opinionated review. Furthermore, decisional outcome
justifiability mediates the positive effects of both decisional process effectiveness
and decisional process efficiency on decisional outcome confidence. This study
contributes to both research and practice by offering a more in depth explanation
to consumers’ reliance on OCRs through the lens of bounded rationality and
providing excitable guidelines for enhancing the benefits of OCRs via curation
features.

Keywords: Online consumer review � Bounded rationality � Decisional
process � Decisional outcome � Curation design

1 Introduction

Consumers are increasingly relying on online consumer reviews (OCRs) to facilitate
their decision making process [4, 33]. According to Mudambi and Schuff [25], OCRs
refer to comments generated by peer consumers on the basis of their evaluation on a
pertinent product or service. Recognizing the salient role played by OCRs in steering
consumers’ purchase decision [29, 40], leading e-commerce sites, such as Amazon,
have leveraged on OCRs to assist consumers’ product evaluation [20] and to in turn
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elicit consumers’ trust in the sites [37]. The strength of OCRs resides in two aspects.
First, OCRs supply timely and cost-free information regarding peer-consumers’
experience with a product or service [11, 17, 38]. Consequently, approximately 92% of
consumers seek advice from OCRs prior to making purchase decisions [5]. Second,
OCRs are deemed more reliable and trustworthy compared to firm-generated infor-
mation [15]. eMarketer [10] reported that more than 92% of consumers trust ORCs
more than the product description provided by the manufacturers.

Prior literature has corroborated consumers’ reliance on OCRs when making pur-
chase intention by substantiating the connection between OCRs and product sales [6, 8,
41]. For instance, Chevalier and Mayzlin [6] uncovered that both review volume and
average review rating contribute to boosting book sales. According to Clemons et al.
[8], the valence of salient reviews is influential in promoting the sales of newly
launched beers. Lastly, Yang and Mai’s [41] work revealed that review volume drives
up sales of video games due to consumers’ tendency to adopt review volume as a
heuristic for assessing the quality of a pertinent game. Intrigued by consumers’ reliance
on OCRs, more recent studies attempted to unravel the underlining characteristics of
OCRs that evoke consumers’ perceived review helpfulness [25]. Mudambi and
Schuff’s [25] seminal work gave impetus for this stream of research by exploring how
product type moderates the influences of review extremity and review depth on review
helpfulness. Subsequent studies extended the range of antecedents of review fullness by
incorporating source-relevant characteristics, such as reviewer credibility and reviewer
expertise, [19, 31, 43] in addition to the content-relevant characteristics accentuated by
Mudambi and Schuff’s [25]. The abovementioned findings are insightful in terms of
distinguishing between more helpful OCRs and less helpful ones, yet are insufficient
for explicating how OCRs are helpful in consumers’ decision making process. This
study hence aims to tackle this research gap by elucidating the role of OCRS in
consumers’ decisional process.

To achieve this research objective, this study subscribes to Simon’s bounded
rationality paradigm and adopts Simon’s decision making model as a theoretical
scaffold [35]. Bounded rationality posits that few human decision makers can live up to
the substantive rationality assumed by the classical economic model of decision
making [26]. Instead of insisting on obtaining the optimal decisional outcome, human
decision makers rely on their decisional processes to establish their confidence in their
decisional outcomes. This procedural rationality is a compromise made by human
decision makers to cope with the constraints posed by their limited time, information,
and cognitive capacities [26]. The prominent role of decision justifiability is further
corroborated by decision justification theory [9], as justification helps to deter indi-
viduals from regretting their decisions. By integrating the paradigm of bounded
rationality in the underexplored role of OCRS in consumer decisional process, the
following two research questions emerge:

• How do consumers rely on OCRs in their decisional process?
• How do consumers justify their decisional outcomes on the basis of their decisional

processes?

To better answer the abovementioned research questions, this study is situated in
the context of online service selection (i.e., online restaurant selection) despite the
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predominant focus on online product selection in prior literature [42]. Unlike product,
service is perishable and its intangible process is experiential in nature [16]. Conse-
quently, the selection process is more complex, contains more ambiguity, and hence
renders bounded rationality more salient. This study hence seeks to explicate how
bounded rationality manifests in consumers’ dependency on OCRs in online service
selection process. Guided by Simon’s decision making model [35], this study delineates
between numerical rating and opinionated review of OCRs as two distinct information
sources at the intelligence stage [21, 25]. Subsequently, this study articulates the roles
of both forms of OCRs in facilitating the effectiveness of generating alternatives at the
design stage and the efficiency of deciding on the most desirable alternative at the
choice stage [35]. Last but not least, this study explains the impact of the decisional
process on consumers’ justifiability of and confidence in their decisional outcome [35].

2 Bounded Rationality and Decision Making Model

Simon proposed the paradigm of bounded rationality with the recognition that it is
unrealistic to assume substantive rationality for human decision makers [26]. Decision
making in the real world setting often involves uncertainties due to missing information
[26]. Even with perfect information, limited time and cognitive capacities tend to
prevent decision makers from exhausting all possible alternatives and seeking out the
optimal outcomes [36]. Instead, human decision makers are governed by procedural
rationality, meaning they justify the adequacy of their decisional outcome by their
decisional process [26]. Munier et al. [26] applied computer simulations to prove that
incorporating bounded rationality in their algorithm can lead to improved decision
making performance in terms of accuracy and efficiency when missing information was
involved.

With this premise, Simon put forward a model of decision making that consists of
three distinct stages: intelligence, design, and choice [35]. At the intelligence stage,
decision makers collect information to identify and formulate problems. The design
stage resembles the process, in which decision makers devise and evaluate possible
solutions to address the problems produced in the intelligence stage. Finally, decision
makers arrive at a most satisfactory solution by comparing all possible alternatives
against each other in the choice stage. This study subscribes to Simon’s decision making
model and puts forth a research model that describes how consumers take advantage of
OCRs in their decisional processes. This research mode also articulates how consumers
leverage on their decisional process to justify their decisional outcomes.

3 OCRs and Decisional Process

Numerical rating and opinionated review are two major constituent forms of OCRs
[21, 25]. Numerical rating is an ordinal representation of a reviewer’s attitude towards
a product or service. Due to its concise nature, it allows consumers to make swift
judgement [12] by facilitating categorical thinking [22]. Opinionated review takes the
form of written comments that offer background information and logical reasoning
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behind a reviewer’s assessment. It is cognitively more demanding and leaves room for
personal interpretation [29, 30]. Thereby, on the basis of their examination of a piece of
opinionated review, consumers may arrive at a conclusion that differs from the
reviewer’s opinion. Both numerical rating and opinionated review function as the key
information sources in the intelligence stage that convey reviewers’ experiences and
judgements to consumers [35].

Both forms of OCRs are expected to facilitate consumers’ decisional processes in
the design stage [35]. The two-stage model of choice making corroborates that decision
makers tend to include a sufficient amount of viable alternatives into their consideration
set at the design stage before selecting the most satisficing alternative at the choice
stage [3]. Decisional process effectiveness refers to the extent to which the decisional
process is effective for consumers in evaluating a sufficient number of alternatives.
Decisional process effectiveness hence corresponds to the adequacy of a consumer’s
consideration set at the design stage. On the other hand, decisional process efficiency
represents the extent to which consumers are able to economize time and efforts in the
decisional process to arrive at the final decision. Therefore, decisional process
efficiency is an indicator of the speed with which consumers arrive at the most
promising option from their consideration sets in the choice stage.

3.1 Decisional Process Effectiveness

The provision of numerical rating and opinionated review can heighten decisional
process effectiveness since they allow consumers to identify viable alternatives to be
included into their consideration sets. However, because numerical rating is devoid of
qualitative attributes, consumers often steer away from viable alternatives due to
mediocre ratings without considering the potential fit of their attributes. In contrast,
opinionated review contains ample information about various attributes of each alter-
native, thus encouraging consumers to uncover alternatives that fit their own prefer-
ences [29, 30]. Accordingly, opinionated review, in comparison to numerical rating, is
more conducive to expanding the variety and coverage of the pool of alternatives [3].
As a result, opinionated review is more beneficial than numerical rating in elevating
decisional process effectiveness in the design stage. This study hence hypothesizes:

• Hypothesis 1: The provision of numerical rating positively influences consumers’
perceived decisional process effectiveness.

• Hypothesis 2: The provision of opinionated review positively influences con-
sumers’ perceived decisional process effectiveness.

• Hypothesis 3: The provision opinionated review exerts a stronger positive influ-
ence on consumers’ perceived decisional process effectiveness as compared to the
provision of numerical rating.
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3.2 Decisional Process Efficiency

Consumers’ decisional process efficiency in the choice stage can be facilitated by the
provision of numerical rating and opinionated review. Both forms of OCRs allow
consumers to leverage on reviewers’ judgments in order to expedite their comparisons
among alternatives. The concise nature of numerical rating is especially suitable for
discriminating among alternatives in an efficient manner [12, 25]. In comparison,
relying on opinionated review to isolate the most desirable alternative is not as efficient.
Specifically, evaluating the rich information available in opinionated review is more
cognitively demanding. The increased complexity of considering multiple attributes
renders the most desirable option less apparent, thus impeding the facilitating effect of
opinionated review on decisional process efficiency in the choice stage. This study
hence hypothesizes:

• Hypothesis 4: The provision of numerical rating positively influences consumers’
perceived decisional process efficiency.

• Hypothesis 5: The provision of opinionated review positively influences con-
sumers’ perceived decisional process efficiency.

• Hypothesis 6: The provision numerical rating exerts a stronger positive influence
on consumers’ perceived decisional process efficiency as compared to the provision
of opinionated review.

4 Decisional Process and Decisional Outcome

Consumers’ performance in their decisional processes plays a pivotal role in the jus-
tification of their decisional outcomes. In accordance with decision justification theory,
consumers have to overcome two obstacles to prevent regretting their decisions [9]. In
particular, consumers justify their decisions with cognitive evaluations against certain
criteria and establish confidence to counter the affective feeling of self-blame [9].
Guided by the bounded rationality paradigm, this study contends that decisional
process effectiveness and decisional process efficiency contribute to countering the
cognitive and affective components of decisional regret respectively.

4.1 Decisional Outcome Justifiability

Decisional outcome justifiability is defined as consumers’ awareness of the thoughtful
and comprehensive process through which they arrive at their decisions [32]. Prior
studies attest to the connection between a carefully conducted decisional process and
the decisional outcome justifiability [9, 32]. Conceivably, it is likely for decisional
process effectiveness and decisional process efficiency to enhance decisional outcome
justifiability. Specifically, decisional process effectiveness helps to bolster the eviden-
tial support to the comprehensiveness and accountability of the consideration set.
Furthermore, decisional process effectiveness increases the number of counterfactuals
that help to legitimize the final choice [32]. On the other hand, decisional process
efficiency facilitates consumers’ recollection of their heuristics and reasoning for
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arriving at the final choices, thus increasing the likelihood for consumers to regard their
selections as intuitive and reasonable. This study hence hypothesizes:

• Hypothesis 7: Consumers’ perceived decisional process effectiveness positively
influences their perceived decisional outcome justifiability.

• Hypothesis 8: Consumers’ perceived decisional process efficiency positively
influences their perceived decisional outcome justifiability.

4.2 Decisional Outcome Confidence

Decisional outcome confidence captures consumers’ feeling that their decisions are
correct. The feeling of confidence suppresses the feeling of self-blame, which resem-
bles the affective dimension of decisional regret [9]. Both decisional process effec-
tiveness and decisional process efficiency are expected to strengthen consumers’
decisional outcome confidence. For instance, since consumers often draw confidence in
their final choices from the size and coverage of their consideration sets, decisional
process effectiveness is expected to enhance consumers’ decisional outcome confi-
dence. In contrast, decisional process efficiency helps to evoke an impression that the
process of arriving at the final decision was simple and straightforward. The resulting
underestimation of the complexity of deciding on the most desirable choice can inflate
consumers’ confidence in their final decisions. This study hence hypothesizes:

• Hypothesis 9: Consumers’ perceived decisional process effectiveness positively
influences their perceived decisional outcome confidence.

• Hypothesis 10: Consumers’ perceived decisional process efficiency positively
influences their perceived decisional outcome confidence.

By conducting four consecutive experiments, Reb and Connelly [32] confirmed
that decisional outcome justifiability can preemptively mitigate the likelihood of
decision makers to regret their decisions. Along the same vein, decisional outcome
justifiability can help to relieve consumers from the anxiety of being responsible for
making undesirable decisions. Consequently, it is more likely for consumers to feel
confident about their decisions when perceiving higher decisional outcome justifia-
bility. This study hence hypothesizes:

• Hypothesis 11: Consumers’ perceived decisional outcome justifiability positively
influences their perceived decisional outcome confidence.

5 Methodology

To empirically validate the hypotheses proposed by this study, a field survey was
conducted on a custom-developed online restaurant review site. To ensure the realism
of this custom-developed site, its design was emulated after that of a leading online
restaurant review sites, it is also populated with a real dataset that contains detailed
descriptions of 1,079 restaurants in the San Francisco region together with about
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268,000 reviews for these restaurants written by roughly 91,000 diners. Two OCR
curation features are implemented for each restaurant to display both numerical ratings
and opinionated reviews. The numerical rating curation feature depicts a histogram of
the distribution of ratings as well as a trend line for the variation of average rating
throughout the time. The opinionated review curation feature resembles a word cloud
that summarizes the most prominent keywords in reviewers’ written comments. This
custom-developed site encourages participants to employ both forms of OCRs in their
decisional processes and to facilitate the recollection of their decision making expe-
rience when answering the questionnaire.

5.1 Development of Survey Measures

Measurement items for numerical rating, opinionated review, decisional process
effectiveness, and decisional process efficiency were newly developed in accordance
with established psychometric procedures [24]. The measures for decisional outcome
justifiability and decisional outcome confidence were developed by extending existing
instruments [32]. Table 1 summarizes all measurement instruments developed for this
study.

5.2 Field Survey Administration

At the beginning of each survey session, respondents were asked to report their
demographic backgrounds. They were then directed to the online review website and
instructed to conduct two restaurant selection tasks. The first task is goal-oriented and
respondents were offered well-structured criteria for the targeted restaurants whereas
the second task is exploratory hence granting respondents the freedom to select a
restaurant according to their own preference [2, 27]. The scenarios of both tasks are
presented in Table 2. Respondents were asked to make their decisions basing on the
numerical ratings and opinionated reviews curated for each restaurant. Upon the
completion of both tasks, respondents were brought back to an online survey ques-
tionnaire that measures their dispositions pertaining to the provision of numerical
rating and opinionated review, the effectiveness and efficiency of their decisional
processes, as well as the justifiability of and confidence in their decisional outcomes.
170 undergraduate students from a large university in the United States were recruited
for this field survey. The demographics of this sample are presented in Table 3.

5.3 Model Testing

This study evaluated both the measurement model and the structural model by
employing Partial Least Square (SmartPLS 2.0 M3) [7]. Partial least squares
(PLS) analysis is more preferable than other analytical methods since this study seeks
to simultaneously analyze the psychometric properties of the measures (i.e., the mea-
surement model) as well as the coefficients of the hypothesized nomological network
(i.e., the structural model) [39].
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Table 1. Instrument and measurement properties for reflective measures [Sample N = 170]

Construct Definition Reflective measures [7-point
Likert scale]

Mean
(S.D.)

Item
loading

Numerical
Rating (NR)

Extent to which a
consumer believes
that numerical
ratings are
provided for each
product or service
featured on the
online review
website

The online review website
provides numerical ratings
assigned by other consumers
for each restaurant featured on
the site

5.65
(1.27)

0.82

The online review website
provides numerical scores
assigned by other consumers
for each restaurant featured on
the site

5.26
(1.44)

0.92

The online review website
provides numerical values
assigned by other consumers
for each restaurant featured on
the site

5.20
(1.45)

0.87

Opinionated
Review (OR)

Extent to which a
consumer believes
that opinionated
reviews are
provided for each
product or service
featured on the
online review
website

The online review website
provides other consumers’
comments for each restaurant
featured on the site

6.02
(1.16)

0.85

The online review website
provides other consumers’
feedback for each restaurant
featured on the site

5.93
(1.10)

0.86

The online review website
provides other consumers’
impressions for each
restaurant featured on the site

5.95
(1.10)

0.90

The online review website
provides other consumers’
opinions for each restaurant
featured on the site

5.90
(1.15)

0.93

The online review website
provides other consumers’
views for each restaurant
featured on the site

5.92
(1.12)

0.90

Decisional
Process
Effectiveness
(PE)

Extent to which the
decisional process
is effective for
consumers in
evaluating a
sufficient number
of alternatives

Reviews provided via the
online review website allow
me to assess an acceptable
number of restaurants when
deciding on which restaurant
to visit

5.56
(1.21)

0.96

Reviews provided via the
online review website allow
me to evaluate an

5.48
(1.18)

0.95

(continued)
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Table 1. (continued)

Construct Definition Reflective measures [7-point
Likert scale]

Mean
(S.D.)

Item
loading

appropriate number of
restaurants when deciding
on which restaurant to visit
Reviews provided via the
online review website allow
me to go through a
reasonable number of
restaurants when deciding
on which restaurant to visit

5.54
(1.17)

0.95

Decisional
Process
Efficiency
(PI)

Extent to which
consumers expend
less time and efforts
in the decisional
process to arrive at
the final decision

The process of deciding on
which restaurant to visit is
efficient based on reviews
provided via the online review
website

5.32
(1.36)

0.88

The process of deciding on
which restaurant to visit is
fast based on reviews
provided via the online review
website

5.12
(1.49)

0.94

The process of deciding on
which restaurant to visit is
free of hassle based on
reviews provided via the
online review website

4.94
(1.50)

0.91

The process of deciding on
which restaurant to visit is
effortless based on reviews
provided via the online review
website

4.75
(1.50)

0.91

Decisional
Outcome
Justifiability
(OJ)

Extent to which
consumers are
aware of the
thoughtful and
comprehensive
process through
which they arrive at
their decisions

I am clear about how I arrive
at my decision about which
restaurant to visit based on
reviews provided via the
online review website

5.60
(1.14)

0.92

I can explain to others how I
arrive at my decision about
which restaurant to visit based
on reviews provided via the
online review website

5.55
(1.32)

0.94

I can justify to others how I
arrive at my decision about
which restaurant to visit based
on reviews provided via the
online review website

5.59
(1.20)

0.95

(continued)
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Measurement Model. This study assessed the measurement model by evaluating
internal consistency, as well as the convergent and discriminant validity of all focal
constructs in our survey instrument. To ensure internal consistency, the reliability of
each individual measurement item was examined by its loading on the corresponding
construct. As shown in Table 1, all loadings exceed 0.7, indicating good item reliability.
Additionally, construct reliability indexes, including Cronbach’s alpha, composite

Table 1. (continued)

Construct Definition Reflective measures [7-point
Likert scale]

Mean
(S.D.)

Item
loading

I can understand how I
arrive at my decision about
which restaurant to visit based
on reviews provided via the
online review website

5.65
(1.21)

0.95

Decisional
Outcome
Confidence
(OC)

Extent to which
consumers feel that
their decisions are
correct

I am certain that I have made
the right decision about
which restaurant to visit based
on reviews provided via the
online review website

5.04
(1.40)

0.94

I am confident that I have
made the right decision about
which restaurant to visit based
on reviews provided via the
online review website

5.04
(1.42)

0.97

I am sure that I have made the
right decision about which
restaurant to visit based on
reviews provided via the
online review website

4.96
(1.43)

0.96

Table 2. Restaurant selection tasks

Task 1: Find a restaurant for your friend’s birthday dinner
Scenario: You are planning to visit your best friend, Peter, who lives in the Russian Hillarea of
San Francisco and likes New American food, next Saturday. Peter will be having his birthday
on the same day. You plan to surprise Peter during your visit by bringing him to a nice New
American restaurant to celebrate his birthday.
Because you are unfamiliar with the area around Russian Hill, you decide to turn to TasteSF, a
newly set up online review website for restaurants in San Francisco, to choose an American
(NEW) restaurant in the Russian Hill area.
Task 2: Find a restaurant for yourself
You are taking a trip to San Francisco next Saturday. You would like to enjoy a meal alone in a
nice restaurant. Because you are unfamiliar with San Francisco, you decide to turn to TasteSF, a
newly set up online review website for restaurants in San Francisco, to choose a restaurant you
prefer.
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reliability and the Average Variance Extracted (AVE) were assessed [13, 28]. Results
illustrated in Table 4 indicate that all aforementioned indictors exceed suggested
thresholds, suggesting good internal consistency. Subsequently, the square root of AVE
of every construct in the measurement model was found to be greater than the corre-
lations of each construct with other constructs (see Table 4). Furthermore, according to
the loading and cross-loading matrix depicted in Table 5, no measurement item loads
higher on a construct than on the one it intends to measure. Therefore, the results
presented above resemble strong evidences of convergent validity and discriminate
validity.

Structural Model. The nomological network of the structure model is illustrated in
Fig. 1. The estimated coefficients substantiate the positive relationships between nu-
merical rating (b1 = 0.220, t = 4.866) as well as opinionated review (b2 = 0.210,
t = 4.582) and decisional process effectiveness, hence supporting Hypothesis 1 and 2.
Likewise, the positive influences induced by numerical rating (b4 = 0.354, t = 6.489)
and opinionated review (b5 = 0.156, t = 3.094) are validated, thus supporting
Hypothesis 4 and 5. Hypothesis 7 and 8 are supported because both decisional process
effectiveness (b7 = 0.220, t = 3.513) and decisional process efficiency (b8 = 0.466,
t = 7.449) pose positive effects on decisional outcome justifiability. Decisional process
efficiency (b10 = 0.473, t = 9.025) also exerts positive influence on decisional outcome
confidence whereas decisional process effectiveness (b9 = 0.003, t = 0.096) does not,
therefore only supporting Hypothesis 10. Lastly, Hypothesis 11 is supported by the

Table 3. Sample demographics [Sample N = 170]

Demographic No. Respondents Percentage
G

en
de

r Male 88 51.8%

Female 82 48.2%

A
ge

Age 12 to 18 3 1.8%

Age 19 to 29 153 90.0%

Age 30 to 49 13 7.6%

Age 60+ 1 0.6%

E
du

ca
ti

on Less than college education 20 11.8%

College education or higher 149 87.6%

Unwilling to disclose 1 0.6%

In
co

m
e

$0 to $30,000 140 82.4%

$30,000+ to $50,000 9 5.3%

$50,000+ to $75,000 4 2.4%

$75,000+ 2 1.2%

Unwilling to disclose 15 8.8%
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Table 4. Internal consistencies and inter-construct correlation matrix [Sample N = 170]

Table 5. Loading and cross-loading matrix [Sample N = 170]

Items NR OR DPE DPI DOJ DOC

NR1 0.82 0.49 0.35 0.36 0.25 0.23
NR2 0.92 0.32 0.25 0.34 0.15 0.27
NR3 0.87 0.32 0.20 0.40 0.16 0.22
OR1 0.45 0.85 0.25 0.22 0.25 0.16
OR2 0.39 0.86 0.23 0.27 0.28 0.17
OR3 0.39 0.90 0.27 0.27 0.35 0.21
OR4 0.36 0.93 0.29 0.29 0.38 0.23
OR5 0.38 0.90 0.31 0.33 0.37 0.23
DPE1 0.35 0.29 0.96 0.64 0.48 0.48
DPE2 0.27 0.30 0.95 0.61 0.51 0.51
DPE3 0.28 0.29 0.95 0.59 0.50 0.44
DPI1 0.38 0.31 0.66 0.88 0.60 0.61
DPI2 0.39 0.32 0.62 0.94 0.61 0.65
DPI3 0.36 0.27 0.56 0.91 0.49 0.65
DPI4 0.42 0.23 0.50 0.90 0.50 0.64
DOJ1 0.25 0.35 0.54 0.63 0.92 0.65
DOJ2 0.19 0.32 0.44 0.57 0.94 0.61
DOJ3 0.20 0.35 0.49 0.54 0.95 0.61
DOJ4 0.19 0.38 0.48 0.54 0.95 0.61
DOC1 0.28 0.21 0.46 0.65 0.59 0.94
DOC2 0.27 0.23 0.49 0.68 0.65 0.97
DOC3 0.25 0.21 0.49 0.69 0.66 0.96
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significant positive relationship between decisional outcome justifiability and deci-
sional outcome confidence (b11 = 0.374, t = 6.993). The unsupported Hypothesis 9
implies that eliciting a sufficient number of alternatives in the consideration set does not
ensure consumers’ confidence in their final choices.

With regard to the comparative hypotheses, Hypothesis 3 is not supported since the
path coefficient between numerical rating and decisional process effectiveness does not
differ significantly from that between opinionated review and decisional process
effectiveness (Δb3 = 0.010, t = 0.227). Surprisingly, numerical rating contributes
equally to boosting decisional process effectiveness probably because it helps con-
sumers to exclude undesirable alternatives from their consideration sets [18, 37].
Nonetheless, Hypothesis 6 is supported by the significant difference between the
positive effect imposed by numerical rating and that imposed by opinionated review on
decisional process efficiency (Δb6 = 0.198, t = 3.841).

Because the dataset in this study was collected via a single survey questionnaire,
common method bias could be a potential threat to the internal validity of this study. To
mitigate the concern for common method bias, this study conducted the one-factor
extraction test [14] by performing exploratory factor analysis (EFA) on 22 variables.
Five salient components with eigenvalues greater than 1.00 were extracted with no
single factor accounting for more than 50% of the total variance explained [34], sug-
gesting that it is unlikely for common method bias to erode the validity of data analysis
results in this study.

Mediation Analysis. Following standard guidelines [1], mediation analysis was per-
formed to evaluate all mediating effects existing in the nomological network. Table 6
summarizes the results of mediation analysis. For a mediating effect to hold, coeffi-
cients in the independent paths column must be significant. Moreover, when the path
from IV to the mediator as well as the path from the mediator to the dependent variable
(DV) are controlled, the path coefficient from IV to DV should decrease in both
magnitude and significance [1]. If the path coefficient from IV to DV becomes
non-significant, the mediating effect can be interpreted as a full mediation. Otherwise, it
should be interpreted as a partial mediation. The results in Table 6 illustrate that both

*p<0.05, **p<0.01, ***p<0.001

Numerical Rating

Opinionated Re-
view

Decisional Process 
Effectiveness

Decisional Process 
Efficiency

Decisional Out-
come Justifiability

Decisional Out-
come Confidence

β1=0.220***

β5=0.156***

β2=0.210***

β4=0.354***

β7=0.220***

β10=0.473***

β8=0.466***

β9=0.003n.s.

β11=0.374***

R2=0.133

R2=0.199

R2=0.397

R2=0.580

∆β3=0.010n.s.

∆β6=0.198***

Fig. 1. The resulting structural model [N = 170]
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decisional process effectiveness and decisional process efficiency fully mediate the
positive influence of numerical rating but partially mediate that of opinionated review
on decisional outcome justifiability. The unexpected direct impact of opinionated
review on decisional outcome justifiability can be explained by the reasoning and logics
available in written comments, which offer extra means for consumers to justify their
final selections. Decisional process efficiency fully mediates the positive effects induced
by both numerical rating and opinionated review on decisional outcome confidence.
Finally, decisional outcome justifiability fully mediates the positive relationship
between decisional process effectiveness and decisional outcome confidence.

Table 6. Results of mediation analysis
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6 Discussion

Adhering to the bounded rationality paradigm and Simon’s decision making model
[35], this study advances a research model to explicate how consumers take advantage
of OCRs in their decision making process. Empirical evidence proves that curating
both numerical and textual components of OCRs can improve both the effectiveness
regarding eliciting an adequate consideration set and the efficiency in terms of deciding
on the most desirable option of consumers’ decisional processes. Moreover, results
show that both decisional process effectiveness and decisional process efficiency help
consumers to justify their decisional outcomes which in turn strengthens the con-
sumers’ confidence in their own decisions. Results did not establish a connection
between decisional process efficiency and decisional outcome confidence. This study
hence identifies consumers’ procedural rationality as the key to their reliance on OCRs
when evaluating and selecting services online [26].

6.1 Implications for Research

This study seeks to contribute to extant literature in OCRs on multiple fronts. First, this
study is among the first that examines consumers’ reliance on OCRs from the per-
spective of Simon’s decision making model [35]. This theoretical lens compels this
study to unravel the role played by OCRs in facilitating consumers’ decision making
process, and to help them in justifying the adequacy of the decisional outcome. Second,
this study delineates between the numerical rating and opinionated review of OCRs
and uncovers their distinct effects on consumers’ decision making process. In partic-
ular, numerical rating prevents consumers from including undesirable alternatives into
their consideration sets [18, 37] whereas opinionated review allows users to extend the
size and diversity of their consideration sets by supplying rich information. Addi-
tionally, numerical rating, as compared to opinioned review, is more effective in
expediting the process of arriving at the most desirable option in the pool of viable
alternatives while the latter can pose direct impact on consumers’ decisional outcome
justifiability by exposing them to reviewers’ reasoning and arguments. Third, this study
helps to decipher how consumers depend on their decisional process to justify their
decisional outcomes and to develop confidence in their decisions. Governed by pro-
cedure rationality, consumers would justify their decisional outcomes by drawing upon
decisional process effectiveness, which indicates whether a sufficient amount of alter-
natives was included in the consideration set, and decisional process efficiency, which
reflects whether the process of making the final choice was intuitive and reasonable. In
line with decision justification theory [9], consumers derive confidence in their deci-
sional outcomes from decisional outcome justifiability. However, the positive rela-
tionship between decisional process efficiency and decisional outcome confidence
implies that consumers are likely to perceive a decision to be less difficult and are thus
more confident in their decisions, if the decision making process was quick and
effortless.
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6.2 Implications for Practice

Practitioners who seek to make use of OCRs can also derive implications from the
findings of this study. First, this study helps to draw practitioners’ attention to one of
the main values of OCRs, which is to help consumers justify their decisions. Conse-
quently, this study encourages practitioners to better utilize OCRs to reassure con-
sumers of their decisions. Second, this study can serve as an example in the
employment of curation features to boost the benefits of OCRs with the objective of
facilitating consumers’ decision making process. For instance, numerical rating
curation features can be implemented to highlight the underlining patterns in reviewers’
ratings in the forms of histograms and trend lines. In addition, opinionated review
curation features can be designed to extract recurring themes and sentiments from
reviewers’ written comments and present them in the form of review highlights or word
clouds. This study further suggests that practitioners should prioritize curating nu-
merical ratings over opinionated reviews as the former is more effective, as compared
to the latter, in heightening decisional process efficiency while offering comparable
utility in facilitating decisional process effectiveness.

6.3 Limitations and Future Research Directions

This study faces a number of limitations. First, the empirical investigation of this study
was situated in the context of an online service selection. Due to the prevalent
uncertainty in online service evaluation, such a context is more preferable for inves-
tigating consumer’ bounded rationality. Nonetheless, caution should be exercised
when generalizing the findings in this study to the context of online product selection.
Second, the sample of this study comprises largely of undergraduate students.
Although student sample is adequate for studying phenomena pertaining to the use of
OCRs [23], future studies can bolster their external validity by utilizing a more diverse
sample. Third, spurious causality inferences may exist due to the cross-sectional nature
of field survey, which is the main research method of this study.
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Abstract. Self-service technologies within retail enable customers to scan, bag
and pay for their items independent from staff involvement. The use of
self-service, due to its nature of reducing social interaction between customers
and staff, has been implicated in creating opportunities for thefts to occur.
However, the perception of social presence, such as induced by surveillance,
induces customers to show more prosocial behavior. As security personnel are at
the forefront to deal with dishonest customers, we conducted semi-structured
interviews with security guards in two major supermarkets in the UK to assess
factors surrounding theft, with a view to identify operational or technological
opportunities to address theft. Our findings show that the perceived motivational
and situational factors contributing to theft are complex. We conclude that
surveillance in its current form does not appear to provide a sufficient social
presence to prevent potential theft at self-service checkouts (SCOs). Future
research could focus on additional surveillance measures to induce social
presence, such as technological implementations in the SCO itself.

Keywords: Self-service � Social presence � Surveillance � Retail

1 Introduction

Self-service technologies have been increasingly adopted over the past two decades,
and include self-service kiosks within airports, hotels, retailers, cinemas and, more
recently, fast-food restaurants. The main driver for this is to offer speed and conve-
nience to the consumer. Within retail, self-service checkouts (SCOs, see Fig. 1) enable
customers to scan, bag and pay for their items, often without assistance from staff. For
convenience, SCOs are usually located near to the shop exit, as their use typically
represents the completion of a customer’s shopping.

Retail staff involvement at the SCO area is limited to assisting customers, for
example, to approve the purchase of age restricted items, such as alcohol, or to help with
any technological issues. The effects of this overall lack of interaction with a member of
staff (social presence) at SCOs is of growing interest to criminology and consumer
behavior researchers, as it opens new avenues of conduct for customers [7, 17].
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Leading theories from social psychology have previously influenced the social setting
within a retail environment from opportunities of interaction with staff to awareness of
security to the proximity to other customers [20, 29, 34, 36, 38]. However, the intro-
duction of technology to the retail sector has been implicated as creating opportunities
for theft [7]. Nevertheless, there is little research available regarding the prevalence of
theft or shrinkage in stores who adopt self-service compared to those that do not [9], and
many companies do not share their findings [7, 9]. However, a recent survey [23] has
shown that stores that use SCO are more likely to experience theft than those that do not.
Given the increase in the use of self-service technology globally, the benefits of
self-service far outweigh its costs. At the same time, and for the benefit of retailers, there
is a need to understand potentially novel forms of dishonest behavior arising from the
use of new technology.

The aim of the current study was to explore the current scenarios of dishonest retail
customer behaviors at self-service, and to identify opportunities that may arise from
these scenarios to address shrinkage. As it was not feasible within our field study to
interview dishonest customers in relation to thefts at SCO, store security guards were
interviewed with regard to their perceptions of customer dishonesty at SCOs. As
security guards have the means (and role) to monitor dishonest customer behavior in
detail, either in person or via closed-circuit television (CCTV), their perceptions and
insights can provide valuable information on the factors surrounding theft at SCOs,
with a view to identifying approaches to combat customer dishonesty. In the following
sections, we will briefly review the research on customer dishonesty, the effects of
surveillance and social presence, followed by a description of our study.

Fig. 1. Self-service checkout
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1.1 Customer Theft

Recent estimates suggest that customer theft accounts for 35% and internal theft for
33% of shrinkage, with process failures and inter-company fraud making up the
remaining 32% [7]. The figures appear favorable or even stable, compared with earlier
estimates reported in 2004 [4] of 48% (Europe) and 31% (US) shrinkage attributed to
customers, and 40% in 2002 [21] and 1984 [6], respectively. Figures may vary across
the years and more widely by country [4], however, it appears reasonable to suggest
that shrinkage has been and continues to be an ongoing challenge for retailers. This is
also reflected in the earlier estimate that as many as 60% of customers have said that
they have shoplifted at some point in their lives [25, 26]. There is an ongoing need to
investigate and address underlying factors for shrinkage, and explanations may be
sought from theories in criminology.

The Rational Choice perspective [14] focuses on contextual factors and decision
making, rather than the psychological profiles of offenders to explain the motivation of
crime. It suggests that potential offenders weigh up the costs and benefits of committing
a crime, and make a rational choice based on the dominance of one factor. In the
context of SCOs, customers weighing up the likelihood of being detected stealing may
be inclined to take the risk, as they can blame any wrongdoing as a fault of the machine
or process if they are caught, which Beck [7] defines as the “self-scan defence”
(p. 212). Thus, the perceived cost of being caught may be reduced as the system may
potentially be blamed for any ‘mistakes’ due to operational factors.

Extending the idea that decision making is the critical component in committing
crime, the Crime Triangle put forward by Clarke and Eck [13] suggests that the
occurrence of a crime depends on three factors: (1) a target with opportunity available,
(2) the ability to obtain a product in a specific place, and (3) the desire of the offender to
complete the crime. Eliminating one of these factors may prevent the crime. For
example, increased surveillance, security tags, and employee positioning can address
available opportunity.

1.2 Surveillance and Social Presence

There has been an increasing number of surveillance measures to reduce crime within
retail over the past few decades [37], indicating that theft continues to be an ongoing
issue. Historically, counteracting theft in retail has been addressed by introducing a
social presence in a variety of ways including formal surveillance, e.g., CCTV, the
presence of security guards and staff, or informal surveillance, such as mirrors or lights,
to maximize visibility and encourage positive social interaction [31]. The importance of
surveillance is also evidenced by the finding that shoplifters themselves perceive formal
surveillance as one of the biggest deterrents for stealing [12].

Social presence
The presence of others influences our behavior in everyday activities. Social presence
has been defined as the perception of another real or imagined being or psychological
involvement with something or someone in mediated communication [11, 32], but
definitions vary [28]. In the context of this study we use the definition of social
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presence in the widest sense as the perception of another. Social presence induces
individuals to alter their behavior to give a positive impression [31] or increases
self-awareness linked with prosocial behaviors [30]. The presence of others, such as
other customers, even if we do not interact with them, may still influence our behavior
[2, 19] and may influence decision making in a retail context [1]. Social presence can
also be introduced by virtual characters or embodied agents (as co-presence) [e.g., 3]
affecting human behavior. Thus, we would expect that the perception of a social
presence on the part of a customer – even in the absence of direct interaction with staff -
would increase the likelihood of honest behaviors to some extent.

Social presence - or its absence - may be relevant from two perspectives for the
current study. Firstly, to the extent that customers may perceive a reduced social
presence at a SCO itself due to limited staff interactions, the likelihood for prosocial
behavior may decrease, resulting in a higher likelihood of dishonest behaviors.

Second, as already mentioned, historically, social presence has also been induced by
the introduction of formal surveillance, such as CCT and security guards, which may
affect customer behavior. However, research finding are often inconclusive with respect
to the effectiveness of formal surveillance to affect crime [15].

CCTV
Formal surveillance, such as represented by CCTV and store security guards, have
been popular methods used to deter thefts for many years and are seen to be effective
by managers [24]. However, Beck and Willis [10] argued that customers may have
become inured [8] to traditional CCTV and it may no longer be an effective measure of
theft prevention, although it may still be useful for confirmation of a suspected theft. As
intentional shoplifters perceive formal surveillance as a major deterrent, they are highly
intent on avoiding it [12], giving credence to its effectiveness; if CCTV can be avoided
though, its efficiency as a deterrent will naturally be impaired.

Security guards
Security guards are the most widespread and recognizable form of surveillance to
prevent crime in public places [33]. Kajalo and Lindblom [24] reported that security
managers perceive the use of store security guards to be the most effective formal
surveillance method.

The effectiveness of the use of security guards as a social presence in crime pre-
vention has been explored in previous research [37], however, their effectiveness after
the implementation of self-service technologies has not yet been fully evaluated.

As security guards are a vital element of store security, this research considers their
perceptions of customers and their role in relation to customer theft at self-service
checkouts. We were particularly interested in how security guards perceive customer
behavior surrounding theft, how supported security guards feel in their ability to
supervise checkouts, and their thoughts on technological implementations to support
their role. The findings from the research may enhance knowledge of the nature of
dishonest behavior at SCOs, and inform technological or operational opportunities.
This knowledge may ultimately lead to the identification of measures that can support
security and store staff in their role and reduce shrinkage for retailers.
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2 Method

2.1 Participants

Six security guards (five males and one female) from two major UK supermarkets
participating in the study were interviewed on the store premises. Four of the security
guards were located at one store and two at the other. Their experience in security
ranged from 12 months to 21 years and their ages varied between 23 and 46 years.

2.2 Setting

Both stores were of moderate to large size for the UK, with a size of 45,000 square feet
and 67,000 square feet, respectively, and located in urban shopping centers. One store
had one self-service checkout area containing ten SCOs located near the main door
(67,000 sq. ft.). The other store had two separate SCO areas containing six SCOs in
each (i.e. a total of twelve within the store), with one area positioned at the main door
and the other nearer the back end of the store (45,000 sq. ft.). In each of the stores,
security guards were typically placed near the entrance of the main door, with a view of
the SCO machines.

2.3 Procedure

Interviews with security guards took place either during work or break time in private
staff rooms within the work premises with permission of the store. The security guards
had been provided with information on the study, i.e., to explore aspects of customer
behavior at SCOs, by the store managers, and prior to the actual interview. All six
security guards volunteered to take part in the research. All staff agreed for their
interviews to be recorded and a typical interview lasted about 20 min. Participants were
debriefed on the nature of the study at the end of the interview.

2.4 Results

Semi-structured interviews allowed for security guards’ (SGs) opinions and attitudes to
surface, which provided cues for further prompting and discussion that formed the
basis of the following analysis. Responses were transcribed and then coded using
NVivo software to identify occurring themes. In order to assess the reliability of the
coding, two coders performed the analysis. Inter-rater reliability for the key themes was
confirmed as the average Cohen’s Kappa, j = .882, p < 0.01, which indicated a very
good overall agreement between the two coders [27].

These themes were then grouped into higher-order categories, i.e., antecedents of
theft, factors surrounding committed theft, after the (suspected) theft, thus preserving a
logical order of activities related to theft, as well as staffing roles and measures as to
how to address theft.
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1. Antecedents of theft.

In line with their job description, all SGs stated that monitoring, i.e. “watching” was
one of the most important parts of being a security guard, to identify suspicious
behavior and thefts, and meet store policy guidelines for stopping someone suspected
of theft. A typical day in the life of a security guard may include a variety of security
activities, including store and alarm checks, making random patrols, and monitoring
CCTVs and customer activity.

1:1 Customer characteristics. SGs reported that many customers who are caught
stealing usually act alone, however, many customers act in a group, with one
customer trying to distract a staff member.

“Either/or but on the whole – individuals. One person will walk and distract, but majority have
been alone.” (SG3)

With respect to monitoring activity at SCO, most SGs perceived that the intention
of theft could be identified from a customer’s behavior.

“If watching, you can see it [the intent to steal], they [the customers] usually look around
themselves, always looking for the position of the person in charge of the self-service check-
outs.” (SG1)

“[The customers] look around a bit nervous, they make mistakes, maybe testing the water.”
(SG3)

However, at the same time, all SGs pointed out that there is no ‘stereotypical thief’
as far as the demographic of the customer is concerned.

“It can be anyone.” (SG5)

”[There are] all different types [of] people you would never expect.” (SG4)

”[There is] not a stereotype, such as your average drug user. Everyone has this perception, but
it’s not.” (SG3)

More specifically, SGs identified a variety of customers types that may steal,
ranging from school kids to the elderly to affluent customers, as and if the opportunity
presents itself.

“Opportunistic thieves at different time of the day. School kids before and after school.” (SG3)

“Banned a granny from store [for stealing].” (SG4)

“Folk walk out at the chance opportunity regardless [of] whether they have plenty of money to
pay for it. Nine times out of ten it’s just opportunity and it’s someone that’s ‘well to do’.” (SG2)

The motivations of customers that steal were not perceived to be uniform, but could
be categorized in three different motivations, the first arising from financial hardship
and need, and the second being attributed to financial gain.

“People are needy and desperate, stealing for their kids. Or you get ones stealing […] like,
whisky to resell.” (SG2)
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A third motivation for theft SGs identified appears to be less associated with a
premeditated intent to be dishonest, but rather a consequence of situational factors that
may occur, for example, when customers need staff assistance, but staff are busy
helping other customers:

“They [the customers] wouldn’t steal otherwise if the wee lassie [staff] wasn’t busy. I think they
just get irate that they are waiting a length of time […] and they are needing help. Frustration
is a big part of it.” (SG2)

“People may steal through frustration.” (SG3)

To the extent that frustration is associated with lack of technological assistance or
staff, which thereby provides an opportunity to be dishonest, addressing both of these
factors could be an important dimension in theft prevention.

The association between opportunism and dishonesty is discussed in more detail in
the next section as a separate category.

1:2 Busyness, opportunism and staff. Opportunism seems a major factor in relation to
thefts at SCO, be it associated with intent or with frustration. Unsurprisingly, all
SGs stated that more thefts occur at SCOs when the store is busy.

“It [theft] tends to happen at busier times of the day because there are a lot more people for the
one cashier to deal with, so they see the opportunity and take it.” (SG6)

“Busier days [are] easier for a thief, as [there is] more for the one cashier [means SCO staff] to
deal with. If quiet, it’s one on one, they won’t do it. If busy, greater risk [of theft occurring].”
(SG3)

“It’s a lot easier to steal at self-scan than from [traditional staffed] checkouts because there is
one person - 5/6/4 machines - they [staff] cannot see everything.” (SG1)

The next comment is also noteworthy, as most SGs reported that more thefts occur
at SCOs compared to staffed checkouts:

“Yes, [theft] more prone through SCO than manned. Because they are manned there’s a
personal interaction. Do get the odd one at manned [checkout], nesting, push through or walk
through. SCO gives option of saying ‘it’s not my fault, it didn’t scan’, and [customers] can try
to deceive camera by looking as if they are making payment, and worker is fooled as they are
watching over six checkouts as opposed to one, so customer interaction is less; therefore [there
is] more opportunity for an opportunistic thief before realisation sets in.” (SG3)

SGs clearly perceive SCO staff members struggling to supervise multiple SCOs.
And also expressed sympathy with the SCO staff, as they are seemingly put in a
difficult situation of having to juggle many customers at busy times:

“Speaking from experience things happen; people walk away, abandon them [the SCOs], they
won’t scan something, put it in bag. It’s a bit much to ask to have attention on all eight [SCOs]
and you often find they [staff] get the blame. I have covered it and it’s a hard job. One on one
with a cashier - if there’s chance of error then the person [staff member at cashier checkout] is
more responsible than SCO [staff member].” (SG4)

The comments also hint at the responsibility SGs ascribe to SCO staff. While a
traditional staffed checkout (cashier) has the sole responsibility for the purchasing
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transaction with the customer, SCO staff are responsible for multiple interactions at the
same time, which appears to induce a dilution of perceived responsibility for the SCO
staff due to perceived pressure. This is also illustrated by the following quote:

“A weight mismatch comes up on SCO - if girls [SCO staff] are busy they just clear it; they
don’t look in the bag so there is pressure on the staff.” (SG5)

Having discussed customer characteristics and the busyness at SCOs associated
with lack of staff assistance (social presence) providing opportunities for theft, SCO
layout was also identified as a factor associated with dishonest behavior, and presents
the final theme in this category.

1:3 Layout of SCOs. SGs identified the layout or design of the SCO as a component
that could be relevant in addressing thefts. Stores where the SCOs are arranged in
two parallel rows with customers and staff located in between those rows are
particularly troublesome since when a staff member helps one customer, s/he has
his/her back to half of the other checkouts, which means that the other SCOs are
not monitored. This arrangement makes it easier for thefts to occur, since social
presence or the effect of watching is reduced.

Many SCOs are also situated at the entrance to the shop making it easy for a
quick escape for thieves.

“Fact that it’s near the door. [Thieves] will always go to bottom one coz they are right next to
the door. Common sense - by the time they get to me at the door the lassie [SCO staff] could
have shouted for me to stop them, but they are straight out the door; the nearer they are the
door the better. Better having one bank or two banks up the top. It’s a quick exit.” (SG1)

2. Factors surrounding committed theft.
2:1 Methods of theft. SGs noted that SCO is easy to trick. Customers are perceived

to adopt a variety of methods to shoplift, such as concealing items, swapping
bar codes or leaving the store without paying, which clearly shows intent on
part of the customer.

“[It is] quite easy to deceive the machine.” (SG3)

“Walking off without paying.” (SG6)

“Concealment of the item. Ticket swapping. Scan cheaper. Make-up easy to conceal.” (SG4)

“Two weeks ago we had a girl scanning one thing with two things in hands, so [she] scanned
one thing, put the other one behind and both in the bag”.

“Ticket swapping with reduction stickers.” (SG5)

“Scanning bananas for £1 and putting down steaks.” (SG2)

Concealing items, and swapping bar codes are methods shoplifters may adopt
irrespective of which method of shopping they adopt, i.e., these methods are not
exclusively linked to the use of SCOs. Indeed, these actions may most likely occur
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while the customer is still in the middle of the store. However, there are unique types of
theft associated with SCO, such as scanning cheaper items instead of expensive one, or
simultaneous scanning of two items, as expressed in the last comment. Due to the
control the customer has SGs perceive there are more opportunities for theft to occur
compared to traditional checkouts.

“More chances and opportunities; [the customers] can make it look like they are paying or not
paying for some. Can’t get away with that at a cashier unless you conceal it before the till or if
the cashier was in on it.” (SG4)

This last comment hints at the possibility of a staff member being complicit in
dishonest behavior, i.e., ‘sweethearting’. Historically, sweethearting occurs when a
staff member facilitates friends, family or colleagues to steal by not scanning their
goods or by providing illegitimate discounts and it has been associated with shrinkage
[7]. Sweethearting was not flagged up as a major factor associated with SCO use by the
SGs we interviewed, but it is not possible to exclude this as a method of theft, just as it
would occur with traditional staffed checkouts.

2:2 Type and value of stolen items. SGs stated that they have seen an increase in thefts
of high value items such as electrical items and make-up and everyday items such
as fresh produce and expensive meat.

“Expensive electrical items and expensive alcohol and clothing.” (SG4)

“Usually it’s just their daily shop; it can be milk and bread and stuff.” (SG1)

Customers tend to use the ‘scan & bag’ method of theft where they scan a cheap
item and bag an expensive one, or they will weigh the item and select loose veg/fruit
when it should be a steak.

2:3 Types of excuses/customer accountability. SGs noted that customers that have
been caught stealing indicate it was a mistake, however, this appears to be similar
irrespective of how customers shop, i.e. irrespective of SCO use.

“We always get that story [i.e., that customers indicate it is a ‘mistake’ when they get caught]
whether they have been through checkout or not. They turn it around to be our fault, but that’s
their guilt; makes them more guilty.” (SG5)

“The smarter dressed will say it’s a mistake.” (SG4)

However, SGs recognized that there may be a ‘grey area’ where customers may
indeed accidentally make a mistake.

“A lot of times it [mistake] can happen, aye. Most the times they are chancing their arm.”
(SG5)

In this case, the role of CCTV becomes important to confirm whether a customer
has intent to steal, or whether indeed the customer merely made a mistake.

“Yes, they [customers] do [make mistakes]. Until I check back the CCTV I can’t actually
comment on that.” (SG2)
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“Case dependent. CCTV can see if it’s been a genuine mistake or not.” (SG3)

In this case, the formal surveillance measure, which has historically been seen to
deter theft, is mostly used for confirmation of dishonest intent. The role of surveillance
is discussed in the next category.

3. After the (suspected) theft.

As SGs noted, some thieves may be professional, but some may be opportunistic. Once
a customer is suspected of theft, SGs will look at the CCTV footage to assess a
suspect’s body language/behavior throughout the store to create a clearer picture
whether they have acted in a suspicious manner prior to a theft, such as looking to
where the member of staff is before concealing an item (see also 1.1 Customer char-
acteristics in 1. Antecedents of theft).

3:1 CCTV. CCTV can be very useful in helping see whether a theft appeared to be on
purpose or not and can be used as evidence for prosecution. However, thefts tend
to be over and done with quickly and the perpetrator has left by the time a member
of staff is able to alert security and the CCTV can be analyzed.

“By the time they have seen that there has been a walk off we will look at [CCTV] footage but
that person is long gone.” (SG5)

CCTV in store does not always allow SGs to view entire interactions with SCOs
due to their positioning. SGs are in the uncomfortable position that, with a short
distance between a SCO and store exit, any alarms regarding potential theft may be
raised too late by a member of staff.

3:2 Police involvement. SGs generally felt that not much will happen to those who
face prosecution after having been caught for alleged stealing. SGs state that
thieves who have planned on stealing at the SCOs are unlikely to pay fines that
they receive, and police involvement may not be an effective deterrent for them.
Opportunists will make excuses regarding the technology of the SCOs, as they
will either pay for their items or say they will be back to pay for them and then
never return. This then makes managers reluctant to contact police for every theft
that occurs at SCOs.

“Manager doesn’t usually want to pursue it; if you bring the manager down then they don’t
want to do anything about it” (SG1)

Thus, security guards are put in a difficult position, having to balance their per-
ceived duties with store policies.

3:3 Store policy and accountability. To stop a customer suspected of theft, SGs have
to follow a particular policy involving store management. SGs feel that the policy
can restrict their ability to deal with thefts efficiently.

“Would I go and stop myself without a member of staff … not with [store name] policies,
because we would be penalised regardless of whether we were right or wrong.” (SG2)
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It seems that SGs at times may not feel supported by the store policy in their
perceived role. Associated with this, SGs state they are made heavily aware of the
repercussions of falsely stopping someone, as it can lead to newspaper articles and
ultimately give bad press for the store which they feel could impact on their job.

“Have to think about reputation and false arrest. False arrest can lead to local papers and can
be a bad thing.” (SG1)

SGs appeared to be very aware of their store policy and how false arrests may lead to
negative repercussions for them personally. This appeared to leave SGs feeling torn
between fulfilling their job role and protecting their job. Clearer guidelines for the role
and rights of SGs may address this issue. With new technology, for example, by the
introduction of random checks before customers reach the exit (as is done for ‘scan while
you shop technologies’ via ‘random basket checks’) may allow them to bemore confident
in their role. However, random product checks may be difficult to accept by customers.

4. Staffing roles

Customers ask SGs for assistance in removing clothing tags etc. which takes away from
their role as a security guard, meaning thefts may be more likely to occur as they are
impaired in the ability to monitor for criminal activity.

“Sometimes by yourself at the door operating cameras and still have to check all keys and door
seals. Fire exit doors with security seals, key checks for locked areas given out then given back
at end of day” (SG4)

“Problems dealing with alarm goes off at front door, because of tags being left on [items]”
(SG6)

SGs state that they can become frustrated with SCO staff if they feel they are not
vigilant enough to detect thefts. SGs also stated that manned checkout staff who do not
correctly remove security tags can waste a lot of the security guards’ time as this leads
to door alarms going off and unnecessary checks needing to be made. Clearer guide-
lines for job roles and expectations of staff members may reduce these issues occurring
and disrupting the role of the SG.

5. How to address theft

SGs offered some suggestions to reducing thefts at self-service checkouts. All stated
that more vigilance would reduce thefts at self-service checkouts. Better technology
was also stated as being likely to reduce thefts at self-service checkouts as they were
too easy to trick. Also the SCOs positioning in the store was described as providing a
quick exit (i.e. when the SCO is close to the exit) and making it easier for thieves to get
away and difficult for security guards to stop them.

As a concluding question, the interviewer explored SGs’ thoughts on whether
technological implementations on the SCO itself may affect thefts, such as screen
cameras. Security guards felt that CCTV on a SCO could be effective if perceived by
the customer.

“I think if customers could see it [camera at SCO] and were more aware they were being
watched it definitely would.” (SG4)
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However, there was also a realization that shoplifting is an ongoing problem, with
measures to counteract it lagging behind.

“[…] in general thieves are always adapting and evolving, whether it be a trolley pusher – it
doesn’t matter what it is. [Thieves are] always going to find ways round it. If they get caught
one way, they will share information and find a new way to do it.” (SG1)

“They [thieves] are always one step ahead. You are catching up with them all the time because
they just think of something new.” (SG5)

3 Discussion

This study explored factors around customer dishonesty at SCOs from the perception
of security guards (SGs), with a view to identify possible opportunities to address
shrinkage in retail. SGs’ responses were grouped into five main categories, antecedents
of theft, factors surrounding committed theft, what happens after the (suspected) theft,
staffing roles, and how to address theft, which we discuss in turn.

Antecedents of theft. SGs provided a number of responses with respect to the type of
customer committing theft. SGs suggested that there is no ‘stereotypical’ thief, in that
shoplifters vary in age demographics and apparent wealth, which is in line with the
inconsistent findings regarding shoplifter demographics others have noted [18].
Potential offenders reveal themselves rather by their body language than their demo-
graphic [18], e.g. by scanning the store for staff or other surveillance, which was also
noted by SGs in the current study, who reported potential thieves can be spotted by the
way they monitor where store staff are positioned at SCO.

There was an overall agreement from SGs that there were more thefts at SCOs when
the store was busy and that there were more thefts at SCOs overall, compared to tradi-
tional manned checkouts. All security guards stated that it was easier to steal using SCOs
due to only one member of SCO staff being generally present. These findings are con-
sistent with those of Creighton et al. [16] who found that SCO staff reported feeling under
pressure when SCOs are busy, as they are impaired in their ability to watch for thefts and
assist customers at SCOs. Store staff also felt this increased the risk of thefts occurring
[16], which in turn mirrors the perceptions of security staff in the current study.

The findings suggest that the implementation of a social presence, for example, via
cameras within the SCO area, or indeed on/at the SCO itself [16], or strategically
placed staff within the SCO area, could provide an opportunity to increase surveillance
perceived by the customer, especially when the shop is busy. As an alternative, camera
systems that could automatically monitor a customer’s behavior to flag up suspicious
customer activity to staff would represent a technical solution to spot potential suspect
behavior, and is in line with, for example, biometric technology implementations.

SGs perceived that some consumers may steal because of frustration, for example,
when they have to wait for staff because staff are assisting customers elsewhere.
Frustration has been implicated in theft at SCO [35] in a recent study and is noteworthy
as a motivator, as it can be speculated that frustrated consumers may not be habitual
shoplifters. The blurry line between initial intent and theft happening through frus-
tration is interesting to the extent that frustration may increase the desire to steal, which
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represents one aspect of the Crime Triangle [13]. This would suggest that addressing
frustration may be the critical factor for customers in this category, as it could be
expected that customers were not initially intent on stealing, yet were somehow
tempted into it.

Frustration experienced at SCO may also be addressed by, for example, training
staff to deal with frustrated customers effectively, or indeed, providing more staff at
SCO for customer assistance. In addition, the implementation of technology that could
flag up if a customer is likely to be frustrated may be helpful in this instance, for
example, when a SCO process may take too long. Interface design may also address
some of the user frustrations, for example, by introducing anthropomorphic agents or
indeed real staff in an image area on the screen to induce social presence to deal with
customer frustration.

Finally, the layout of the store was flagged up as critical for committing thefts, as
SGs pointed out that more thefts occur at SCOs near ‘the doors’. This suggests
modifying SCO layout, by, e.g., increasing the distance between SCOs and the exit.

Furthermore, social presence when exiting the store could be enhanced by intro-
ducing mirrors [31], embodied agents or indeed robots [22] or cameras [16] displaying
the customer’s footage in the SCO area.

Factors surrounding committed theft. SGs noted that SCOs are easy to trick and that
customers use a number of methods to steal, including concealing items by simulta-
neously scanning two items, with one item being concealed, or scanning cheaper
instead of more expensive items (e.g. bananas for steaks). The responses are consistent
with recent findings by Taylor [35], reporting many techniques of theft, such as
selecting items that are less expensive than the loose items being weighed, or selecting
cheap cooking tomatoes instead of expensive vine tomatoes, etc. The methods of theft
are creative and SGs noted that they are always trying to ‘catch up’.

With respect to the type of item stolen, SGs noted an increase in thefts of high value
items (electrical, make-up, clothing) but also everyday items. Typically, customers scan
a cheap item and bag an expensive one. While bar codes can be swapped in the store,
before a customer even proceeds to a staffed or SCO checkout, the difference in price
between cheap and expensive items is probably bigger at SCO than at staffed check-
outs. At staffed checkouts, staff may actually notice the difference if the price for an
expensive item is too low. However, at SCOs swapped price tags may go unnoticed
until a SCO staff member actually checks the prices and receipts.

Our findings are consistent with a study by Bamfield [4], who also noted that items
that were reported stolen were typically of high value, a relatively small size, and often
designer brands or in great or regular demand by the public. Those findings point again
to a wider demographic of customer, refuting the idea of a ‘stereotypical’ thief moti-
vated by financial need as outlined above.

SGs pointed out that most thieves caught stealing, irrespective of whether they use
SCOs or not, tend to indicate that it was a ‘mistake’, however, they also acknowledged
that honest mistakes could have been made by customers. SGs state that the majority of
people who are suspected of theft at SCOs will blame the technology as there are grey
areas of security that allow for this to happen, which means it can be difficult to prove
customer intent. This is consistent with research from Beck [7] who calls this the
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self-scan defence. With respect to the thief with intention to steal, others [35] have
noted that a large majority of thieves admit that they stole initially by accident, but that
shoplifting became a routine after that, especially when it was easy to do the first time.
Here, staff vigilance, but also increased tagging of items or technological implemen-
tations at SCO, such as item recognition, may be useful means to address the first
experience of a successful theft.

After the (suspected) theft. SG stated that, once a customer is suspected of theft, the
role of CCTV is to confirm that a theft has occurred. The finding that CCTV in its
current form is not effective in deterring thefts is noteworthy, given that shop-lifters
perceive the presence of formal surveillance effective as a deterrent [12]. This points to
the implementation of more effective ways of inducing perceived surveillance – and
staff assistance – for customers at SCO to prevent theft. For example, adaptions such as
onscreen cameras may increase a sense of social presence and reduce the likelihood of
such behaviors occurring [30], especially if this camera surveillance cannot be avoided
by the customer using the SCO.

The findings also suggest that SGs are under many pressures from store policies and
other expectancies of their role, as they have to abide by store policies once a customer
is suspected of theft. Having to perform their role as Security Guards effectively has to
be balanced with the potential damage to the store’s reputation, if a false arrest is made.
Some expressed feeling demoralized by the lack of authority they have when someone
is caught and a suspect is not further prosecuted. That this may be a valid perception is
supported by findings from recent research [5] showing that only a small proportion of
shoplifters are apprehended and prosecuted, and is consistent with an earlier study [21]
which noted only 24% of all apprehended shoplifters being prosecuted.

SCOs may increase the number of instances of ‘walking’ off with goods that have
not been paid for [5] and SGs in the current study commented on this too. Clear
position of the SCO could assist security guards and members of staff in reducing thefts
occurring, as they would have more time to evaluate and act on suspected ‘walkers’ or
thieves in general. Taylor [35] also highlights the matter of reduced staff presence at
SCOs as a factor that can influence thefts, suggesting that implementations that induce
presence may reduce thefts, in line with what was earlier discussed regarding the store
layout above. However, Hoffman et al. [22] state that initial effects of a social presence
may reduce if customers learn that the risk of repercussions is limited.

Staffing roles. SGs can become frustrated with SCO staff if they perceive staff are not
vigilant enough to detect thefts. SG also stated that staff who do not correctly remove
security tags can waste a lot of the security guards’ time, as this leads to door alarms
going off and unnecessary checks needing to be made. This is impacting on their task to
monitor for criminal activity. There was an overall agreement among SGs that SCO
staff were under pressure when SCOs were busy and they could not ‘do everything’ or
be held responsible for thefts when the SCO area was busy, however, there was also the
perception that this impacted on their own role too. This suggests that clear guidelines
should assist both SCO staff and security guards, in particular, when the store is busy,
as it appears that both staff groups are distracted from being an effective social presence
at this time [16], and this may be affecting their working relationships. The findings
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suggest that security implementations within a SCO could assist both SCO staff and
SGs, perhaps allowing customers to de-tag items after valid payments have been made.

How to address theft. SGs stated a number of factors to address theft, ranging from
better vigilance, to better technology at SCOs and story layout with respect to SCO
positioning further away from the door. The theme of ‘watching’ was alluded to
multiple times. Clearly, SGs perceive surveillance as effective in deterring thefts, and
so do shoplifters [12], with store managers [24] perceiving security guards to be the
most effective surveillance method. However, given that an increasing number of
formal surveillance measures are implemented to address crime [39], it is questionable
to which extent these are indeed successful, given the shoplifting figures generally, and
the absence of exact figures of theft at SCOs [Taylor 16].

It should be noted that SGs commented positively on the implementation of cameras
on SCOs, provided the customers were aware of this type of surveillance. As sho-
plifters tend to avoid cameras (if they are aware of them), implementing them where
customers cannot avoid them, i.e. at the SCO itself, may be useful, as noted above. The
perception of a social presence has been linked to more positive behavior via an
enhanced self-awareness [30, 31] and should be considered. Given that customers have
to direct their attention to the SCO while conducting their transactions, a highly visible
camera on the SCO screen may not go unnoticed, and thus, may raise their awareness
of social presence.

4 Conclusions

The thoughts and views of security guards are important in understanding perceived
customer motivations and behaviors surrounding theft at SCO. The research presented
clearly suggests that security guards feel security measures for reducing thefts at SCOs
could be improved.

Thefts may occur for multiple reasons and involving self-service in customer
transactions may create a complex situation, with many factors at play. Customers may
over- or undercharge themselves, and they may or may not be aware of it. The control
that customers experience at SCO may create situations where theft can occur by
accident. However, theft that can be conducted easily, whether intentional or
non-intentional, may predispose individuals to repeat this behavior [35], and thus
should be avoided. Factors that bring about theft, such as the busyness of the store
combined with opportunity for stealing at SCO, should be recognized and could be
addressed by, for example, enhancing surveillance temporarily during busy times.
Others have noted that the implementation of social presence has a positive effect on
human behavior [30, 31], and this should also be the case with regard to reducing theft,
be it via enhancing staff presence or other, technological implementations at SCO
(cameras, mirrors, embodied agents etc.).

Given that we interviewed staff on their work premises, the cooperation of staff and
the stores was paramount to conducting the study. This research is part of a larger
research project focused on the effects that a social presence may have within a retail
environment, and in particular, theft. One limitation of our study was the relatively
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small sample, thus, findings may not be generalizable to different cohorts of security
guards or indeed, different countries or types of stores. However, the interviews
allowed us to get a comprehensive, in-depth view of the perceptions of security guards
in relation to theft, which was valuable in understanding the factors that may be
addressed to prevent theft. Given that our findings were also consistent with the work
of others hints at the validity of the discussed findings.

SGs considered surveillance as one of the most important factors to address theft.
However, our study indicated that a constant social presence is difficult to achieve
consistently and effectively. Given that social presence has been shown to be effective
in modifying people’s behavior [e.g., 1, 2, 19, 30, 31] it would be reasonable to suggest
that future research should consider variations on how social presence is implemented
in retail. Methods could include the implementation of technology within SCOs or
varying social presence over a period of time to avoid habituation effects. With tech-
nological advances within the retail sector there is great potential to address theft to
ultimately benefit businesses and customers, and their experiences, and also support the
staff working in retail.
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Abstract. This study investigates the duality of envy in online social infor-
mation consumption. By drawing on the Social Comparison Theory, this study
identifies three key aspects of social information consumption, namely social
exhibition, network attention strength, and network attention valence, to be
important determinants of positive and negative envy emotions induced by such
consumption. More importantly, this research elucidates better understanding of
individuals’ response strategies pertinent to the online social networking envi-
ronment. To do so, this research investigates the multiplex perspective of online
social network usage to determine the behavioral responses of online social
network users in regards to online social information consumption. Subse-
quently, this research empirically examines the impacts of social information
consumption have on users’ envy emotions and motivations specific to usage of
social networking platforms. The research model was tested using an experi-
ment. Contributions are discussed.

Keywords: Online social information consumption � Social Comparison
Theory � Benign envy affects � Malicious envy affects � Behavioral
responses � Appreciative usage � Derogatory usage

1 Introduction

Envy emotions, which are often caused by social comparison, have become increas-
ingly common over the years as individuals increasingly rely on online social networks
to develop, maintain, and communicate with friends. While envy emotions are often
triggered by upward social comparison in traditional settings, envy emotions could be
invoked by both upward social comparison and downward social comparison in online
social networks. Indeed, studies show that Facebook users are often depressed by their
friends’ social activities and updates on Facebook [1]. Interestingly, increasingly
studies reveal that online social network users could also be motivated by social
information to engage self-enhancement behaviors. For instance, Gonzales and Han-
cock’s study shows that Facebook users are motivated by their friends’ social updates
making Facebook a “unique awareness-enhancing stimuli” [2].
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The issue of envy triggered by social information consumption has recently drawn
substantial attention from Information Systems (IS) scholars [3]. In online social net-
working environment, the information dissemination and content synthesizes mecha-
nisms greatly enable users the ability to easily retrieve and view content generated by
friends [4]. Thus, the online social networking environment represent a major platform
of social information consumption [5]. Furthermore, the effects of social information
consumption in online social networks could be much more impactful than that in
offline settings [6]. This is because individuals could be exposed to a vastly larger pool
of content in social media, while their exposure could be limited by physical and
temporal limitations [7]. Moreover, the re-dissemination mechanisms might facilitate
recurring exposure to social information, which could lead to elevated impact through
repeated consumption [8]. These unique aspects of online social information con-
sumption warrant careful investigation. Hence, our first research question is, what are
the key types of social information consumption in the online social networking
environment?

Although social comparison often induces negative envy emotions in offline set-
tings, such negative implication might not be the sole effects in online social networks,
which typically consist of divergent and heterogeneous social circles. As a result,
individuals are not likely to expose to a monolithic type of social information con-
sumption. The IS literature has substantially broadened understanding of envy emo-
tions associated with technology usage [9]. Krasnova et al. [3], for instance, noted that
social information consumption would lead to envy on SNS. While most of these
studies have focused on examining the negative aspect of envy emotions, the envy
literature has uncovered the positive aspect of envy emotions. Whereas negative envy
emotions subsume individuals’ negative sentiment towards socialization and interac-
tions with others, positive envy emotions are characterized by positive sentiment
towards social interactions and enhancement to interpersonal bonding [10]. For
example, Toma and Hancock [11] investigated motivations to use Facebook and found
that consumption of online social networking services could allow individuals to
achieve self-affirmation, which helps them uphold their perceptions of self-worth.
Hence, the second research question is, what are the positive envy emotion and neg-
ative envy emotion induced by online social information consumption?

Finally, extant IS literature has demonstrated that individuals take on behavioral
strategies to recover from the emotions triggered by online social information con-
sumption [3]. Past research examining envy responses suggest that individuals could
performance a rich spectrum of behavioral responses to address the emotions provoked
by envy. Although enriching understanding of behavioral response to envy emotions,
there is a lack of research into individuals’ response in the context of online social
information consumption. Thus, to better understand individuals’ response strategies
pertinent to the online social networking environment, the final research question is,
what are the behavioral responses to positive envy emotion and negative envy emotion
in online social networks? Specifically, this study proposes and examines a multiplex
perspective of online social network usage.
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To answer the questions, we develop a research model of the two types of online
social information consumption, which incorporates factors specific to online social
networks. We propose to test the proposed model through a laboratory experiment.
By developing and validating this model, our work is expected to contribute to both
research and practice in this area.

2 Literature Review

2.1 Social Comparison Theory

Online social network users do not only generate and disseminate content but also
consume content generated by their friends [4, 12]. Past studies suggest that while the
generation and dissemination of self-relevant content might help users present and
manage their desired identities in the online environment [e.g., 7, 13], emerging
research reveals that the consumption of social updates could cause some unforeseen
consequences, such as depression and envy [e.g., 1, 3, 14]. For this reason, users’
psychological responses to social updates cannot be fully understood without inves-
tigating how users consume social update. The Social Comparison Theory is especially
useful for studying the impact of social updates on individuals [15]. Social comparison
is the process of thinking about information about one or more other people in relation
to the self [16, pp. 520–521]. This theory has been applied widely to explain various
phenomena including interpersonal comparisons [17], leader-member relationships
[18], peer pressure [19], and appearance evaluation [20]. The theory has also been used
as a conceptual tool for explaining individuals’ behavior to social information con-
sumption on online social networks [e.g., 21, 22].

The Social Comparison Theory posits that individuals compare oneself with others
in order to evaluate or to enhance some aspects of the self [23]. According to the
theory, by evaluating others, individuals develop perceptions of relative standing,
which could have substantial impact on their self-concept, level of aspiration, and
feelings of well-being. In his seminal work, Festinger [15] postulated that others who
are similar to an individual are especially useful to that individual in generating
accurate evaluations of his or her abilities and opinions. Indeed, a rich body of literature
based on social comparisons suggests that an individual’s social standing relative to
referents influences attitudes, aspirations, and behaviors.

The social comparison literature has revealed that individuals typically perform
self-evaluations by focusing on two types of social information, namely upward social
comparison information and downward social comparison information. More impor-
tantly, recent research examining social media usage suggests that the consumption of
social information is an important determinant of envy affects, which are important
drivers of a rich spectrum of online social networking behaviors.

2.2 Upward Comparison and Downward Comparison

Festinger [15] postulates that there is a “unidirectional drive upward” in which indi-
viduals make ability comparisons, in particular with “similar others” who are
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marginally better than themselves. This upward comparison process is generally a good
drive for self-improvements [24]. For instance, in an academic context, Blanton et al.
[25] revealed that upward comparison, which was comparing lower grade performers
with higher grade performers, produced improved subsequent academic results. Col-
lectively, past research suggests that upward comparison could powerfully drive
individuals’ motivations to achieve self-enhancement.

Yet past research has revealed that at times individuals could be forced to make
upward comparison. For instance, in a study examining the effects of advertisements on
social comparisons, Richins [26] found that consumers compared themselves with
models in the advertisement when the physical attractiveness of the models was
emphasized. Indeed, evidence suggests that individuals could find themselves worse off
by performing upward comparisons.

When applied to social information consumption in online social networks, social
comparison can be realized through the consumption of social information among
interconnected users [27]. Recent IS research suggests that social information con-
sumption could lead to unexpected psychological impact on users. For instance,
Krasnova et al. [3] found that social information consumption on SNS could elevate
individuals’ perceptions of envy, which could have detrimental impacts on their cog-
nitive well-being and affective well-being. Accordingly, this study draws on the social
comparison theory to focus on two key types of social information consumption, namely
self-enhancing consumption and self-depreciating consumption. Self-enhancing con-
sumption refers to the extent to which users pay attention to social updates that help
strengthen their self-esteem. For example, users could be most interested to follow the
updates generated by friends who are less well-off academically. By observing others’
struggling in completing course assignments, users could feel somewhat better off.
Self-depreciating consumption refers to the extent to which users pursue social updates
that damage their self-esteem. For instance, users could be tempted to follow friends
who frequently publicize their luxurious lifestyle, such as posting photos about them
attending classy dinner events, showing off branded products, and visiting exotic places.
In essence, whereas self-enhancing consumption corresponds to downward comparison
in self-evaluations, self-depreciating consumption corresponds to upward comparison.

2.3 The Duality of Envy

Envy is an emotion that occurs as a result of social comparison with another person
who is either superior or inferior in terms of a valued possession, characteristic, or
achievement. While past research has mainly focused on elucidating the negative
implications of envy, increasing evidence suggests that envy could have positive
implications on individuals. In terms of the negative implications, envy is often con-
sidered an undesirable and maladaptive emotion. Indeed, envy is typically associated
with an array of undesirable consequences, such as depression, feelings of inferiority,
anxiety, and reduced happiness. In terms of the positive implications, envy could help
alert individuals to being outperformed by others and hence motivating individuals to
level these differences or even surpass competitors. Indeed, recent research suggests
that the envy emotions could spur individuals to mitigate the damaging effects of
threatening social comparisons on their self-esteem [28].
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In general, envy emotions can be categorized into two types, namely benign envy
affects and malicious envy affects. Benign envy affects are characterized by positive
regard of others, desire for superior fortune and the action tendency to improve one’s
own position by moving upward [10]. Benign envy affects emerge if an individual
appraises others’ advantage as deserved and personal control as high. Past research
suggests that benign envy affects activate goals to level oneself up, such as increasing
willingness to pay, inducing impulsive desire for coveted consumer products [29], and
improving upward persistence and performance. Collectively, benign envy affects
helps individual perform self-evaluation, which is the central motivate for comparing
with upward standards.

Malicious envy affects are characterized by hostile feelings toward others and
action tendencies intended to damage their superior positions. This type of envy affects
often emerge if an individual appraises others’ advantage as undeserved and personal
control as low. The negative impact of malicious envy affects have been well estab-
lished [30]. For instance, in a study on malicious envy responses, Zizzo and Oswald
[31] found that malicious envy affects could motivate individuals to destroy some of
their own money in exchange for the destruction of even more money from the person
they envied. More importantly, the envy literature suggests that malicious envy affects
could induce an array of envy-coping strategies, which are typically self-defensive,
with the ultimate aim of overcoming or responding to invidious emotions.

In essence, the consumption of social information is a key source of envy emotions,
which can be largely classified into benign envy affects and malicious envy affects. It is
important to note that the two types envy emotions are distinct and dualistic in tradi-
tional studies. Yet, in the online social networking environment, social information can
be concurrently made available from a highly divergent and heterogeneous social
network. As a result, individuals could simultaneously consume both types of social
information and hence concurrently develop the two types of envy emotions.

3 Research Model and Hypotheses

The research model is presented in Fig. 1.

3.1 Determinants of Envy Affects

When applying the concept of social exhibition in an online social networking context,
social comparison can be realized and becomes highly evident through the consump-
tion of such social information among interconnected users [27]. Specifically, SNS
provides a medium for users to curate and consume information from their social
networks in the form of positive social exhibition and negative social exhibition.
Recent IS research on information consumption and social networks have categorically
suggested the prevalence of positive social exhibition on self-depreciating consumption
in online social networks [3]. As such, compared with negative social exhibition,
positive social exhibition of information for consumption enables upward social
comparison through the evaluation of individuals that are better off than oneself.
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Supporting this, a study conducted by Chou and Edge [32] revealed that SNS users are
more likely to concur that others online are much “happier” and have “better lives”.
Therefore,

H1a: Compared to negative social exhibition, positive social exhibition will lead to
weaker benign envy affects.

In terms of social networking sites like Facebook, both network attention strength
and network attention valence are highly evident as a means of measuring how users
respond and interact with their social networks online. Past research have found that
SNS like Facebook have affected the lives of SNS users and the way they interact with
their social networks online [33]. Content consumption on SNS does not only posi-
tively affect individuals. For example, particularly given the large dissemination
channel and network attention SNS provides; individuals can be exposed to negative
implications of content consumption online such as emotions of jealousy and envy as
well as their self-esteem [29]. Network attention strength is largely represented based
on the amount of explicit responses and peer attention harnessed from an online social
network toward a user’s social update – this is in the form of popularity [34]. As such,
these explicit responses are often made by the user’s social network as an indication of
their awareness and acknowledgement of the social information being exhibited [35].
Therefore, compared with low network attention strength, high network attention
suggests that the social information exhibited is of great popularity due to its wide
dissemination and acknowledgment by other users [36]. As such, individuals might
develop a sense of malevolence as one receives high network attention leading to
weakened benign envy affects. Hence,

H1b: Compared to low network attention strength, high network attention strength
will lead to weaker benign envy affects.

More so, depending on the type of information exhibited, the valence of attention
can be interpreted differently. As SNS users continue to curate and exhibit social

Fig. 1. Research Model
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updates online, the valence of attention from their networks (other SNS users) would
vary. Past research suggests that individuals receiving positive network attention
valence have attracted sympathy and are well-supported (psychological support) by
their social networks online, projecting a greater sense of achievement to others [37].
As such, compared to the exposure and consumption of social exhibition with negative
network attention valence, positive network attention valence suggests that individuals
would find themselves experiencing substantial damaging social comparisons. There-
fore, individuals are more likely to experience weaker benign envy affects. Hence,

H1c: Compared to negative network attention valence, positive network attention
valence will lead to weaker benign envy affects.

Extant research around the envious emotions online have highlighted the impor-
tance of social network attention on SNS user behavior [10]. A recent study conducted
by Tandoc et al. [1] have demonstrated that individuals are highly influenced by the
amount of attention they anticipate to receive and actually receive. In instances where
the network attention strength is low, individuals begins to question and compare
themselves to better others [11]. In the case of negative network attention valence, the
effect of network attention strength on benign envy is more likely to be strengthened.
As a result, individuals might develop a greater sense of benevolence or superiority as
one receives multiple negative network attention. As supported by Greitemeyer [38],
individuals’ self-esteem heightens as others receive negative responses from their
social networks. Consequently, in the case of positive network attention valence, the
effect of network attention strength on benign envy affects is likely to be low (weak-
ened). As individuals are likely to develop a sense of resentment and hostility as one
receives multiple positive network attention. Therefore, the strength of benign envy
affects associated with network attention strength would not be as effective when faced
with a positive network attention condition. Therefore,

H2a: In the negative network attention valence condition, compared to low network
attention strength, high network attention strength will lead to stronger benign envy
affects.
H2b: In the positive network attention valence condition, compared to low network
attention strength, high network attention strength will lead to weaker benign envy
affects.

Furthermore, extant research studies around social networks and user behavioral
responses have indicated that the types of social information and content one exhibits
online to their social networks are crucial measures of attention, which are key drivers
of examining SNS usage patterns and experiences. More so, past research have found
that SNS like Facebook have affected the lives its users specially around the way they
interact and react online [33]. For example, Krasnova et al. [3] found that the con-
sumption of social information on SNS can not only have positive effects on SNS
users, but can also have negative effects such as psychological distress leading to
emotions of envy. Through the consumption of positive social exhibition, the likeli-
hood of individuals experiencing self-depreciation and envy becomes apparent [38]. As
such, in the case of positive social exhibition, the negative influence of network
attention valence will influence the network attention strength. Therefore, compared to
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negative social exhibition, positive social exhibition will result in the increased like-
lihood of attracting negative network attention as individuals develop stronger emo-
tions of hostility when making comparative judgments online. This will weaken benign
envy affects. Hence,

H3: Compared to negative social exhibition, positive social exhibition will
strengthen the negative moderation influence of network attention valence on the
impact of network attention strength on benign envy affects.

The SNS environment and the subsequent social exhibition of information in which
users interact with, have shown to actively trigger social comparative judgments (i.e.
social comparisons). This includes the negative effects on users as they perform
evaluations of self. Compared to negative social exhibition, ample evidence suggests
that with positive social exhibition, individuals could find themselves worse off (e.g.
decreasing prosocial behaviors and interactions with others) by performing upward
comparisons [3]. More so, recent research have acknowledged the prevailing existence
of negative effects on individuals with exposure to and consumption of positive social
exhibition [38]. For instance, Tandoc et al. [1] found individuals are more likely to
become depressed and envious through the consumption of positively exhibited
information on social networks. To further support this, Chou and Edge [32] study
demonstrated that upon viewing social updates made by their social networks, the SNS
users were more likely to agree that others online have “better lives” and are more
successful than themselves. Undeniably, this provokes the SNS experience of users and
consumers of positive social exhibition leading to stronger experiences of malicious
envy affects online. Therefore,

H4a: Compared to negative social exhibition, positive social exhibition will lead to
stronger malicious envy affects.

Extant research suggests that network attention strength is a pivotal aspect of social
information consumption. In the context of social networking the amount of attention
and responses social updates or information yielded, reflects it exposure levels [36].
Compared to low network attention strength, a high network attention strength suggests
that the social update exhibited for consumption has been exposed to a large proportion
of poster’s social network and have been acknowledged via responses. Supporting this,
in the context of SNS, network attention strength is determined by the total number of
immediate responses and peer attention harnessed – this is measured through the
responses selected (such “likes” and “sads” on Facebook) [7]. Given the strong network
attention strength, individuals who consume the social exhibition with strong network
attention strength from others online might develop a greater sense of malevolence as
attention is focused on the one individual. Furthermore, ample evidence has revealed the
negative impact of intensive exposure and attention to self-depreciating social infor-
mation. For instance, Kross et al. [39] examined the impact of online social networking
on emotional wellness and found that the audience size and intensity of responses would
expose individuals to substantial damaging social comparisons in cases where indi-
viduals are perceived to be more inferior than others. This could result in notable
deterrence in their subjective well-being, which strengthens the malicious envy affects.
Hence,
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H4b: Compared to low network attention strength, high network attention strength
will lead to stronger malicious envy affects.

It is indeed understood that the valence of network attention varies based on the
type of social exhibition curated. According to past research, individuals hold a greater
sense of self-achievement and support when they receive positive network attention
valence over negative network attention valence [24]. For example, Gonzales and
Hancock [2] study revealed that the presence of self-presentation and social exhibition
of one’s accomplishment online, makes it difficult for others consuming the exhibition
to avoid feeling envious. This is supported by recent research where individuals would
find themselves enforced to benchmark against the mass of relevant “achievements”
reported by others [40]. Therefore, as these achievements yield upon support and
positive network attention valence, individuals will find themselves being exposed to
considerable negative social comparisons (when performing upward comparison) [3].
Hence, individuals are more likely to experience stronger malicious envy affects.
Hence,

H4c: Compared to negative network attention valence, positive network attention
valence will lead to stronger malicious envy affects.

Recent studies have examined the emotional impacts of social information con-
sumption on SNS users [3]. In examining the emotional impacts on SNS users being
exposed to different social exhibition and attention responses, Tandoc et al. [1] have
found that the amount of attention individuals have received significantly influences
SNS users’ response behavior and emotions of envy. More so, the magnitude of
network attention is important as its suggests that a social update exhibited for con-
sumption has reached a large audience and is well-supported [36]. Therefore, the more
positive attention or support responding to a social update along with high (strong)
network attention would result in other individuals to perform comparative judgments
of oneself against the recognized achievements and social acknowledgements of others
[34]. For example, Crusius and Mussweiler [29] revealed that individuals’ envious
desires impulses when they do not have what others have online. This includes the
amount of network attention and social readership one does not receive in comparison
to others online. Comparatively, in the case of negative network attention, the effect of
network attention strength on malicious envy affects is likely to be weakened. As
individuals might develop a sense of benevolence as one receives numerous negative
network attention. Therefore, the strength of malicious envy affects associated with
network attention strength would not be as effective when faced with a negative net-
work attention valence condition. Hence,

H5a: The effect of network attention strength on malicious envy affects is stronger
in the positive network attention valence condition than in the negative network
attention valence condition.

Recent research examining social media usage advocates that the consumption of
social information exhibited is a key determinant of network attention on envy affects,
which are important drivers of a rich spectrum of online social networking behavior.
Past IS research have revealed that individuals observing others’ positive exhibition of
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their high achievement online could find themselves feeling inspired or motivated to
follow friends who publicize their success. However, Krasnova et al. [3] found that the
consumption of positively exhibited information lead to harmful damages to online
social network users’ affective well-being. This is further supported by a study con-
ducted by Steers et al. [41], on Facebook usage and emotional impacts of individuals
when they are presented with positive content. As such, individuals reaction to social
exhibition varies based on social comparisons and other aspects of social information
(such as the strength and valence of network attention) [36]. As such, when the positive
moderation influence of network attention valence is weakened, the affiliated responses
from individuals online (e.g. through expressions and reactions of “likes” and “sads”
on Facebook) will strengthen the malicious envy affects. Therefore, compared to
negative social exhibition, positive social exhibition will result in the increased like-
lihood of attracting negative network attention valence as individuals foster greater
emotions of inferiority when making comparative judgment online. Hence,

H5b: Compared to negative social exhibition, positive social exhibition will weaken
the positive moderation influence of network attention valence on the impact of
network attention strength on malicious envy affects.

3.2 Behavioral Responses to Envy Emotions

The social comparison theory contends that individuals’ envy emotions are vital in
shaping their behaviors in social interactions [15]. While past research has identified an
array of envy-coping strategies, Krasnova et al. [3] suggest that these coping strategies
can be classified based on two key objectives, namely self-enhancement and
self-defense. Through self-enhancement, individuals attempt to re-establish and
enhance their evaluation of self. Following Krasnova et al. [3], this study examines
appreciative usage, which refers to SNS usage activities an individual actions with the
focus to show gratitude to others online (i.e. on social networks). Benign envy affects
help individuals recognize their self-worth, which is important in motivating further
self-improvement. More importantly, benign envy reinforces individuals’ belief on
their efficacy and capability, which is expected to propel them to taken on
self-enhancing behavior.

Through self-defense, individuals attempt to overcome or respond to invidious
emotions by inflicting reciprocal damages. To this end, this study focuses on
derogatory usage, which refers to SNS usage activities an individual actions with the
focus to demean others online. Given that the sources of benign envy do not pose any
substantial threat to individuals’ self-worth, it is unlikely that they would be motivated
to perform derogatory actions against those who have posted benign-inducing social
information. Therefore,

H6a: Benign envy affects will increase appreciative usage.
H6b: Malicious envy affects will reduce appreciative usage.

Furthermore, past research examining envy suggests that malicious envy affects
could be transmuted into a variety of intense emotions, which might invoke aggressive
behavior responses [42]. For example, Van de Ven et al. [10] found that individuals
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who experienced negative envy were often associated with undesirable emotional
outburst, such as renting of frustration, public expression of resentment, and active
demonstration of mood disturbance. More importantly, malicious envy affects are
found to trigger strong impulses, which could override individuals’ rationality and
provoke socially damage behavior. Accordingly, when individuals experience mali-
cious envy affect, they are expected to perform less appreciative SNS usage, which
tends to generate a distal positive effect on their self-worth, but engage immediate
responses through derogatory SNS usage. Therefore,

H7a: Benign envy affects will reduce derogatory usage.
H7b: Malicious envy affects will increase derogatory usage.

4 Research Methodology

A 2 (Social Exhibition: Negative vs. Positive) � 2 (Network Attention Strength: Low
vs. High) � 2 (Network Attention Valence: Negative vs. Positive) factorial design
laboratory experiment was conducted. Eight experimental condition scenarios were
created by manipulating social exhibition, network attention strength and network
attention valence. These scenarios were modelled based on the actual Facebook
environment and layout.

Social exhibition was manipulated by presenting participants with either a positive
or negative scenario in the form of a Facebook social update that is exhibited for
information consumption by a poster (i.e. Person X). Based on the social exhibition of
the positive and negative information scenarios, network attention strength and valence
were also manipulated. Network attention strength was manipulated by changing the
total number (i.e. the count) of attention in the form of Facebook reactions (i.e. likes,
hahas, sads, angries) as “low” or “high” regarding the social exhibition. Recent
research has reported that a Facebook user has an average of 338 friends. Therefore,
low network attention strength is represented with 15 responses from the poster’s social
network – i.e. approximately 5% of an average Facebook user’s online friends.
Whereas, respectively, high network attention strength is represented with 65 responses
– i.e. approximately 20% of an average Facebook user’s online friends. Network
attention valence was manipulated by categorizing the type of positive and negative
network attention that can received based on the social exhibition. As such, the type of
social reactions are manipulated to represent network attention valence. Negative
network attention valence was represented by “sads” and “angries” reactions, whereas
positive network attention valence was represented by “likes” and “hahas” reactions.

Before the main experiment, a pilot test was employed to evaluate the quality of the
experimental design and to assess the appropriateness of the experimental stimuli.
From the pilot test, the suitable positive social information scenario and negative social
information scenario were identified.

A total of 213 participants were recruited to participate in the experiment to ensure
sufficient power (0.8) with a medium effect size (where ƒ = 0.25) for both the main
effects and interaction effects.
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5 Data Analysis and Results

5.1 Respondent Demographics and Background Analysis

Among the 213 participants, 107 were male and 106 were females. The age of the
participants ranged from 18 to 27. The average time a participant spent on completing
the entire experiment was 24.58 min. No Significant differences were found among
participants randomly assigned to each of the eight experimental conditions with
respect to age and gender, indicating that subjects’ demographics were quite homo-
geneous across different conditions.

5.2 Results on Benign Envy Affects

ANOVA with benign envy affects as dependent variable reveals the significant effects
of social exhibition (F (1, 213) = 14.99, p < 0.01), network attention strength (F (1,
213) = 5.09, p < 0.05), and network attention valence (F (1, 213) = 47.69, p < 0.01).

Hence, H1a, H1b, and H1c are supported. The result of ANOVA also revealed that
the interactions are significant. In particular, the interaction between network attention
strength and network attention valence is significant (F (1, 213) = 16.87, p < 0.01).
Hence, H2a and H2b is supported. Additionally, the 3-way interaction is significant (F
(1, 213) = 28.52, p < 0.01). To understand the 3-way interaction effect, a simple mean
comparison was conducted.

Results of the simple effect analysis show that when social exhibition is negative, the
effect of network attention strength on benign envy affects is significant (F (1,
106) = 1246.98, p < 0.01). The effect of network attention valence on benign envy
affects is significant (F (1,106) = 17.24, p < 0.05). However, the interaction between
network attention strength and network attention valence on benign envy affects is not
significant (F (1, 106) = 1.12, p = 0.82).

When social exhibition is positive, the effect of network attention strength on benign
envy affects is significant (F (1, 106) = 0.13, p < 0.05). The effect of network attention
valence on benign envy affects is significant (F (1,106) = 0.57, p < 0.05). The inter-
action between network attention strength and network attention valence on benign envy
affects is significant (F (1, 106) = 33.61, p < 0.01). Overall, the result supports H3.

5.3 Results on Malicious Envy Affects

ANOVA with malicious envy affects as dependent variable reveals the significant
effects of social exhibition (F (1, 213) = 47.19, p < 0.01), network attention strength (F
(1, 213) = 34.93, p < 0.05), and network attention valence (F (1, 213) = 145.10,
p < 0.01). Hence, H4a, H4b, and H4c are supported. Furthermore, the result of
ANOVA also reveals that the interactions are significant. In particular, the interaction
between network attention strength and network attention valence is significant (F (1,
213) = 5.17, p < 0.05). Hence H5a is supported. Additionally, the 3-way interaction is
significant (F (1, 213) = 16.58, p < 0.01).
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To understand the interaction effect, a series of simple mean comparisons was
conducted for benign envy affects and malicious envy affects. Results of the simple
effect analysis show that when social exhibition is negative, the effect of network
attention strength on malicious envy affects is significant (F (1, 106) = 41.99,
p < 0.01). The effect of network attention valence on malicious benign envy affects is
significant (F (1, 106) = 37.24, p < 0.01). The interaction between network attention
strength and network attention valence on malicious envy affects is significant (F (1,
106) = 25.03, p < 0.01).

When social exhibition is positive, the effect of network attention strength on
malicious envy affects is significant (F (1, 106) = 5.40, p < 0.05). The effect of net-
work attention valence on malicious envy affects is significant (F (1, 106) = 111.37,
p < 0.01). The interaction between network attention strength and network attention
valence on malicious envy affects is not significant (F (1, 106) = 1.35, p = 0.248).
Therefore, H5b is supported.

5.4 Determinants of Appreciative Usage and Derogatory Usage

To investigate how appreciative usage can be influenced, a regression was performed
using benign envy affect and malicious envy affect as the independent factors. Addi-
tionally, perceived closeness, self-esteem, Facebook usage experience, gender, and age
were considered as control variables. The adjusted R-Square is 0.27. The standardized
coefficient of benign envy affect is 0.43 (p < .01) and malicious envy affect is –0.06
(p = .22). Therefore, H6a is supported, but not H6b.

To investigate how derogatory usage can be influenced, a regression was performed
using benign envy affect and malicious envy affect as the independent factors. Addi-
tionally, perceived closeness, self-esteem, Facebook usage experience, gender, and age
were considered as control variables. The adjusted R-Square is 0.20. The standardized
coefficient of benign envy affect is –0.49 (p < .01) and malicious envy affect is .028
(p < .01). Therefore, H7a and H7b are supported.

6 Contributions

This study contributes to user psychology and IS literature as a whole, in numerous
aspects. By drawing on the Social Comparison Theory, this study offers several key
theoretical contributions to the research community. The first theoretical contribution
this study makes, is that it is one of the first attempts to investigate the unique role of
envy – to extend on current IS and psychology literatures’ understanding on both
positive and negative implications of envy emotions specific to online social infor-
mation consumption and technology usage. A general understanding in the literature is
that envy is typically an undesirable emotion, which could cause substantial negative
implications in social interactions. While the envy literature has largely focused on
explaining the negative implications of envy, emerging research has revealed the
prevalence of its positive implications. Yet extant research studies have mostly focused
on the negatives of envy. As such, the issue of envy triggered by social information
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consumption and comparison is relatively new and has recently drawn substantial
attention from IS researchers [3]. Whilst IS literature has considerably broadened
understanding of envy as an emotion associated with technology usage. For example,
Chen and Lee [34] research was conducted around users’ emotions as they were
exposed to different aspects of Facebook. More so, Krasnova et al. [3] research also
noted that social information consumption would lead to envy on SNS. Extant research
studies are still limited to how envy on SNS mediates the relationship between social
information consumption and users’ affective and cognitive well-being, base-lining on
the negative implications of envy.

The second theoretical contribution is that prior studies have failed to recognize that
“benign envy affects” and “malicious envy affects” may exercise different influences.
Extant research studies have instead subsumed these two constructs into one construct
(i.e. “envy”) [10], and subsequently, many researchers have failed to acknowledge the
possible differences. Individuals can indeed embrace positive envy (i.e. benign envy)
towards others – and at the same time, others may experience negative envy (i.e.
malicious envy), and vice versa. As such, benign envy affects are particularly evident
when individuals perform downward social comparisons i.e. when individuals are
perceived to be better off than others or when individuals’ belief on their efficacy and
capability are reinforced. Whereas, malicious envy affects are especially evident when
individuals unavoidably enforce themselves to benchmark against the successes and
achievements of their social networks. As such, this may enable individuals to perform
upward social comparison – however, individuals may not necessarily embrace mali-
cious envy as a direct result of upward comparison as individuals can experience
malicious envy affects by simply being exposed to the social exhibitions with high
network attention. Therefore, the “benign” and “malicious” perspectives of envy affects
have profound differences in online social networks. Hence, this research study enri-
ches IS literature by providing empirical evidence which recognizes that benign envy
affects and malicious envy affects are two independent, separate constructs.

The third theoretical contribution is that past research studies have predominately
emphasized on information disclosure in online social network [4]. As such, to add to
current research, this study examines the impact of social information consumption in
online social networks by drawing on the concurrent performance of upward social
comparison and downward social comparison. Furthermore, the key elements of social
information consumption are identified and the respective envy-driven behavioral
responses of users are testified through the execution of a laboratory experiment with
hypothetical scenarios. As such, this research study contributes to current literature
through the exploration of an area of online social networks that has been lightly tapped
by extant research. Therefore, this study extends on IS literature through the provision
of granular understanding on the impact of social information consumption – partic-
ularly, social exhibition, network attention strength and network attention valence in
online social networks.
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Abstract. The ‘‘Service Dominant Logic’’ (SDL) approach suggests that value
for the consumer is generated only while using a product (value in use).
Extending this perspective, the concept “value in context” considers the impact
of the specific usage situation. We shall develop a classification of context
dimensions with respect to their relevance in influencing the value for the
customer.
While technology today provides innumerous systems to measure context

factors, it is highly important to develop suitable algorithms to transform data
into knowledge allowing real time reactions as there are presentation of infor-
mation, automated execution of functions and services and tagging of customer
data for future use. While presentation of information is already used in smart
online marketing we see a lot of potential for innovations in context-sensitive
online services and will provide some ideas in this paper.
We will focus on two key challenges for digital brand management: brand

integration and customer integration into the context of the usage situation. To
this end we introduce the term “brand viscosity” describing the capability of the
brand to adjust to a specific context situation. E.g. it should be possible to select
and combine context-relevant brand attributes out a set of predefined
brand-specific symbols, language styles and stories and digitally display those
that promise the highest value in context. In such way, the brand substance, the
brand image and its relationship with the customer, who is considered as “value
(co) creator”, are designed so that they can adapt to the specific context con-
ditions without losing its basic identity.
This paper is addressed to marketers by giving guidelines for the design of a

context-sensitive digital marketing approach as well as to researchers by pro-
viding a framework to link the theoretical concepts of SDL, digital brand
management and the concept of context-sensitivity.

1 Introduction

Already in 2000, Kenny and Marshall claimed the need for Contextual Marketing.
They challenged companies “…to use the power and reach of the internet to deliver
tailored messages and information to customers at the point of need.” [1] Compared to
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then, technology today provides numerous possibilities for measuring context and
delivering not only tailored information but also other context specific marketing
reactions. Sensors, embedded systems, wearables, visual and audio recording – all
enlarge the scope of digitally visible context parameters. Highly important, however,
are suitable algorithms to transform data into knowledge allowing real time reaction.
To develop such algorithms for real-time contextual marketing, models are required
that can capture the interdependencies between three factors: the context situation, the
value generated while using a digital service or product and the marketing reactions
influencing the situation. The objective of this paper is to design a conceptual frame-
work for context sensitive digital marketing. For that purpose, we will classify relevant
context dimensions and describe theoretical models as a basis for the development of
an algorithmic processing context sensitive to real-time marketing reactions. We shall
group possible marketing reactions and generate some ideas for innovations in context
sensitive online services. Finally, we will draft the challenges on digital brand man-
agement within a context sensitive real time world. The guiding principle for these
concepts is the “Service Dominant Logic” (SDL) approach.

2 Contextual Digital Marketing Based on the Service
Dominant Logic Approach

2.1 “Value in Context” as a Paradigm of Digital Marketing

Marketing must offer benefits, that is, promote value-creation not just for the company,
but especially for its customers and target groups. Such values may be informational
(“information value”), entertaining (“experience value”), or supporting (“service
value”) [2, 3]. An information value can arise, for example, from algorithmically
generated, individual product recommendations, such as are provided by Amazon
Prime or Netflix. An experience value arises for example through entertaining content
or usability that is appropriate to the target group. A comfortable search function within
Netflix can provide a service value.

Customer values are always context-dependent which fact justifies the service
dominant logic approach (SDL approach). It suggests that value for the customer is
generated only while using a product or service (“value in context”) [4–6]. It is not the
provider who creates value, but the customers themselves who are “value producers”
by integrating their resources into an interactive usage process characterized by specific
context factors. The supplier offers only value potentials. Condensation of this process
is a cognitive and emotional customer experience, from which future expectations of
benefit arise.

For providers of digital services, the task is to support this “production process” on
the customer side as well as possible. It is this value in context perspective that makes
the SDL approach ideal as a conceptual framework for digital marketing. It helps the
automated identification of both the resources entered by the customer in an interaction
situation and the specific context factors that characterize it. The classification of these
two aspects and the diagnosis of their influence on the value in context is a prerequisite
to be able to react algorithmically and automatically along with the usage situation.
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2.2 Definition of “Context” and “Context Sensitive Digital Marketing”

The term context is used in different scientific disciplines and is correspondingly
complex. In the linguistic and literary sciences, context denotes analyzing and
understanding of verbal expressions or texts that are created under specific circum-
stances. In psychology and sociology, context is considered to be an influencing factor
on human behavior and the shaping of social network relationships [7]. In computer
science, on the other hand, context plays an important role in the development of
so-called “context-sensitive” systems within the framework of “pervasive computing”,
“context aware computing” [8, 9], “ubiquitous” or “embedded computing” concepts.

Dey provides a frequently cited definition from the point of view of “context aware
computing”: “Context is any information that can be used to characterize the situation of
an entity. An entity is a person, place, or object that is considered relevant to the inter-
action between a user and an application, including the user and applications themselves”
[10]. Therefore, situational aspects are only contextual if they are closely related to the
interacting person or the object. Context thus includes a valuation of a situational aspect
about its relevance for a concrete action [11]. Out the perspective of pervasive com-
puting, Ferscha concretizes the concept of context sensitivity as a “… system behavior
that considers the present and possibly expected future situation of an artefact or the user
and acts in a correspondingly plan-based (intelligently) manner.” [12]1

In linking these two perspectives, we define context-sensitive digital marketing as
plan-based, automated marketing reactions based on the identification and interpreta-
tion of the relevant circumstances - relevant to the respective interaction situation and
the related purpose. The identification and interpretation of the context as well as the
marketing reactions derived from it are usually automated and real-time. One of the
challenges of digital marketing is therefore to filter out the most relevant factors for
customer-oriented value generation from the multiplicity of situational factors sur-
rounding an interaction situation in real-time [13].

2.3 Classification of “Context”

Context classifications support the identification of value-relevant factors by providing a
“search frame” orientation. With marketing aspects, the linking of the sociological-
psychological and the information-technological perspective appears promising. How-
ever, we see three broad deficits in the approaches discussed so far in the literature. These
are usually enumerative, barely link the mentioned perspectives, or they do not ade-
quately consider the new possibilities arising from developments in sensor technology.

Therefore, we have developed a two-dimensional model for context classification.
Each context factor can accordingly be described using two dimensions:

• Dimension 1: Inner and outer context factors [13].
• Dimension 2: Latent and acute context factors.

1 Original text: “…Systemverhalten, das die gegenwärtige und ggf. auch erwartete zukünftige
Situation eines Artefaktes oder des Benutzers berücksichtigt und entsprechend planbasiert
(intelligent) handelt.”
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Dimension 1 establishes the reference of the context factor to the user. With the
“inner context” we refer to context factors of the usage situation, which are directly
connected to the person generating the benefit. This includes the psychological and
demographic characteristics of the user, his or her personality as well as cultural
character and the associated long-term values. Other context factors in this class may be
the belonging to a specific customer segment, a social group or a social milieu. We also
consider here the utilization history or intensity and the duration of the relationship
with the service provider. Particularly relevant are the motivation and the intention, as
well as the current emotional mood that determines the interaction situation. Precisely
such factors can be quite different depending on the usage situation even regarding an
identical object of action.

Outer context factors are the aspects directly surrounding the acting individual,
which are usually consciously perceived and which shape the contact situation. These
factors interact with the inner context and influence the intentional, motivational and
emotional processes in the contact situation. Outer context factors include the technical,
temporal, spatial, social and climatic context within which an interaction takes place.
To illustrate: there are experimental studies showing that purchasing behavior, per-
ceived value, and price stability are influenced by the device used (technical context)
[14, 15]. The spatial environment, e.g. private or public space [16] influences the
emotional condition of the user, the usage behavior and thus the perceived value [17].
Similarly, the temporal or climatic context may also act as a value-influencing factor
in a usage situation. Other aspects which indirectly affect the use situation and exert an
influence on their experience are, for example, the geographic space within which the
usage situation is located (for example, during a holiday trip) and the associated cul-
tural environment of use.

Dimension 2 describes the relationship between the depicted outer or inner context
factors and the concrete usage situation. We distinguish between “acute” and “latent”
context. The latent context includes those influencing factors that have an indirect
value-influencing effect in a concrete usage situation. These are rather static compared
with the acute use situation. They exert an influence on the specific interaction situation
but are not strongly influenced by it (for example, stable psychographic or demographic
characteristics, cultural characteristics, climatic conditions, etc.). Even if they are stable
in a largely unchanged manner over several use situations, their influence on the
respective value generation may differ due to interactions with other factors.

The acute context refers to influencing factors that define the individual moment in
a unique way with respect to a specific usage situation. These can, on the one hand, be
distinguished by their degree of variability during the interaction. A supplier could
record these in a real-time situation and to influence them through interaction-specific
value propositions. These factors include, for example, the acute emotional condition of
a user that can be weakened or strengthened by specific digital marketing reactions or
the concrete motive behind a usage situation, which can be changed by dynamic
reactions. Different from these very volatile context factors, on the other hand, are those
which are unique in terms of the value-generating interaction situation (for example,
persons present, temperature of the room, public or private interaction site) but that
cannot be changed from the supplier’s point of view.
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In Table 1 the two-dimensional classification of context factors will be summarized
by means of examples.

The acute context factors must be identified, classified and converted into auto-
mated marketing reactions based on real-time data. The latent context factors, on the
other hand, can be allocated based on historical data and linked to the real-time data.
The combination of context factors of different types allows the definition of diverse
contextual scenarios on the basis of which automated, digital marketing reactions can
be defined in a real-time plan-based manner.

3 Identification of the Context in the Digital Usage Situation
as the Base of Context-Sensitive Digital Marketing

3.1 Necessary Algorithms and Models for Contextual Digital Marketing

In the field of computer science, there are different, in some cases overlapping, research
areas that offer approaches for the development of context-sensitive systems. Examples
include “pervasive computing”, “context aware computing”, “ambient intelligence”,
“ubiquitous” or “embedded computing” [18, 19]. What is common to all is ultimately
the question of how information technology can ubiquitously support people discretely
in reaching their goals and intentions while considering situational aspects.

The technical possibilities to find answers to this question have grown enormously
in recent years. The advancement of sensor technology is at the forefront of capturing
context-oriented data. Ever smaller, more powerful sensors, embedded in everyday
objects (embedded systems) offer theoretically almost unlimited possibilities to under-
stand the contextual situations in which people are acting. These sensors often do not
work independently, but are networked, communicate with each other, and transmit
their data to central servers or data warehouses in the cloud (“internet of things”). Data
generated from different sources can be aggregated into “big data” pools, which, using

Table 1. Two-dimensional context classification and example assignment of context factors.

Context factors Latent (static) Acute (dynamic)

Inner
(Person-related and can
be influenced by provider
real-time or longer-term)

milieu
personality type
demographic features
cultural impact
recoveries
interaction history
etc. …

emotional condition
action motive/intention
interaction behavior
etc. ….

Outer
(Related to the usage
situation and considered
by the provider as a
framework)

climate zone
season
place of residence
social networking
etc. ….

cultural environment
social environment/people
present
location of interaction
weather, temperature, time
intermediate medium used
etc…..
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appropriate analysis processes and instruments (real time processing), allow a realistic
and comprehensive picture of the current context and context-appropriate reactions [20].

Smart phones, but also smart TV, wearables, such as smart watches or smart
textiles, smart meters, connected, autonomous vehicles – all these systems include
sensor technologies and embedded analysis algorithms for detecting the user context.
Smart TV, for example, already offers the option of switching regional adapted TV
advertising based on geographic data. If the smart TV is within the same Wi-Fi as the
smartphone, tablet or notebook of a user, then the usage data collected there can
theoretically be combined with those of the Smart TV. This allows a deep under-
standing of interests, preferences and moods of a user. The smart phones like those
developed as part of Google’s “Tango Project” can actively detect their environment
and display it in real-time. Outer and inner context factors become comprehensible in
the usage situation. Machines which “see” or understand language provide possibilities
for automated cognitive performance in the assessment of context situations, also
situations involving emotional or social interactions [12, 21].

The data provided by sensor technology and other sources require algorithms – i.e.
unique, automated executable action rules – for dealing with the data collected to give
it meaning relevant to the solution of a specific problem.

Depending on their contribution to solving the problem, three different types of
algorithms can be distinguished:

• Algorithms that provide action-guiding information; E.g. Information about the
shopping history and the product interests of an online buyer.

• Algorithms that also link information to knowledge and, on this basis, provide
automated recommendations for action; E.g. Information about product interests of
an online customer linked to the actual buying behavior of similar customers and
resulting purchase recommendations.

• Algorithms that automatically decide and trigger context-dependent actions as well
as independent actions for task fulfillment. E.g. An automatic braking operation of a
collision protection system in a car or bots which independently pre-configure the
goods baskets or order products upon reaching certain price thresholds.

The development of such algorithms should be based on sound theory and
empirically verifiable models. From our point of view, three model types are necessary
to implement a context-sensitive digital marketing approach to increasing the value in
context during digital interaction situations (see Fig. 1):

• Models that attribute the context to data: E.g. the emotional dimension “relaxed”
can be attributed to usage time (evening), used device (tablet) and tiredness (slow
control activity).

• Models describing the effect of the context: These help to identify the relevant
context dimensions for a specific usage situation, as well as to determine the
direction and magnitude of its influence on the value in context [22].

• Marketing response models: These models show what marketing reactions under
specific context conditions are suitable to optimize the customer experience during the
interaction and thus the value in context. This requires modeling of the relationship
between value proposition, contextual situation and value creation (value in context).
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For the development of algorithms of the relations formulated in these models,
computer science and statistics provide a variety of concepts and tools. Most recently,
there have been significant advances in both the so-called symbolic and sub-symbolic
procedures of artificial intelligence2. Taxonomies, ontologies, or neural networks help in
the definition of context situations and the systematization of possible value proposi-
tions. Logic, rule-based closing, or “case based reasoning” considering historical data,
enable the implementation of self-optimizing, learning-capable marketing reaction
models. This also applies to non-directional or directed correlations between contextual
situations and value propositions [22]. Correlation or similarity measures provide the
statistical basis for collaborative or content-based filtering. Netflix, for example, uses this
to automatically display product recommendations [23]. Simple or Bayesian probability
calculations can help determine the relevance of different context dimensions for the
value in context. Causal relations between the context situation and value in context can
also be recognized by multivariate statistical methods or data mining techniques.

3.2 The Reaction Possibilities of Contextual Digital Marketing

According to Dey & Abowd context sensitive software systems allow basically three
possible responses [10, 20]:

• Presentation of context-oriented information or functions
• (Automated) Execution of functions or services
• Tagging: enhancement of data with context information for subsequent marketing

activities

Context of
Use

Valuein
Context

Value
offered

Context-Attribution
Modell Context-Effect Modell Modells for Marketing

Reaction

Sensor-&
Tracking
Data

Relevance/
Meaning? Effect? Effect?

Fig. 1. Necessary models for developing digital marketing algorithm.

2 For a critical discussion of appropriate methods see [24], p. 127–142.
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The first aspect is already an important part of a professional online marketing. As
part of the Real-Time Bidding and Advertising, Programmatic Marketing or Targeting
online marketing actions are controlled depending on different contextual factors.

We see potential for innovations in the offer of context-sensitive, value adding
online services. Amazon and Netflix for example show that well-crafted, intelligent
recommendation systems deliver valuable information on context-appropriate con-
sumption options. This could be further developed in the future into automated
“curated shopping” systems that provide situation-specific, useful and individual rec-
ommendations in real time. Further potential for increasing the value in context results
from context-sensitive assistance and support systems. “real-time pricing” or “dynamic
pricing” models may establish individual and context specific prices depending on the
customer-specific payment readiness that has been algorithmically determined in the
specific context.

The contextual information of a usage situation need not necessarily always act as
trigger for real-time based digital marketing responses. It may be also useful to archive
them first and use them later. For this purpose, it is usually necessary to link the
manifold of incoming context-based information with data from other sources by using
methods like record linkage, data matching and/or data fusion [25]. This creates
valuable “big data” pools, which can be exploited by methods of data mining.

4 Challenges for the Digital Brand Management

4.1 The Digital Brand Management Frame

It has been shown that new technological possibilities, created by sensor technologies
and the connected internet of things, create almost unlimited options for a data-based,
real-time-based digital marketing. Previous approaches, e.g. the already mentioned
real-time bidding, targeting or programmatic marketing or the use of the currently
strongly discussed “bots” in the marketing communication fall short however. They are
by no means sufficient to exploit the available technological tools for identifying
relevant context factors and for deriving automated marketing reactions. In addition,
their field of application is limited to a comparatively small task of brand management.
Brand management overall, however, faces the challenge of exploiting the many new
possibilities.

To this end, a rethink or paradigm shift of traditional brand management appears
necessary. In the literature, the context-oriented design of the brand appearance is often
assigned to the “operational perspective” [26]. This point of view ignores the value in
context as the driver of the customer-oriented brand value in a digital real-time world.
The value in context perceived by the customer in an interaction situation is essentially
determined by the value contribution a brand can achieve, considering in particular the
acute context factors.

Therefore, real-life situations should not be dismissed as an operational task, but
rather planned strategically. This means putting more focus on the contribution a brand
can deliver to the value in context, considering the acute context factors in a specific
interaction. Bonchek and France formulate aptly: “A brand is not something you
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manage over time. It’s something you deliver in the moment” [27]. Rigid positioning
models need to be made dynamic without diluting the brand identity. Keller claims in
this regard “..provide them (consumers, the author) with a highly customized and
tailored brand experience..” [28] and he warns against the risk of dilution of the brand
[28, 29]. For these reasons, other authors demand that the brand’s “responsiveness”
and “interactivity” be improved in the digital environment [30, 31].

In the real-time digital world, we see a central task of context-sensitive brand
management in the re-alignment of the tension field between brand continuity and
brand adaptation. We refer to this adjustment as the “brand viscosity”, that is, the
ability to adapt and integrate the brand in a specific interaction situation. The brand
viscosity must be determined in such a way that an optimal balance is found between
the respective value in context on the one hand and the customer-oriented brand value
on the other. The illustrated models for context attribution, effect and reaction require a
distinctive, brand adequate operationalization. Based on this, algorithms can be
developed that realize a defined viscosity of the brand in concrete situations. It is
necessary to identify the relevant context factors for the brand, to interpret them in their
interactions, to anticipate contextual scenarios and to develop strategy-compliant
reaction patterns for the digital interaction.

If one follows the idea of the service dominant logic approach, the generation of
value in context is dependent not only on the value offered by the brand, but also on the
customer’s responses to specific context factors. Merrilees therefore sees a paradigm
shift from a “customer-centric” to a “customer-driving” marketing [31]. The value in
context is influenced by the context-dependent behavior and feeling of the customer
himself. The customer becomes the “value (co-) creator”. His or her ability and will-
ingness to be involved in the generation of values in the acute use situation is also
dependent on, or interacts with, personal emotions and experiences. These, in turn, are
ultimately value-creating or determine the value in context of the customer [29, 32].

A further central task of context-sensitive brand management is therefore twofold:
First, to positively influence the customer’s context-dependent willingness to integrate
into the process of value generation; second, to influence the customer’s experiences
with the process during the interaction. To this end, based on the models presented,
systems are to be developed that can be addressed to customers in real-time in a
context-oriented manner that promote customers’ willingness to integrate. The aim is to
increase the brand experience, the associated value in context and ultimately the
“customer based brand value”.

Figure 2 summarizes these ideas. It illustrates that the value in context is, on the
one hand, influenced by the brand viscosity, i.e. the adaptability of the brand to the
specific context of the interaction situation. On the other hand, it is influenced by the
customer’s context-dependent willingness to integrate. The value in context, deter-
mined by brand viscosity and customer integration, then forms the basis for the creation
of a customer-oriented brand value as the central goal of the brand management [33].
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4.2 Brand Viscosity as Challenge for the Digital Brand Management

Figure 2 shows, on the left, the basic design elements for determining the brand vis-
cosity [34]:

• The brand substance, i.e. the functional, emotional, aesthetic and social brand
performance in the sense of the offered value potential.

• The brand image, i.e. the associations and perceptions associated with the brand,
caused by the communication of the value potential by means of brand-specific
symbolism, language and stories.

• The brand relations, i.e. the definition of the roles and responsibilities between
supplier and customer in the context of an interaction situation [27].

With respect to the brand substance, this means for example that the functional,
emotional, aesthetic and social performance of the brand is carefully enriched with
contextual components. A successful example of this is the context-dependent,
event-oriented design of the emotional-aesthetic brand performance of Google’s sig-
nature in the form of Google doodles.

Further possibilities include the augmentation of the core performance of a brand
by context-dependent additional services. For example, the automotive industry already
offers its customers, in a variety of ways, context-sensitive, digital “smart services”.
They help to increase the value contribution of the brand to the customer in a specific
usage situation. The potential, derived from consideration of, in particular, acute
context factors, seems far from being exhausted.

The brand substance forms the basis for the creation of a credible, authentic brand
image. This can also be outlined in a context-dependent manner and in real-time. Thus,
it is conceivable and technically possible, depending on the context situation, to select

Fig. 2. Brand viscosity and customer integration as the central challenges of context-oriented
brand management.
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from a set of brand attributes predefined within the framework of the positioning
strategy those which are specifically relevant to the context, and to emphasize them in
communications with the customer. From a predefined set of brand-specific symbols,
language styles and stories, it should be possible to select, combine, and digitally
display those that promise the highest value in context. To that end, the mentioned
elements that enrich the brand with meaning should be modularized, then a suitable
combination of those modules should be assigned to context scenarios within the
context effect model and integrated into the marketing reaction model.

Finally, it is also necessary to shape brand relationships with customers in a
context-specific manner. Depending on the context, the roles between the provider and
the customer can be defined differently within the framework of the interaction, and
role-specific information or services can be offered in real-time. For example,
depending on the proficiency of a viewer, Netflix could assign different roles (for
example expert or layman) and use it for corresponding recommendations or
information.

4.3 Customer Integration as Challenge for the Digital Brand
Management

Within the SDL approach, the customer’s engagement during the interaction situation,
his or her willingness to provide resources in the moment, and the resulting experiences
become central for the value creation. The principles developed there can be guidelines
for brand management in the digital real-world. Especially in the world of social
networks, customers are active co-creators of the brand, of its identity and of the
value-generating experiences that relate to it [35]. The importance of the customers in
shaping the brand has grown so far that the question is increasingly raised as to whether
the brand itself still belongs to the company [36].

While suppliers can decide relatively autonomously about the design of brand
viscosity, a challenge is to consider the customer’s role in value generation in
context-sensitive, algorithm-based marketing concepts. To meet this challenge, we
should answer three central, interrelated questions:

1. How do acute context factors (for example, the mood of a user or the location)
influence the customer experiences and feelings at the moment of the interaction
and how can algorithms respond to different context constellations
(interaction-related customer experiences) [31]?

2. How strong is the involvement and engagement of the customer in the specific
interaction situation with respect to the brand (interaction-related customer
engagement) [28, 31] and what possibilities exist from the supplier’s perspective to
influence this with the objective of maximizing the value in context in real time?

3. In the acute use situation, considering the specific context factors, how can the
customers’ willingness and ability be positively influenced to integrate themselves
and their resources into the value-added process? (value co-creation)

In the comprehensive literature, the “customer experience” and “customer engage-
ment” concepts are usually considered in the role they play in the long-term customer
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relationship over several interaction phases [37, 38]. From our point of view, this focus
must be supplemented in a real-time world by the insights gained from the acute,
interaction-related perspective. At the core of context-sensitive brand management is,
above all, the dynamics that arise between the supplier and the user at the moment of use
of the brand, considering the specific contextual factors in the immediate situation. The
context-dependent possibilities of influence in the moment of value creation are to be
considered more intensively in the light of the now diverse technological possibilities,
while considering the strategic objectives of the brand management.

In particular, Merrilees models the relationship between interactive “brand expe-
riences”, customer engagement and value co-creation [31]. He clarifies that the
brand-specific sensations and experiences generated in the interaction situation sub-
stantially influence the customer’s commitment and willingness to participate in the use
situation. He also assumes that the willingness to value co-creation differs significantly
because of different interactive experiences with “hedonic brands” and “functional
brands”. While Merrilees assumes a moderate willingness to participate in functional
brands due to the dominant cognitive processes, the emotional experiences of hedonic
brands lead to a strong willingness to participate in the generation of value [28, 31].
Therefore, comparable context constellations for the same customer are to be inter-
preted differently from the point of view of brand management, depending on the type
of brand, meaning they are to be addressed with different marketing reactions.

But Merrilees hardly considers the significance of acute context factors for the
value in context. The concept of brand management needs to formulate “customer
experience” as more than experience and sensation related to the moment of the
interaction. Experiences are more than “long-term experiences” with the brand. Hence,
the need arises to provide value-generating experiences in their dependence on acute
contextual factors, e.g. the acute emotional mood of the user, the existing social
environment or the location of the use.

For example, Netflix could design its product recommendations very differently
depending on whether a user is sad or euphoric, lonely or together with a partner or in a
group of friends seeking relaxation. In the same way, the cognitive, emotional or
behavior-oriented commitment of the customer should also be considered as
context-dependent and possibly open to influence from the marketing strategy. After a
long working day, a tired, overworked user will have a different “psychological or
physical investment… in that brand” [39] than in a relaxed holiday situation. Finally,
the willingness and ability of a customer to bring resources (for example, knowledge,
personal data, time, etc. [40]) into the process of value creation must also be viewed
and controlled in a context-dependent manner. Digital brand management should better
understand customers as a resource of value creation in the usage situation and develop
algorithms to influence customer integration depending on the contextual factors
characterizing the situation.
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5 Summary

In this article, a concept is developed and presented based on the Service-Dominant
Logic Approach. The concept can serve as an orientation in the design of
context-sensitive digital marketing approaches. It was shown that in a real-world
environment, the “utilization moment” and the factors influencing it are central in the
creation of a value in context. This is at the same time the driver of the
customer-oriented brand value. Brand management in the digital real-time world
becomes more complex as brand perception and brand use are context-dependent,
changeable and more difficult to influence at any time. To overcome this complexity, it
is necessary to formulate brand-specific models for context allocation, context effect
and marketing reaction. A central task of brand management in the digital real-time
world is to formulate context scenarios and to define possible marketing reactions. For
this purpose, it is important to understand which context dimensions are relevant for the
brand and how they function in the value creation process. At the same time, to ensure
the integrity of brand management, it is imperative to prevent unintended contextual
scenarios in digital usage situations. Even in a real-world environment, the importance
of the brand is retained: strong brands shape the context. Weak brands are formed by
the context!

References

1. Kenny, D., Marshall, J.F.: Contextual marketing – the real business of the internet. Harvard
Bus. Rev. 78, 119–125 (2000)

2. Holbrook, M.: Special session summary customer value – a framework for analysis and
research. Adv. Consum. Res. 23, 138–142 (1996)

3. Edvardsson, B., et al.: Why is service-dominant logic based service system better? Int.
J. Qual. Serv. Sci. 5(2), 171–190 (2013)

4. Sandström, S., et al.: Value in use through service experience. Manag. Serv. Qual. 18(2),
112–126 (2008)

5. Vargo, S.L., et al.: On value and value co-creation: a service systems and service logic
perspective. Eur. Manage. J. 26, 145–152 (2008)

6. Vargo, S.L., Lusch, R.F.: Evolving to a new dominant logic for marketing. J. Mark. 68, 1–17
(2004)

7. Chandler, J.D., Vargo, S.L.: Contextualization and value in context: how context frames
exchange. Mark. Theor. 11(1), 35–49 (2011)

8. Dey, A.K.: Understanding and using context. Pers. Ubiquit. Comput. 5, 4–7 (2001)
9. Schilit, B.N., Adams, N., Want, R.: Context aware computing applications. In: IEE

Workshop on Mobile Computing Systems and Applications, 8–9 December 1994. http://csis.
pace.edu/*marchese/CS396x/L3/wmc-94-schilit.pdf. Accessed 21 Dec 2016

10. Dey, A.K., Abowd, G.D.: Towards a better understanding of context and context-awareness.
Graphics, Visualization and Usability Center and College of Computing. Georgia Institute of
Technology, Atlanta/Georgia 8 July 1999. ftp://ftp.cc.gatech.edu/pub/gvu/tr/1999/99-22.pdf.
Accessed 20 Jul 2016

11. Winograd, T.: Architectures for context. J. Hum. Comput. Interact. 16(2–3), 401–419 (2001)

310 K. Zerr et al.

http://csis.pace.edu/%7emarchese/CS396x/L3/wmc-94-schilit.pdf
http://csis.pace.edu/%7emarchese/CS396x/L3/wmc-94-schilit.pdf
ftp://ftp.cc.gatech.edu/pub/gvu/tr/1999/99-22.pdf


12. Ferscha, A.: Pervasive computing: connected > aware > smart. In: Mattern, F. (Hrsg.): Die
Informatisierung des Alltags – Leben in smarten Umgebungen, S. 3–10. Springer,
Heidelberg (2007)

13. Zerr/Linxweiler/Forster, Kontextorientiertes Marketing zur Steigerung des “value in
context”. In: Theobald E. (Ed.), Brand Evolution – Moderne Markenführung im digitalen
Zeitalter, 2. Aufl., Wiesbaden, pp. 167–195 (2017)

14. Brasel, S.A., Gips, J.: Tablets, touchscreens, and touchpads: how varying touch interfaces
trigger psychological ownership and endowment. J. Consum. Psychol. 24(2), 226–233
(2014)

15. Hildebrand, C., Der Tablet-Effekt – Wie (und warum) Multi-Touch Geräte ihre Produkte
erlebbar machen, Lecture at the 9th NeuroMarketing Congress, München, 21 April 2016.
www.neuromarketing-wissen.de, http://neuromarketing-wissen.de/wp-content/uploads/
2016/04/Hildebrand_Handout_NMK2016.pdf. Accessed 05 Jul 2016

16. Nagel, W., Fischer V.: Multiscreen Experience Design: Prinzipien, Muster und Faktoren für
die Strategieentwicklung und Konzeption digitaler Services für verschiedene Endgeräte,
Schwäbisch Gmünd (2013)

17. Mau, G.: Die Bedeutung der Emotionen beim Besuch von Online-Shops. Determinanten und
Wirkungen. Wiesbaden, Messung (2009)

18. Hong, J.-Y., et al.: Context-aware systems: a literature review and classification. Expert Syst.
Appl. 36, 8509–8522 (2009)

19. Musumba, G.W., Nyongesa, H.O.: Context awareness in mobile computing: a review. Int.
J. Machine Learn Appl. 2(1), Art. #5, 10 pages (2013). http://dx.doi.org/10.4102/ ijmla.v2i1.5

20. Perera, C. et al.: A survey on internet of things from industrial market perspective. IEEE
Access J. (2015). https://arxiv.org/pdf/1502.00164.pdf, www.arxiv.org. Accessed 18 Jul
2016

21. Chitkara, R.: Mobile innovation forecasts – Phase II Wrap-up: context as a driving force for
mobile innovation, PwC – Innovation Institute (Editor), p. 6 (2014). http://www.pwc.com/
gx/en/technology/mobile-innovation/assets/pwc-context-as-driving-force.pdf Accessed 20
Jul 2016

22. Ziegler, J., Lohmann, S., Kaltz, W.: Kontextmodellierung für adaptive webbasierte Systeme.
In: Stay, C. (Hrsg.): Mensch & Computer 2005: Kunst und Wissenschaft – Grenzüber-
schreitungen der interaktiven ART, München, pp. 181–189 (2005)

23. Drösser, C.: Total Berechenbar? – Wenn Algorithmen für uns entscheiden. München (2016)
24. Hofstetter, Y.: Sie wissen alles - wie intelligente Maschinen in unser Leben eindringen und

warum wir für unsere Freiheit kämpfen müssen. München (2014)
25. Cielebak, J., Rässler, S.: DataFusion, Record Linkage und Data Mining. In: Bauer N.,

Blasius J. (Hrsg.): Handbuch Methoden der empirischen Sozialforschung, Wiesbaden,
pp. 367–382 (2014)

26. Esch, F.R., Köhler, I.: Brand Engagement – Wie Marken versuchen enge Kundenbeziehun-
gen zu generieren. Transf. Werbeforschung Prax. 62(4), 20–28 (2016)

27. Bonchek, M., France, C.: Build your brand as a relationship. Harvard Bus. Rev. 09 May
2016. https://hbr.org/2016/05/build-your-brand-as-a-relationship. Accessed 04 Jan 2017

28. Keller, K.L.: Reflections on customer-based brand equity: perspectives, progress, and
priorities. Acad. Mark. Sci. Rev. 6, 1–16 (2016). Published online 20 May 2016

29. Swaminathan, V.: Branding in the digital era: new directions for research on customer-based
brand equity. Acad. Mark. Sci. Rev. 6, 33–38 (2016). Published online 20 May 2016

30. Gürhan-Canli, Z., Hayran, C., Sarial-Abi, G.: Customer-based brand equity in a techno-
logically fast-paced, connected, and constrained environment. Acad. Mark. Sci. Rev. 6,
23–32 (2016). Published online 20 May 2016

Context Sensitive Digital Marketing 311

http://www.neuromarketing-wissen.de
http://neuromarketing-wissen.de/wp-content/uploads/2016/04/Hildebrand_Handout_NMK2016.pdf
http://neuromarketing-wissen.de/wp-content/uploads/2016/04/Hildebrand_Handout_NMK2016.pdf
http://dx.doi.org/10.4102/
https://arxiv.org/pdf/1502.00164.pdf
http://www.arxiv.org
http://www.pwc.com/gx/en/technology/mobile-innovation/assets/pwc-context-as-driving-force.pdf
http://www.pwc.com/gx/en/technology/mobile-innovation/assets/pwc-context-as-driving-force.pdf
https://hbr.org/2016/05/build-your-brand-as-a-relationship


31. Merrilees, B.: Interactive brand experience pathways to customer-brand engagement and
value co-creation. J. Prod. Brand Manage. 25(5), 402–408 (2016)

32. Grönross, C., Voima, P.J.: Making sense of value and value-co-creation in service logic. In:
Working Paper 559. Hanken School of Economics (2011)

33. Keller, K.L.: Conceptualizing, measuring, and managing customer-based brand equity.
J. Mark. 57(1), 1–22 (1993)

34. Zerr, K., Eberling G.: Kommunikationscontrolling in Dienstleistungsunternehmen. In: Esch,
F.-R., Langner, T., Bruhn, M. (Hrsg.), Wiesbaden, pp. 629–658 (2016)

35. Hajli, N., Shanmugam, M., Papagiannidis, S., Zahay, D., Richard, M.O.: Branding
co-creation with members of online brand communizies. J. Bus. Res. 70, 136–144 (2017)

36. Black, I., Veloutsou, C.: Working consumers: Co-creation of brand identity, consumer
identity and brand community identity. J. Bus. Res. 70, 416–429 (2017)

37. Brodie, R.J., Hollebeek, L.D., Juric, B., Ilic, A.: Customer engagement: conceptual domain,
fundamental propositions, and implications for research. J. Serv. Res. 14(3), 252–271 (2011)

38. Doorn, J., et al.: Customer engagement behavior: theoretical foundations and research
directions. J. Serv. Res. 13(3), 253–266 (2010)

39. Zhang, M., Guo, L., Hu, M., Liu, W.: Influence of customer engagement with company
social networks on stickiness: Mediating effect of customer value creation. Int. J. Inf.
Manage. (2016). Article in press

40. Ple, L.: Studying customers’ resource integration by service employees in interactional value
co-creation. J. Serv. Mark. 30(2), 152–164 (2016)

312 K. Zerr et al.



Encouraging the Participation in Mobile Collaborative
Consumption Using Gamification Design

Yicheng Zhang1(✉), Chee Wei Phang1, Shun Cai2, and Chenghong Zhang1

1 Fudan University, Shanghai, China
yichengzhang14@fudan.edu.cn

2 Xiamen University, Xiamen, China

Abstract. Mobile technologies may facilitate collaborative consumption among
strangers that can help merchants “attract customers through customers” beyond
close relational boundary. To leverage on this opportunity, it is important to
understand what may motivate consumers to participate in such collaborative
consumptions when they do not know each other, given that embarrassment of
interacting with strangers may inhibit one from doing so. In this study, we propose
that the use of a gamification strategy can increase consumer response to a mobile
collaborative consumption offer. Through conducting a field experiment, we
show that when asked to invite a nearby stranger to enjoy a group discount
together, a gamification design whereby the group discount is randomly split
between participants can promote the consumer likelihood to do so, compared to
the typical design of equal splitting of the discount (pure economic gains). Simi‐
larly, the acceptance rate of invitation from a stranger was also enhanced with a
gamification design.

Keywords: Mobile technology · Collaborative consumption · Gamification ·
Mobile app

1 Introduction

The Internet has brought about novel forms of sharing and consumption practices
including collaborative consumption [1, 2]. Collaborative consumption refers to peer -to-
peer-based activity of obtaining, giving, or sharing the access to goods and services [3].
Through collaborative consumption, consumers share information and resources with each
other to attain mutual consumption benefits. Examples of collaborative consumption today
include Airbnb, Zipcar, and group deals [2].

Conventionally collaborative consumption has occurred within a small contact
boundary involving close relationships such as family, kin, and friends [4]. An example
being a consumer inviting him/her friends to buy a larger volume of a product together
to enjoy deeper discounts. With the advancements in information technologies (IT), the
cost of connection and communication among people becomes much lower [3]. Mobile
technologies further enable consumers to act on a collaborative consumption opportu‐
nity instantly at the actual consumption place via mobile technologies [5]. The impli‐
cation is that consumers may now easily engage strangers who happen to be nearby to
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participate in the collaborative consumption together, thus increasing the likelihood of
enjoying the mutual consumption benefits. For instance, a merchant may send a group
discount to its customer appearing nearby via a mobile app (such as a social networking
or instant messaging tool), which requires him/her to invite another person in order to
enjoy the discount. Upon receiving the offer, the consumer may invite his/her friend to
enjoy the deal together. Yet, friends or close relationships may not be always within
close proximities. In this case, the consumer may consider inviting another user of the
app who is also near the merchant, thus solving the problem of close relationships’
absence. Mobile apps make this possible and viable with the GPS location information
and social functions that allow users to know each other’s presence and make invitation
to a nearby user to participate in a collaborative consumption. The flexibility afforded
for collaborative consumption among strangers is of significance to enlarge the scale
and impact of this emerging consumption practice.

However, even facilitated by mobile technologies, people tend to avoid interacting
with strangers [2]. In the online context, prior studies have indicated that people are
more at ease interacting with strangers due to anonymity and a sense of feeling that
others are “distant” away [6, 7]. In contrast, in the offline context, people are inclined
to avoid meeting or interacting with strangers in person due to a feeling of anxiety [8]
or fear of potential “stranger danger” [2]. Thus, it is important to understand how we
can stimulate people’s tendency to interact with strangers when presented with a mobile
collaborative consumption opportunity, such as a group discount.

In addition to economic gains, prior studies have identified fun or enjoyment as a
crucial factor that increases people’s likelihood of adopting collaborative consumption
services [3, 9]. Concomitantly, in recent years, gamification emerges as a popular
strategy employed by firms to engage consumers and promote their consumption behav‐
iors [10]. In this study, through conducting a randomized field experiment, we compare
the use of pure economic gains and gamification design in inducing consumers to partic‐
ipate in a mobile collaborative consumption offer. In particular, we self-developed a
mobile app and collaborated with a chained dessert shop to conduct the experiment. We
created a salient collaborative consumption context – a message sent to consumers via
our self-developed app to highlight a chance to enjoy the promoted product (milk tea)
at an attractive discount by inviting another consumer. We manipulated pure economic
gains by offering discounts to both parties (inviter and invitee) at equal amount, and
gamification through a random draw design whereby the amount of discount enjoyable
by both parties is randomly distributed thus adding a fun element. We then investigate
whether using the gamification design can increase people’s inclination to invite a
stranger (we also included the scenarios of inviting a friend for comparison purpose) to
participate in the collaborative consumption compared to offering pure economic gains.

A total of 322 participants recruited from a public university were randomly assigned
into 5 groups including 4 treatment groups (a 2 × 2 full factorial design: pure economic
gains vs. gamification, inviting a stranger vs. a friend) and 1 control group, each
receiving a single promotional message with request to invite a stranger or a friend.
Participants could respond to the message directly from the mobile app, and made deci‐
sion on whether to participate by inviting others to enjoy the group deal together.
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The remainder of this paper is organized as follows. Section 2 discusses the concep‐
tual background of our study, Sect. 3 describes the research method employed, i.e., field
experiment, followed by Sect. 4 that presents the data analysis results. Finally, we
conclude in Sect. 5.

2 Conceptual Background

2.1 Collaborative Consumption

In collaborative consumption, both the contribution and use of resources are intertwined
through peer-to-peer networks enabled by technologies [2, 3]. This new form of
consumption has the potential to transform businesses, consumerism, and the way
people live with its economic and societal benefits [11, 12]. Trough collaborative
consumption, people share and obtain access to rooms (AirBnB, Roomorama), tools
(SnapGoods), cars and bikes (RelayRides, Wheelz), and ad hoc taxi services (Uber,
Lyft).

Prior research on collaborative consumption has investigated factors that motivate
consumer participation in collaborative consumption. Economic gains, enjoyment of the
activity, and societal aspect of sustainability and community were identified as key
factors in improving satisfaction and increasing people’s tendency to choose collabo‐
rative consumption services [8, 9].

In our context of offering collaborative group deals, in addition to economic gains
that are essential to such deals, we also consider enjoyment as a salient factor motivating
people to participate in this form of collaborative consumption. Specifically, we attempt
to provide the enjoyment factor through a gamification strategy, which we will discuss
next. We expect when people feel that participating in a group deal is fun and enjoyable,
they are more likely to invite others to obtain the group discount together.

2.2 Gamification

Gamification, or the idea of using game design elements in non-game contexts, has been
a trending practice in interaction design and digital marketing to motivate and increase
user engagement and retention [14]. Numerous applications now involve the idea of
gamification– ranging across productivity, finance, health, education, sustainability, as
well as news and entertainment media. Many software vendors now offer “gamification”
as a software service layer of reward and reputation systems with points, badges, levels
and leader boards.

The heightened interest in gamification is also reflected in the growing number of
papers published on gamification. Several studies have investigated the psychological
outcomes of gamification [10]. Although gamification elements vary in different
contexts, positive experiences such as enjoyment and engagement from gamification
were consistently recognized [15–17].

Accordingly, as a popular means to enhance the enjoyment felt by users, we are
interested in whether incorporating a gamification design can motivate the engagement
in collaborative consumption. In addition, with the huge investments being made into
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gamification-related efforts, we hope to also contribute to the understanding of the
effectiveness of gamification using a field experiment approach.

3 Research Method

In this study, we developed a mobile app that allows merchants to send group deal
promotional messages to consumers who are near their shop. To enjoy the group deal,
receivers are to invite another consumer via the mobile app interface, which randomly
displays one surrounding (less than 500 m) user (friend or stranger) whom they can
invite.

Based on the app, we conducted a randomized field experiment with the cooperation
of a chained dessert shop in the campus of a large public university in China. We create
a salient collaborative consumption context – a message sent to consumers highlighting
a chance to enjoy a promoted product (milk tea) at an attractive discount (50% off normal
price with an additional 5-yuan1 discount), conditional on inviting another consumer to
purchase the product together.

We manipulated (1) motivational appeal (economic gains vs. gamification) and
(2) target subject to invite (stranger vs. friend) via the promotional message and the
function of the app. In terms of the motivational appeal of participating in the group
deal, we manipulated (1) economic gains by giving pure monetary discount to the
inviter and invitee (equal amount); (2) gamification by pooling the additional 5-yuan
discount from both the inviter and invitee (i.e., total 10-yuan), and split it to both
parties through a random draw2. Through the promotional message in the app, we
displayed a randomly selected target whom the participant was to invite to enjoy the
group deal together; the target was either a stranger or a friend of the participant
(known through a survey conducted prior to the experiment that assessed the rela‐
tionships among the participants). Thus, together with a control group (no additional
discount), our experiment was a 5-group between-subject design. A total of 322
participants were recruited from the university campus and randomly assigned into
the 5 groups with similar size (64 or 65 in each group). We tested if there was a
difference in the demographics of participants in the different groups; no significant
difference was found. Randomization was achieved by using SAS software’s random
number generator and running the RANUNI function, which returns a random value
from a uniform distribution [18].

Since the mobile app was new to the participants, we provided a short demo to them
when they came to sign up before the experiment began. We told the participants that they
were to help assess a new mobile app as a test user (to prevent guessing of the experiment
purpose), and that the app would deliver a piece of information every day at a specific time
during the course of the experiment (4 days). They were told that the information they
receive via the app would consist of those related to their everyday living on the campus.

1 Equivalent to approximately USD 0.70; the price is the milk tea is around USD3.
2 One of the participants of the inviter-invitee pair would draw a random amount from a box

(which might be 1- to 9-yuan); the rest will be automatically given to the other participant.
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To obtain incentive at the end of the experiment (about USD 11), the participants were to
check in the app every day, read the information received in the app (a button is provided
for the participants to click to indicate they have read it), and decide whether to respond if
applicable.

Before the experiment, the participants had to fill in a preliminary survey designed
to capture the following information. First, we obtained the participants’ demographic
characteristics, such as gender and age. Second, we obtained users’ mobile usage expe‐
rience including their years of using mobile (mobile year) and the number of apps
installed on the mobile (app amount). We used these covariates to control for the poten‐
tial alternative explanations for our results due to different users’ mobile usage experi‐
ence. For example, it is possible that users with more apps installed might be more likely
to respond to the mobile deal received because they are more familiar with such mobile
commercial information. Finally, the participants were asked to indicate their friends
from the list of all participants (pre-collected when the participants registered online).
According to their selection, we added them as friends in the database in advance, which
then enabled us to manipulate the target invitee to be a friend or a stranger when
presenting the participants with the group deal offer.

The experiment lasted 4 days: the promotion message was sent on the third day of the
experiment (unknown to the participants); on other days the participants received non-
experiment related messages such as campus news. Every time a message was delivered
to the app there would be a notification and the participants needed to check in and indi‐
cated they have read it. Therefore, we were able to monitor the participants’ usage of app
and remove those who did not read the promotion message via the check-in information
during the study. To control for possible time effects, every participant was ensured to
receive a message at the same time on each experiment day. The promotion message was
sent at 2:00 pm and expired 6 h after the message was sent. The six-hour time frame was
given to ensure the participants have enough time to coordinate the collaborative consump‐
tion, as will be explained shortly. As the shop we collaborated is located within the univer‐
sity campus from where the participants were recruited, travel distance was not an issue if
the participants decided to go purchase the designated product.

Once received the message, participants would decide whether to participate in the
group deal. If he/she decided to participate, he/she would click on the “invite” button in
the app to invite the displayed user to enjoy the group deal together. For the invitee, they
would decide whether to accept, reject or ignore the invitation. For those who reached
the agreement of participation (i.e., the invitee agreed to participate with the inviter),
they would go to the store and make purchase of the discounted item.

4 Data Analysis Results

The research design with randomized field experiment can control for consumers’ unob‐
servable heterogeneity and thus avoid the endogeneity and causality biases that might
confound estimation results [19–21].

Our experiment focuses on the dependent variables: Invitation and Acceptance.
Invitation is a dummy variable which identifies whether a focal participant made an
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invitation to the given subject. If the focal participant made the invitation, the variable
of Invitation equals to 1, 0 otherwise. Acceptance is a dummy variable which is condi‐
tional on Invitation. If the invitee accepted the invitation, the variable acceptance equals
to 1, 0 otherwise.

The independent variables are stranger and gamification. Both stranger and gamifi‐
cation are dummy variables to identify the treatment effects. If a participant was assigned
to invite a stranger, stranger is set to 1, 0 otherwise. If a participant received a message
with a gamification discount design (vis-à-vis pure economic gains), gamification was
set to 1, 0 otherwise. To account for differences between individual participants, we
included control variables related to individual characteristics, i.e., gender, age, mobile
year (years of using mobile), and app amount (number of apps installed). These variables
were collected in the survey prior to the field experiment. In addition, for acceptance,
since an invitee may more likely accept when receiving multiple invitations from the
inviter (the inviter could send multiple invitations), we include invite times (number of
invitations per participant) as a control variable as well. Among the participants, 22 did
not read the promotion message through the mobile app and thus were removed from
the sample. The descriptive statistics of all the variables are listed in Table 1.

Table 1. Definitions and descriptive statistics of variables

Variable Definition Obs. Mean S.D. Min. Max.
Invitation Whether to send the invitation 300 0.34 0.47 0 1
Acceptance Whether the invitation was accepted by

the invitee
102 0.42 0.50 0 1

Stranger 0 for stranger, 1 for friend 300 0.52 0.50 0 1
Gamification 0 for pure economic gains, 1 for

gamification discount design
300 0.40 0.49 0 1

Gender 1 for female, 0 for male 300 0.63 0.48 0 1
Age Year old 300 23.15 2.66 19 36
Mobile year Years of using mobile 300 4.06 1.07 1 5
App amount Number of apps installed on mobile

phone
300 3.11 1.15 1 5

Invite times Number of times a participant sent out
invitation

300 0.50 0.89 0 6

Prior to statistical tests, we descriptively compared the responses of the participants
in different groups. Table 2 shows the descriptive statistics of Invitation and Table 3
shows the descriptive statistics of Acceptance. As shown in Table 2, compared to those
who were to invite a friend, the invitations of strangers was much lower
(mean = 0.508 > 0.355; mean = 0.323 > 0.263, for respectively the gamification and
economic gains conditions), which is not surprising given the likely psychological
barriers that prevent people from inviting strangers.
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Table 2. Comparison of descriptive statistics for Invitation

Gamification design Pure economic gains design Control
Stranger
(n = 62)

Friend
(n = 59)

Total
(n = 121)

Stranger
(n  = 57)

Friend
(n = 62)

Total
(n = 119)

Total
(n = 60)

Invitation 0.355
(0.482)

0.508
(0.504)

0.430
(0.497)

0.263
(0.444)

0.323
(0.471)

0.294
(0.455)

0.250
(0.437)

Notes: n indicates the total number of observations. There are some differences in the observation number between the groups
because not all the participants read the promotion message through the mobile app.

Table 3. Comparison of descriptive statistics for Acceptance

Gamification design Pure economic gains design Control
Stranger
(m  = 31)

Friend
(m = 42)

Total
(m = 73)

Stranger
(m  = 29)

Friend
(m = 24)

Total
(m = 53)

Total
(m = 25)

Acceptation 0.387
(0.495)

0.357
(0.485)

0.370
(0.486)

0.173
(0.384)

0.583
(0.504)

0.359
(0.484)

0.320
(0.476)

Notes: m indicates the total number of invitation times within the group. For example, in the group with gamification design
and with potential invitee to be a friend, the total number of invitations were 42.

Compared to the control group, the invitation percentage with additional discount given
was higher in general (mean = 0.430 > 0.250; mean = 0.294 > 0.250, for respectively the
gamification and economic gains conditions). Furthermore, for the two motivational appeal
types, the gamification discount design (mean = 0.430) was more likely to motivate invi‐
tation than the pure economic gains (mean = 0.294). Regardless of whether a friend or a
stranger was to be invited, the invitation percentage was higher when the discount design
is made in a gamification way than in a pure economic gains way (mean = 0.508 > 0.323;
mean = 0.355 > 0.263). These provide initial descriptive evidences that gamification can
encourage more participation in collaborative consumption.

As shown in Table 3, the number of invitations is higher for groups with gamification
design than the ones with pure economic gains (m = 73 > 53), which is consistent with the
statistics in Table 2. In addition, the acceptance percentage was slightly higher with gami‐
fication discount design than the pure economic gains design (mean = 0.370 > 0.359). For
the groups with strangers as target invitee, the gamification discount design motivated
higher acceptance of invitation than the pure economic gains design
(mean = 0.387 > 0.173), while the situation for the groups with friends as target invitee
was exactly the opposite (mean = 0.357 < 0.583). These statistics suggest that gamifica‐
tion not only can encourage more invitations but also can motivate greater likelihood of
accepting invitations, particularly for strangers.

To comprehensively assess the effect of gamification on Invitation and Acceptance,
we conducted logistic regression for all treatment groups (n = 240, m = 126). For Invi‐
tation, the results of model (1, 2) in Table 4 show that the coefficient of gamification in
the regression of all treatment groups was positively significant (b = 0.597, p < 0.05),
indicating groups with gamification design had significant higher invitations. Also when
the target invitee was a stranger, people were less likely to make invitation than when
the target invitee was a friend (b = −0.451, p < 0.1). In addition, the moderating effect
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of gamification on the stranger groups was not significant (b = −0.313, p > 0.1). For
Acceptance, the results of model (3) indicate the main effects of gamification and
stranger were not significant alone (b = −0.0166, P > 0.1; b = −0.155, P > 0.1).
However, they may combined to affect the Acceptance. As the results indicated in model
(4), for the groups involving strangers, the acceptation percentage was significantly
lower than the groups involving friends (b = −0.726, p < 0.1). In addition, gamification
actually had a moderating effect on the stranger groups for accepting invitations, i.e.,
strangers were more likely to accept invitation with the gamification design (b = 1.579,
p < 0.1).

Table 4. Analysis of Invitation and Acceptance (logistic regression modeling)

Dependent variables (1) (2) (3) (4)
Invitation Invitation Acceptance Acceptance

Core independent variables
Gamification 0.608** 0.597** –0.166 –0.0689

(0.277) (0.278) (0.419) (0.435)
Stranger –0.463* –0.451* –0.515 –0.846*

(0.277) (0.277) (0.414) (0.465)
Gamification *
Stranger

–0.313 1.579*
(0.555) (0.867)

Control variables
Gender –0.00552 –0.00166 –0.161 –0.0922

(0.292) (0.292) (0.421) (0.428)
Age 0.0271 0.0253 –0.0598 –0.0503

(0.0535) (0.0536) (0.0723) (0.0743)
Mobile year 0.0108 0.0184 0.236 0.202

(0.143) (0.143) (0.236) (0.241)
App amount –0.127 –0.124 –0.161 –0.177

(0.121) (0.121) (0.182) (0.186)
Invite times –1.421*** –1.388***

(0.462) (0.472)
Constant –0.944 –0.937 2.656 2.567

(1.305) (1.306) (1.912) (1.958)
Observations 240 240 126 126

Note: 1. The variable Gamification * Stranger has been centered.
2. Standard errors in parentheses
3. *** p < 0.01, ** p < 0.05, * p < 0.1
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5 Conclusion

To enlarge the scale and impact of collaborative consumption, it is important to motivate
people to engage others in exchanging and sharing resources, be them friends or
strangers; otherwise, it may be constrained by limited social contact boundary. Mobile
technologies may facilitate this ends by making it easier for people to connect and
communicate with each other ad hoc and “micro-coordinate” with each other any place,
any time. Yet, psychological barriers are likely to prevail that prevent people from doing
so, especially when the other party to engage in collaborative consumption is a stranger.

Via a field experiment, our study highlights gamification as a promising way to
encourage people to participate in collaborative consumption. Besides providing
economic gains, enhancing the enjoyment of the activity via gamification design can be
effective as well. The results show that regardless of whether friends or strangers are
concerned, a gamification discount design works better in motivating invitation to others
than a pure economic gains design. Furthermore, when receiving an invitation from a
stranger, gamification could enhance one’s likelihood to accept the invitation.

Overall, these findings may contribute to the literature on mobile ecommerce, collab‐
orative consumption, and gamification. We hope our study can motivate further research
along this promising direction.
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Abstract. In the past, poorly designed alarm systems and inadequate alarm
management contributed to the emergence of critical events with partially serious
consequences. Based on the experience gained from these incidents, guidelines
were created with recommendations for the design of alarm systems and alarm
management. A comprehensive checklist has been developed to analyze the
current design quality of alarm systems and alarm management and has been used
in various control rooms across different branches of industry in Germany. Using
the checklist, design deficiencies can be identified and action needs can be
derived. So far, the results also show systematic differences in the application of
the checklist between individual assessors and between groups of assessors.

Keywords: Alarm system · Alarm management · Ergonomic design · Checklist ·
Process control · Industrial safety

1 Introduction

Investigation reports from the 1970s until today inform about critical events, with some
disclosing serious consequences for employees, companies, the environment and the
public. Details convey that poorly designed alarm systems and alarm management
jointly contributed to incidents such as at Three Mile Island nuclear power plant (1979),
in the oil refineries of Texaco (1994) and BP (2005) and on the oil rig Deepwater Horizon
(2010). As causal factors, reports present issues like non-response of alarms, high alarm
rates, poor prioritization of alarms, non-ergonomic and inappropriate design of displays
and controls and the lack of systematic training of the control room operators in dealing
with critical situations, to name but a few [e.g. 1–3].

Parallel to and as a consequence of the events, several guidelines and standards have
been evolved presenting requirements for an ergonomic design of alarm systems and
alarm management [e.g. 4–8]. In addition, the events triggered research into safety and
human factors and also lessons learnt from experience in the field (best practice)
resulting in publications with available findings and recommendations [9–11].

Well-designed alarm systems and adequate alarm management, which fulfil ergo‐
nomic requirements, should therefore have an impact on system availability, system
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reliability and operational safety – especially in the case of critical process trends and
process conditions.

However, it is unclear to what extent these design requirements and recommenda‐
tions have been applied in operational practice. Therefore, a research project has been
conducted to address the following questions:

1. How can the ergonomic design quality of alarm systems and alarm management be
easily, consistently and reliably assessed?

2. What is the current quality of the design in control rooms in process industries? [not
covered by this paper]

3. What are important ergonomic recommendations to further improve existing and
future alarm systems and alarm management? [not covered by this paper]

For this purpose, a checklist has been developed in order

1. to analyze and evaluate the design quality of alarm systems and alarm management
in different control rooms and within various sectors of industry and

2. to derive hints for potential improvements or needs for action to implement design
requirements and recommendations where appropriate.

2 Methods

2.1 Checklist Development

The design of the computerized checklist was based on the results of a feasibility study
carried out in 2008/2009 in six control rooms from three chemical companies [12, 13].

For the present study, an extended knowledge base has been further established based
on a systematic review of individual design requirements from relevant ergonomics
literature as well as relevant guidelines, normative provisions and specifications [e.g. 2,
5–8, 14, 15]. Potentially relevant design requirements were collated, summarized and
structured into thematic areas, such as design of alarm systems (e.g. prioritization),
design of operator requirements (e.g. operator performance limits) and design of alarm
management (e.g. performance monitoring and improvements).

A complete evaluation of all potentially relevant characteristics for an alarm system
was not possible for technical, temporal and financial reasons; an operationalization of
all existing requirements is further impossible due to the singularities of each control
system and the process under control. Therefore, a sample of prominent and substantial
characteristics from the knowledge base was selected by expert reviewers in a multi-
staged process and transferred into easily usable items. All items were transferred into
questions and were supplemented by examples and notes. The answer categories in the
checklist were either pass/fail decisions (yes/no) or decisions for traffic light categories
(‘Green’ = good design, requirement fulfilled, ‘Yellow’ = design basically OK, but
better solutions would be conceivable, ‘Red’ = unsatisfactory design solution calling
for improvement).

The computerized checklist was implemented as (1) an offline version using a port‐
able computer and (2) an online version provided by a browser via internet.
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2.2 Checklist Suitability

The usability of the checklist was tested in a multi-step procedure. A draft version of
the checklist was presented to experts in ergonomics and human factors. The review
resulted in a final draft version with several amendments (e.g. new and deleted items,
rephrasing of questions and examples).

This final draft of the checklist was tested for usability in operational use by a senior
member of staff from a chemical company and by two human factors and ergonomics
experts (HF/E experts). The senior staff member was asked to go through the checklist,
read each checklist characteristic carefully and write a comment in the event of ambi‐
guities, misleading wording, doubling etc. The HF/E experts were required to apply the
checklist in a typical control room within the chemical industry under realistic investi‐
gation conditions and comment about structure, content and checklist design.

Comments and suggestions for improvement by both parties were subsequently
discussed by the above mentioned expert group. Final adjustments (e.g. reduced ambi‐
guity of questions through rephrasing, refining and supplementing examples) resulted
in the final version for the presented study.

The final version of the checklist contains 148 items, assigned to the following design
areas:

1. Alarm generation/alerting
2. Alarm presentation
3. Alarm prioritization
4. Alarm system functionalities and technical measures
5. Operator performance limits
6. Action guidelines and system interactions
7. Control and feedback
8. Alarm culture and alarm philosophy
9. Continuous improvement

10. Documentation
11. Training

2.3 Checklist Application

Application of the checklist in control rooms required several methods of data collection,
such as observation, visual inspection, interviews with control room operators and
supervisors, physical measurements and document analyses.

In total, alarm systems have been investigated at 15 workplaces in different control
rooms in 12 companies from three industrial sectors, i.e. electrical power generation and
distribution, food industry and chemical industry.

Each alarm system was evaluated by two HF/E experts and – where possible – by
two experienced practitioners (e.g. technicians, system engineers, safety experts etc.)
from participating companies independently on different days, thus providing for
different kinds of expertise. This allows tests of different aspects of the usability of the
checklist, e.g. by users with different educational background and know-how, as well
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as a verification of rater effects, e.g. status effects (HF/E experts vs. experienced
practitioners) and effects of individual raters within these groups.

An alarm system investigation carried out by HF/E experts lasted between 7 and
10 hours and varied according to the complexity of the process under control, the process
control system under investigation, the type and extent of the alarm management activ‐
ities and the events specific to the days of assessment. A shift change was intentionally
included, if possible, in order to be able to observe different operators in interaction with
the alarm system and by doing so, to reduce operator-specific variance. No information
is available about the time required for investigations carried out by the engineering
staff of participating companies.

2.4 Statistical Analysis

After a first descriptive analysis of the data, observer agreement was determined in order
to find out whether the raters had assessed the items of the checklist identically or at
least similarly in the assessment of the systems. Cohen’s kappa (κ) and, in addition,
weighted kappa (κw, only for polytomous system of answer categories, traffic light cate‐
gories, n = 123) were used as (rough) indices of observer agreement.

The advantage of weighted kappa is that the extent of disagreement in non-identical
judgements is taken into account in the calculation of the index [16, 17]. In the present
investigation, this means that differing judgements in the form of “good
design” (= ‘Green’) and “unsatisfactory design solution” (= ‘Red’) would achieve a
higher weight than a deviation between “good design” (= ‘Green’) and “design basically
OK” (= ‘Yellow’).

If two practitioners – in addition to two HF/E experts – are also available for the
assessment of each alarm system, six kappa coefficients can be calculated for each
system. For 15 investigated systems, it results in a maximum of 90 indexes.

The classification of Landis and Koch [18] was used to classify the kappa coefficients
(see Tables 1 and 2).

Kappa or weighted kappa can, however, only be considered as a first, global measure
of observer (dis)agreement, since no conclusions can be made as to the possible causes
of the variability or disagreement in the ratings [19]. On the other hand, it provides some
first impressions on the level of agreement in using the checklist and thus, its usability
for the purpose intended. Since not all data have been collected in the present study,
some considerations will be given about potential reasons for relatively higher or lower
levels of agreement.

3 Results

At present, 30 assessments done by the two HF/E experts and 21 assessments done by
experienced practitioners are available, i.e. nine ratings by practitioners are still missing.

Based on the data available at the time of submitting this report, the results obviously
identify differences in design quality of alarm systems and alarm management as well
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as requirements for design improvement (e.g. in the area of design of human-machine-
interface, prioritization of alarms, alarm management and concerning operator training
in alarm systems and the handling of alarms).

Table 1. Distribution of kappa coefficients (classification according to Landis & Koch, 1977
[18])

“slight” (0,00–0,20) “fair” (0,21–0,40) “moderate”
(0,41–0,60)

“substantial”
(0,61–0,80)

“(almost) perfect”
(0,81–1,00)

HF/E expert –
HF/E expert

5 10

HF/E expert –
Practitioner

3 23 16

Practitioner –
Practitioner

4 4 1

(modes in bold)

In general, the HF/E experts tended to rate the systems more strictly than the prac‐
titioners from the companies, as shown in the example in Fig. 1. In this example, the
assessments of the HF/E experts agree quite well. In comparison to the HF/E experts,
the experienced practitioners judged much milder – especially assessor EP1; i.e. they
classified design aspects more often as “good design”. Moreover, the assessments of the
practitioners also differ from each other.

Fig. 1. Relative frequencies of answer categories per assessor at workplace 1 (Color figure online)

Regarding the inter-rater agreement, 66 out of a maximum of 90 possible kappa
coefficients have been calculated so far, since the system assessments by nine practi‐
tioners are not yet available.

The kappa coefficients within the HF/E experts group range from moderate to good
agreement, which is higher than in the other two groups (see Table 1). In particular, the
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kappa coefficients between HF/E experts and experienced practitioners show a wide
range (slight to moderate) and are generally rather low. The values within the practioners
group are between fair to moderate, with one exception (almost perfect). However, here
some doubts can be raised, since both raters shared a room, filled in and finished their
checklists at nearly the same time and wrote similar comments, so that they might have
discussed their assessments.

The weighted kappa coefficients show a somewhat higher level (see Table 2). With
one exception, the inter-rater agreements between the HF/E experts are substantial to
almost perfect. The inter-rater agreements of the comparisons between HF/E experts
and practitioners are significantly lower. The spectrum ranges from fair to substantial
agreement. The weighted kappa coefficients between experienced practitioners are
widely distributed, ranging from fair to almost perfect.

Table 2. Distribution of weighted kappa coefficients (classification according to Landis & Koch,
1977 [18])

“slight” (0,00–0,20) “fair” (0,21–0,40) “moderate”
(0,41–0,60)

“substantial”
(0,61–0,80)

“(almost) perfect”
(0,81–1,00)

HF/E expert –
HF/E expert

1 11 3

HF/E expert –
Practitioner

10 24 8

Practitioner –
Practitioner

1 4 3 1

(modes in bold)

Higher weighted kappa values, as compared to kappa, suggest that deviations in the
form of one scale unit (e.g. “good design” and “design basically OK”) are more frequent
than discrepancies in the form of two scale units (“good design” and “unsatisfactory
design solution”).

4 Discussions

The calculation of kappa coefficients (κ/κw) already indicate some patterns of agreement
and disagreement. The results of these analyses obviously indicate some differences,
and most probably systematic differences between individual assessors and types of
assessors (HF/E experts vs. experienced practitioners) in using the checklist and its
assessment criteria. There can be several different reasons for such a result.

For example, the concepts used in the checklist were not clear to the practitioners
(the HF/E experts were engaged in the description of the concepts, so they should be
aware of their content, which is supported by their higher agreement), which would be
supported by the disagreement between the groups of raters. This would have to be
addressed by a reformulation of the concepts, basic training in using the checklist and
the concepts behind the items or additional information material (e.g. examples) to
explain the item content.

A further reason for deviation in evaluation could be the fact that the raters observed
different situations leading to differences between the investigation objects. It was not
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unusual that the practitioners carried out or finished their assessments weeks or months
later than the HF/E experts for company reasons. Meanwhile, the design quality of the
alarm system and alarm management could have changed.

On the other hand, there could be difficulties with individual items and their scaling.
This cannot be analyzed satisfactorily by using kappa coefficients. However, General‐
izability Theory [G-theory; 20, 21] can provide the relevant information about the
(absolute and relative) contribution of several systematic error terms (rater, group of
raters, item, control system under inspection and their interactions) to the error of meas‐
urements. This can be done by performing an analysis of variance and estimating the
size and proportion of all variance components indicating error of measurement (i.e. the
systematic error components plus random error) simultaneously. Such a statistical anal‐
ysis is in progress, but can only be finished after the data collection and processing have
been completed. The assessment of the psychometric properties [according to ISO
10075-3; 22] of the checklist using a G-theoretical approach is still in progress.

With a view to the severe consequences which may be associated with poorly
designed alarm systems and inadequate alarm management, the importance of well-
designed and well-managed systems becomes particularly apparent. Therefore, a
systematic and continuous alarm system and alarm management analysis is an important
element in the safety concept of a company to ensure the functionality of an alarm system
and the requirements for continuously monitoring, maintaining or improving its
performance and, finally, to keep a plant in a safe state [e.g. 11, 14].

For this purpose, an objective, reliable, valid, sensitive, diagnostic and easy-to-use
instrument would be desirable, with which the design state of alarm systems, including
the alarm management, can be evaluated in order to identify potential design deficiencies
and to implement appropriate work-design measures if necessary.
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Abstract. Supply Chains and production networks are complex sociotechnical
cyber-physical systems whose performance is determined by system, interface,
and human factors. While the influence of system factors (e.g., variances in
delivery times and amount, queuing strategies) is well understood, the influence
of interface and human factors on supply chain performance is currently insuffi‐
ciently explored. In this article, we analyze how performance is determined by
the correctness of Decision Support Systems and specifically, how correct and
defect systems influence subjective and objective performance, subjective and
objective compliance with the system, as well as trust in the system. We present
a behavioral study with 50 participants and a business simulation game with a
market driven supply chain. Results show that performance (−21%), compliance
(−35%), and trust (−25%) is shaped by the correctness of the system. However,
this effect is only substantial in later stages of the game and occluded at the
beginning. Also, people’s subjective evaluations and the objective measures from
the simulation are in congruence. The article concludes with open research ques‐
tions regarding trust and compliance in Decision Support Systems as well as
actionable knowledge on how Decision Support Systems can mitigate supply
chain disruptions.

Keywords: Compliance · Trust · Decision support system · Supply chain
management · Enterprise resource planning · Human factors · Business simulation
game · Sociotechnical Cyber-Physical systems · Internet of production

1 Introduction

Global sourcing, increased competition, shorter innovation cycles, increased customers’
demand on product variety and quality, and shorter ramp-up processes challenge the effec‐
tiveness of increasingly complex and globally dispersed cross-company supply chains [1–4].
Manufacturing companies therefore seek for methods to understand and manage their oper‐
ation’s stability, performance, and overall resilience [5]. We consider supply chains (SC) as
complex socio-technical cyber-physical systems whose resilience, performance, and stability
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is determined by system factors (e.g., delivery times or economic stability), human factors
(e.g., ability to cope with variances in processes, understanding of the underlying system),
and interface factors (e.g., data presentation, Decision Support Systems). Considerable
efforts have been invested in understanding and reducing the complexity that arises from the
system factors, such as Lean Manufacturing, shortening the length of the SC, or the reduc‐
tion of the SC’s complexity [1, 2, 6, 7]. However, the influences from interface and human
factors on supply chain performance is currently insufficiently explored and therefore neither
adequately addressed in teaching and vocational training, in the strategic design of supply
chains, and the design and evaluation of enterprise resource planning systems.

Therefore, the following article presents a behavioral experiment that investigates
the influence of the interface, namely of correct and defect Decision Support System
(DSS), on compliance with the system, trust, decision efficacy, and overall supply chain
performance.

In the remainder of this article Sect. 2 presents the related work on Supply Chain
Disruptions, Decision Support Systems, and Business Simulations and Business Simu‐
lation Games. Section 3 describes our research model and operationalizes the investi‐
gated variables. Section 4 then presents the results of our empirical study. Section 5
concludes that adequate Decision Support Systems can mitigate the effect of supply
chain disruptions and can therefore strengthen the resilience of the production network.
The final Sect. 6 outlines the limitations of the study and a future research agenda.

2 Related Work

This section of related work presents the causes of supply chain disruptions in Sect. 2.1,
Decision Support Systems in Sect. 2.2, and Business Simulation games in Sect. 2.3.

2.1 Supply Chain Disruptions

Supply chain disruptions can be triggered by a variety of causes ranging from unexpected
demand spikes, industrial accidents, strikes, terror attacks, wars, or natural disasters. A
systematic review of causes for supply chain disruptions can be found in Snyder et al. [1].
A prominent example for a disruption is the bullwhip effect or Forrester effect [8]: A
singular variance in the customer’s order in combination with insufficient communication
upstream the supply chain is amplified at each tier and yields in stock level graphs that
look like a bullwhip. Although identified and formalized over 50 years ago, this effect is
still frequently discussed [4, 9, 10].

Methods for mitigating supply chain disruptions are manifold, but most focus on
organizational aspects of the production network. Examples are the postponement
strategy that increases the sourcing potential by increasing compatibility with other
suppliers, the term strategic stocks refers to the concept of additional safety stock inven‐
tories to compensate demand fluctuations, or changes to the pricing strategy and other
methods to redirect demand to products less affected by disruptions [6].
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Blackhurst et al. identified that research on supply chain disruptions provides many
high level, but only limited practical information on preventing and handling disrup‐
tions. Using semi-structured interviews and focus groups they studied the source for
supply chain disruptions and focused on the three areas of disruption discovery, disrup‐
tion recovery, and supply chain redesign [5]. A key finding is the importance of visibility
and predictive analysis of potential supply chain disruptions by operatives. Specifically,
they state that human operators have limited abilities to process the enormous amount
of information available today and are therefore limited in their ability to detect
upcoming disruptions. They suggest an automated supply chain intelligence that triggers
human intervention after certain thresholds have been reached. This relates to the idea
of Decision Support Systems presented in the next section.

2.2 Decision Support Systems

Precursors of Decision Support Systems (DSS) have been developed since the 1950’s
and 1960’s and they aim at harnessing the computational power and storage abilities of
computers to automate the programmable part of operational, tactical, or strategic deci‐
sion problems [11, 12]. This part is usually routine, repetitive, structured and therefore
easily solved by computers. The systems encode knowledge, models, and decision rules
in a computable form and provide support through querying systems, reports, or visu‐
alizations to decision makers. These can integrate the results into the non-programmable
part of the decision problem, which is often new, creative, ill-structured, or difficult to
solve. Data warehouses [12], OLAP [13], and data-mining [14] are modern forms of
DSSs and artificial intelligence is gaining importance due to its ability to facilitate
processing of a large amount of fuzzy information [15]. Summarizing, adequately
designed DSS are a necessity to enable decision makers to handle the growing amount
of information and complexity and to facilitate the success of the Industrial Internet and
Industry 4.0 [16, 17].

Ben-Zvi used a business simulation game to engage students in the development and
use of Decision Support Systems in an educational setting and investigated their
perceived usefulness and their relationship to performance [18, 19]. The study found
that perceived benefits of using a DSS, user satisfaction, and performance of the simu‐
lated company are strongly related. Also, support systems with higher complexity
yielded in higher company performance. Although situated in an entrepreneurial
context, neither the influence of supply chain effects, nor the influence of deliberately
defect DSS’s were investigated.

Brauner et al. investigated the influence of a correct and defective DSS compared to
no DSS (baseline) in regard to decision efficiency (speed) and effectivity (correctness)
in a table reading task of limited complexity [20]. As expected, a correct DSS increased
speed and accuracy of the task compared to the baseline experiment. In contrast, a
defective DSS had a devastating effect on task accuracy, whereas the speed was only
mildly affected. Thus, the defective support system annihilates the subjects’ task accu‐
racy, despite knowing about its defectiveness. Strikingly, the devastating effect only
emerged for more complex tasks, whereas it could be compensated in easier settings.
This study is the basis for the experiment presented in this article.
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2.3 Business Simulation Games

Simulated business and supply chains are an established method to identify and quantify
supply chain disruptions, to convey knowledge and expertise about supply chain
management and material disposition, as well as to study human decision making in
controlled experimental, although sufficiently complex scenarios [21]. An early example
are behavioral studies on the Beer Distribution Game by Sterman [22]. They found that
a singular increase in customer’s demand is amplified upstream the supply chain,
yielding in the well-known bullwhip effect described above. Later, Lee et al. [4] iden‐
tified the processing of demand signals, rationing of the inventory, order batching, as
well as price fluctuations as the key causes for the emergence of the bullwhip effect.
Furthermore, Wu and Katok investigate the influence of learning and communication
on the bullwhip effect and found that experience alone is not sufficient for reducing the
effect, but that collaboration and communication in combination with expertise reduces
the order amplification [23]. Sarkar and Kumar investigated the effect of upstream (i.e.,
from the retailer) and downstream (i.e., from the supplier) disruptions and weather
sharing knowledge about the disruption mitigates its effect in a behavioral experiment
[24]. For upstream events (i.e., disruptions at the manufacturer) sharing information lead
to a reduction in variances and overall supply chain costs, whereas limited effects were
found for sharing information about downstream disruptions (e.g., at the retailer).

We developed the “Quality Intelligence Game”, a sophisticated simulation model
embedded in a turn-based business game rooted in Forrester’s Beer Distribution Game
[8] (focus on multi-echelon effects) and Goldratt’s game (focus on quality variances
along the supply chain) [25]. Players are part of market driven supply chain and must
invest in the internal production quality, the incoming goods inspection, and the procure‐
ment of supplies. They must infer the current state of the production from the presented
data and then need to find an optimal tradeoff between these three measures. Neglecting
at least one of the measures yields in poor performance, as delivery bottlenecks or poor
product quality are punished by the customer.

The underlying supply chain simulation model and the game’s user interface can be
experimentally controlled to investigate the influence of supply chain disruptions, unex‐
pected changes to supplier’s quality, or to the presentation of the company’s various
metrics, such as stock level, costs for quality inspection, and customers’ complaints, or
other KPIs. The average product quality or the attainted performance can then serve as
a benchmark for evaluating learning interventions, the influence of system complexity,
or changes to the user interface.

3 Research Design

To understand the influence of the correctness of the decision support system on trust,
compliance respectively use of the system, and overall performance, we applied a three-
stage experimental design (Fig. 1 illustrates the research design):
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Fig. 1. Visualization of the experimental plan.

First, a pre-questionnaire captures the subjects’ demographic data, trust in automa‐
tion using a generic scenario (i.e., an app that suggests the number of beverages to buy
for a party). Second, the participants played two rounds of the “Quality Intelligence
Game” business simulation game—16 turns each—described above (without artificially
induced supply chain disruptions) and log files capture company, interaction, and
performance metrics. Third, a final questionnaire measures the subjects’ evaluation of
the perceived game performance, the trust towards the DSS, as well as the perceived
compliance with the system for each of the two rounds. Unless otherwise noted, all
subjective measures are captured on 6-point Likert scales from 0 to 5 (max.) and are
rescaled to 0% to 100%.

Explanatory user factors: Trust in Automation (TiA) is captured on the scale by Jian
et al. [26]. To measure the individuals’ generic trust towards a support system we let
them evaluate a fictitious app for planning the number of beverages to buy for a party.
Despite the scenario based approach, the scale achieved an excellent internal reliability
(α = .804, 12 items).

Within-subject factors: The Correctness of the Decision Support System is the
within-subject factor and the players randomly started either with a defect or a correct
DSS in the first round of the game. In the correct condition, the DSS suggested very
good, although not perfect orders for all turns of the game. In the defect condition, the
suggestions of the DSS were about 50% below the value of the correct condition (easy
to perceive as the suggestion is way below the customer’s order and the penalties
skyrocket in the following turns). To give the participants a false sense of security, the
DSS always started with correct suggestions for the first five turns; then it switched to
defect mode until the end of the game. In contrast to previous studies on this game, no
disruptions were investigated as within-subject factors (cf., [27]).

Dependent variables: The trust in the DSS was captured after each round with the
Trust in Automation scale from above [26]. The participants’ compliance with the DSS
is captured using a subjective compliance Likert scale ranging from 0% to 100%.
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To understand the influence of the correctness of the DSS on performance, we
captured subjective and objective performance measures. Based on Goldratt and Cox,
the company profit is calculated as the cumulated net profit for each round of the game
[25]. In addition, the subjects reported on their subjective performance satisfaction and
the subjective relative performance compared to other players on a 6-point Likert scale
ranging from “not satisfied” to “very satisfied”.

Methods: The results are analyzed with parametrical and non-parametrical methods,
using bivariate correlations (Pearon’s r or Spearman’s ρ), Wilcoxon tests, single, and
repeated multi- and univariate analyses of variance (M/ANOVA), and multiple linear
regressions. The type I error rate (level of significance) is set to α = .05 (findings .
05 < p < .1 are reported as marginally significant). Pillai’s value is considered for the
multivariate tests and effect sizes are reported as η2. If the assumption of sphericity is
not met, Greenhouse-Geisser–corrected values are used, but uncorrected dfs are reported
for legibility. As the performance from the simulation model is not normally distributed
(KS-Zround1 = 1.946, KS-Zround2 = 2.054, p < .001) analyses of this model are performed
with non-parametrical tests. Whiskers in diagrams represent the standard error (SE),
arithmetic means are reported with standard deviations (denoted ±).

3.1 Description of the Sample

40 people (23 male, 17 female) aged 20–56 (M = 28.5 ± 8.6) years participated volun‐
tarily in the web-based study and completed both rounds of the game (from 54 partici‐
pants in the first round 25% did not completed second round). The initial Trust in Auto‐
mation (TiA) had an average score of 73.0 ± 13.9% (0–100% max.) and it was neither
related to age, nor gender.

4 Results

The results section is structured as follows: First, the link between objective measures
from the simulation model and the participant’s subjective responses is established.
Second, as the experimental setup taints the effect of practice and learnability with the
effect of the correctness of the decision support system, the effect of correctness is
discussed for each of the two consecutive rounds individually (between-subject). Third,
a brief evaluation of the influence of practice and the communalities between both rounds
is presented. Forth, the effect of correctness of the DSS is analyzed for both rounds
combined (within-subject).

4.1 Preface: Congruency of System and Subjective Measures

The results show a strong relationship between the measures captured in the simulation
game and the participant’s subjective responses. Thus, users are able to estimate how
well they have performed.
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Most importantly, the data shows a strong relationship between the performance
measured in the simulation model and the performance satisfaction in the first
(ρn=57 = .669, p < .001) and second round of the game (ρn=44 = .300, p = .048 < .05),
as well as the perceived relative performance in the first (ρn=54 = .460, p < .001) and
second round (ρn=40 = .609, p = <.001). Hence, player’s that reported a high performance
and high satisfaction were actually good in the game.

Correspondingly, the number of order changes in the game’s user interface is also
strongly negatively related to the subjective compliance in the first (ρn=54 = −.721,
p < .001) and second round of the game (ρn=37 = −.755, p < .001). Hence, participants
who followed the suggestions of the DSS made less changes to the orders and reported
a higher compliance with the system. On average, the number of order changes in the
first round is 9.2 ± 6.1 and 9.8 ± 6.6 in the second round of the game compared to a
maximum of 18 possible changes. The reported compliance is at 37.0 ± 28.1% respec‐
tively 45.7 ± 30.5% and thus in the same range as the measured compliance.

As subjective and objective measures behave similarly, the following sections focus
on the subjective measures reported by the participants of the study. This facilitates the
use of the more powerful parametrical methods for analyzing the study, despite the non-
parametrical measurements from the simulation model.

4.2 Independent Evaluation of Both Rounds

This section illuminates the effect of the DSS’ correctness independently for the first
and second round of the game (i.e., neglecting influences of repetition).

In the first round, participants with a correct DSS achieved a higher overall profit
(Md = 11075), higher performance satisfaction (61.4 ± 30.3%), and higher relative
performance (52.6 ± 21.6%) than participants with a defective DSS (Md = −29825,
51.0 ± 33.6%, 46.7 ± 22.9%). Likewise, the reported and measured compliance with
the system is higher for the correct system (41.8 ± 30.1%, Md = 9.5) compared to the
defective system (32.5 ± 28.8%, Md = 10.5). The Trust in Automation score is also
higher for the correct system (66.2 ± 15.9%) than for the defective system
(56.9 ± 20.5%). However, despite all measures tending towards a positive effect of a
correctly working DSS, the effect is merely significant for the overall profit (see
Table 1 and Fig. 2, left).

Table 1. Effect of a Decision Support System’s correctness in the first round of the game.

Overall profit Order changes Subjective
compliance

Performance
satisfaction

Relative
performance

Trust in
automation

Defect DSS:
Md = −29825 
M = −20708 ± 34644

Md = 10.5 
M = 10.1 ± 5.5

32.5 ± 25.8% 51.0 ± 33.6% 46.7 ± 22.9% 59.9 ± 20.5%

Correct DSS:
Md = 11075 
M = 3274 ± 16627

Md = 9.5 
M = 9.2 ± 6.7

41.8 ± 30.1% 61.4 ± 30.3% 52.6 ± 21.6% 66.2 ± 15.9%

U = 508.5
p = .027 < .05*

MW-U = 681.5
p = .673 > .05

F = 1.492
p = .227 > .05

F = 1.501
p = .226 > .05

F = .959
p = .332 > .05

F = 3.574
p = .064 > .05
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Fig. 2. Effect of a correct and defect DSS on Trust in Automation, Performance Satisfaction,
Subjective Relative Performance, and Subjective Compliance for the first and second round of the
game (whiskers indicate the SE).

In the second round, the effect of the correctness of the DSS are much clearer. Even
though the difference is not significant, the overall profit is higher (Md = 11675) for the
correct DSS than for the defective DSS (Md = −10150). Likewise, the measured and
reported compliance with the correct DSS is higher (56.0 ± 28.6%, Md = 7) than for the
defect DSS (30.0 ± 26.9%, Md = 14).

The correct DSS is also positively influencing the performance satisfaction, which
is significantly higher for the correct system (87.8 ± 24.7%) than for the defect system
(67.3 ± 33.5%). Although the difference is not significant, a similar—though smaller—
effect seems to emerge for the subjective relative performance (77.1 ± 17.1% vs.
67.0 ± 28.5%). Consequently, the Trust in Automation is also significantly higher for
the correct system (74.3 ± 20.7%) than for the defect system (47.2 ± 15.7%). Table 2
and Fig. 2, right shows these effects.

4.3 Effect of Repetition and Learnability

On average, the overall performance of the first and second round of the game were
strongly related (ρ = .751, p < .001), but without a significant increase in attained
performance (Z = −.132, p = .895 > .05). This suggests two conclusions: First, that
some participants consistently play good, whereas others play bad. Second, that the

Table 2. Effect of a Decision Support System’s correctness in the second round of the game.

Overall profit Order changes Subjective
compliance

Performance
satisfaction

Relative
performance

Trust in
automation

Defect DSS:
Md = −10150 
M = −12928 ± 32007

Md = 14.0 
M = 10.9 ± 7.0

30.0 ± 26.9% 67.3 ± 33.5% 67.0 ± 28.5% 47.2 ± 15.7%

Correct DSS:
Md = 11675 
M = 6059 ± 11284

Md = 7.0 
M = 8.7 ± 6.1

56.0 ± 28.6% 87.8 ± 24.7% 77.1 ± 17.1% 74.3 ± 20.7%

MW-U = 309.0
p = .056 > .05

MW-U = 364.5
p = .283 > .05

F = 7.807
p = .008 < .05*

F = 5.516
p = .024 < .05*

F = 1.934
p = .172 > .05

F = 23.494
p < .001**
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influence of the DSS’s correctness is rather strong and diminishes the influence of prac‐
tice or learnability identified in earlier work [28].

Furthermore, the order changes in the first and second round of the game are posi‐
tively related (ρn=49 = .557, p < .001), which again indicates that some participants are
more likely to adjust the order levels suggested by the DSS than others.

A RM-MANOVA with the game (round 1 and round 2) as within-subject factor and
Trust in Automation, Relative Performance, Performance Satisfaction, and Compliance
as dependent variables revealed on overall significant effect (F2,29 = 12.267, V = .629,
p < .001). Neither Trust (F1,32 = .077, p = .784 > .05) nor the reported Compliance
(F1,32 = 1.007, p = .323 > .05) are significantly different after the first and second round
of the game. Yet, significant effects emerge for relative performance (F1,32 = 39.871,
p < .001), as well as for the performance satisfaction (F1,32 = 13.444, p = .001). Relative
performance increases from 49.6% to 72.2% and performance satisfaction increases
from 56.1% to 77.8%. Figure 2 left illustrates the influence of repetition.

4.4 Influence of the Defect Decision Support System

In addition to the findings present in Sect. 4.2 this section now analyses the influence of
the DSS with a focus on the within-subject factor correctness (neglecting a possible
influence of practice).

On average, the attained performance with a correctly working DSS was higher
(4479 ± 14523) than with a defect DSS (−17275 ± 33486) and this difference is signif‐
icant (Z = −2.647, p = .008 < .05). Also, the number of order changes for the correct
DSS is slightly lower (9.0 ± 6.4) than for the defect DSS (10.4 ± 6.1). Yet, this difference
is only marginally significant (Z = −1.893, p = .058 < .1).

Based on the congruence of the objective measures from the simulation model and
the subjective measures established in Sect. 4.1, the following sections investigate the
subjective measures using parametrical methods.

A RM-MANOVA with Correctness as within-subject variable and Trust in Auto‐
mation, Compliance, Performance Satisfaction, and Subjective Relative Performance
as dependent variables revealed a strong and significant overall effect (V = .471,
F4,29 = 6.455, p < .001, η2 = .471). Correctness significantly influences all four consid‐
ered dependent variables, namely Trust in Automation (F1,32 = 21.670, p < .001, η2 = .
404), Compliance (F1,32 = 4.643, p = .039 < .05, η2 = .127), Performance Satisfaction
(F1,32 = 8.274, p = .007 < .05, η2 = .205) and Subj. Relative Performance (F1,32 = 7.386,
p = .011 < .05, η2 = .188).

Specifically, the reported Trust in the correct DSS (69.8 ± 2.6%) was sig. higher than
the reported Trust in the defect system (52.6 ± 2.7%). Accordingly, the reported compli‐
ance was also higher for the correctly working system (48.4 ± 4.3%) compared to the
lower compliance with the defective system (31.6 ± 4.0%). Likewise, a correct DSS
yields in higher perceived relative performance (63.3 ± 3.3%) and higher performance
satisfaction (73.3 ± 4.3%) compared to the defect system (55.3 ± 4.0%, resp.
58.0 ± 4.8%). Figure 3 shows these significant effects.
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Fig. 3. Effect of practice (round 1 vs. round 2) and overall correctness (round 1 + 2) on Trust in
Automation, Relative Performance, Performance Satisfaction, and Subjective Compliance
(whiskers indicate the SE).

To understand if Trust, performance, compliance, and profit overall are interrelated
and if this interrelationship is influenced by the correctness of the system, the following
paragraphs present a correlation analysis of these four measures.

Correct DSS: For the correct Decision Support System, there are strong and significant
relationships between the Trust in the system and the reported compliance (ρn=48 = .
343, p = .017 < .05), relative performance (ρn=47 = .550, p < .001), and performance
satisfaction (ρn=50 = .519, p < .001). As expected, the relationship between subjective
relative performance and performance satisfaction is also very high (ρn=48 = .716,
p < .001). However, the reported compliance is unrelated to relative performance
(ρn=45 = .164, p = .281 > .05) and performance satisfaction (ρn=48 = .042, p = .777 > .
05). Figure 4 (left) illustrates these relationships.

Fig. 4. Spearman’s ρ correlations between Trust in Automation, Performance Satisfaction,
Subjective Compliance and attained Overall Profit for the correct and the defect DSS.

Defect DSS: For the defect Decision Support System, the reported Trust is neither
related to the reported compliance (ρn=41 = .177, p = .268 > .05), the relative perform‐
ance (ρn=44 = −.170, p = .271 > .05), nor the performance satisfaction (ρn=48 = −.109,
p = .462 > .05). The reported compliance is negatively associated with relative perform‐
ance (ρn=40 = −.317, p = .047 < .05) and the performance satisfaction (ρn=43 = −.409,
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p = .006 < .05). Again, subjective relative performance is strongly related with
performance satisfaction (ρn=47 = .777, p < .002). Figure 4 (right) presents the interre‐
lationships for the defect Decision Support System.

Surprisingly, the generic Trust in Automation is neither related to the Trust in the
correct system (r = .173, p = .246 > .05), nor to the Trust in the defect system
(r = .089, p = .567 > .05), nor are the Trust in the correct and the defect system related
(r = .254, p = .100 > .05). Also, neither subjective relative performance (ρn=40 = .193,
p = .233 > .05), nor performance satisfaction (ρn=44 = .016, p = .918 > .05) are associated
across both rounds. However, the reported compliances for both DSSs (defect, correct)
are positively related (ρn=46 = .330, p = .046 < .05).

5 Discussion

Our study provides some valuable insights regarding the positive influence of correctly
working Decision Support Systems on performance, compliance, and trust, the harmful
effects of defective DSS, as well as some methodological tidbits that may guide future
research on business simulation games, Decision Support Systems, and human-factors
in complex sociotechnical cyber-physical systems.

5.1 Benefits of Decision Support Systems

The study show that correctly working Decision Support System have an apparent posi‐
tive influence on trust in a support system, compliance with the system, thus also on
overall perceived and actual performance. Compared to the defective systems, the
participants reported higher trust levels, a higher compliance, as well as higher perform‐
ance satisfaction and most importantly, they also realized higher cumulated company
profits. In summary, correctly working support systems are a valuable tool to relieve
workers from repetitive or difficult tasks and increase their overall efficiency, as well as
the overall efficiency of the manufacturing company.

5.2 Risks of Decision Support Systems

While the finding that a correct Decision Support System yields in a higher company
profit seams trivial, the reverse perspective deserves attention: Although the subjects of
the presented study must have noticed the defect of the DSS (the suggested orders were
clearly below the customer’s demand and the penalties increased), they still have
followed the suggestion of the system to some extent, which has diminished the overall
profit of the company, as well as the subjective performance.

This finding relates well to a study published earlier that illuminated the influence
of corrected and defective DSSs in less complex table reading tasks [20]. However, the
previous study concluded that the negative influence of defective DSSs on effectivity
emerges only for more complex tasks, as defectiveness can easily be compensated for
simple tasks. In contrast, this study investigated the influence of correctness in context
and in a complex environment, but without an experimental consideration of task

How Correct and Defect Decision Support Systems Influence Trust 343



complexity. Consequently, future work must address how correctness and defectiveness
of Decision Support Systems influences efficiency, effectivity, and trust in relationship
to complexity of the simulated environment.

In summary, defective support systems have an overall negative effect on work’s
efficiency, and thus a negative effect on the overall performance of companies and cross-
company supply chains as complex sociotechnical cyber-physical systems.

5.3 Correct vs. Defect Decision Support Systems

For the case of a correct DSS, the study identified a higher trust in the automated system,
as well as a positive relationship between trust and the compliance with the system, the
satisfaction with the attained performance, as well with the actual performance. On the
contrary, if the DSS is defect, trust is significantly lower and trust is independent to the
compliance, satisfaction with the attained performance, as well as the actual company
profit.

Surprisingly, there is a moderate negative association between the compliance with
the system and the performance satisfaction in the case of a defect support system.
Meaning that the participants complying with the system have noticed the defectiveness
and their poor performance (hence the lower performance satisfaction and lower overall
profit). Still, it is unclear why they followed the system’s orders and under which condi‐
tions and when they would have started to neglect the system’s suggestions. Interest‐
ingly, there was no relationship between compliance and performance satisfaction for
the case of a correct Decision Support System. We conclude that people complying with
a correct system do not feel the same level of accomplishment as people and may
attribute their performance to the support system and not to their own individual abilities.
Future work should therefore more closely address the role of attribution and Attribution
Theory (cf. [29]) in regard to compliance with Decision Support Systems, performance
satisfaction, as well as attained performance.

Interestingly, the reported compliance levels for the defect and the correct DSS are
moderately related. This indicates that some subjects are more inclined to comply with
the system and obey its orders than others. This raises the questions which and why
operators in cyber-physical production systems are more likely to abdicate orders of the
DSS than others, how operators can be trained to detect and disobey defective systems,
and how trust in the system can be reestablished after such an incident.

A remarkable trifle of the study is the negative association of compliance with the
system and the attained overall profit for both, the correct (although not significant) and
the defect system. We assume that this relationship is caused by people focusing solely
on the decisions support system and neglected other parts of the business simulation
game. For the case of the defective system, compliance with the faulty suggestions
obviously has a devastating effect. For the case of the correct system, focusing solely
on the support system and thereby neglecting other parts of the simulated company also
yields in lower profits, as managing the order levels was just one of three tasks in the
game (for an isolated perspective of a single task see [20]).
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5.4 Methodological Contributions

From the methodological perspective, the study revealed that objective measures from
the simulation model are in accordance with the subjective measures reported by the
participants, that the subjective measures require calibration through training, and that
we identified a possible lower barrier for the applied trust scale.

Methodologically, the study established a strong relationship between the various
perceived measures of the study (e.g., performance and compliance) and the objective
measures captured in the underlying simulation of business game. As most objective
efficiency and effectivity measures from simulations or actual production environments
do not follow parametrical distributions, their statistical analysis—especially if
combined with elements from psychometrical measures as in this study—is impeded.
However, due to this strong relationship of objective and subjective measures, future
studies can build on the analyses of the parametrical subjective measures which extends
the methodological portfolio by more sophisticated statistical methods.

Apparently, a correctly working Decision Support System has a profound positive
influence on objective and subjective company profit, objective and subjective compli‐
ance, as well as in trust in the system. Still, these effects are only discernible, yet not
significant, for the first round of the game. Only in the second round of the game, these
effects gain in power and yield in statistically significant results. We assume, that this
is caused by a missing internal calibration and anchoring of the respective measures for
first round of the game. In the subsequent round, a reference frame is established and
yields in more separated measures, lower spreads, and clearer results. Therefore, future
research addressing Trust, compliance, or perceived performance must ensure that an
adequate reference frame or anchoring is established by providing training sessions or
repeated measurements.

An additional trifle is a step towards the calibration of psychometric trust scales. Due
to our empirical methodology with the induced malfunction of the DSS, we have meas‐
ured the lower barrier of the trust scale by Jian et al. [26]. Due to the defectiveness of
the DSS, it is rather unlikely that avg. trust scores will fall below the value of 52.6% on
this scale. However, our approach is unsuitable to identify an upper barrier of this scale,
as the current rating is not only affected by the correctness of the DSS, but probably also
tainted by the effect of the underlying simulation model and the individual’s abilities to
cope with the supply chain’s complexity. Future work will therefore have to address
methods to empirically determine the scale’s upper barrier.

In contrast to the compliance with the system and despite its high internal reliability,
the three measurements of Trust in Automation were not related. This indicates that Trust
in Automation—as least as captured in this study—is not an individual personal trait,
but rather a state that is heavily influenced by the automated system and the reliability
of this automation.

5.5 Summary

The study has shown that correctly working Decision Support Systems do have a positive
influence on the effectivity of the simulated cross-company supply chain. We therefore
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conclude that adequately designed Decision Support Systems can mitigate supply chain
disruptions and that DSSs are one fundamental pillar to strengthen the resilience of
manufacturing companies and likely other complex sociotechnical cyber-physical
systems. Yet, defective Decision Support System can have a devastating effect on the
performance, which was also identified for different settings in previous research [20].
Consequently, future research must identify how supply chain operators and workers in
material disposition can be trained to notice defective Decision Support Systems,
disobey their orders, and act successfully despite the lack of decision support.

Concluding, by empowering operators to harness the benefits of correctly working
decision support and to mitigate the drawbacks of defective support systems, the overall
performance of cross-company supply chains can be increased, their resilience can be
strengthened, and their overall viability be established.

6 Outlook

In the current experiment the effect of the correctness of the Decision Support System
is not clearly separated from and thereby tainted by the effect of repeating several rounds
of the game (e.g., practice, fatigue, motivational change) discovered in earlier studies
(e.g., [27]). Consequently, a follow up study with a significantly larger sample size
should investigate this effect and must separate, identify, and quantify the influence of
these factors.

Furthermore, the negative influence of a defective DSS has been shown in an abstract
experimental setting and in this study with the business simulation game. Future studies
must therefore investigate the influence of defective support systems in more complex
or realistic settings. Hereto, the business simulation game’s adjustable complexity might
be used to help to increase the understanding of the interaction of interface and system
complexity.

Finally, strategies and trainings must be identified, developed, and evaluated that
enable operators to recognize defective or deflective support systems and therefore
prevent blind obedience of these systems.
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Abstract. The last few years have seen more and more employees using their
personal mobile devices for work-related tasks. This phenomenon is part of a
broader trend known as IT consumerization. Enterprises and employees have
recognized that they might profit from these developments and implemented
“Bring Your Own Device” (BYOD) policies, but they also have to face new
challenges. This study investigates which types of employees adopt BYOD and
how they benefit from it. To address these questions, the authors conducted a
survey with 219 participants. Participants were classified into adopter types based
on the Diffusion of Innovation Theory. The results indicate that early adopters
and the early majority use their personal smartphones more often for work-related
tasks than laggards, and that innovators and early adopters more often receive
work-related email on their personal smartphones than other adopter types. It is
concluded that DOI can successfully be applied to explain BYOD adoption
behavior. Differentiated management strategies have to be applied in order to
address the whole workforce.

Keywords: BYOD · Mobile · Diffusion of innovation theory · IT
consumerization · Adoption

1 Introduction

In recent years, mobile devices have invaded both private and business life [1–3]. This
phenomenon is part of a digital transformation process in many societies, of which, for
instance, the diffusion of social network sites like Facebook is also part [4].

Employees increasingly use their own devices in a business context [1]. Particularly
since 2012, the press and the web community have termed this development ‘Bring Your
Own Device’ (BYOD) [5–7]. In academic research this phenomenon has been discussed
for many years under the name IT consumerization [8]. IT consumerization describes the
usage of consumer IT resources for business purposes [9]. From the point of view of the
employees, their personal devices are often easier to use than those provided by their
employer, for example because they are more familiar with the operating system. Accord‐
ingly, employees claim to be more productive when using their own devices [10, 11].
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Thanks to the accelerating diffusion of smartphones and the increase in mobile applica‐
tions, employees can easily use their own devices for work-related tasks [12].

Enterprises need to be aware of the adoption of mobile services by their workforce,
because it might influence employees’ productivity, work-life balance, and communi‐
cation behavior [12]. They often deal with these issues by providing BYOD policies
directed at the employees or by implementing ‘mobile device management’ (MDM)
software in order to maintain a high level of security and to create a homogeneous
software landscape [13].

Some recent studies, such as those by Gartner and the German management maga‐
zine “CIO”, reflect on BYOD from a critical perspective. They observe that the willing‐
ness of employees to adopt BYOD is not as strong as press reports suggest [5, 14]. In our
research, we draw on Rogers’ Diffusion of Innovation (DOI) theory [15] to explain this
phenomenon. DOI theory predicts that certain types of technology users are more open to
adopting the BYOD mindset than others. A major goal of this research is therefore to
identify which types of employees, following the DOI theory, adopt the Bring Your Own
Device philosophy. The differences between adopter groups are also examined.

Our research concentrates on smartphones. Until now, little research has investigated
the adoption of BYOD practices regarding smartphones by employees. In contrast to tradi‐
tional mobile devices like laptop computers, smartphones are wearable computers [16, 17].
Therefore, they differ with regard to frequency of usage, types of tasks and willingness to
use one’s own device for work-related tasks [18]. However, empirical data on this phenom‐
enon are scarce. In order to address the research questions and contribute to this research
area, we provide empirical data on smartphone usage and BYOD adoption collected in a
large-scale survey.

The remainder of this paper is structured as follows. Section 2 provides a compre‐
hensive literature review in the field of IT consumerization and mobile IT management.
Section 3 introduces the diffusion of innovation theory and argues that IT consumeri‐
zation in an innovation in this sense. In Sect. 4 the methodology and propositions of our
empirical study are presented. Section 5 presents and discusses the results. The final
section draws conclusions and provides an outlook for further research.

2 Related Work

2.1 IT Consumerization

The diffusion of mobile devices, such as feature phones and Personal Digital Assistants
(PDAs), started in the early 1990 s and increased quickly in the following decades [19].
The Apple iPhone, launched in 2007, popularized the concept of mobile applications
(apps), leading to new potentials for smartphones. Additionally, the growing coverage
of the mobile broadband infrastructure accelerated the dispersion of smartphones [20].
Research in the field of mobile devices today covers a multiplicity of research areas such
as the security of mobile applications and devices and the design and development of
mobile applications. Furthermore, some studies have specifically evaluated the use of
mobile technologies for business purposes [21–24].
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The accelerating diffusion of mobile devices, especially of smartphones, has
massively influenced business as well as private life [12, 25, 26], offering several chal‐
lenges and opportunities for organizations as well as for employees [8, 27]. Such profes‐
sional use of technologies that are already applied in private contexts can also be
observed with the introduction of social software in organizations [see e.g. 28–32].

Organizations need to manage their transformation into a so-called mobile enter‐
prise [33, 34]. The term ‘mobile enterprise’ describes a corporation or large organi‐
zation that supports business processes by using mobile applications via wireless
mobile devices such as smartphones [35]. Harris et al. [8] define IT consumerization
as ‘the adoption of consumer applications, tools and devices on the workplace’. As
organizations integrate enterprise mobility into their business strategy to benefit from
increased flexibility and productivity advantages, they face the challenge of dealing
with a large variety of employee-owned mobile devices [36–40].

Nevertheless, BYOD offers the potential to increase organizational performance [34].
Miller et al. [39] identified several positive aspects like reduced acquisition and training
cost and a high speed of adoption. Despite the advantages of BYOD, the relaxation of IT
restrictions that a BYOD policy engenders leads to several new operational challenges for
IT management, such as the rollout of updates and the proper management of IT services
according to the job responsibilities arising [41].

BYOD is a new phenomenon and there is still little scientific research available [42].
The bulk of the literature consists of studies executed by consulting firms and it mostly
offers descriptions of the phenomenon as well as normative advice for executives [43].
Researchers have recognized, however, that IT consumerization is driven by employees
[6, 37, 39]. To the knowledge of the authors, no research has been conducted to inves‐
tigate the adoption of BYOD with a strong focus on smartphones from an organizational
perspective.

2.2 Mobile IT Management

A major goal of organizations is to ensure maximal performance in terms of productivity
and profitability, inventory, competitive advantages, and costs [44]. Organizational
performance can be increased by using mobile IT effectively. A well-designed company-
wide strategy needs to be established. The strategy should address both technical (e.g.
choice of devices and functionality support) and organizational issues [34]. Three
processes (cf. Fig. 1) need to be managed successfully for maximal organizational
performance through mobile devices: the mobile IT conversion process, the mobile IT
use process, and the competitive process.

Not every enterprise is able to convert its IT investments into IT assets effectively
and efficiently. The mobile IT conversion process, for example, is influenced by the
number of supported business activities, the level of integrated management and the
level of technical and business knowledge. Traditionally, IT management has been
responsible for all of a company’s IT expenditures and for converting these investments
into assets. Allowing IT consumerization by implementing a BYOD policy introduces
privately owned mobile IT assets into the company [34]. Expenses incurred privately
create enterprise assets. The benefits from a management point of view are evident. At
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the same time, employees experience higher satisfaction and feel more productive
because they are allowed to use a device with which they are familiar. They are more
independent and have a higher degree of freedom in their choice of applications and
functions. On the other hand, IT management is confronted with several challenges.
They are confronted with a loss of control over the devices. Managing these devices is
more complex and usually needs special mobile device management software and higher
support. Still, IT assets accrued through employees’ smartphones may result in positive
IT impact (e.g. new services, redesigned business processes) when used appropriately
for work activities. For an effective ‘mobile IT use process’ as regards IT consumeri‐
zation, user skills as well as existing business processes need to be taken into account.
Finally, an effective competitive process is needed for an enterprise to transform its IT
impacts into greater organizational performance — i.e. to achieve competitive advan‐
tages relative to its competitors [45]. However, managing successful IT consumerization
requires the input of employees. They are the main driver for IT consumerization and
responsible for the benefits gained in the end. Hence, this research concentrates on the
behavior of employees and their adoption of smartphones in enterprises.

3 Theoretical Background

3.1 Diffusion of Innovation Theory

Rogers [15] developed the DOI theory to explain a variety of innovations ranging from
agricultural tools to organizational innovations [15, 46]. The theory is based on four key
elements: innovation, communication channels, time and the social system. According
to Rogers [15], innovations may be concepts, ideas, practices, technologies or objects
— anything an individual, organization or other unit of adoption considers new.
Communication channels describe the way in which information about the innovation
is transmitted from one individual to another. Time, as an element of innovation diffu‐
sion, refers specifically to the period it takes for an innovation to pass through the inno‐
vation-decision process, from first knowledge of the innovation to the final decision to
adopt or not. Finally, the social system in which the innovation is diffusing, and its
structure are important elements to consider. The members of the social system can be
classified according to their innovativeness into five categories: innovators, early

Fig. 1. Model for mobile IT organizational performance [28]
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adopters, the early and late majority, and laggards [15]. Empirical data suggests that the
number of members adopting an innovation approximately resembles a normal, bell-
shaped curve. Accordingly, the cumulative distribution — the fraction of people who
have adopted the innovation over time — is an s-shaped curve.

Rogers [15, p. 287–292] reviews several decades of research on adopter categories
to identify characteristics associated with innovativeness and, hence, early adoption of
innovations. Innovativeness is highly correlated with socioeconomic characteristics
such as a high level of education and a high social status (indicated by variables such as
income and wealth). Personality variables related to innovativeness include a positive
attitude towards change, an ability to cope with uncertainty, and a favorable attitude
towards science. Finally, innovativeness is also related to communication behavior.
Early adopters end to be highly connected, have a great deal of knowledge and are valued
by their peers, taking the role of opinion leaders.

The diffusion of an innovation follows a five-step process [15, p. 169]. The process
occurs over a certain time and uses different communication channels. The five stages
of the process — knowledge, persuasion, decision, implementation and confirmation.
During the knowledge stage, an individual is first confronted with an innovation, but
lacks information. This is followed by the persuasion stage, in which the individual tries
to gather more detailed information about the innovation. The decision stage describes
a weighting of innovation advantages and disadvantages. At the end of this stage, the
individual decides whether to adopt the innovation or not. The person later implements
the innovation in the implementation stage, evaluates the innovation and seeks more
information. The last stage is the confirmation stage, in which the decision and the usage
are finalized.

Moore and Benbasat [47] applied the DOI theory in the Information Systems (IS)
domain to study IT innovations in organizations. Since then it has been an important foun‐
dation of the adoption models used in IS research for more than two decades [48–50].
Prescott and Conger [51] reviewed ten years of DOI research by information technology
researchers and classified studies according to their locus of impact. They found that DOI
theory is applicable to explain the diffusion of technological innovations in an intra-organ‐
izational context.

In recent years, researchers have also begun to use the DOI theory to explain inter-
organizational and societal topics, particularly in research on mobile IS [52]. Monchak
and Kim [53] conducted a meta-analysis of diffusion of innovations in Information
Systems for the years 2003 to 2011 based on publications in the top eight IS journals.
The authors found that the application of DOI theory in Information Systems research
is primarily divided into eight categories: perceived attributes of innovations, types of
innovation decisions, communication channels, the nature of social science, the extent
of change agents’ promotion efforts, adopter categories, the stages of adoption and the
stages of an innovation process in an organization [53]. However, DOI theory has always
also been the object of some criticism. The theory is based on agricultural methods and
medical practice. Rogers [15] categorizes the criticisms of diffusion research into four
categories: its pro-innovation bias (the “implication that an innovation should be
diffused” [15, p. 106]), its individual-blame bias (the “tendency to side with the change
agencies … rather than with the individuals” [15, p. 118]), the recall problem (survey
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respondents being “asked to look back in time in order to reconstruct their past history
of innovation experiences” [15, p. 127]), and the issue of equality (e.g. the widening of
the socioeconomic gap [15, p. 130]).

3.2 IT Consumerization as an Innovation

In this article the DOI theory is used as a theoretical foundation to explain the progress
of the BYOD mindset regarding smartphones in enterprises. How does IT consumeri‐
zation match the definition of innovation according to Rogers [15]? Recall that Rogers
defines an innovation as a concept, idea, practice, technology or objects perceived as
new. BYOD, of course, is not a technology per se, because technology refers to the
making, modification, usage and knowledge of tools, machines or techniques. It is
instead a mindset regarding the use of technology in a social system. Similarly, IT
consumerization describes an enterprise-wide tendency to use consumer IT devices.
BYOD and IT consumerization can therefore be classified as ‘practices’ in the sense of
Rogers’ [15] definition.

The diffusion of these practices, however, is not altogether different from the diffu‐
sion of a technology. Analogous to the adoption of e.g. a new software system, the
permission of and support for BYOD have extensively influenced IT management and
enabled new values and challenges [54]. Its diffusion is based on extensive communi‐
cation in social systems. The relationships and characteristics between different adopters
and adopter categories therefore need to be examined to understand the progress of this
innovation. In our study, DOI is used as a basis for gathering retrospective information
about the diffusion progress of the BYOD mindset.

4 Empirical Study

4.1 Survey

As a first step in investigating employees’ attitudes towards BYOD, we developed a
questionnaire. The survey captures the current BYOD attitudes of employees in enter‐
prises and shows whether different adopter types exhibit different attitudes towards
BYOD. We decided to ask employees instead of IT managers or CIOs, as our goal is to
examine end-user attitude and behavior.

We focused our survey on employees who actually use smartphones in their daily
business life. The study is limited to smartphone users as we assumed that the phenom‐
enon of IT consumerization is much more relevant for smartphones than for laptops or
other devices (e.g. because smartphones are cheaper, are frequently used in private life
and users are often emotionally attached to their smartphones, etc.). Furthermore, from
the perspective of organizations, it is especially challenging to integrate consumer
smartphones in business IT.

The online survey was carried out between October 29 and November 12, 2012, using
the online survey tool LimeSurvey. It was directed at German employees. The question‐
naire comprised 30 questions consisting of dichotomous items (yes/no), multiple-choice
items and five-point Likert scale items. It was spread through social media: On LinkedIn,
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a call for participation was posted to two user groups related to the topic ‘mobile’ and 47
private messages were sent to personal contacts. On XING, a large German business SNS,
a call for participation was posted to three user groups on the topic ‘mobile’ and 42 private
messages were sent to personal contacts. Additionally, a call for participation was
published in a large German online blog on mobile topics.

The questionnaire consisted of three sections, each focusing on a specific point of
interest. The first section gathered demographic data. The second section was designed
to investigate the participants’ attitudes towards BYOD. The questions included whether
participants receive work-related email on their personal smartphone, and to what extent
they use their own phone for business purposes. Finally, the third section was designed
to gather the data necessary to classify participants into adopter categories according to
the DOI theory.

4.2 Identification of Adopter Categories

To investigate which adopter types were represented in the sample, the questionnaire
included items that could be linked to the characteristics typical for the different adopter
categories. These characteristics are based on Rogers’ [15] review of innovation diffu‐
sion research. Rogers describes early adopters as venturesome individuals with cosmo‐
polite social relationships and substantial financial resources who are willing to take
risks. Laggards tend to be isolates in their social systems, limited in their resources, and
suspicious of innovations. The other adopter categories occupy a position on the
continuum between these two extremes. Table 1 presents the seven criteria we used to

Table 1. Adopter classification cheme

Characteristic Question(s) Adopter categories
Innovators Laggards

Age Age Youngest Oldest
Social status Income Highest income Smallest income

Expected financial
support

No expectations Expect all costs to be
paid for

Knowledge of
innovations

Number of used
operating systems
(OSs)

High number of used
OSs

Used at most 1 OS

Use of mobile social
networking sites
(SNSs)

Highest SNS activity Lowest SNS activity

Opinion leadership Frequency of contacts
from persons for tech
questions

Very frequent Never been asked

Ability to cope with
uncertainty, fatalism

Use of security
mechanisms on
smartphones (e.g.
access control)

Insecure devices Secured devices
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assign participants to adopter categories. For example, the knowledge of (IT-related)
innovations was measured by asking for the number of operating systems used and the
amount of social networking site activity. Opinion leadership was measured using the
frequency of contacts from peers containing questions about technology, e.g. how to
configure a smartphone to access corporate email or how to access the enterprise network
on one’s personal smartphone. Age was also used to allocate participants to adopter
categories. While Rogers [15] concluded that age is not directly related to innovative‐
ness, this conclusion is based on empirical studies from a variety of domains such as
agriculture. In technology adoption research, age has been shown to play a prominent
role [55]. For example, older workers are less likely to be knowledgeable about tech‐
nology and are more anxious about using it. This anxiety is naturally likely to extend to
technology-related practices such as BYOD.

Together, these criteria represent each of the three types of characteristics associated
with innovativeness according to Rogers [14]: socioeconomic characteristics, person‐
ality variables, and communication behavior. Participants who could not be unambig‐
uously assigned to an adopter category because of their apparently conflicting charac‐
teristics were removed from the sample.

4.3 Propositions

In order to investigate the current state of adoption of the BYOD mindset, and the rela‐
tionship between the adopter categories according to DOI theory and employees who
have a favorable opinion of BYOD, we formulate three propositions. The analysis was
conducted by first allocating the participants to the adopter categories. Then, for each
adopter category, the propositions were examined.

P01: Innovators, early adopters and the early majority use their personal smart‐
phones more often for work-related tasks than laggards and the late majority.

The proposition P01 posits a positive relationship between a tendency to adopt inno‐
vations early in the sense of DOI and the frequency of personal smartphone use for work-
related tasks. If DOI can be used to explain BYOD adoption, the early adopter types
(innovators, early adopters and early majority) will have a more positive attitude towards
BYOD and will be more likely to use personal smartphones for work.

P02: Innovators and early adopters more often receive work-related email on their
personal smartphones than other adopter types.

Individuals who choose to receive work-related email on their personal smartphone
regularly are generally more likely to have a positive attitude towards BYOD. In
summary, if DOI explains the adoption of BYOD, the survey results should support
these propositions.

5 Results and Discussion

5.1 Results

We received a total of 219 completed questionnaires. 151 respondents (69%) own a
smartphone and are employed. In order to answer the research question only those
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participants owning a smartphone are relevant. Therefore, all further evaluation is based
on this group (n = 151). Table 2 summarizes the demographic data collected.

Table 2. Demographic data of participants (n = 151)

Agea 16–30 years: 42%
31–45 years: 46%
46–60 years: 12%

Income 0€–1.500€: 14%
1.501€–3.000€: 22%
3.001€–4.500€: 30%
>4.500€: 34%

Gender Male: 81%
Female: 19%

Married Yes: 38%
No: 62%

Responsibility for
employees

Yes: 36%
No: 64%

Children Yes: 33%
No: 67%

Industry Internet/IT: 40%
Education/NGO: 8%
Finance: 6%
Media: 5%
Automotive: 4%
Other: 37%b

Division/Departments Marketing: 13%
IT/Org: 39%
Management: 18%
Purchasing/Sales: 8%
Production: 4%
Other: 18%c

a There were no participants under 16 or over 61 years.
b The category “Other” consists of industries accounting for less than 4% of responses
c The category “Other” consists of departments accounting for less than 4% of responses

The following section collected data on the use of smartphones. 64% of respondents
have used their smartphones for at least two years (15% for one year, 12% for more than
three years). This is not surprising, as it is common practice in Germany to provide
customers with a new device when they sign a new mobile phone contract, which usually
runs for two years. 55% of the participants have been equipped with a smartphone for
professional use by their employer.

53% of participants retrieve their company email with a personal device, while 47%
do not do so, preferring to keep business and private life separate. This split among the
surveyed employees illustrates that BYOD is a practice in the process of being adopted.
47% of the participants who use their personal device to retrieve company email do so
with the explicit permission of their employer, while only 2% do so in clear violation of
the employer’s policy. As a side note, all of the participants in this last group have an
alternative smartphone provided by their employer. However, their desire to use their
personal device seems to be particularly high. Moreover, 22% of those employees who
do not receive emails on their personal device accept the company’s ban on the retrieval
of email and 15% do not see any added value in it. Interestingly, 81% of all respondents
have already sent email with business content to their personal email accounts to be able
to access it from anywhere.

Only 3% of the participants do not respond to professional communication in their
leisure time at all. The boundary between job and private life is already seems to be
heavily blurred, which is also a positive signal to BYOD. The presence of children or
the participants’ marital status does not appear to be related to their attitude on BYOD.
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However, people who work away from the office on at least one day per week use their
private smartphone to a higher percentage for business (14% vs. 19%).

The final part of the survey was used to classify participants into adopter categories.
16% of the employees who never use their private smartphone for business purposes
state that they would expect 100% of the initial costs to be compensated for by the
employer, were they to use it for work. In contrast, merely 7% of those already using
their smartphones between 50% and 100% of the time for business purposes expect their
employer to cover any of the costs at all. This observation suggests that expectations
regarding the coverage of expenses are a major factor preventing more employees from
adopting a favorable view of BYOD.

Most of the respondents apply access protection mechanisms on their smartphone
(80%) and need to authenticate themselves in order to get access to enterprise data (57%).
The participants are relatively experienced with different mobile operating systems. 78%
have already used a different operating system apart from the current one. This goes
hand in hand with the question whether a change of the operating system would be
difficult, to which 31% replied yes.

5.2 Discussion of Propositions

The participants were divided into the adopter categories. Overall, 44% of the 151
respondents (67) could be clearly assigned to an adopter category by applying the clas‐
sification scheme described in Sect. 4.1. The remaining 84 (56%) of the participants
could not be unambiguously classified. Rogers [15, p. 281] provides reference values
for the size of the adopter categories. Compared with these values, it can be stated that
the innovators are slightly overrepresented in our sample (9% compared to the reference
value of 2.5%). The group of early adopters nearly fits the expected size of 13.5%. In
the sample, there is an imbalance between the early majority (42%) and the late majority
(27%) in contrast to the reference values of 34% each. Laggards are underrepresented
with 6% compared to the 16% reference value. In summary, the s-shaped curve in this
sample is shifted left and has a steeper incline. Based on the sample and their attitude
towards BYOD, the outcome of the analysis is shown in the representation of adopter
categories.

P01: Innovators, early adopters and the early majority use their personal smartphones
more often for work-related tasks than laggards and the late majority.

Table 3. Usage of personal smartphones for work

Adopter category % of respondents in category
Innovators 83% more than 50% work-related usage time
Early adopters 90% more than 50% work-related usage time
Early majority 82% more than 50% work-related usage time
Late majority 48% more than 50% work-related usage time
Laggards 34% more than 50% work-related usage time
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Table 3 summarizes the results regarding P03. In our data set, 83% of the innovators
use their smartphone more than 50% of the time for business purposes. In contrast, only
48% of the late majority and only 34% of the laggards use their smartphones more than
50% of the time for business purposes. This underlines that the participants in these
adopter groups seem to prefer BYOD.

Another fact could also be observed. There is a descending trend from innovators to
laggards as regards employees who are equipped with smartphones by their employer.
Whereas innovators and early adopters are not provided with devices, the late majority
and laggards are offered devices. Furthermore, more than 48% of the late majority and
34% of the laggards use their personal smartphones more than 50% of the time for work-
related tasks, even if they are equipped with a company smartphone. However, this leads
to the assumption that just providing employees with mobile devices does not prevent
BYOD. Enterprises are obliged to a greater extent to ensure successful BYOD manage‐
ment. They have to develop policies, choose the right devices and consider different
employee types and their preferences.

P02: Innovators and early adopters more often receive work-related email on their
personal smartphones than other adopter types.

Given the results of the survey (see Table 4), we can verify the proposition since all
of the participants classified as innovators receive emails on personal phones and 81%
of the early adopters do so as well. In comparison with the laggards, only 34% of the
respondents receive work-related emails on their personal smartphones. With respect to
our data, it can be argued that innovators and early adopters and at least the early majority
use their personal devices regularly to receive work-related email. Moreover, these
groups have usually sent work-related email to their personal email account in order to
have the content available on their personal smartphone while they are on the move.

Table 4. Usage of personal smartphones to receive work-related email

Adopter category % of respondents in category
Innovators 100% “yes, regularly”
Early adopters 81% “yes, regularly”
Early majority 67% “yes, regularly”
Late majority 48% “yes, regularly”
Laggards 34% “yes, regularly”

Summing up, the adopter categories innovators, early adopters and early majority
have a positive attitude towards BYOD. While innovators and early adopters are usually
the most instrumental to triggering critical mass, the results of the survey suggest that
BYOD has already reached the early majority group. However, the attitude towards
BYOD of the late majority and laggards is already more positive than expected.
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6 Conclusion

In this article, we discussed the BYOD mindset regarding smartphones as a certain type
of IT consumerization, and an innovation in the sense of Rogers’ Diffusion of Innovation
theory. The results of our survey indicate that in fact BYOD has been adopted by inno‐
vators, early adopters and the early majority. The results of the survey suggest that it is
not sufficient for enterprises to develop a generic BYOD strategy for smartphones. The
personnel structure is usually heterogeneous and the employees have different attitudes.
Therefore, a differentiated BYOD strategy is necessary. Innovators will rarely change
their behavior to comply with company policy and will instead always want to give new
gadgets a chance, even at their workplace. As our results indicate, prohibiting BYOD
may not be a suitable instrument, since 2% of participants still act in defiance of the
employer’s policies and retrieve their emails with a personal device. Managers should
keep this in mind and attempt to accommodate the needs of these groups. The late
majority and laggards need more structure. They are supposed to be equipped with
devices, policies and training. Thus, these findings contribute knowledge that is of
interest to practitioners. Moreover, the diffusion and attitude of employees towards
BYOD have been examined, which is highly relevant from an academic perspective.
We suggest that DOI theory could be used to explain the adoption of IT consumerization,
particularly BYOD adoption in different domains.

We are aware that this study has some limitations. On the one hand, the participants
recruited were, to a large extent, employees with an IT background from Germany.
Consequently, it can be assumed that the participants are generally technology-savvy,
and are thus perhaps more innovative and have a more positive attitude towards BYOD
than the general population or employees in other fields.

For further research a survey with a more clearly defined target group, for example
based on a single enterprise, may be appropriate. A comparison of different industries
and cultural influences might also provide deeper insights for research. Additionally,
we plan to start a series of interviews with employees in order to better understand their
behavior regarding BYOD.
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Abstract. Games are captivating from a human-computer interaction point of
view. They can induce an intensely involving and engaging experience termed
flow, which refers to the optimal state of experience when one is fully immersed
in an activity. This paper provides a review of the neural and psychophysio-
logical correlates of flow as well as some directions for future research.
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1 Introduction

Gaming has become a realizable form of entertainment for players of all ages and
background [1]. Video games can evoke strong feelings due to their simulated envi-
ronments, and such feelings are characterized by activations of the temporal, parietal,
and dorsolateral areas [2–5]. Some studies have linked brain activities to video game
play. An example of such studies is the use of a content-based event-related analysis for
investigating the neural correlates of circumscribed gameplay events [6]. In this review
paper, we identify the neural and psychophysiological correlates of the state of flow.

Flow is an optimal experience where people are so involved in an activity that they
lose track of time and nothing else seems to matter. It is a subjective experience of
effortless attention, reduced self-awareness, and enjoyment that typically occurs during
optimal task performance [7]. Flow can occur when the challenge posed by a task
matches the skill of the individual carrying out the task [7–9]. However, it is still not
known what exactly happens in the brain when the flow state is achieved.

The human brain acts as a duty director for the human nervous system. It is
composed of many interconnected neurons that form a complex system, from which
thought, behavior, and creativity emerge. It receives information from the sensory
organs and delivers output to the muscles. The cerebrum is largely responsible for the
execution of cognitive functions. The frontal lobes of the cerebrum are responsible for
executive control actions [10]. The frontal lobes are a large brain region representing
30% of the cortical surface. Brain activities can differ from one state to another; EEG is
a technique/tool that can be used to record such activities using waveforms [11].
Research has shown that during the state of flow, the cortical activity is reduced [12].
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2 Literature Review

Flow represents a psychological state where people are completely absorbed or
engaged in an activity and are performing on the edge of their ability [13]. Flow has
been conceptualized to comprise the following nine components [7]:

1. Balance of challenge and skill: A key aspect of the state of flow is that the skill of
the individual and the challenge of the activity need to be in balance with each
other. If the challenge is less than the skill, boredom occurs. If the challenge is
substantially higher than the skill, anxiety can arise.

2. Clear goals: The goals/objectives of the task or activity must be clear and
unambiguous.

3. Immediate feedback: The performance feedback on the task or activity should be
clear, immediate, and unambiguous.

4. Paradox of control: The individual perceives control of his/her actions and the
environment.

5. Loss of self-consciousness: Because of the pre-occupied activity, the individual
“loses” oneself and experiences a sense of separation from the world around
him/her.

6. Concentration on task at hand: The individual focuses or pays complete attention on
the task or activity, such that all other distractions are blocked from his/her
awareness.

7. Transformation of time: Time no longer seems to pass the way it normally does.
The individual loses track of time and the perception of time is distorted.

8. Merging of action and awareness: The individual is so involved in the activity that
his/her actions become spontaneous, just like automatic responses.

9. Autotelic nature: The activity that consumes the individual is intrinsically rewarding
and motivating to him/her.

The relationship between skill and challenge lays the foundation for the psycho-
logical state or concept of flow [14]. An opportunity to perform an action is considered
as challenge, and the capability to perform that action is known as skill. In the state of
flow, attention is effortless [9]. When one is in flow, “one is given over to the activity
so thoroughly that action and attention seem effortless” [15, p. 1].

3 Neuropsychophysiological Correlates of Flow

This review focuses on synthesizing the literature on neuropsychophysiological cor-
relates of flow. The following databases have been utilized for identifying relevant
published articles: ACM Digital Library, Scopus, PsycINFO, ABI/Inform, and IEEE.
We have used various combinations of search keywords: ‘neural’, ‘physiological’,
‘psychophysiological’, ‘correlates’, ‘flow’, ‘brain activity’, ‘cortex activity’, ‘gaming’,
‘electroencephalogram (EEG)’, ‘brain imaging’. The set of articles included in the
review is comprised of a combination of conceptual and empirical papers. The findings
are presented in Table 1.
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Table 1. Summary of findings

Reference Concept Findings Measurement Paper type

Hamilton et al.
[16]

Physiological aspects of flow
experience

Flow as a personality trait in
daily activities
Subjects scored high on IES: the
increased attention led to
decreased effort measured using
EEG, EP

Intrinsic Enjoyment
Scale (IES);
Electroencephalogram
(EEG);
Evoked Potentials (EP)

Empirical
study

Gusnard et al.
[17]

Neural correlates of flow In the state of flow, the
Dorsomedial Prefrontal Cortex
(DPC) is expected to have very
minimal or no activity
DPC deals with self-related
emotions and in the flow state,
self-related emotions are
eliminated

Functional Magnetic
Resonance Imaging
(fMRI)

Empirical
study

Marr [18] Synthetic theory;
Biobehavioral theory of flow;
Neurophysiological and
cognitive explanations for
flow phenomenon

Reduction in brain mechanism
when participant experienced
flow
Dopamine (neurotransmitter)
could be a neurophysiological
correlate of flow

Conceptual
study

Dietrich [19] Neurophysiological theory of
flow experience; Theory of
hypofrontality

Flow results from
down-regulation of prefrontal
activity in the brain
During flow state, the activities
are performed without
interference of conscious control
system, making the process
efficient and fast

Conceptual
study

Sanchez-Vives
and Slater [20]

Virtual reality Modern video games evoke
strong feelings
The sensory motor network is
activated during flow state
Flow influences midbrain
reward structures

Functional Magnetic
Resonance Imaging
(fMRI)

Empirical
study

Goldberg et al.
[12]

Global resource allocation
network

Activity decreases in Medial
Prefrontal Cortex (mPFC)
during flow state
mPFC contributes to
self-referential mental activity
Since flow is a highly focused
state of task engagement leading
to shut down of self-referential
activities, it causes a decrease in
mPFC

Functional Magnetic
Resonance Imaging
(fMRI)

Empirical
study

Kivikangas
[21]

Psychophysiology of flow
experience

Flow is associated with
increased positive valence and
decreased negative valence
Flow is negatively associated
with corrugators supercilli (CS,
frowning muscle) and found no
effect on zygomaticus major
(ZM, smiling muscle) and
orbicularis oculi (OO, “eyelid
muscles”)

Electromyography
(EMG)
Electrodermal
(EDA) Activity
Flow State Scale (36
item questionnaire)

Empirical
study

(continued)
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Table 1. (continued)

Reference Concept Findings Measurement Paper type

Increased electrodermal activity
(high arousal indication) with an
experimental flow condition

Mandryk and
Atkins [22]

Skin Conductance EDA can be used to assess
flow, which is associated with
emotional arousal

Electrodermal Activity
(EDA)

Empirical
study

Nacke and
Lindsey [23]

Psychophysiology of flow
experience

Increased activity of
zygomaticus major (ZM,
smiling muscle) and orbicularis
oculi (OO, “eyelid muscles”)
and an increase in
electrodermal activity (EDA) to
be associated with the
experimentally induced flow
condition

Electrodermal Activity
(EDA)
Electromyography
(EMG)

Empirical
study

De Manzano
et al. [24]

Physiological aspects of flow High flow values associated
with activation of zygomaticus
major (ZM, smiling muscle)
and sympathetic activation
Flow is also associated with
deep breathing
Found no relation between
corrugators supercilli (CS,
frowning muscle) and flow

Electromyography
(EMG)
Electrodermal Activity
(EDA)

Empirical
study

Keller et al.
[25]

Flow Flow experience is associated
with elevated cortisol levels,
reduced heart rate variability, a
stressful state of increased
workload
All of the above lead to
questioning the current,
exclusively positive, picture of
the flow phenomenon

Electrocardiogram
(ECG/EKG)
Kubios HRV Analysis

Empirical
study

Klasen et al.
[26]

Flow experience Correlation between game
pleasure and motor activity to
demanding game situation
Decrease in cortical activity
during the flow state

Functional Magnetic
Resonance Imaging
(fMRI)

Empirical
study

Bavelier et al.
[27]

Neural circuitry:
fronto-parietal network

The fronto-parietal network
recruitment was low (* no
significant action in frontal
areas)
Parietal activation was restricted
to a smaller region, inferior and
superior parietal lobules

Functional Magnetic
Resonance Imaging
(fMRI)

Empirical
study

Peifer [4] Psychophysiological
correlates of flow experience

Flow has an inverted u-shaped
relation with
hypothalamic-pituitary-adrenal
(HPA) axis activation and
sympathetic arousal

Questionnaire;
Electrocardiography
(ECG/EKG);
Cortisol

Empirical
study

Berta et al. [28] Physiological signal analysis
for flow
Subdivision of brain
frequency bands.

EEG alpha – attenuates in a
video game play
EEG low beta – discriminates
among gaming conditions

Electroencephalogram
(EEG)

Empirical
study

(continued)
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The nervous system is the core component of the brain, and neurons are the core
components of the nervous system. Neurons operate on electrical impulses and
chemical signals [12]. The human brain can be generally divided into three parts:
(1) Forebrain (2) Midbrain (3) Hindbrain [10]. The cerebrum is responsible for most
cognitive functions. The cerebrum, or cortex, is channeled into four lobes: frontal,
parietal, occipital, and temporal. Each lobe has its specific predefined set of functions to
perform. The functions of the lobes are: frontal – planning, motor/physical movement,
emotion, problem solving; parietal – perception of stimuli, associated with movement
and recognition; occipital – visual processing; temporal – memory, speech, perception
and recognition of auditory stimuli. The largest portion of the brain is the cerebrum,
which is widely channeled into two parts, the left and right hemispheres [10].

The frontal lobe functions are related to central executive processes [31]. Some
research studies have shown that executive actions do not depend on frontal cortical
activation but rely on the frontal-parietal network [32]. Prefrontal Cortex (PFC) in the
front lobe of the brain is responsible for the execution of cognitive functions [32]. Most
of the user-game engagement brain activities occur in Dorsolateral Prefrontal Cortex
(DLPFC), which is the prefrontal cortex of the brain [26]. Previous research has shown
that DLPFC is responsible for executive functions such as cognitive flexibility, plan-
ning, inhibition, and reasoning [32–34]. Medial prefrontal cortex (mPFC) plays a role
in the integration of emotional and cognitive processes by incorporating emotional
biasing signals or markers into the decision-making process [18]. EEG recordings are
converted into spectral band frequencies (delta, theta, beta, alpha, and gamma) [35].

The alpha, low-beta, and mid-beta bands show greatest differences between three
states of user experience, namely, flow, boredom, and anxiety. The frontal and parietal
regions have low activity when one is in flow [28]. In addition, the alpha band is
positively correlated with flow, whereas the beta band is negatively correlated with flow.
The theta oscillations from the left side of the DLPFC can explain engagement [29].

Table 1. (continued)

Reference Concept Findings Measurement Paper type

Alpha, low-beta, and mid-beta
bands show greatest differences
between flow, boredom, and
anxiety

Leger et al.
[29]

Neural activity During flow, the activity in the
cortical regions, particularly the
frontal and parietal regions, is
decreased
EEG alpha, EEG beta,
electrodermal activity, heart rate,
and heart rate variability can
explain cognitive absorption,
which is closely related to flow

Electroencephalogram
(EEG);
Electrodermal Activity
(EDA);
Electrocardiogram
(ECG/EKG)

Empirical
study

Li et al. [30] Neural activity Reduction in density of theta
oscillations from the left side of
the dorsolateral prefrontal
cortex (DLPFC) represents an
increase in game engagement

Electroencephalogram
(EEG)

Empirical
study
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EEG oscillations resemble the synchronized activities in the neuronal population in
the brain [36]. These oscillations represent a subset of the brain’s electrical activities at
a point in time. We can record these activities on the surface of the scalp with the help
of electrodes (EEG headset). Many neurons will need to be synchronously active to
detect oscillations of an activity at the scalp level [35]. Researchers have estimated that
tens of thousands of synchronously activated pyramidal cortical neurons are involved
for an EEG oscillation to emerge [37, 38]. In EEG research, the oscillations are
classified into low-frequency oscillations and high-frequency oscillations. Delta and
theta waves are considered low frequency, whereas beta, alpha, and gamma waves are
considered high frequency.

Delta waves (1–4 Hz) are primarily associated with deep sleep (sometimes coma)
but can also be present in the waking state. The power of the theta oscillations increases
when information is retrieved from working memory [39, 40] because theta is related to
memory performance [33, 41]. Theta waves (4–8 Hz) are associated with creative
inspiration and deep meditation, and they arise when consciousness slips. An increase
in game engagement implies a reduction in the density of theta oscillations [42].

Alpha (8–12 Hz) usually appears over the occipital region (posterior regions).
Alpha represents relaxed awareness. Alpha waves are produced with the eyes closed
and they signal a scanning or waiting pattern [43]. Alpha waves are reduced or
eliminated by opening the eyes, by hearing unfamiliar sounds, or by anxiety [44].
Alpha oscillations are also considered indicators of the notion of happiness. Alpha
oscillations increase with focus or concentration [45]. The upper alpha oscillations are
associated mainly with long-term memory processes [12]. For the upper alpha band, the
connectivity decreases in a condition with higher executive demands [46].

Beta (12–30 Hz) primarily deals with active thinking, active attention, focus on the
outside world, and solving concrete problems. A very high beta represents a person’s
panic state, and is found in frontal and central regions. Gamma (30–32 Hz) represent
arousal. The rate of gamma wave occurrence is very low [35].

In summary, brain activity in the cortical regions, especially in frontal and parietal
lobes, decreases during the state of flow. The alpha band is positively correlated with
flow, the beta band tends to be negatively correlated with flow, and the theta oscilla-
tions from the left side of the DLPFC correlate with flow.

4 Conclusion and Future Research

In our ongoing and future research, we are interested to assess the neuropsychophys-
iological correlates of different states of user experience including flow, boredom, and
anxiety, as well as the degree to which user states can be explained by or assessed using
their neuropsychophysiological correlates. We plan to use time frequency decompo-
sition and machine learning techniques to address the above questions. One of the main
goals of our research is to improve the assessment and evaluation of user experience
in human-computer interaction research. We are also interested to utilize both the
questionnaire approach and the neuropsychophysiological correlates of flow to test and
assess a theoretical framework for flow in gaming developed by Nah and her
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colleagues [47]. Another implication of this research is to contribute to improving
brain-computer interfaces of smart devices by having computers respond to users based
on the users’ states of experience.
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Abstract. This paper will look at what types of information graphics and
visualizations can support supervised Machine Learning tasks: in essence, how
to support the problem of model validation and model overfitting. In particular, I
look, graphically, at model performance as a function of model complexity.
With an appropriate information graphic, we can visualize at what point the
model becomes too complex and starts to deteriorate in performance because of
model overfitting. I will look at two actual case studies—the first, a regression
task using polynomial regression and the second, a classification problem using
neural networks. I create information graphics, in particular fitting graphs, to
support the end-user in visualizing which model is the best choice.

Keywords: Information visualizations �Machine learning � Data science � Data
analytics � Overfitting � Regression tasks � Classification tasks � Data-driven
decision making � Regression � Neural networks � Cross validation � Fitting
graphs

1 Introduction

Data Science is defined as “a set of fundamental principles that guide the extraction of
knowledge from data” [1, p. 2]. In recent years, the discipline has gained prominence as
vast amounts of data in almost every industry have become available. Increasingly,
businesses and organizations today view data as a strategic asset that can be mined to
help them make better decisions. In marketing, for instance, data-mining techniques
may be used to better understand target markets, cross-sell to current customers, or
otherwise provide better and more-tailored customer service. In general, many orga-
nizations today are looking for ways to enable data-driven decision-making in which
decisions are based on the analysis of data, rather than intuition alone.

One important area in data science that has garnered attention is Machine
Learning, a subfield of AI (Artificial Intelligence) that gives computers the ability to
learn without being explicitly programmed [2]. Machine Learning involves building
predictive models based on the experience of seeing many data examples. In this paper
I will look at two types of Machine Learning that involve the prediction of future
outcomes: (1) Regression problems predict a continuous-valued outcome from a large
set of data (e.g., predicting future sales of a customer based on historical purchases, and
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customer characteristics). (2) Classification problems predict a discrete-valued out-
come, or class, from a large historical dataset (e.g., predicting whether an email is spam
or not based on seeing an historical dataset of past emails). Both types of tasks are
known as supervised learning tasks, because they involve training methods in which
the targeted outcome is known in advance—hence, the training algorithms are
“supervised” or fed the right answer [3].

The difficulty of Machine Learning algorithms is that they are sometimes difficult to
understand and use. First, there are a wide variety of techniques such as linear
regression, logistic regression, discriminant analysis, decision trees, neural networks,
and support vector machines—just to name some of the more popular techniques in use
today. Although there exist many “canned” routines in R, and other statistical pack-
ages, that are easy to run and use (see e.g., [4]), many users have a difficult time
understanding how the algorithms work, let alone whether they are even appropriate for
a given task at hand. Many of the algorithms, such as neural networks and support
vector machines, are especially problematic because they are black boxes that don’t
provide an easy-to-understand model on how they work—hence, it is difficult to see
how accurate their predictions are.

Second, a central problem in Data Science and Machine Learning is the problem of
model overfitting. This refers to “finding chance occurrences in data that look like
interesting patterns, but which do not generalize to unseen data” [1, p. 111]. By training
a dataset using a Machine Learning algorithm, the data scientist may develop a model
that fits well to a current set of data, but does not fit well to future, unseen cases. The
solution to this problem is to validate your model on a test dataset, also known as the
holdout dataset, because it has been set aside and not used to train the Machine
Learning algorithm. I explain the procedure in more detail in Sect. 3.1 of the paper.

In this paper, I illustrate how the model validation task can be supported with
information visualizations. The Fitting Graph, notably, is an important information
graphic that can be used to visualize model underfit and overfit. I demonstrate the
procedure with two tasks: a regression task that predicts the value of a home in the
Boston area (Sect. 5), and a classification task that predicts whether a breast tumor is
benign or malignant (Sect. 6).

2 A Taxonomy of Supervised Machine Learning Algorithms

Machine Learning algorithms fall into two main categories: (1) supervised and
(2) non-supervised. Supervised learning algorithms are the more powerful of the two
types because they enable you to predict a target, or outcome variable, from other
variables called predictors or features. Hence, I focus this paper on these types of tasks
and how well they can predict future cases. Non-supervised learning algorithms can be
useful too but not for prediction. One example is clustering (sometimes referred to as
segmentation analysis), which attempts to cluster a dataset into homogeneous groups.
For example, a marketer may want to identify customers with similar purchasing, or
demographic characteristics, so that advertising campaigns can more effectively target
these groups.
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Within the supervised category, we may distinguish between two types of tasks:
(1) regression and (2) classification. While regression attempts to estimate or predict the
numeric value of some variable, classification attempts to predict which of a set of
classes an individual case belongs to. In both cases predictive accuracy is the bench-
mark on how well the Machine Learning algorithm is performing. Inference tasks, by
contrast, focus on understanding how Y changes as a function of the feature variables
(X’s). The goal of such tasks is not predictive accuracy, but how well we understand
the relationships between the variables—hence, they are sometimes referred to as
descriptive rather than predictive. In such cases, model interpretability and simplicity
may be a more important criteria for model selection. I do not address inference tasks in
this paper.

A central challenge in Machine Learning is choosing the algorithm, or method, for
a given application. The choice is not so simple to make. Table 1 shows that there are
many different algorithms and techniques at a data scientist’s disposal in making the
choice. The first point to note is that most of the algorithms work either for regression
tasks or classification tasks, but not both—the exceptions in the table are neural net-
works and support vector machines, which can be used for both task types. Each of the
algorithms has relative advantages and disadvantages, but it may be difficult for the
data scientist to determine which is the best approach, especially at the outset, when
little is known about the nature of the dataset. Furthermore, the field continues to
evolve with new and improved learning algorithms, making it difficult to keep track of
all the approaches, much less understand which is the best approach.

Fortunately, for the data scientist, two computing trends have helped with the
selection process. The first trend is the dramatic increases in computational power over
the last decades, which has made running computationally intensive Machine Learning
algorithms more possible. Many more people and organizations have become eager to
use Machine Learning techniques, because now they can easily be run on inexpensive
computers. Early on, in the 1970s, most of the Machine Learning techniques
were linear methods, because fitting non-linear relationships was thought to be
computationally infeasible. Today, with the rapid increases in computational power,
fitting non-linear models, such as with neural networks, support vector machines,

Table 1. Machine learning algorithms for supervised tasks (regression and classification)

Regression tasks Classification tasks

Linear regression Logistic regression
• Ridge regression Nearest neighbor
• The Lasso Linear discriminant analysis
Regression splines Quadratic discriminant analysis
Regression trees Naïve Bayes
Model trees Decision trees
Neural networksa Neural networksa

Support vector machinesa Support vector machinesa

a Denotes Dual Use Algorithms.
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and polynomial regression, has become much more routine and commonplace [4]. As a
result, the data scientist has many more choices in his/her toolkit. Furthermore,
cross-validation techniques are no longer computationally prohibitive—in the past, it
was infeasible for problems with large n (number of rows in the dataset) and/or large p
(number of predictors). The second trend is the development of easy-to-use, canned
routines that even the non-technical person, who may lack a sophisticated mathematical
or AI background, can master and use. Significantly, R is emerging as the language of
choice for the data science community, with new routines and approaches becoming
widely available for free. An active community of Machine Learning specialists and R
programmers continue to contribute new and improved R routines on Machine
Learning and information visualization (see e.g., [5]).

3 The Central Problem of Overfitting

If we develop more and more complex models, we are likely to find patterns in our
data. Unfortunately, these patterns may simply be chance occurrences in the data that
will not generalize well to unseen cases. The data scientist’s end goal, however, should
be to develop models that will predict well for cases that have not yet been observed.
Finding patterns in your training dataset that do not generalize to unseen cases is
broadly known as overfitting.

The problem of overfitting is graphically illustrated in Fig. 1 above. I randomly
generated a set of x values from a normal distribution with mean 5 and SD = 10. I then
calculated y (by applying the quadratic function (y = x2–5x + error), with the error
term also randomly generated from a normal distribution with mean 0, SD = 5. Hence,
the correct fit for this set of data is quadratic and known in advance. The resulting x–y
plot is shown in Fig. 1.

I fitted the data with four different functions using regression:

y ¼ b0 þ b1x linear modelð Þ ð1Þ

y ¼ b0 þ b1xþ b2x
2 quadraticmodelð Þ ð2Þ

y ¼ b0 þ b1xþ b2x
2 þ b3x

3. . .þ b10x
10 polynomial of degree 10ð Þ ð3Þ

y ¼ b0 þ b1xþ b2x
2 þ b3x

3. . .þ b15x
15 polynomial of degree 15ð Þ ð4Þ

As can be seen in Fig. 1, Model (1), the linear model, underfits the data because it
does not model the curvature in the data. The linear model is too simple and results in a
poor fit (R2 = 0.269). Model (2) is the correct fit when a quadratic term is added to the
regression model, resulting in a smooth curve. The model fit increases dramatically as a
result (R2 = 0.938). Models (3) and (4) overfit the data. Both models chase after the
noise in the data, as can be seen in Fig. 1, and result in more erratic curves. When a
polynomial of degree 15 is fit to the data, the curve becomes extremely erratic. The R2

increases slightly to 0.945 and 0.954, respectively for Models (3) and (4), but these
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increases are erroneous and misleading, because they are modeling a better fit in the
training data only.

It is easy enough to generate information graphics (in two dimensions) on how a
given predictor X influences Y. The non-linearity in the data is apparent in Fig. 1.
Furthermore, the overfitting models seem to chase after random noise, also apparent in
the bottom two graphs in Fig. 1. However, the determination of model underfitting and
overfitting for more complex models involving multiple variables cannot be easily
visualized.

3.1 Model Validation: Holdout Evaluation and K-Fold Cross-Validation

This simple example illustrates a central problem in Machine Learning: it is easy to
generate more complex models that fit the training data well, but at some point, too
much complexity will result in poor performance on data not yet seen. To avoid the
problem of overfitting, the model must be validated on a test dataset (or holdout data)
that has not been used to train the Machine Learning algorithm.

The procedure for holdout evaluation is simple:

1. Divide your dataset into two samples: a training dataset and a test dataset (an 80/20
split is commonplace in which 80% of the data is the train the model and the
remaining 20% is used to validate it).

2. Build separate models on different complexity levels using your training dataset.

Fig. 1. Four regression models fitted on the same set of data. On the upper left, a simple linear
regression underfits the data (R2 = 0.269). On the upper right, the correct quadratic model is
fitted (R2 = 0.938). The bottom row shows two overfitted models: on the bottom left, a
polynomial of degree 10 is fitted (R2 = 0.945) and on the bottom left a polynomial of degree 15
is fitted (R2 = 0.954).
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3. Validate each model using the test dataset. Test each model, created in step 2, for
predictive accuracy on the test dataset. For regression problems, predictive accuracy
is defined as the lowest mean error–either mean squared error (MSE) or mean
absolute error (MAE). For classification problems, predictive accuracy refers to how
well your classifier chooses the right class—or lowest % of misclassified cases
(error rate).

4. Choose the model with the highest predictive accuracy—i.e., lowest test error.

There are a few problems with the holdout evaluation method described above. First,
even though the test dataset will give us an estimate of predictive accuracy, it is just a
single estimate. The single estimate (especially when the sample size is small) may have
been a particularly lucky, or unlucky, split between training and test datasets [1].
Second, because we are splitting the data sample into two sets, we are building the
model on a smaller set of cases, so we may not generate the best model without use of all
of the data.

To address the first issue, a procedure known as k-fold cross-validation makes
better use of a limited dataset. K-fold cross validation begins by randomly splitting a
dataset into k partitions called folds (a typical choice for k is five or ten). K-fold cross
validation then iterates k times. In each iteration, a different fold is chosen as the test
dataset, while the other k−1 folds are combined to form the training dataset. After
iterating k times in this way, an average of the k test errors is calculated so that a more
accurate estimate of test error is obtained [1, 3, 4]. Addressing the second issue, once
the best model is selected—the one having the lowest average test error—the model
can then be re-trained on the entire dataset.

4 Information Visualizations of Overfitting:
The Fitting Graph

By visualization, we mean a process by which numerical data and information are
converted into meaningful images. A formal definition is given by Spence [6]: “the
process of forming a mental model of data, thereby gaining insight into the data.”

A fitting graph is an information visualization that illustrates model underfit and
overfit. Figure 2 is an example of a typical fitting graph. This figure contains two
curves: the top curve represents the test error, and the bottom curve represents the
training error. Both curves show how error changes as a function of model complexity.
By model complexity, we are referring to the complexity of the predictive model, as
specified by the Machine Learning algorithm. The definition of model complexity
differs depending on the Machine Learning algorithm used. Here are some examples of
how a model can be made more complex in three different Machine Learning contexts:

Regression: adding more X terms, or features, to the model; adding higher-order
polynomial terms; adding interaction terms.
Neural Networks: adding more features, or inputs; adding more layers; adding
more nodes.
Decision Trees: adding more features, or inputs; having more branches on your
decision tree.
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Most Machine Learning algorithms are prone to overfitting, so it is important to
look at the fitting graph to determine whether the model is overfitted or not. Figure 2
illustrates three key characteristics that apply to all types of fitting graphs. (I use these
three characteristics as a check on whether my Machine Learning algorithm is per-
forming as it should, and whether it has been correctly set up):

• The training error curve is always lower than the test error curve for all levels of
model complexity.

• The training error curve will decrease as you increase model complexity.
• The test error curve displays a typical “u-shape” in which it decreases first for lower

levels of model complexity, and, then, at some point, increases for higher levels of
model complexity.

(Note that for the second and third bullet points, the decreases and increases may
not occur monotonically due to random fluctuations in your data, as well as way that
you are defining “model complexity”. In particular, model complexity may not be
defined uniformly).

In Fig. 2, the point on the test error curve that represents the minimum test error
represents the best model. The vertical line on Fig. 2 indicates where the minimum
occurs (model complexity = 4). All models to the left side of the vertical line represent
underfitted models, while all models to the right side represent overfitted models.

Figure 3 is an example of another fitting graph. The difference with this graph is
that the base model (model complexity = 1) is the correct fit. As evidenced by Fig. 3
the test error starts out at a minimum, and then increases (or remains the same) for
higher levels of model complexity. An example is when a simple linear regression,
without higher order terms, is the correct fitting model: the data is best fit by a straight
line; hence, higher order terms will not decrease the test error.

Finally, Fig. 4 illustrates how a test error curve can plateau, or flatten out, on a
portion of the curve. When this happens, the model at the left end of plateau,

Fig. 2. A fitting graph. The base model (model complexity = 1) is underfitted
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representing lower model complexity, may be selected, even if it is not the minimum
test error. In Fig. 4, for example, model complexity = 4, may be the selected model,
even though complexity levels 5 and 6 result in a lower test error. Simpler, less
complex models that are easier to understand may be desired, when more complex
models result in only marginal improvements in predictive accuracy. Hence, we may
use the fitting graph to assess the tradeoff between test error and model simplicity—
plateaus on a test error curve allow us to visualize this.

Fig. 3. A fitting graph. The base model (model complexity = 1) is correctly fitted

Fig. 4. Fitting graph with a plateau. Between model complexity 4 and 7, the test error doesn’t
change that much.
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5 Case I: Regression Task Using Polynomial Regression

For this first example, I used the Boston housing dataset, which is part of the MASS
library in R. The dataset contains data on 506 neighborhoods around Boston, Mas-
sachusetts. Using polynomial regression, I sought to predict medv (median house
values in 000’s) from the following five predictors:

1. lstat: percent of households with low socioeconomic status)
2. age: average age of houses
3. rm: (average number of rooms per house)
4. ptratio: pupil/teacher ratio
5. dis: mean distance to five Boston employment centers

The actual datasets contains 13 predictors, but only these five were selected for the
analysis. For more information on the Boston dataset, see [7, 8].

To create regression models of varying degrees of complexity, I ran the regression
ten times, ranging from a linear fit (polynomial of degree 1) all the way up to a 10th

order polynomial fit. For example, the cubic fit (polynomial of degree 3) would include
the following predictors in the regression model:

y ¼ b0 þ b11lstatþ b21ageþ b31rmþ b41ptratioþ b51dis

þ b12lstat
2 þ b22age

2 þ b32rm
2 þ b42ptratio

2 þ b52dis
2

þ b13lstat
3 þ b23age

3 þ b33rm
3 þ b43ptratio

3 þ b53dis
3

Each of the ten models was trained and validated on a training/set split of 406
training records and 100 test records. To avoid the unreliability inherent in a single
estimate of test error, as discussed in Sect. 3.1 above, I randomly generated 10
training/test splits and calculated the average training and test set errors. The mean
absolute error—or the average absolute difference between the predicted value and the
actual value—was calculated and averaged over the 10 randomly generated test sam-
ples The results are given in Table 2 and graphically illustrated in Fig. 5.

Table 2. Training error and test error for different levels of model complexity. Model
complexity represents degree of polynomial used to fit the regression model.

Model complexity Training error Test error

1 3.55 3.63
2 3.00 3.01
3 2.98 3.06
4 2.82 2.94*
5 2.75 2.94
6 2.69 2.99
7 2.66 3.55
8 2.54 4.18
9 2.48 4.47
10 2.46 9.22
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From the analysis, it appears that a polynomial of degree 4 yields the regression
model with the highest predictive accuracy. However, there appears to be a plateau
between complexity levels 2 and 6 (the test errors range from 2.94 to 3.01, all equal
from a practical standpoint). Hence, the quadratic model (polynomial of degree 2)
might be the best choice in terms of balancing model simplicity and predictive
accuracy.

6 Case II: Classification Task Using Neural Networks

In the second example, I used the Wisconsin Breast Cancer Diagnostic dataset from the
UCI Machine Learning Laboratory [9] to model a classification task, which predicts
whether a breast cancer tumor is malignant or benign. The breast cancer dataset
includes 569 cases of cancer biopsies with 32 predictors. The diagnosis column has
been recoded so that 1 represents a malignant tumor and 0 represents a benign one. To
simplify the analysis, I have included only the first ten predictors contained in the
dataset, namely, the means of the following biopsy features: radius, texture, perimeter,
area, smoothness, compactness, concavity, points, symmetry, and dimension. For more
information about this dataset, see [10].

To create neural networks of varying degrees of complexity, I ran the neural network
algorithm seven times, varying the number of nodes from one to seven in the hidden
layer (the middle layer in Fig. 6). Compare the simple one-node hidden layer model
(Fig. 6, left side) to the complex seven-node hidden layer model (Fig. 6, right side).

Each of the seven neural network models was trained and validated on a training/set
split of 469 training records and 100 test records. Again, to avoid the unreliability
inherent in a single estimate of test error, I randomly generated 10 training/test splits
and calculated the average training and test set errors. The errors were calculated as a
percent of cases that were misclassified by the neural network. The results are provided
in Table 3 and graphically illustrated in Fig. 7.

Fig. 5. Fitting graph for regression problem
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Fig. 6. Two neural networks: the left side has one node in the hidden layer, and the right side
has seven nodes in the hidden layer.

Table 3. Training error and test error for different levels of model complexity. Model
complexity represents number of nodes in the hidden layer of the neural network.

Model complexity Training error Test error

1 8.19% 9.70%
2 1.71% 7.33%
3 1.17% 5.90%
4 1.00% 5.50%
5 0.85% *4.80%
6 0.85% 5.70%
7 0.77% 6.00%

Fig. 7. Fitting graph for classification problem
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From the analysis, it appears that the neural network with five nodes in the hidden
layer is the best-performing model in terms of accuracy in predicting malignancy of
breast tumors. It is interesting to note how the neural network model is able to generate
error rates less that 1% on the training data. This points to how prone neural networks
are to overfitting. Given enough complexity, the neural network is able to predict the
malignancy of breast cancer tumors with close to perfect accuracy on the training
dataset. The real test, however, is how well the neural network performs on the test data.

7 Discussion and Conclusions

The future of Machine Learning is promising and exciting. In recent years, we have
witnessed an explosion of interest in the field, as more and more methods and tech-
niques are developed by the Machine Learning community. In the era of Big Data,
Machine Learning will play a central role in how we gain insights and make sense of
complex and massive datasets.

The validation techniques described in the paper are applicable to a wide range of
supervised Machine Learning algorithms. What this means is that one can try out a
great many types of algorithms, and choose the one that has the highest predictive
accuracy on a test dataset. This is especially useful for the end-user who may not have a
sophisticated understanding of the mathematics underlying these techniques, but cer-
tainly can learn how to apply these cross-validation techniques.

Information visualizations can greatly aid the data scientist in the task of
“right-fitting” a model: neither one that is underfit (too simple) nor one that is overfit
(too complex). Information graphics like the fitting graph are especially useful in
understanding how predictive accuracy varies as a function of model complexity. With
an information graphic, we are able to more quickly form a mental model of our data:
we are able to visualize how quickly test errors are increasing or decreasing as a
function of model complexity. It may happen very quickly, or very slowly—as in
Fig. 4, when the test error curve flattens out. The graphic enables us to see this
relationship more easily, and assess, for example, trade-offs between model simplicity
and model performance.

In this paper, I have simplified the discussion and presented model complexity as a
one-dimensional construct. In the regression problem, I represented model complexity
by varying the degree of the regression equation: I varied it from 1 (linear regression
equation) to 10 (a polynomial regression equation of degree 10). In fact there are other
ways of increasing model complexity other than increasing the degree of the polyno-
mial regression equation–namely, the addition of interaction terms, or the addition of
more predictors (or Xs). Likewise, the example on neural networks has been simplified.
Here, model complexity is represented by the number of nodes in the hidden layer, but
I could also have added additional layers to the model, as well as additional input
features. The purpose of this simplification was to plot the fitting graph on a single axis
of model complexity, and illustrate the relationship between model complexity and
predictive accuracy (or error). Without the representation of model complexity as
monotonically increasing on the x-axis, it would have been difficult to discern the
general patterns in the fitting graph.
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Abstract. In recent years, serious quality accidents and quality troubles such as
recalls have occurred frequently, and Total Quality Management (TQM) is
important as effective management to prevent quality troubles beforehand. There
is also a Quality Management Level Research [6] (TQM research) that is jointly
implemented by the Union of Japanese Scientists and Engineers and the Nikkei.
In the TQM survey, the rankings on the six criteria of quality management and
comprehensive rankings have been announced. However, concrete TQM
activities have not been announced. Meanwhile, Corporate Social Responsibility
(CSR) report has published abundant descriptions about the role of customers,
employees, society and management who are stakeholders of companies. In this
research, we aim to evaluate and extract the characteristics of the company’s
quality management activities according to the six criteria of the TQM survey
using corporate CSR reports.

Keywords: TQM � PLSA � MDS � Word colud

1 Introduction

Serious quality problems have occurred in recent years: complaints about products and
services and product recalls may in fact pose a critical risk to the sustainability of
affected companies. Total Quality Management (TQM) is important for preventing this
problem and refers to “a process, an organization, a person, and a system being
combined organically, and company management being conducted from the viewpoint
of customers.” Because quality problems are ultimately caused by problems with the
company systems, TQM is important for their prevention and is also relevant in the
context of corporate social responsibility. A research of the extent to which TQM is
employed by Japanese companies was jointly administered by the Union of Japanese
Scientists and Engineers and the Nikkei. The evaluation of the research was based on
responses related to the six criteria shown in Table 1.

Using the TQM research, a ranking of companies according to these six criteria was
published, revealing which companies are excellent in each criterion. The research
responses were not published, however, and we had difficulty understanding the
beneficial practices of the highly ranked companies based on the results. Furthermore,
many studies on TQM concern the introduction of TQM to a company, such as Kamio
[1], while there are few studies of concrete TQM plans already in use at companies.
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On the other hand, most companies publish Corporate Social Responsibility
(CSR) reports in order to fulfill their accountability to stakeholders. These CSR reports
usually present significant efforts on the part of companies to the stakeholders. The
aims of CSR and TQM are different, but their scopes are closely related. Good practices
of companies within the scope of TQM may therefore be discovered by making use of
this relationship. In this study, we thus use text data from CSR reports that contain
information about the quality management of companies and analyze the data
according to the TQM criteria in order to identify best TQM practices for each crite-
rion. We use dimension reduction techniques, such as Probabilistic Latent Semantic
Analysis (PLSA), which is effective for such hyperspace data.

Focusing on references that companies make to stakeholders, Kitora [5] investi-
gates how each company influences CSR efforts. Many prior studies attempt to
quantify corporate characteristics that affect corporate information disclosure. By
directly performing text mining, corporate orientation to stakeholders can be grasped
directly, and thus qualitative corporate characteristics can also be discerned. Clarifying
the influence on information disclosure using regression is advantageous. However,
although it is possible to extract the word of the factor influencing the problem, it is
impossible to extract the document can be mentioned.

In the research of Saitoh [3], a large sparse matrix can be translated to a small dense
matrix using PLSA of a customer review. After this conversion, the arrangement of
review sentences is visualized by making a self-organizing map. Because a large sparse
matrix can be converted to a small dense matrix using PLSA as in Saitoh’s research, it
is considered to be very effective for analysis of text in high dimensional data. For
nonlinear data, such as a frequency matrix, when visualization is performed by prin-
cipal component analysis or correspondence analysis and when the cumulative con-
tribution rate to the number of dimensions is low, a lot of information is lost, and only a
small amount remains. Although it is necessary to explain the data with information,
PLSA, which can approximate the high dimensional semantic space of the original data
with a few dimensions, can be effective for the visualization of text data.

2 Analysis Procedure

The overall analysis procedure will first be explained to provide an outline. The Steps 1
to 4 correspond to the interested companies selection, and Steps 5 to 7 correspond to
the TQM information extraction.

Step 1. Data collection
From the company ranking produced by the TQM research evaluation, we
selected the top ten companies (first to tenth place) and the ten companies in

Table 1. Six criteria evaluated in the research

Customer orientation Establishment and compliance of the processes

Top management commitment Personnel training for TQM
Management of relief, safety and trust Utilization and deployment power of the systems
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the 89th to 98th places. Also the CSR reports contain varying amounts of
documents, they are divided into two groups according to the quantity of
documents. The results of this are shown in Table 1.

Step 2. PLSA
PLSA is effective as a technology for extracting useful knowledge from big
data and is often used as a method for high dimensional text data. In this
study, this method is used for document evaluation and document extraction.

Step 3. Calculation of company similarity by Cosine similarity and Visualiza-
tion of similarity using Multi-dimensional Scaling (MDS)
We calculate the cosine similarity to visually grasp similarity in the PLSA
results of Step 2. We also visualize similarity with MDS using the result of
the cosine similarity.

Step 4. Company evaluation and selecting companies of interest
We evaluate companies from the results of Steps 1 to 3 and select companies
of interest.

Step 5. Data collection
We subdivide CSR reports of the companies of interest for specific TQM
activity extraction. In order to facilitate the TQM activity extraction, we
prepare a frequency table of nouns by adding the six criteria from the
research to the data.

Step 6. PLSA
As in Step 2, PLSA is performed on the frequency table of nouns created in
Step 5.

Step 7. TQM activity extraction
We extract TQM activity of companies from the results of Step 6.

3 Analysis Method

3.1 Probabilistic Latent Semantic Analysis (PLSA)

PLSA is an effective method for extracting useful knowledge from big data and is also
used as a clustering method. It is an effective method for high dimensional text data. In
thinking of PLSA, it is assumed that there is a latent class z that becomes a common
topic between the document d and the word w appearing therein. This latent class is
generated probabilistically. The concept of PLSA can be illustrated with the graphical
model in Fig. 1. It can be represented by three kinds of random variables, and as shown
in Eq. 1, the number of words w included in document d is n (d, w). We maximize i
Eq. 1 by taking the log-likelihood. A document d belongs to the document set D, and a
word w belongs to the word set W.

L ¼
X
d2D

X
w2W

nðd;wÞ logPðd;wÞ ð1Þ

We use the Expectation Maximization (EM) algorithm to maximize Eq. 1. The EM
algorithm is a learning algorithm for incomplete data that can be used for parameter
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estimation of a mixed distribution model. It is a method that approaches the optimal
solution by successively improving the solution, and it converges quickly in the initial
stage. In the E step, the expected value of the log-likelihood function is obtained
according to the current parameter value. In the M step, the parameter is updated so as
to maximize the expected value of the log-likelihood obtained in the E step. The E step
is shown in Eq. 2, and the M step is shown in Eqs. 3 to 5.

E-step

P zjd;wð Þ ¼ P zð ÞP djzð ÞPðwjzÞP
z2Z P zð ÞP djzð ÞPðwjzÞ ð2Þ

M-step

P wjzð Þ ¼
P

d n d;wð ÞPðzjd;wÞP
d;w0 n d;w0ð ÞPðzjd;w0Þ ð3Þ

P djzð Þ ¼
P

w n d;wð ÞPðzjd;wÞP
d00;w n d 00 ;wð ÞPðzjd00;wÞ ð4Þ

PðzÞ ¼
P

d;w n d;wð ÞPðzjd;wÞP
d;w n d;wð Þ ð5Þ

3.2 Word Cloud

We extracted meaning by visualizing topics generated by PLSA with a word cloud. It is
possible to select a plurality of frequently occurring words in the document and impress
the contents of the method also sentence using size to correspond to the frequency. In
this study, the probability that a word belongs to a topic, rather than the word’s
frequency, is expressed by the size of the letters.

Fig. 1. PLSA graphical model
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3.3 Cosine Similarity

Cosine similarity is a similarity calculation method that is used to compare documents
in a vector space model. It expresses similarity by angles between vectors. A value
close to 1 indicates similarity, while a value close to 0 indicates dissimilarity. The
calculation formula for cosine similarity can be expressed by Eq. 6

cos a; bð Þ ¼
P

aibi
ak k � bk k ð6Þ

where ai and bi are the ith elements of a and b, respectively, the numerator on the right
side is the inner product of a and b, and the denominator is the product of the lengths of
the two vectors. The closer the cosine is to 1, the more similar to vectors are considered
to be. In this research, because the similarity calculated in Eq. 6 is treated as a distance,
we convert similarity to distance using Eq. 7.

cos a; bð Þ ¼ d ¼ 1� cos a; bð Þ ð7Þ

3.4 Multi-dimensional Scaling (MDS)

MDS is a method of multivariate analysis and is a way of placing novel data between
individuals in two- or three-dimensional space in the vicinity and other things in the
distant place. A matrix Dm�m is as shown in Fig. 2 below. The distance can be freely
defined, but it must satisfy the distance axioms of Eqs. 8 to 10. In this research, the
content of the data is the distance found using the cosine similarity as shown in Eq. 7.
The distance d in Eq. 7 is data satisfying the axioms of distance.

dij � 0 ð8Þ

dij ¼ dji ð9Þ

dij þ djk � djk ð10Þ

Fig. 2. Matrices handled by MDS
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By converting the distance matrix Dm�m obtained in Fig. 2 as shown in Eq. 11, the
eigenvector of the matrix Zm�m is taken as the coordinate value of the point.

zij ¼ � 1
2
ðd2ij �

Xm
i¼1

d2ij
m

�
Xm
j¼1

d2ij
m

þ
Xm
i¼1

Xm
j¼1

d2ij
m2Þ ð11Þ

4 Result of Analysis

We first present the analysis results of the interested company selection STEP.

4.1 Data Collection

We obtained CSR reports from the companies shown in Table 2 and created a noun
frequency table for each group.

4.2 Introduction of PLSA

In the noun frequency tables, PLSA was used to generate ten topics and a visualization
of the top 40 words with a high probability of belonging to each topic in the word cloud
to illustrate the meaning of each topic. We determine the meaning of each topic using
the word cloud and then decide which company to focus on. Figure 3 shows a word
cloud for Topic 4 of Companies with low document volume. Figure 4 presents a
diagram showing the affiliation probability of a company to Topic 4.

In Topic 4, it seems that information about stakeholders is described because it
contains words such as “customer,” “product,” “employee,” and “production.” Konica
Minolta is a company with a higher probability of being affiliated with subjects in

Table 2. Grouping by document quantity

Companies with large document
volume

Word
count

Companies with low document
volume

Word
count

Sony 177,000 GC 47,000
Casio 169,000 AMADA 44,000
Toshiba 165,000 SAPPORO 43,000
FUJIFILM 121,000 Konica Minolta 43,000
Fujitsu 104,000 DNP 40,000
SHARP 100,000 Canon 37,000
Kubota 76,500 Asahi 35,000
SHOWA DENKO 70,000 TOKAI RIKA 35,000
LIXIL 65,000 SHIMADZU 35,000

NISSHIN OilliO 26,000
Nomura Research Institute 12,000
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Topic 4. In this way, a meaning for each topic is posited. Table 3 summarizes topics of
companies with a high document volume, and Table 4 summarizes topics of companies
with a low document volume.

4.3 Calculation of Company Similarity with Cosine Similarity
and Visualization of Similarity with MDS

By using each company’s probability of affiliation to each topic, we calculate the
similarity of the company using cosine similarity as shown in Eq. 6 in Sect. 4, and

Fig. 3. A word cloud of Topic 4 for companies with low document volume

Fig. 4. Diagram showing the affiliation probability of a company to Topic 4
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following the distance axiom in Eq. 7, we recalculate the distance. Each company’s
affiliation probability to a topic was converted to similarity, but it was converted for 10
topics (10 dimensions), making visualization in a single figure difficult. Visualization is
therefore performed with MDS, which can be used to arrange multidimensional
information in a two-dimensional or three-dimensional space. Figures 5 and 6 contain
visualizations of the relationship between companies with a high document volume and
companies with a low document volume. (Red letters denote the top 10 companies;
blue letters denote the lower 10 companies.)

In Fig. 5, the grouping takes a relatively near form, with the top ten companies
tending to shift toward the positive side of the y-axis, while the lower ten companies
tend to shift towards the negative side. In contrast, the lower ten companies showed
relatively greater variability in Fig. 6. The reason for this is that in Fig. 5, the document
volume is large and the contents of the document are comparatively similar, whereas

Table 3. Topic summary of companies with high document volume

Topic1 Thought to describe projects related to the environment.
Topic2 Thought to describe the emission of environmental substances
Topic3 Thought to concern customer-oriented information, human resource development,

etc.
Topic4 Thought to describe environmental activities and services.
Topic5 Thought to describe chemical emissions and employees.
Topic6 Thought to contain information about safety management at the time of trading

and product development.
Topic7 Thought to describe environmental activities and conservation
Topic8 Thought to describe safety management of products and transactions in the supply

chain.
Topic9 Thought to describe corporate social activities
Topic10 Thought to describe each stakeholder.

Table 4. Topic summary of companies with low document volume

Topic1 Thought to describe the company’s tasks and activities.
Topic2 Thought to contain information about the environment and social contributions.
Topic3 Thought to contain information about safety management, improvement and so on

for production in the supply chain.
Topic4 Thought to describe each stakeholder.
Topic5 Thought to describe the company’s environmental activities.
Topic6 Thought to describe efforts to achieve customer satisfaction.
Topic7 Thought to describe environmental and social activities.
Topic8 Thought to describe efforts related the global environment, such as energy

conservation.
Topic9 Thought to mainly describe the company’s products.
Topic10 Thought to describe employee health management.

Evaluation of Total Quality Management Using CSR Company Reports 393



Fig. 5. Visualization of the relationship between companies with high document volume (Color
figure online)

Fig. 6. Visualization of the relationship between companies with low document volume (Color
figure online)
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the document volume is small in Fig. 6 meaning that the content may depend on the
company.

Based on these analyses, companies of interest were selected. The selected com-
panies and the reasons for their selection are summarized in Table 5.

5 TQM Information Extraction Step

Because the TQM information extraction step is similar to the step for selecting
companies of interest mentioned in Sect. 5, we only describe differences between the
extraction procedure and the evaluation procedure in this section. To make this easier
to understand, we focus in particular on Konica Minolta in the explanation.

5.1 Data Collection

The target of the data is five companies, “Toshiba,” “GC,” “Konica Minolta,” “Sap-
poro,” and “Kubota,” listed in Table 5. For the extraction of quality management
information in this section, we use Evaluation and Difference to evaluate concrete
TQM, finely divide each company’s CSR reports, and obtain frequency matrices of
nouns. The TQM is evaluated according to the six criteria of the TQM research
described in Table 1. When considering the meaning of the topic, the quality man-
agement information contains many duplicate words and similar words. We therefore
add items related to each criteria of the TQM research as data. Table 6 shows the
question items of the TQM research.

5.2 Introduction of PLSA

We first focus on Konica Minolta as an example and to derive topic meanings (Fig. 7).
In word cloud for Topic 3 in Fig. 8, words related to quality management such as

“people,” “employees,” “quality management,” “president” can be seen, so we connect
this to “human resource development to achieve quality management,” “individual
commitment” and the like. In the diagram of probability of affiliation to “manager’s
commitment” and “personnel training for quality management” is also high. We posit
the meaning of topics for the other four companies in this same way.

Table 5. Companies of interest

Highly ranked companies that have a high probability of affiliation to TQM
topics

Konica
Minolta
GC
Toshiba

Low ranked companies with a low probability of affiliation to TQM topics Kubota
Low ranked companies with higher affiliation probability to environmental
topics

Sapporo
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5.3 TQM Activity Extraction

TQM activity is extracted based on the meaning of the topics derived in Step 6.
Tables 7 and 8 display which information from the CSR report topics relate to TQM
information.

A large portion of the TQM information obtained from the CSR reports, as shown
in Tables 7 and 8, was found to be “manager commitment,” “customer intention,” and

Table 6. Question items of the TQM research

Customer intention Do you conduct a customer satisfaction research?

Manager commitment How do you position and disseminate the concept of quality
emphasis, such as being “customer-oriented” and “putting
quality first,” in the corporate philosophy and management
philosophy?

Personnel training for TQM Do you create a mid- to long-term plan for quality
management education throughout the company?

Management of relief,
security, and trust

Do you conduct employee satisfaction researchs?

Establishment, observance of
the process

Do you clarify the roles and processes of each organization
in manufacturing so as to ensure and improve the quality of
products to be offered to customers?

Utilization, development
power of the systems

Do you investigate what kind of products customers want
and reflect this in new products in a timely way?

Fig. 7. Affiliation probability of Topic 3
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Fig. 8. Word cloud for Topic 3

Table 7. Konica Minolta topics and TQM criteria

Konica
Minolta

Establishment,
observance of
the process

Management of
relief, security,
and trust

Personnel
training
for TQM

Utilization,
development
power of the
systems

Customer
intention

Manager
commitment

Topic1 ○
Topic2

Topic3 ○ ○ ○
Topic4 ○ ○ ○
Topic5 ○
Topic6 ○ ○
Topic7 ○
Topic8
Topic9 ○ ○
Topic10 ○

Table 8. GC topics and TQM criteria

GC Establishment,
observance of
the process

Management of
relief, security,
and trust

Personnel
training
for TQM

Utilization,
development
power of the
systems

Customer
intention

Manager
commitment

Topic1 ○ ○
Topic2

Topic3
Topic4

Topic5 ○
Topic6
Topic7 ○ ○ ○
Topic8 ○ ○
Topic9 ○ ○ ○
Topic10 ○ ○
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“personnel training for TQM.” The criterion for placement of the circles in these tables
is shown in Eq. 12.

100
Number of documentsþ 6

� �
� 2 ð12Þ

The number of documents in Expression 12 refers to the number of CSR reports of
each company as a subdivision, and the 6 in the denominator represents the six criteria.
The value obtained in Eq. 12 is rounded off to the third decimal place, and the
probability of exceeding Eq. 12 is judged to be high for topics. Table 9 shows the
TQM information extracted for each company.

6 Discussion

In this study, we evaluated TQM and extracted TQM information using corporate CSR
reports. We selected companies of interest using the analysis result of PLSA. Com-
panies with a high probability in the topic on quality management were “Konica

Table 9. TQM information extraction result

Konica
Minorta

TQM information includes descriptions of executive personnel education, top
management topics for human resource development of employees, and
training of business leaders

GC TQM information includes a description of the management philosophy and
quality management, a concrete statement that the president has confirmed to
what extent company policy has been implemented by going to the site

Toushiba TQM information includes descriptions of management’s commitment, such
as measures for risk compliance management

Sapporo TQM information includes information about human resource development,
establishment of a group quality assurance system, compliance, and
information on the six criteria is mixed

Kubota TQM information includes descriptions of specific measures such as securing
of quality and training of human resources to expand production bases and
improve customer satisfaction

Table 10. CSR report contents for each company based on analysis of main contents

Konica
Minorta

Contained information about “environment,” “effort for customers,” and
“human resource development”

GC Contained information about “environment,” “management commitment,”
and “human resource development”

Toushiba Contained information about “environment,” “effort for customers,” and
“management structure”

Sapporo Contained information about “environment,” “social contribution,” and
“management structure”

Kubota Contained information about “environment” and “social contribution”
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Minolta,” “GC,” and “Toshiba.” Conversely, “Kubota” was a company with a low
probability of topics related to TQM, while “Sapporo” had a high probability of topics
on environmental information. Based on these results, we selected these five companies
to focus on. In the MDS results (Figs. 5 and 6), companies with high document volume
were located relatively close together. The reason for this is the large amount of
documents and their contents are not biased. Because many of the top companies are
electrical manufacturers, their CSR reports are considered to be similar. We subse-
quently extracted each company’s TQM information. The results of extraction indicate
that most of the TQM information included in the CSR report is related to “manager
commitment,” “customer intention,” and “personnel training for TQM.” Table 10
summarizes the main contents described in each company’s CSR report.

7 Conclusions

In this study, using the text data of the corporate CSR reports, we used PLSA to
probabilistically classify and evaluate the company’s CSR reports. The extent to which
each company disclosed TQM information to customers was extracted. In the corporate
evaluation, we analyzed contents using PLSA and posited topic meanings with word
clouds so that we could focus our attention on companies with a high probability of
affiliation to topics related to quality management. By classifying the CSR report of the
companies of interest and adding the six criteria from the TQM level research to the
data, classification of documents related to quality management was facilitated. Finally,
we were able to obtain information on TQM activities of companies from Table 9.
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Abstract. Our aim is to develop general heuristics for the visualization of
contracts, which may serve as guidelines for interface developments of legal
technology software. We introduce three approaches to interactive contract
visualisations and discuss their strengths and weaknesses. They all address the
negotiation phase preceding an agreement. We believe the nature of contracts is
to capture and organise potential future events and therefore introduce the
concept of “possibility spaces” as a starting point for the first two visualizations.
Focusing on the “modalities” of contracts seems to us the most promising
approach and is explored in the third example. From a methodological point of
view, we develop visualisations through abstraction and focus on the common
characteristics of all contracts. In that sense, we do not “illustrate” contracts.
Through these visualisations we hope to make contracts easier to understand, be
it on paper or via legal technology.

Keywords: Contract visualisation � Contract simplification � Proactive law �
Modalities of contracts � Computable contracts � Communication design �
Applied ergonomics

1 Introduction

Contract visualisation has become a vivid area of innovation engaging lawyers,
researchers, designers, and practitioners alike. The different motivations for so-called
“contract simplification” gravitate around the aim to enhance understandability and
transparency of contracts. As elaborated in previous research [1, 2] we believe, that
there exists oftentimes during the process of contracting a gap between the legal
representation of an agreement and the goals and intentions of the negotiators.

Helena Haapio [3], an academic and lawyer herself spearheading the proactive law
initiative states that “Proactive lawyering is not about applying legal rules to facts that
happened in the past, but about applying sound legal practices to create future facts and
to plan a future course of conduct”, ideally preventing litigation. An important aspect of
preventive law is to enhance the understanding of a legal setting before and during the
negotiation, before signing a contract (therefore understanding its implications) and
after in case of violations of the agreement.

With this paper, we aim to develop a general visual approach supporting the
various stages relevant to contracting. We will start with a short overview of current
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practices in the area of “contract simplification”. These include i.e. abstract visual
languages and icons [4] which may need to be learnt, narratives like “comics contracts”
[5] which may underrepresent the intended complexities of an agreement, but could
work well with illiterate legal partners (e.g. in developing countries). The approach to
illustrate specific situations relevant to the contractual content may prove inflexible
(and therefore potentially unsalable) if they need to be created for each context from
scratch. Inspired by the existing approaches to visual contract simplification, we aim to
develop a visual language which combines abstract and specific elements.

We develop three models of representing legal contracts. We introduce the concept
of “possibility space” (model one and two) to display counterfactual “states of the
worlds” [7] which contracts aim to organize. For the last model, we assume that
contracts can be reduced to core modal categories, such as obligations, prohibitions,
permissions and the concept of options (“no obligation”) [6]. These rather high level
abstractions are the core entities relating to the parties involved.

2 Current Practices of Contract Simplification

Under the concept of “proactive law” [3] legal academics, practitioners, and policy-
makers have identified and described increasingly the deficiencies in current legal
practice and the opportunities for innovation. One main concern is the lack of trans-
parency of legal documents and the focus on technicalities rather than on the actual
deal-design of an agreement.

Under the concept of “contract simplification” a range of ideas and approaches have
surfaced ranging from linguistic simplifications (natural language), reductions to code
(if law equals somehow computer code) and approaches for simplifications via visu-
alisations and graphical means.

2.1 From Language to Code

There are different kinds of linguistic representations for contracts [8], see Fig. 1.

Fig. 1. Natural language progression
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In Fig. 1, Martin describes a natural progression of language goes from prose
language in contracts to Standard English (formal language) contracts to auditable
language meaning language that could be analysed by computers. From there we
progress to the formation of contracts using high-level machine readable languages. In
the next step, contracts are coded by machines. To achieve full automation of the legal
process, regulatory and enforceability issues across legislations need to be resolved.

Due to the blockchain technology and the Ethereum project [9] built upon that
technology, the time for the real automation in contracts might arrive soon. The vision
behind the Ethereum platform is to facilitate building software on the “blockchain”.
The blockchain technology is a chain” that is a distributed ledger in the form of
databases, whereby the distribution prevents fraudulent changes within this digital
record. Blockchains can be public, but don’t have to be. For the vision of “smart
contracts” as proposed by Nick Szabo [10] all information is public and therefore
transparent for all members of society. Szabo (and others, such as Meng Wong [11]
from Legalese) view contracts as a set of “if-then rules”, which therefore are prone to
be represented via code (computer code and programming languages) and not natural
language or legal lingo.

Through this technology contracts can become self-executing – similar to all
software: once the premise of a rule if fulfilled, the consequence can be triggered
automatically. The vision of smart contracts as self-automated contracts for the better of
society preventing human errors and flaws [10] have been widely discussed and serious
concerns have been raised. One of these is of course transparency and control of such
software programs.

Coming back to the role of contract simplification and the role visualisation may
play: smart contracts – provided they are meant to serve humans will need to be
controlled and understood in their complexities. We believe there is huge potential
even for less radical approaches to self-executing software in the form of smart
contracts.

2.2 From Language to Visualization

Images and visualizations [12] can convey complex problems in a simpler way and
increase understandability [1]. Hence, it seems beneficial that if we could find out of
way to visualize contracts, it would benefit all the parties as they are now easily
comprehended with all their consequences. This also brings us back to the idea of
“proactive law” [3], instead of focusing on the technicalities of contracts and min-
imising damages in situation of violation, better understanding of the contracts argu-
ably helps the design of deals and mitigates the possibility of violation in the first place.

Visualization of contracts can have been discussed in different forms. In “Next
Generation Deal Design”, Haapio, Plewe and De Rooy [5] discuss different forms of
visualizations. Namely, visualization as contracts, visualization for contracts, visual-
ization in contracts and visualization about contracts. They all serve different purposes
and some might be arguably more practical in real life. Furthermore, under visual-
ization as contracts, the idea of using comic illustrations as contracts are brought about.
However, we believe that the practicality of visualizations and their creation is an
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important point and therefore favour approaches where the visualisation is somehow
automated [3] as well as simple to understand.

3 Existing Approaches

Recent research explores various categories of visualizing contracts. Haapio, Plewe, De
Rooy [5] introduce at least four ways: visualization as contracts, visualization for
contracts, visualization in contracts and visualization about contracts.

Mahler points out that there is no single icon that can be understood universally [6].
Hence, educational cost of helping people to understand all the icons tend to be high.
For example, the concept of authority is common in contracts, but there is not a
universal icon that every potential user could understand. We would think of using the
icon of a crown to symbolize “authority”, but not only the crown icon is different
throughout the world, not everyone understands what a crown is.

De Rooy proposes to convey the contractual dialogue between parties via the
combination of text and visuals in the form of contracts. [5] He uses comic drawings to
represent possible scenarios in the case of an employee agreement. Most possible job
requirements and consequences are captured using those drawings, however, the comic
contracts have a challenge: hard to automate and therefore commercially hard to scale.
Hence, it may have limited use cases, unless there is a way to translate text into
comic-images in an automated way. Considering the current state of AI this seems hard
to realize in the near-term future. However, comic contract once generated can have
tremendous social impact and help to empower illiterate segments of the population.

Most of the existing proposed solutions rely on categorizations and conventional
symbols. Potential limitations of such strategies are that Icon families are oftentimes
not systematic oftentimes and can’t be easily extended and are therefore potentially
inflexible. Another approach is introduced by Passera et al. [4] where she enriches
contracts with automated visualization mostly representing quantitative data, for
example, she illustrates in an interactive chart a payment clause with its penalties in
case of the violation of the agreement.

4 Models of Visualization

For our first two visualisations we introduce the concept of “possibility space” By
possibility space we mean the “possible worlds” which if-then rules are describing.
This understanding is inspired by David Lewis Possible World semantics [13]. We use
his modal semantics as a kind of metaphor to craft a visualisations, which can express
contracts the way they organize the future states of the world.

One obvious approach is to organize the possibilities of the future along in a
chronological fashion with a timeline and some branching universes. Visualising Lewis
Possible worlds would probably look like this: he aims to define the semantics of modal
logics via various possible worlds with so-called “accessibility relations” between
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them. So, for example, if in a world, A x is possible, then from world A can be accessed
a world B in which x is true. From world A is also accessible a world C, in which x is
not true. And – depending what degree of granularity one’s underlying logic allows for,
any degree between true, no true- such as not known, the opposite is not known etc. We
will use this kind of “accessibility- relation” between “Zustaende der Welt” (“states of
the world”) [7] to describe the various scenarios in a branching time universe a contract
aims to cover. However, this approach at least in theory suffers from the combinatorial
explosion and therefore may only be useful when small possibility spaces are sufficient
to show.

Since contracts have always an element of time to them, we will experiment with
various other ways to capture time. Interactive media and its origin in the concept of
“hypertexts” [14] supports this kind of thinking naturally, we believe. However, this
approach may provide a false sense of security and may not capture the eventualities of
the future as efficient as language can. We may be reminded through these sketches,
that language as means of simplification (mostly through the power of abstraction) may
be considered the most expressive and efficient medium – a reason, why contracts are
probably till today conveyed in text.

Nevertheless, we will also explore a hybrid approach of combining text and spatial
position of text (concept clustering) to reduce complexities. This approach will be
based on representing the parties and their obligations, permissions and prohibitions
and in that sense at least make the contract and the actionable components clear to all
parties. We may conclude through our research that visualising the varieties of pos-
sibilities is perhaps not necessary and efficient (i.e. aesthetically elegant).

4.1 Model 1: Road Progression Model

This models puts emphasis on a timeline, analogically model the progress of a contract
to the progress on the timeline. It conveys how one decision may have far reaching
consequences. Three key component is represented in the road progression model, they
are the representation of concepts, the key milestones as well as the end of the contract.

At the beginning of modelling, we define the icons used for modelling contracts,
then we represent the contract with those icons, lastly, we explore what may cause the
termination of the contracts. Here we use tenancy agreement to model the contract.

As shown in Fig. 2 a definition section where all the icons are defined upfront to
avoid confusion in the future. Today’s contracts are complex and their meaning is not
always clear to those who are impacted. What is presented above is a way to make
contracts more engaging with icons replacing words.

As shown above in Figs. 3 and 4, this model focuses on the importance of timeline,
every contract has its life time. In the case of a public housing tenancy contract, 5 year
can be a critical time as it is the time when the tenant can start renting out the house.
This condition is represented through the middle block. If tenants choose to rent it out,
the contract continues, else a new contract is required.
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Furthermore, by making the interface interactive shown in the Fig. 4 the user may
be able to click on a change of event to know the consequences of his actions. For
example, if the tenant illegally sublets the house, this would lead to a premature
termination of the contract and certain penalties may apply.

Fig. 3. Road progression model interface 2

Fig. 2. Road progression model interface 1
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4.2 Model 2: Spanning Tree Model

This model maps out all the possibilities of the consequences that are caused by users’
actions. To illustrate the use of the model, our example is an insurance contract (Fig. 5):

This is an example mapping out all the possibilities that may occur in the course of
contracts. It leads from general terms to the more specific terms, covering all aspects both

Fig. 4. Road progression model interface 3

Fig. 5. Spanning tree model interface
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parties need to know about the contract. However, if one takes a look at the exclusion
terms one may realize that in many possible ways, the contract would be void and the
insured person would not get paid. If we start tracing the conditions to different terms, we
would run into an explosion of possibilities branching out from one scenario to another.

Since insurance policies are usually based on a timeline, multiple scenarios might
happen along the timeline and events happened before hand might affect the events
happened after. In this particular example, the insurance policy states that it only insures
up to four persons from the same family, hence, in the case of political evacuation, it
means only four of the family members’ evacuation fees will be covered. On the visual
representation, this requires more layers. Hence, more events would lead to a combi-
natorial explosion which is counter intuitive to the purpose of visualization as its aim is
to simplify the contract. Nevertheless, this model maps out the possibility space and
helps to navigate the contracts which is valuable for the understanding of the contracts.

4.3 Model 3: Modalities Model

Inspired by Lewis’s [13] Possible World Semantics to model modal logics and Mahler
[6] work on visualising modalities, we will now introduce a visualisation based on
high-level abstractions such as the four modalities “permission”, “prohibition”,

Fig. 6. Modalities model interface 1
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“obligation” as well as “option”. We believe that by visualising abstractions such as
modalities, we can avoid some of the drawbacks of other visualisations, which
oftentimes tend to be too specific and therefore may not lead towards a universal visual
language for contracts.

Similar to our previously proposed negotiation platform, in this concept, users first
list the participating parties and a kind of market or negotiation space [15] between
them. For each party, there is a “corridor of negotiation” [16] allowing for actions along
the various modalities.

All terms in the contract can be categorised in the four categories above. Permission
is the action of officially allowing someone to do a thing; consent or authorization.
Prohibition is the action of forbidding something. Obligation is an act or course of
action to which a person is morally or legally bound; a duty or commitment and option
is the defined as no obligation for example the U turn sign, you are given the option to
U turn. Top and bottom of the model represents both sides of the party, in this case, the
landlord and the tenant. Each dot/item represents one action that a tenant is allowed,
prohibited or obligated to do. When the user click on one dot, a floating sticker would
appear to show the specific term that dot represents (Figs. 6 and 7).

In the example of a tenancy agreement - for each party the various items are defined
and could – provided an interactive interface – be unfolded, looked upon, discussed,
and agreed upon etc. by each party. In other worlds, this visualisation would become a
strategic interface (Plewe) to facilitate also the negotiation process [15].

Fig. 7. Modalities model interface 2
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5 Comparison

We would evaluation the usefulness of these three models based on the criteria we have
identified:

1. Supporting a visual language for contracting - reusable and universally applicable
organizational principles or building blocks (e.g. diagram parts) usually describe
best practice structures or concepts of specific domains which can be adapted and
used in various contexts.

2. Capture the chronological nature of the possibility space – if necessary
3. Increasing understandability – before contracting and negotiation, during contract

drafting and after the contract is signed, i.e. understand the implications within the
possibility space

4. Facilitating users in different roles (e.g. managers, laypersons, software engineers or
lawyers) often use a law or contract for different purposes. It is important for a
legislator, contract designer or law-interpreting person to know the rationale behind
a certain norm, contract or law.

The road progression model qualifies for the first three factors. Specific maps would
be generated for specific group of people. In the case for Tenancy agreement, there
would be two maps generated. One for tenant, one for landlord. As the landlord is the
one with power, it is understandable that in the contract constructed, there would be
fewer disadvantaged terms for him. However, in Singapore, the government does have
terms that protects the rights of the tenant for example and does not allow short term
renting. This should be considered in the landlord map. It is important that the model is
modularised so that its interface can be used by code. Furthermore, this model is
excellent at showing the change of event in time, this is modelled by the concept of
‘road’ where violations of certain terms would lead to different consequences. How-
ever, one disadvantage of this model is the categorization which cannot be standard-
ised. It changes with the focus of the contracts which makes the automation of this
model difficult.

Like the model above, the spanning trees model is good at the first three points. It is
more intuitive than the Road Progression model as it aims to include all possible
scenarios in its representation. However, actions that could be taken in sequence and
this would lead to a combinatorial explosion that implies too many possibilities and
makes it practically infeasible to visualize the whole possibility space.

The road progression model and the spanning tree model are both visualizing
modalities implicitly. However, a major disadvantage is that they are not easily auto-
mated. There are hardly a standardised ways to exhaust all the possible concepts that
could appear in one contract. This implies, all possible cases would need to be rep-
resented in the software before determining their interconnections. In the last model,
modalities are being expressed explicitly, making it possible for the system to exhaust
all terms of contracts.

The modalities model has a great advantage that is its clarity of representation. For
both model above, they are categorised based on the terms that are used in the contract.
They change when the focus of contract changes. But with deontic modalities, all the
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terms under this model are categorised by the nature of the action. This simplifies and
consolidates the terms in a contract and makes the interface more logical. It would
work well with code too. Its Drawback is, that users do have to learn the abstractions
used as explained in Mahler’s paper [6] – but hopefully the modalities are intuitively to
grasp.

6 Conclusion

On a philosophical note, all forms of representations are forms of reductions of
complexity and suffer to some degree from inadequacies. This remains a challenge for
any documentation of an agreement, be it as code, text or a combination of those
aiming to anticipate future events.

The emergence of new legal technologies provide opportunities and also demand
new and interactive solutions to facilitate and capture agreements between humans.
Visualisations will become increasingly important to support not only human-human
interactions but also computer-human interactions. Any constellation is imaginable,
e.g. lawyers among each other, lawyers and deal-makers, laymen negotiating, peer to
peer online contracting and any users of legal software.

Generic modality based interfaces as the here proposed model 3 could be promising
candidates to support technology based contracting. It seems desirable, if interfaces
cater independently from the domain to a variety of contracts without introducing
specific visual elements (e.g. illustrations), icons (leading to rather inflexible visual
language which might be difficult to extend/adapt ad hoc) or particular conventions
(which may have to be “learnt”).

In the context of the blockchain enabled platform Ethereum modalities based
interfaces such a model 3 could be implemented. When contracts can be read and
analysed automatically, and the particular modalities, such as obligations, permissions
and prohibitions can be identified automatically – then this approach could enable the
automation of the visualizations within such a modal visual framework. We will
explore such frameworks in further research.
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Abstract. Color is a complex visual and design element that can produce various
emotional, psychological and physical outcomes that can be expressed through
religious, cultural, political or social meanings. Past studies have confirmed that
culture is an important and integral part of the decision-making process in which
color appeal is a salient antecedent to behavioral intentions in culturally distinct
countries. However, in the context of computer warning messages, we are lacking
clear evidence of how color risk appropriateness (CRA) affects users’ decision-
making processes. Supported by the color-in-context theory, our research inves‐
tigates the color risk appropriateness impact on the perceived risk in two different
cultures. We found that different colors behave differently in the specific warning
banner context in which CRA is an important antecedent to users’ compliance.
Overall, we advance current theoretical understanding on the color-risk dimen‐
sion and its importance for the user’s decision-making processes.

Keywords: Psychology of color · Warning banner message · User compliance

1 Introduction

Color is a complex visual and design element that can produce various emotional,
psychological and physical outcomes that can be expressed through religious, cultural,
political or social meanings. As such, color can play an important role in making
informed decisions in which color meaning is associated with the cultural or real-world
situations. Numerous studies confirmed this relationship showing that, for example, the
impact of color on marketing drives product sales [1]. Interestingly, it was found that
color has to “fit” or be “appropriate” to the product that it represents [2]. This suggests
that people have some personal expectations about how the color environment should
look, and, consequently, they try to find the best match between the expectations and
the suggested color scheme. How to predict the color risk appropriateness (CRA) that
would predict one’s reaction [3] is an important aspect that has received little attention
in the context of IT security.
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The majority of the past studies [e.g., 4–7] investigated the role of color on eCom‐
merce shopping behaviors, providing clear evidence that color drives consumer attitudes
and behaviors towards purchasing. More recently, several studies have confirmed that
culture is an important and integral part of the decision-making process in which color
appeal (the degree to which colors are defined as pleasing and appealing) [4] is a salient
antecedent to behavioral intentions in culturally distinct countries [8], but also that color
has different arousal effects [9–12]. However, in the context of computer warning
messages, we are lacking clear evidence of how color risk appropriateness affects users’
decision-making processes. A computer warning message represents the communica‐
tion designed to prevent users from hurting themselves or others [13] and, as such, are
rather effective in assisting users throughout the decision-making process [14–16].
However, warning messages suffer from several shortcomings in which ignorance of
the warning message seems to be the most important one [11, 17–19]. Although this
ignorance can be explained by habituation, in reality, the number of studies that inves‐
tigated the relationship between color risk appropriateness and users’ cognitive decision-
making processes is still relatively low. In other words, understanding how color fits in
with culture-risk dimension (color risk appropriateness) that drives behavioral intentions
when it comes to deciding whether to be compliant or not with IT security policy, in the
presence of the warning message, can be an important factor influencing a user’s security
decisions.

In this research paper, we investigated the role of CRA, the Color Appeal and infor‐
mation fit-to-task on the behavioral intentions to be compliant with warning messages.
More precisely, supported by the color-in-context theory, as suggested by Elliot and
Maier [20], we intend to understand how CRA influences a user’s decision-making
process among cultural groups in the U.S. and China.

In the following sections, we present the theoretical background and propose our
research model. Next, we describe the methodology and present the results. We conclude
by discussing the results, implications and limitations of our study.

2 Theoretical Framework

2.1 Color-in-Context Theory

In the human decision-making process, the color red has various meanings: (1) danger
or caution (e.g., red ink used for grading students [21]), (2) anger cue (e.g., person
becomes red [22]), or (3) sex and romance (e.g., facilitates approaching potential mates
[23]). Overall, the color red in humans can be associated with different situations in
different contexts.

Recently, color-in-context theory [20] has been suggested to explain the relationship
between color and psychological functioning. This theory explains that the influence of
color on affect, cognition and behavior is a function of the psychological context in which
the color is situated [24]. In other words, it could be that the red color will have a different
arousal effect depending on the context or culture in which it is used. In other words, it
could be that the color red is not the most appropriate in certain cultures in which red does
not have the same meaning. Table 1 shows the color-culture chart for India and the U.S.
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We can see that the color red has the same meaning associated with danger and caution in
both cultures and that the color yellow has quite a different meaning among the U.S. and
Indian cultures. Theory draws on social learning and biology in which we can expect to see
responses to color stimuli based on the learning process in which we associate color with
a particular message (0, in the driving context, humans, by default, associate red with
danger and the word “STOP”). However, through the social learning process, we can often
have different interpretations. For example, the color blue on a ribbon can be a positive sign
that indicates a winning situation, while blue on a piece of meat has a negative connotation
as it suggests that the meat is rotten [25].

Table 1. Color-Culture Chart for India and U.S.

Color India United States
Red Color of purity, fertility, love, beauty, wealth,

opulence and power, fear and fire
Danger, stop

Black Evil, negativity, darkness, lack of appeal Funerals, death, mourning
Yellow Sacred and auspicious Cowardice, temporary,

happiness, joy, caution, warning
of hazards and hazardous
substances

White Unhappiness, symbol of sorrow in death of
family member, funerals, peace and purity

Purity

At its core, the color-in-context theory suggests that color can carry meaning that
provides an explanation of psychological functioning that is context-specific and auto‐
matic. Overall, the theory argues that color does not contain the “feeling” component
only, but is much more dynamic and can actively participate in the psychological
reasoning and decision-making process.

Theory further explains that, in order to understand which meanings are associated
with which colors, one has to go through the learning process in which associations have
to be established. Human beings are constantly exposed to this learning process in which
they are reminded about these associations (e.g., red warning stop sign).

However, one issue with this learning association process, in the warning message
context, is that these associations are imposed on a global level and, as such, may not
be the most effective in culturally distinct countries.

In this context, the question of the red color risk appropriateness can play an impor‐
tant role in the decision-making process when the user is confronted with the warning
banner message. In the computer setting, it seems that most of the implementations of
the user interfaces were simply copied from other areas where red is universally used
as the color of danger [12]. Hence, what is expected is that the red color will motivate
a protective behavior in which an individual confronted with a red warning message will
trigger an avoidance motivation [26] leading to risk-averse behaviors [12].
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2.2 Color, Decision-Making and Culture

The relationship among color, decision-making and culture is still in the early research
stages in the IT security field. Although past research has already established a clear link
between color and the decision-making processes [12] in the computer digital realm, we
are still missing empirical validation regarding which colors are appropriate for the
warning message context. Indeed, a study done by Silic, Cyr, Back and Holzer [8] found
that color appeal is a significant predictor of the perceived risk and behavioral intentions
to comply with the warning message content. The study revealed that color applications
(red, yellow and green) are producing different effects in different cultures. For instance,
red is the most appealing color in U.S. culture but not in the Indian culture. This is quite
an interesting finding as it suggests that color plays a different role in a different cultural
setup. However, one limitation of this study is that it does not identify which color is
then the most appropriate to the risk situation that is represented by the warning message.
Indeed, as highlighted in the study: “this indicates that another color application should
be tested to understand if, for example, white is the most efficient color for the warning
message context in Indian culture” [8, page 533].

As the warning message represents a risk-taking task in which the user is expected
to make a binary decision (continue or exit), we can expect to see, similar to other
contexts, behaviors that would trigger avoidance motivation or eventually contradictory
effects in which color will cause risk-averse situations. Moreover, according to
Wogalter, Conzola and Smith-Jackson [27], “warning components that are effective in
one culture may not be effective in others, it is important to do cross-cultural testing of
warnings whenever appropriate and possible.”

Overall, we aim to understand the following research question: which color appli‐
cations are the most appropriate to the specific cultural setting in the specific warning
message context?

3 Hypothesis Development

Relationships between Color Risk Appropriateness, Color Appeal, Information
fit-to-task and Perceived Risk (PR)
Color risk appropriateness is the degree to which color reflects its fit to culture regarding
the level of the risk perception. It is about how much the color application effectively
transmits the risk associated with certain actions and if it adequately meets the cultural
risk perceptions. For example, if red represents danger in a particular cultural environ‐
ment, then we can expect that the red color will have a higher degree of CRA and will
consequently be associated with danger or a risky situation. As PR is measuring the
degree of putting one’s information, data or computer at risk (Johnston & Warkentin,
2010), then we can expect that CRA will positively influence the perceived risk. Hence,
we hypothesize:

H1: Color risk appropriateness will have a positive impact on perceived risk.

Further, if the warning message itself, in which color represents an important design
element, is visually pleasing, appealing and has a design that meets viewers’
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expectations, then we can expect that the risk of being non-compliant with the action
proposed by the warning message will be affected in such a way that higher color appeal
will be positively related to PR. Also, as CRA reflects the fit-to-culture dimension, we
argue that higher CRA will lead to higher color appeal. As PR brings the situation of
uncertainty about negative consequences and usually leads to losses [28], in the warning
message content, this loss would be represented by clicking on the continue button,
which would suggest that the user may incur possible negative consequences (e.g., being
affected by malicious software) as result of his/her action. This would suggest that, for
example, if the yellow color in Indian culture is an appropriate color to signal the risk,
then we would expect to see a positive impact on the perceived risk level in the Indian
culture. Clearly, in different cultural contexts, we can expect to see different user reac‐
tions based on their color preferences when it comes to the right level of CRA [29–31].
Hence, we argue that color appeal will positively influence risk appropriateness. There‐
fore, we hypothesize:

H2: Color appeal will have a positive impact on color risk appropriateness.

One issue with warning message content is that it may contain words or phrases that
can be difficult to understand by the typical user with limited IT knowledge. That is,
many users may not know what “SSL” or “malware” keywords mean, which can cause
some content interpretation issues. In that situation, users may not be able to decide
which action to take (continue or exit), based on the content of the warning message, as
they cannot fully understand it. This is why the understanding of the warning content
can be of high importance. This would mean that the warning information is effective
and provides enough information to make the right decision. Information-fit-to-task
represents the level of understanding of the warning content and if the warning, as such,
is effective in transmitting the right information [32]. Here, color is also part of the
“information” system together with the message content. Hence, we hypothesize:

H3: Information-fit-to-task will have a positive impact on CRA.

The Relationship between Perceived Risk and Behavior Intention (BI)
Past research has already demonstrated that, in the warning message context, we can
expect to see positive relationships between PR and BI [8]. Behavior intention refers to
paying attention to the security risks by exercising caution and terminating actions that
may lead to potentially dangerous and risky situations [33]. Overall, PR is influencing
the user’s decisions [34], where the risk of putting one’s information and data is asso‐
ciated with the behavioral intentions in such a way that the user will either try to avoid
the risky behavior (leading to abandonment of his/her actions) or will, on the contrary,
continue his/her actions despite the possible negative consequences. We argue that, in
the warning message content, similar to past studies [e.g. 35], PR will be positively
associated with BI. Hence, we hypothesize:

H4: Perceived risk will have a positive impact on behavioral intention.

The Relationship between Culture and Color Risk Appropriateness
According to the cultural relativism, color perception is driven [36, 37] by different
associations and the learning process in which user expectations have to be met. For
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example, Google translated its search engine website into most of the local languages
as this was the expectation of its users and something that facilitates the learning and
adoption processes. This cultural component seems to be an important criterion that is
influencing the psychological reasoning, as suggested by the color-in-context theory.
Consequently, in a different cultural context, we can expect to have a different influence
on the relationship between CRA and PR. Moreover, taking into account the existing
issue of habituation with warning messages, we can expect that some standard colors
(e.g., red) will not be positively associated with PR. In addition, supported by the color-
in-context theory, we argue that some colors (e.g., yellow) may have quite a different
impact on the risk perception in the U.S. and Indian cultures. Hence, we hypothesize:

H5: The influence of CRA on PR will be influenced by cultural dimension with a
different impact depending on the color application (black, red, yellow or red).

Our research model is depicted on Fig. 1.

Fig. 1. Research model

4 Research Design

4.1 Participants, Measures and Procedures

To test our research model, we used participants recruited from Amazon Mechanical
Turk. Each participant had to visit a web link in which, after a few seconds, a warning
message was displayed, represented by one of four different color applications (black,
red, white or yellow). A standard warning message from Google Chrome (Fig. 2) was
used. After acknowledging the warning message, participants were taken to an online
survey in which they had to provide answers to the questions related to the warning
message they saw. The choice of the four color applications is based on the color-culture
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chart as proposed by [38], but also on the past studies that have found these colors to be
the most appealing in the U.S. and Indian cultures [e.g., 8–10, 12].

Fig. 2. Warning message displayed (adapted from Google Chrome version 46)

All measures were adapted from past studies, wherever possible, and measured on
a 7-point Likert scale. Information fit-to-task was adapted from [32], Behavior Intention
from [33], Color Appeal from [4] and Perceived Risk from [39]. Color risk appropri‐
ateness is a new item developed for this study.

To analyze our model, we used Partial Least Squares (PLS), a components-based
structural equation modeling (SEM) technique. We followed the two-step approach to
SEM [40] by first assessing the overall model quality and then testing the hypotheses.

5 Results

In total, we received 382 answers. We removed 28 for various reasons (e.g., implausible
response times, incomplete answers, etc.). Our final sample contained 354 answers
consisting of 193 from India and 161 from the U.S. Females comprised 133 of the
answers and males 221. The average age was 38.4.

We then examined the overall research model quality by testing the reliability of
measurement items for each construct (Cronbach’s α), and checking convergent and
discriminant validity using principal components analysis. Composite reliabilities (CR)
ranged from 0.8027 to 0.9562. Average variance extracted (AVE) for each variable
construct was higher than the recommended 0.5 [41]. To establish discriminant validity,
we calculated the square root of the reflective construct’s AVE and checked that the
AVE of each latent construct was higher than the construct’s highest-squared correla‐
tion. As the calculations did not reveal any lower AVE, we concluded that the discrim‐
inant validity test had been established. We also calculated variance inflation factors
(VIFs) and found, as per [42, 43] recommendation, no value higher than 5. Hence, this
provided evidence that we do not have multicollinearity issue. Finally, we checked for
cross-loadings by making sure that the construct’s loading was higher than any other
cross-loading of the indicator with other constructs. All constructs were higher than the
suggested 0.7 value.

At the end, we wanted to be sure that we did not have any issue with the common
method bias as we collected answers from single respondents. We used two procedures:
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Harman’s single-factor test [44, 45] and the statistical approach developed by [46]. Both
tests showed that the common method bias is not an issue for this study.

5.1 Analysis of Models

In Table 2 below, we report the results from the full model and results per each country
for all four color applications:

Table 2. Model analysis

IFT->CRA CA->CRA CRA->PR PR->BI 
Full sample(n=355)

Path coefficient 0.215 0.588 0.292 0.486
t-Value 4.252 9.658 5.651 10.793
R2 0.532 0.532 0.085 0.237

India
Black
N=46

Path coefficient 0.225 0.582 0.528 0.463
t-Value 1.461 3.762 4.664 4.697

White
N=51

Path coefficient 0.065 0.730 0.319 0.538
t-Value 0.549 6.671 2.044 5.347

Red
N=56

Path coefficient 0.370 0.363 0.210 0.543
t-Value 2.888 1.831 1.702 6.479

Yellow
N=40

Path coefficient 0.567 0.115 0.260 0.478
t-Value 2.659 0.472 1.245 3.948

US
Black
N=42

Path coefficient 0.043 0.786 -0.026 0.543
t-Value 0.319 8.001 0.181 2.986

White
N=43

Path coefficient 0.040 0.759 0.604 0.533
t-Value 0.269 7.365 5.724 3.233

Red
N=40

Path coefficient 0.369 0.554 0.250 0.587
t-Value 3.191 5.612 1.845 5.883

Yellow
N=36

Path coefficient 0.383 0.579 0.553 0.481
t-Value 3.176 4.484 4.332 3.529

Note: significant paths are indicated in the grey color

From the results, we observed that the full model is supported across all relationships
with all path coefficients being positive. The corresponding t-values for each relationship
were statistically significant. When it comes to country model testing, we saw different
results. Comparing India’s black color application to the U.S., we could see that the
black CA->CRA and CRA->PR relationships were positive and significant in the India
sample, while, for the U.S., CRA->PR was not significant (t-value = 0.181), while color
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seemed to produce the same effects for both countries with all relationships being posi‐
tive and significant except for IFT->CRA, which is not supported. Interestingly, the
color red was not significant for CA->CRA and CRA->PR in the India sample and for
CRA->PR in the U.S. sample. Finally, the color yellow was not significant for CA-
>CRA and CRA->PR in India’s case but fully supported and positive in the U.S. sample.
Further, we can observe that, for the Indian culture, CRA->PR is supported for black
and white colors, and, for the U.S. culture, CRA->PR is supported for white and yellow.

Overall, from the results presented in Table 2, we concluded that H1, H2, H3 and
H4 are supported. Also, H5 is supported as we found different color applications to have
a different effect on the relationship between CRA->PR.

6 Discussion, Limitations and Future Studies

Supported by the color-in-context theory, our research was aimed at analyzing the
impact of CRA on PR and consequently on the behavioral intentions to comply with the
warning banner message. In the next sections, we derive theoretical and practical impli‐
cations of our study.

We found that all of our hypothesized relationships are supported. In particular, we
found that CRA is positively associated with PR. This is an interesting finding as it
suggests that the right choice of the color is an important factor in the user’s decision-
making process. Indeed, if a higher degree of the color appeal is achieved, higher color
appropriateness to the risk dimension will be obtained. Consequently, these relationships
will positively influence the degree of the CRA on PR, which in turn, will influence the
intention to be compliant with the warning message suggestion.

Past research has introduced the color appeal construct [4], which provided an initial
understanding of the appeal of the warning message, but, in our research, we offer a
more advanced view of the color-risk dimension through the new construct of CRA.
This is an important insight for future theorizing as we uniquely positioned the color-
in-context theory in the warning message context demonstrating that color plays an
important role in the user’s decision-making process. Further, we found that culture
plays a vital role in defining the right choice of the color design element being an integral
part of the warning message.

In that context, some unexpected findings were revealed. To start, we did not find
any support for our hypothesis for the CRA to PR relationship in the U.S. sample. This
suggests that the red color is not efficient. This can be explained by the habituation effect,
which is most likely causing this insignificant effect of the red color. This is even more
pronounced in the Indian sample in which red is neither appealing nor appropriate to
transmit the risk. Conversely, the white color is appealing and appropriate in Indian and
U.S. cultures, suggesting that white is less influenced by the habituation effect. However,
this finding has to be taken with precaution as it could be that users were simply surprised
to see an unexpected color (e.g., white as opposed to red), and, consequently, they
reacted with more precaution, stopping their behavior. The other two colors (black and
yellow) received mixed attention from users. While yellow was found to be appealing
and an efficient color to transmit risk in the U.S., yellow was fully ignored in the Indian
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culture. Finally, black was found to be a good risk color in Indian culture but not in U.S.
culture (even having a negative relationship with the perceived risk).

Overall, these insights are important in order to better understand how risk-color
dimension behaves in the unique warning message context. Indeed, by better under‐
standing how different cultures react to different colors in a specific context, it would
also be possible to better predict users’ behaviors when it comes to their decision-making
processes.

These findings suggest that user interface designers should take into account the
importance of the cultural dimension and adapt the look and feel of the warning message.
One recent example of such an action is the introduction of the yellow warning message
in Google Chrome. However, this would most likely work only in the U.S. culture and
could be less efficient in other cultures. Clearly, software programmers need to be more
cautious during the product design phase since there is currently only one way to
approach the topic of the warning messages in different cultures, which does not seem
to be efficient in preventing hazards from occurring.

Future research should include more cultures in order to fully validate our findings.
Also, it would be interesting to see more color-based research in other security contexts,
such as anti-virus or other warning base contexts, to understand users’ behaviors and
expectations. Our research also has several limitations. We did not use the “deception”
approach but relied on the answers from participants, which could reduce the accuracy
of the study. Also, we did not test which colors are the most efficient to be used in a
given culture but rather focused on the risk appropriateness of the color.

7 Conclusion

Supported by the color-in-context theory, our research investigates the color risk appro‐
priateness impact on the perceived risk in two different cultures. We found that different
colors behave differently in the specific warning banner context in which CRA is an
important antecedent to users’ compliance. Overall, we advance current theoretical
understanding on the color-risk dimension and its importance for the user’s decision-
making processes.
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Abstract. The study proposes a novel construct of “representativeness” that
aims to measure the degree to which a book in the user’s online bookshelf is
able to represent his/her reading preference, based on the assumption that not all
books are equally important when it comes to constructing individual users’
preference profiles. Thirty-five online bookshelf aNobii users were recruited,
who were asked to perform a judgment task involving evaluating the degree of
“representativeness” and “involvement” of 10 books self-selected from their
bookshelves. The results show that there is a high correlation between “repre-
sentativeness’ and “involvement”, a well-established construct in marketing.
Book similarity networks for every participants was generated based on book
co-ownership data extracted from aNobii. Two social network analytical
(SNA) metrics: coreness and connectivity, were then applied to measure a
book’s “representativeness” relative to the individual bookshelves. Results show
that there were significant correlations between the SNA metrics and the user’s
self-assessed “representativeness” and “involvement” of the books. Further-
more, it was found the correlations were stronger among bookshelves owned by
users who have low reading diversity.

Keywords: User profile � Recommender system � Coreness �
Representativeness � Involvement

1 Introduction

Recommender system can greatly complement searching as a means of information
access in two ways: firstly, they are particularly effective when users’ information needs
are ill-defined and difficult to express by queries, such is often the case in searching for
leisure readings or other imaginary works. Secondly, they greatly increase opportunities
for serendipitous finds by proposing items that might otherwise be unknown to the user.
It is often less satisfactory to use subject-based access for imaginative works such as
movies and fictions as it is certain viewing or reading experience, rather than topical
knowledge, that users are seeking (Ross 1999; Lancaster 2003).
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Using users’ past viewed or purchased items as their preference profile, collabo-
rative filtering system rely heavily on similarity measures between items and users to
generate recommendation lists. The success of recommender system therefore depends
very much on the accurate construction of user profiles. Yet users’ profile can be
incomplete, due to lack of inputs, or erroneous, due to one-time consumptions that do
not necessarily reflect their more stable or durable preference. For example, the users of
Amazon.com are given the option to provide feedbacks such as “This is a gift”, or
“Don’t use for recommendations” on the recommended items to rule out titles not
representative of their actual preference. Or as the popularity of compiling one’s “desert
island albums” attests, there are certain works we hold dearer to heart than the rest,
works we are particularly fond of that we would not want to live without when if we
were to be cast away on a desert island. In other words, not all the items in users’
profiles are created equal, some are more central to his or her reading preference than
others. One wonders whether the representative of books in one’s reading profile is
graded and can be measured.

Indeed, a graded membership view of an item to a category has long been held by
“prototype” and “exemplar” theories in cognitive psychology. The prototype view of
concept, as opposed the traditional rule-based view, states that different member of the
same category vary in how typical they are to a concept (Rosch 1975). The similarity
between an item and its categorical prototype was found to correlate with the ratings
given by the subjects about how good an example the item is of its category (Rosch
1975). On the same token, one might argue that each book can be measured by how
good it is able to represent a user’s reading profile. While sharing the emphasis on
resemblance in categorization, the exemplar theory argues that a new stimulus is
compared to multiple “exemplars,” as opposed an abstract prototype, stored in one’s
memory (Smith and Medin 1981). The question is then, in our context of generating
better recommendations, are there also “exemplars” in one’s memory/profile of past
consumptions that best represent his/her reading preference? Following the graded
membership of item in a concept, items with high “representativeness” can be con-
sidered as exemplars of one’s preference. If that is the case, a weighing scheme that
take into account the “representativeness” of the items in the profile when computing
item-item or user-user similarity might help generate better recommendation lists.

2 Problem Statement

The objective of this study is to explore the construct of “representativeness”, which is
defined as the degree to which an item in a user’s profile is able to represent his/her
central and enduring preference. Specifically, it seeks to find out, firstly, from the user’s
perspective, whether there are discernible differences in the proposed “representa-
tiveness” construct among books in their bookshelves. Secondly, we wish to examine
how well a book’s “representativeness” agrees with its perceived “involvement, a
well-established consumer psychological constructs in marketing. This is based on the
assumption that readers tend to be more knowledgeable and emotionally engaged with
books highly representative to their preference. Thirdly, how can the construct of
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“representativeness” of a book be measured non-obtrusively by social network ana-
lytical measures?

Our approach to the third question involves generating item-item similarity net-
works composed of books in one’s bookshelf in order to represent an individual’s
reading profile. Various centrality-based measures were then to be applied to test how
well they agree with the proposed “representativeness” construct. While centrality has
been used as an indication of power or prestige an actor enjoys in its sociological
origin, it has also been applied in the bibliometrics context for the measurement of the
importance of a publication. For example e, betweenness centrality has been used to
measure the degree of interdisciplinarity of scientific journals (Leydesdorff 2007).
PageRank was used as a centrality measure previously to test whether an item’s
PageRank influences its sale in the “consumers bought this also bought” network in
Amazon.com (Oestreicher-Singer and Sundararajan 2012). We suspect that books of
high representativeness should occupy the central or core position in the network
generated by book-book similarity relations in one’s reading profile, based on the
assumption that they are somewhat similar with each other, with similarity being
defined by their co-occurrences in all the bookshelves in aNobii. One can imagine
books that meet one’s preference do not necessary share one common essential feature,
such as genre, topics, or style, but are still likely to interconnect with each other in a
“family resemblance” manner by a series of overlapping similarities. It therefore stands
to reasonable ground to infer that the more involved a book is in the relations that
connect the network, the more likely it is representative to the user’s reading
preference.

An ancillary question related to the SNA approach to the measuring of “repre-
sentativeness” is whether the centrality based measures are universally applicable in all
network typologies. One can imagine that the item-item similarity networks in users’
reading profile might vary in terms of their degree of centralization and how they
resemble a core-periphery network structure (Borgatti and Everett 2000). In our con-
text, a clear core-periphery structure suggests a single core of reading interest con-
sisting of books densely connected with one another where the centrality based
measure would perform better. A scattered network, on the other hand, might suggest a
more diverse reading interests where books highly representative to one’s reading
interests might not necessarily be cohesively interconnected themselves. How diverse
one’s reading interests might be a moderator in the correlations proposed above. It is
therefore hypothesized that the proposed centrality based measures can better predict a
book’s representative when users’ reading interests are less diverse, without the
presence of a clear “core.”

3 Methodology

3.1 Platform and Subjects

The online bookshelf aNobii was chosen as the test site for our study for it has attracted
a relatively large user community in Taiwan where the study was conducted. Subject
recruiting information was posted in the aNobii social network and book related forums
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in a campus-based online bulletin board system popular among college students.
A total of 35 regular aNobii users participated in the study, all of whom met the criteria
of having at least five “friends” and eighty titles in their bookshelves. One of the
bookshelf data file was damaged in the data extracting process therefore the results
were based on 34 valid bookshelves.

3.2 Procedures

The participants were first asked to answer questions regarding their reading habits and
diversity of reading interests in the entry questionnaire. They were then asked to select
10 books from their aNobii bookshelf, 7 of which they believed to match their reading
preference, the rest 3 did not. An item-based questionnaire were administrated to the
selected books in which they were to answer, for each book the question “how do you
think this title is able to represent your reading interest?” as well as three other
questions regarding their perceived involvement of each book selected, all based on a
1–7 scale.

With the participants’ consent, the bibliographic data of the books in their book-
shelves were downloaded, including title, author, as well as the ID of other aNobii
users who also owned the books. All the books owned by the participants were
retrieved and the owner list for each book were identified. By comparing the owner
lists, a similarity network composed of all the books owned by the participants can then
be calculated using the normalized Jaccard similarity coefficient (See Fig. 1). Using
normalized interaction by the smaller of the two sets allows us to rescale the similarity
values into the range between 0 and 1, however, it also causes “false” similarity in
some case when two rare books are owned by only a reader resulting in a perfect score
of 1 even though they might be very different from each other. To rectify this chance
induced similarity, such cases were ruled out from further analyses. A “global” network
was then constructed with the nodes being the titles, and the edge, the similarity score
between pairs of books.

With the global network in place, we were then able to extract “local” networks
composed of books appearing in each participating user’s online bookshelf, which was
then used to represent his/her reading profile. Centrality-based analyses were applied to
the individual local networks to ascertain the centrality scores of the books judged by
the participants. Correlation analyses were then be performed between network-based
metrics and the constructs of involvement and “representativeness.”

Fig. 1. Normalized interaction similarity. Where A, B stand for the set of owners how have
included title A and B in their bookshelves.
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4 Results

4.1 Descriptive Statistics

Participants. The majority of the participants are female (32 out of 35), with an
average age of 24.83. They tended to be avid readers with regular reading habit. The
number of books in the participants’ bookshelves range from 80 to 2379, with a
medium of 238.

Self-assessed involvement and “representativeness”. A book “representativeness”
was created based on the question “how do you think this title is able to represent your
reading interest?” on a 1–7 scale in the item-based questionnaire. Table 1 gives the
descriptive data of the representativeness scores in high and low representative groups
judged by the participants. As for “involvement” with each title, the participants were
asked to answer the following questions: “Reading this kind of book always brings me
lots of joy”, “I am very interested in this kind of books”, and “This kind of books mean
a great deal to me.” The Cronbach’s a for these involvement-related items was .901,
indicating high scale reliability. The average of the scores for these questions was then
used as the “involvement” score. A high correlation was found between these two
constructs (r = .789, p < .000).

4.2 Correlation Between Self-assessed and Network-Based Metrics

Two network-based methods were used to measure the importance of a title in each
individual bookshelf: coreness score and connectivity. According to Borgatti and
Everett (2000) a core-periphery structure is made up of a subgroup of core actors who
are densely connected and a group of periphery actors who are sparely connected. The
numerical core/periphery procedure in UCIENT was performed as the edges were
weighted (Borgatti et al. 2002) in order to determine which titles selected belong to the
“core” and which are in the periphery. A binary coreness variable was created based on
the partition output, with core being coded as 1. Likewise a binary variable was created
based on the participants’ judgment whether a title is or is not representative to their
preference. As Table 2 shows, significant correlations were found between this binary
representativeness score and coreness (.173, p < .01) and involvement scores (.192,
p < .01), though the correlations are low (See Table 2).

The connectivity measure was created based on the strength of connection of each
book to the main component. As the individual networks thus extracted constitutes a
complete graph, for all the books in a bookshelf are co-owned as least once, namely,
the bookshelves owner themselves. Proper threshold needs to be determined in order to
filter out spurious linkages, i.e. books were linked based on global co-ownership but

Table 1. Representativeness score in high and low representative groups

Mean SD

Non-representative 2.56 1.19
Representative 6.16 0.67
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were not truly similar to each other. By gradually raising the threshold at the intervals
of .1, the network grows to be less cohesive as items less well-connected are separated
from the main component. Books that are disconnected from the giant component at the
lower thresholds are then considered less “centralized”, or less representative to the
user’s reading profile. Thus the threshold at which a book was disconnected from the
rest of the network was used as a measure for its “representativeness” with regard to
one’s reading profile. For example, if a book was found disconnected from the giant
component at the threshold of .8, its “connectivity” value would be .8, which is
assumed to occupy a more central position than a book that was separated at the
threshold of, say, .2. Correlation analysis was then conducted between this “connec-
tivity” value and the involvement and the representativeness scores (both of which are
numerical). As Table 2 shows, “connectivity” was found to be significantly correlate
with both constructs (See Table 2).

4.3 The Moderating Role of “Preference Diversity”

In the entry questionnaire, the participants were asked four questions designed to
measure the construct of “preference diversity” (Tang 2014), which are: “My reading
interests are rather stable”, “I have wide reading interests”, “I follow faithfully certain
authors or genres”, and “I actively search for authors or genres I am not familiar with.”
The Cronbach’s a for these diversity-related items was .823 indicating high scale
reliability. A self-perceived reading diversity score was generated by taking the average
of the scores in the four items. Following (Ziegler et al. 2005; Zhang et al. 2012), we
measured the diversity within a set of titles by averaging intra-list pair-wise similarity
of books in each bookshelf. A significant negative correlation was found (r. −.249,
p < .05) between the self-perceived reading diversity and the average similarities of
pairs of books in the bookshelf, which lends support to the validity of the construct. As
mentioned earlier, we suspect that the degree to which the centrality or coreness
measures is able to reflect the representativeness of the title is conditioned on the
individual’s reading diversity. It is hypothesized that the more diverse the users’
reading interests are, the lower the correlation between the self-accessed and

Table 2. Correlations between SNA based measure and representativeness and involvement

Coreness Connectivity

Representativeness .185** .283***
Involvement .191** .282***

** p < .01, *** p < .001

Table 3. Descriptive statistics of high and low diversity groups

Diversity
High (N = 17) Low (N = 17)

Diversity score 4.14 (SD = 1.28) 3.59 (SD = 1.01)
Average book similarity 0.09 (SD = 0.01) 0.16 (SD = 0.03)
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Table 4. Correlation between self-assessed representativeness network metrics split by high and
low reading diversity

Coreness “Connectivity”
High
diversity

Low
diversity

High
diversity

Low
diversity

Self-assessed
representativeness

.053 .294*** .274*** .301***

* p < .05, ** p < .01, *** p < .001

2a

Fig. 2. Comparison of network positions of titles with different degree of coreness in low vs
high reading diversity bookshelves (Color figure online)
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network-based representativeness would be. To test the hypothesis, the participants
were split into high and low preference diversity group by the overall mean (See
Table 3 for descriptive statistics of the two groups).

Correlation analysis was then conducted between self-assessed representativeness
and both coreness and connectivity based measures. For coreness, a significant cor-
relation was found only in the low diversity (.300) but not the high preference diversity
group (.047). As for “connectivity”, a slightly higher correlation was found in the low
diversity group (.301) compared to .274 in the high diversity group (See Table 4).

Two bookshelf networks, one belongs to reader with low reading diversity (Fig. 1a)
and high reading diversity (Fig. 1b) were visualized to demonstrate the moderating
effect of reading diversity. A threshold of .7 was set to dichotomize the edge values to
improve readability of the graphs. The size of node signifies its coreness. The books

2b

Fig. 2. (continued)
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selected to be representative to one’s preference are in red square, and
non-representative books, in yellow triangle. In both networks, non-representative
books are much smaller in size, indicating low coreness score. A more clearly delin-
eated core-periphery structure was shown in Fig. 2a, with a non-representative book
clearly separated from the giant component. In Fig. 2b, on the contrary, there is no
obvious core-periphery structure and all the non-representative books remain in the
giant components.

5 Conclusion and Discussion

The construct of “representativeness” aimed to measure the degree to which a title in
one’s bookshelf is able to reflect his/her reading preference was proposed. It was shown
that participants had no difficulty selecting titles from their bookshelves either repre-
sentative or non-representative to their reading preference. They were equally able to
assigning representative scores to the selected books, which lend some support to the
validity of the construct. Furthermore, the “representativeness” score was found to be
highly correlated to involvement, a well-established consumer psychological construct
that, to the best of our knowledge, has yet to be used to apply in the realm of creative
works such as leisure readings in our case. Another novel aspect of the study is to use
item-similarity network to represent a reader’s preference profile. Social network
analytical measures were applied to explore way to capture a title’s “representative-
ness” non-obtrusively by observe its network properties. Two network metrics: core-
ness and “connectivity” were shown to be significantly correlated to the
representativeness measure though the correlations are low. We suspect that part of the
reason behind the low correlation was the small sample size. Future study can be done
with more user data.

One of the limitations is the completeness of the list, as the efforts to keep a
thorough might vary greatly among users. Another user preference related construct,
“preference diversity”, was introduced to test its moderating role on the correlation
between the self-report and network based “representativeness” measures. It was
shown that, consistent with our hypothesis, the correlations between the two types of
measures were higher in bookshelves whose owners had a lower reading diversity. The
correlation between the coreness and “representativeness” measures becomes
insignificant in bookshelves whose owners reported high reading diversity. Compared
to coreness, connectivity based measure is less susceptible to the influence of reading
diversity as its correlation with representativeness remain significant in both high and
low reading diversity groups.

Future study can be done to explore other metrics that might be able to reflect the
constructs proposed in the study. For example, clustering coefficient can be a candidate
for measuring representativeness, on the ground that a high representativeness books
are likely to be more heavily involved in the book similarity network therefore have a
more densely connected ego network. Furthermore, besides intra-list similarity, mod-
ularity analysis can also be used to measure a bookshelf’s diversity as the number of
meaningful groupings is likely to be higher in highly diverse bookshelves.
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Abstract. Nowadays a growing number of countries’ emergency management
mechanisms are based on the network governance mechanism. The task group
such as emergency support function (ESF) of the United States is the basic
component of emergency response network. How to share function units among
task groups is a basic problem of network structure design. This paper proposes
a model to decompose transaction cost structure of cooperation between groups
and evaluate different choices of sharing units between groups. Through
applying this model to the case with only two groups, it shows the equilibrium
solution to both sides could be obtained by a bottom-up method.

Keywords: Transaction cost �Network governance � Emergency management �
Inter-organizational relationship � Equilibrium analysis

1 Introduction

Task group is a national system often replicated by provinces and local governments in
emergency governance of many countries. Governments use it to organize their
agencies into groups. Each group focuses on some tightly related missions and groups
can work together for some complex situations. However, how to form group programs
seems significantly to depend on the personal experience of governmental officials.
Even after the continual evolution of the system during many serious disasters, there
are still very few studies on how to improve the design of task groups.

Emergency task groups take a key role in emergency network governance. The core
idea of networked governance is that organizations are inter-dependent and should
cooperate to achieve a commonly desirable goal [1]. Sharing organizations and
resources between groups is a fundamental means to construct network. And it brings
into groups various degrees of overlap.

According to the China official files on earthquake disaster emergency management
(EDEM), in 2008 the overlap was fairly slight between the task groups at national level
(Appendix 1: Table 1). In contrast, the overlap phenomenon of emergency support
function (ESF) in the United States is much more obvious (Appendix 2:Table 2), where
ESF corresponds to a task group. With 15 ESFs, National Response Framework 2008
introduced a mechanism of coordination from 47 federal agencies and the American
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Red Cross. The National Response Framework was updated twice in 2013 and 2016
and maintained the 2008 version of structure for task groups.

Overlap between task groups takes structural embeddedness beyond the market and
hierarchy framework. It seems like a hybrid of them. Yet there is still no dedicated
explorationwhat has happened during the groups which develop the overlap relationship.

Most related studies are carried out in the framework of network governance of
emergency management. They use network-based theory to analyze the topics of
disaster response, in order to get more understanding on emergency networks. Some
examples include interactions among organizations and information infrastructure
supporting such interactions [2], coordination clusters in the response network [3], the
relationship between planned networks, actual network and perceived influenced
structure [4], network characteristics of inter-organizational collaboration [5]. Those
studies are based on actual data and reach very convincing conclusions. They also
provide insights into the features of network structure in real world that provide
inspiration to set up our model in this study.

This paper intends to use transaction cost as a tool to explain the discrepancy
among different degrees of overlap. As an application of the analysis framework, it
discusses the equilibrium state of a case with only two task types and two corre-
sponding groups.

2 Task Structure, Shared Unit and Transaction Cost

A task group could not just be regarded as some tightly related function units that often
perform tasks together. What really decides the relationship between them is the task
structure of emergency management. There are typically three types of role in certain
kind of task: primary unit, support unit and coordinator unit. Task group completing a
given task must include all primary units. Ownership of support units and coordinator
units become the key issue of task group design.

Task group has some kinds of ownership of its function units. For units in the same
task group, there is a complete set of mechanisms to improve efficiency, such as regular
and interim meetings, reporting system, and positions for coordinator. And the emer-
gency plans for units in one group are usually more detailed than those for groups.
Besides, more often than not there are fund and authorization to help leaders unite the
whole group.

Cross-group cooperation would bring transaction cost on synchronization between
two or more parties. As all kinds of task need more than one unit, most missions have
to be completed with the help from another group’s units. In a network governance
mode, the parties usually have relatively equal status. As far as the core task group is
concerned, it seems to “borrow” units from other groups and has to “pay” for such an
arrangement.

It is not always true that internal cooperation takes less transaction cost than
cross-group cooperation does. The transaction cost of internal cooperation is propor-
tional to the scale of a group, since synchronization takes many activities such as
planning, communicating, and negotiating. Considering that hierarchy is the basic

A Transaction Cost Equilibrium Analysis 435



structure of public departments, bureaucracy will be more serious in bigger groups.
Some kinds of delay are inevitable.

Besides internal and external function unit, there is a third option, namely, shared
unit. One unit could be the member of different groups at the same time. For the shared
unit, transaction cost not only comes from internal cooperation, but also from the
arrangement of confliction from all its parent groups. It must make adjustments to fit
into different plans and commands. This kind of transaction cost should rise with
growing number of shared units.

Fortunately, the transaction cost could decline as the groups sharing more units.
Shared units could play the role of coordination channels to eliminate difference and
improve mutual understanding. For these reasons, the overlap extent of task groups
affects transaction cost at both the unit level and the group level, even there is no shared
units taking part in current cross-group actions.

The final program on task group setting usually highly correlated with groups’
choice on transaction costs. In the emergency management, groups’ professional
opinions are easier to receive attention. The final solution should to some extent reflect
their common choices. Of course in most cases, common choice may not be the optimal
choice for each one.

Despite so many factors affecting the formation of a task group, transaction costs
should be the dominant one. A deeper understanding of the causality could assist the
government to greatly improve.

3 Model, Optimum and Equilibrium Solution

Set Hi contains all function units associated with task. There are two task group
Xi � Hi and Xj � Hj, Hi � ðXi [XjÞ. Let qij be the overlap rate between task group

Xi and Xj, where qij ¼ kij
wi
2 ½0; 1�, wi ¼ Hij j, kij ¼ Xi \Xj

�� ��. Here Hij j represents the
number of elements in set Hi, and so for the others. Let Gij ¼ Hi [Hj

�� �� represent the
total number of units.

Figure 1 demonstrates an example of two task groups with a total of 5 function
units. The top half of the figure shows the distribution of units among sets. The bottom
half counts the parameter values based on the distribution.

As discussed above, the transaction cost could be improved by properly sharing
function units with other groups. There are three types of transaction costs that should
be considered.

1. Cross-group cooperation cost,

Mi ¼ ð1� qijÞaijðwi � sij � kijÞ ð1Þ

where aij 2 ð0; 1� is the cost parameter of cross-group cooperation, and sij ¼ Xi � Xj

�� ��.
It is created by group Xi when it works with some unshared units in set Hi � Xi. The
cooperation cost for each unit will drop as the two groups sharing more units.
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Here 1� qij represents the proportion of unshared units on all function units
associated with task i. Even though there are a part of unshared units located inside the
task group Xj, the set Hi � Xi, they cannot be taken as some channels of communi-
cation and coordination and thus cannot reduce the transaction cost like shared units.

2. Internal adjustment cost,

Ni ¼ ð1� qijÞbijkij ð2Þ

where bij 2 ð0; 1� is the cost parameter of internal adjustment. This formula contains
two trends at the same time. One is shared units will take adjustment cost, because each
shared unit has to adapt multiple leadership. The other is the average adjustment cost
will fall with the rise of overlap rate.

Fig. 1. An example of task groups and function units

A Transaction Cost Equilibrium Analysis 437



3. Internal cooperation cost

Oi ¼ ciðsij þ kijÞ ð3Þ

where ci 2 ð0; 1� is the cost parameter of internal cooperation. Internal cooperation will
require more effort when the group grows in size. The subscript i of ci means this type
of cost has no relationship with Xj.

As transaction costs cannot be negative,

qij � 1� sij
wi

ð4Þ

should be satisfied in order to keep Mi � 0.
The total transaction cost of Task group Xi is calculated as

TCi ¼Mi þNi þOi

¼ðaij � bijÞwiq
2
ij � ðaij � bijÞwi þðaij � ciÞwi � aijsij

� �
qij þ aijwi � ðaij � ciÞsij

ð5Þ

The TCi can reach the minimum value when

q�ij ¼ 0; 1� ðci � bijÞwi þ aijsij
2ðaij � bijÞwi

or 1� sij
wi

ð6Þ

Specific value of q�ij depends on the relative sizes of aij, bij and ci. It shows that there is
an optimal overlap rate for task group Xi which minimizes the transaction cost.

Unfortunately, the overlap rate between groups is not a unilateral decision. For
example, another task group Xj can change kij and then sij by sharing some function
units that belong to Xi but still in Hj. We should find the equilibrium solution for both
sides and make sure no one wants to take the initiative to change kij.

In an equilibrium state, we can see some relationship between Xi and Xj. The
overlap rate, q�ij and q�ji may not be equal but the shared function units should be the
same. Then

q�ijwi ¼ q�jiwj ð7Þ

where

q�ji ¼ 0; 1� ðcj � bjiÞwj þ ajisji
2ðaji � bjiÞwj

or 1� sji
wj

ð8Þ

The following condition should also be met when the two sets, Hi and Hj, overlap
with each other,
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qijwi þ sij þ sji ¼ Gij ð9Þ

According to the Eqs. (6), (7), (8) and (9), the optimal solution of q�ij, q
�
ji, s

�
ij and s�ji

can be obtained.

4 Discussion

Although this paper discusses a simple case of two task groups, we get some interesting
and instructive findings. The most important one is the equilibrium state is closed. After
we find the equilibrium state between Xi and Xj, the question becomes that whether or
not Xi could get an equilibrium state with another task group, such as Xh, without
breaking the equilibrium state with Xj.

In fact, the equilibrium state can only be broken by Xi and Xj themselves. Because
the units shared with Xh will only come from the set of Hi \Hh, the choices of Xh will
not change parameters in the cost formulas between Xi and Xj. And then the results of
equilibrium will keep the same, such as s� and q�. If Xi or Xj desires to establish
equilibrium with Xh and shares or gives up shared units belonging to Hi \Hj \Hh,
then q�ij, q

�
ji, s

�
ij or s

�
ji will be changed. These variables should be adjusted to restart a

new equilibrium state.
The main conclusion is that the balance can only be destroyed by parties in the

relationship. With this strategy one task group could keep the lowest transaction cost
with one group when it builds equilibrium with the other one. As long as the group can
carefully enough avoid the units possibly shared by multiple parties, it is capable of
setting up a new equilibrium without breaking the previously established one.

Another important find is the equilibrium solutions do exist. Given some basic
information we could get the best solution for both sides. Actually there are only three
choices for any given group.

1. q� ¼ 0, there is not overlap with each other. Groups establish balance just by
cross-group cooperation and internal cooperation;

2. q� ¼ 1� s
w, it takes all related units internal firstly and then let the overlap to be

determined by equilibrium;

3. q� ¼ 1� ðc�bÞwþ as
2ða�bÞw , it is some solution between the above two.

Last but not least, it is worth noting that the basic assumption maybe challenged in
some cases. That is all the tasks are independent of each other. In real practices, the
capacity of a task group is very limited. Some parameters, such as aij, bij and ci, are
difficult to maintain consistent when facing a growing number of tasks. And the final
results will also suffer the impacts of parameter variations.
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5 Conclusion

In this paper, the framework of transaction cost is used to analyze the mechanism of
overlap phenomenon in emergency task groups. In order to reduce cost, task groups
share units as an alternative to internalization and cross-group collaboration. It dis-
closes micro-foundation of emergency network governance. The network structure is
developed by disaggregating function units into three parts: unshared internal units,
shared units and unshared external units. The third part is very important but is often
neglected by existing studies.

We also use the bottom-up method to find the equilibrium overlap between groups.
It is very useful in some scenarios that task groups need to change their composition to
adapt to a dynamic environment. At first individual group finds the relationship
between overlap rate and unshared units that could bring maximum transaction cost
reduction. Then it could determine the parameters through building a balance rela-
tionship with the other group.

The future extensions of this study may come in two directions. First, a general
model should be explored that could find the equilibrium solution for more than two
task groups. As the interplay of groups’ choice, it is very difficult to build balance
between multi-groups. Some kinds of iterative algorithms should be introduced here.
The second one is to measure the three types of transaction costs from real data. All
kinds of models based on transaction cost have to face the challenge of finding evi-
dence from empirical study. Taking advantages from the growing development of
information systems in emergency management, we may try to estimate the costs by
communication data in these systems.

Appendix 1

Table 1. Overlap between EDEM task groups of China, 2008

DR ML EM HEP P PR ISPR WC SS Average

DR – 0 1 1 1 1 1 1 2 1.0
ML 0 – 0 2 1 4 5 4 0 2.0
EM 1 0 – 0 1 1 0 4 0 0.9
HEP 1 2 0 – 0 2 2 3 1 1.4
P 1 1 1 0 – 0 1 1 0 0.6
PR 1 4 1 2 0 – 6 3 0 2.1
ISPR 1 5 0 2 1 6 – 5 1 2.6
WC 1 4 4 3 1 3 5 – 0 2.6
SS 2 0 0 1 0 0 1 0 – 0.5

Source: [6]
DR: Disaster Relief, ML: Masses Life, EM: Earthquake
monitoring group, HEP: Health and epidemic prevention group,
ISPR: Infrastructure Support and post-disaster reconstruction, P:
Propaganda, PR: Production recovery, WC: Water conservancy,
SS: Social security
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Appendix 2

Table 2. Overlap between ESF of United States

T C PWE F EM MC, EA, HHS L, MRS

T – 6 9 6 11 8 8
C 6 – 6 5 7 5 6
PWE 9 6 – 7 16 11 11
F 6 5 7 – 7 4 5
EM 11 7 16 7 – 15 13
MC, EA, HHS 8 5 11 4 15 – 9
L, MRS 8 6 11 5 13 9 –

PHMS 11 6 14 7 16 12 11
SR 6 5 7 5 9 7 8
OHMR 10 6 13 7 14 9 10
ANR 11 6 13 7 15 11 10
E 8 5 12 7 12 6 8
PSS 8 5 8 6 12 9 8
LTCR 7 5 12 6 14 13 9
EA 11 7 15 7 24 15 13
Average 8 5.3 10.3 5.7 12.3 8.9 8.6

PHMS SR OHMR ANR E PSS LTCR EA

T 11 6 10 11 8 8 7 11
C 6 5 6 6 5 5 5 7
PWE 14 7 13 13 12 8 12 15
F 7 5 7 7 7 6 6 7
EM 16 9 14 15 12 12 14 24
MC, EA, HHS 12 7 9 11 6 9 13 15
L, MRS 11 8 10 10 8 8 9 13
PHMS – 9 13 15 10 10 11 16
SR 9 – 8 8 6 7 7 10
OHMR 13 8 – 13 11 8 10 14
ANR 15 8 13 – 10 9 11 14
E 10 6 11 10 – 7 9 12
PSS 10 7 8 9 7 – 8 13
LTCR 11 7 10 11 9 8 – 13
EA 16 10 14 14 12 13 13 –

Average 10.7 6.8 9.7 10.2 8.2 7.9 9 12.3

Source: [7]
T: Transportation, C: Communications, PWE: Public Works &
Engineering, F: Firefighting, EM:Emergency Management, L, MRS:
Logistics, Management & Resource Support, PHMS: Public Health &
Medical Services, MC, EA, HHS: Mass Care, Emergency Assistance,
Housing & Human Services, SR: Search & Rescue, OHMR: Oil &
Hazardous Material Response, ANR: Agriculture & Natural Resources,
E: Energy, PSS: Public Safety & Security, LTCR: Long Term
Community Recovery, EA: External affairs
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Abstract. Given the problems of gradual oil depletion and global warming,
energy consumption has become a critical factor for energy-intensive sectors,
especially the semiconductor, manufacturing, iron and steel, and aluminum
industries. In turn, reducing energy consumption for sustainability and both
tracking and managing energy efficiently have become critical challenges. In
response, we analyzed electricity consumption from the perspective of load
profiling, which charts variation in electrical load during a specified period in
order to track energy consumption. As a result, we proposed a time series data
mining and analytic framework for electricity consumption analysis and pattern
extraction by streaming data mining and machine learning techniques. We iden‐
tified key factors to predict the state of the annealing furnace and detect abnormal
patterns of the load profile of their electricity consumption. Our experimental
results show that the dimension reduction method known as piecewise aggregate
approximation can help to detect the state of the annealing furnace.

Keywords: Energy consumption analysis · Load profiling · Piecewise aggregate
approximation · Time-series data mining

1 Introduction

As a cornerstone of modern civilization and economic growth, electricity is critical for
industrial and economic advancement, as well as a driving force for sustainable devel‐
opment. Indeed, social development correlates positively with power consumption,
which in Taiwan, especially the consumption of electricity, has risen rapidly due to
economic, industrial, and commercial growth.

In relation to total exports, Taiwan’s manufacturing-oriented economy exports a
considerable share of manufactured goods. Currently, most industries in Taiwan have
replaced manual operation with machine operation during fabrication, which requires a
sufficient but not excessive supply of stable electricity. In fact, too much or too little
electricity can cause mechanical malfunctions and thereby reduce the efficiency of both
production and electricity. As Table 1 shows, Taiwan Power Company’s statistics from
2015 reveal that the industrial sector consumes an exceptionally large proportion of
electricity—even up to more than 50% of the total consumed in Taiwan.
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Table 1. Electricity sales in Taiwan, 2015

Industry sector GWh (%)
Industrial 114,241.9 55.3
Residential 42,196.6 20.4
Commercial 32,511.0 15.7
Other 17,541.8 8.5
Total 206,491.3 100.0

Source: Taiwan Power Company (http://
www.taipower.com.tw/)

In response, manufacturers in Taiwan, is keen to identify the most cost-effective
methods and techniques to increase electricity efficiency in their factories. In industries,
many machines are highly energy intensive, and with machine data, we can analyze their
tendencies regarding power and temperature, among other measures. We can also use
anomaly detection to identify indicators of machine malfunction, which can then
contribute to determining rules in order to explain the malfunctions. With such tech‐
nologies, we can promptly correct abnormalities and thereby reduce the unnecessary
waste of resources and improve the efficiency of electric consumption.

Without a doubt, energy is a vital resource for modern society, especially for long-
term competitive sustainability. To reduce unnecessary energy consumption and
improve energy efficiency, it is therefore critical to make informed decisions in real time.
To that end, we collected data regarding energy consumption and information from the
corresponding production and manufacturing domains from the plans of co-operating
iron and steel manufacturers. Based on load profiles determined from data stream mining
and machine learning techniques, we constructed an electric energy monitor and analysis
framework, the kernel of which are a prediction model for identifying typical load
profiles of each machine and a time series data-mining engine for analyzing and
extracting typical patterns based on the load profiles. The objectives of our research were
threefold:

1. To observe and analyze relationships among various attributes (e.g., electric power,
temperature, and product weight) in a data warehouse framework to allow
researchers to select and confirm key attributes based on the results of analysis and
consult with domain experts.

2. To identify three states of the annealing process—heating-up, temperature retention,
and cooling down—based on the temperature information of the operating machine
and, following Keogh et al. [1], use piecewise aggregate approximation (PAA) to
perform dimension reduction for data representation and, detect machine operational
states according to energy load profiles that can inform real-time energy-optimiza‐
tion decisions; and

3. To propose and construct an electric energy monitor and analysis framework based
on load profiles by data stream mining and machine learning techniques as a means
to implement the proposed time series data-mining approach in co-operating iron
and steel manufacture.
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The overarching goal of the three objectives is to deploy a visualized decision-
making support system and propose actionable energy-saving strategies for co-operating
plants to solve real-world problems.

2 Time Series Data Mining

Time series data are easily obtainable from scientific, financial, and industrial applica‐
tions, and given the deployment of numerous sensors and smart devices, the amount of
accumulated time series data continues to expand rapidly. By extension, the increased
generation and use of time series data have resulted in a great deal of research and
developments in big data mining. Each time series database consists of sequences of
values or events obtained over repeated measurements of time [2]. Time series data are
large, as well as numerical and continuous in nature, which require continuous updating.
Mörchen [3] has identified two chief research-related goals of time series analysis—to
identify patterns represented by the sequence of observations and to forecast future
values of time series data—both of which require the identification of patterns of time
series data to enable the interpretation and integration of patterns with other data.

Kitagawa (2010) [4] classified time series analysis into four categories: description,
modeling, prediction, and signal extraction. Sakurai et al. [5] have provided a compre‐
hensive overview of key topics of time series analysis: similarity search and pattern
discovery, linear modeling and summary, nonlinear modeling and forecasting, and the
extension of time series mining and tensor analysis. In our study, we focused on the
first. Popeangă [6] has proposed that energy production and consumption data recorded
over a period at fixed intervals is a classic time (i.e., chronological) series data-mining
problem. The entire process involves five steps: collecting data from various sources
(e.g., the Internet, text, databases, data warehouses, sensors, and smart devices);
conducting data filtering by eliminating errors or deploying a data warehouse to create
an extraction, transformation, and loading (ETL) process in advance; selecting key
attributes to be used in data mining for further analysis; detecting and analyzing new
knowledge; and visualizing, validating, and evaluating results. The challenge of elec‐
tricity consumption analysis is analyzing countless time series to find similar or regular
patterns and trends with a fast or even real-time response. Accordingly, time series data
mining techniques such as whole series clustering and classification, subsequent clus‐
tering and classification, time point clustering, anomaly detection, and motif discovery
can be adopted for electricity consumption analysis and energy management.

Since time series are high-dimensional data, they are time consuming for computing
and storage space cost. However, several techniques have been proposed that denote
time series data with reduced dimensionality. Well-known dimensionality reduction
techniques include discrete Fourier transformation [7], single value decomposition [8],
discrete wavelet transformation [9], PAA [1], SAX [10], and indexable piecewise linear
approximation [11]. We will adopt the intuitive method of PAA and discretized the PAA
representation of a time series into a symbolic representation method SAX algorithm.
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3 Time-Series Electricity Consumption Data Mining Framework

We collected energy consumption data and the corresponding product information of
two annealing furnaces in 2014. Figure 1 shows the proposed time series data mining
framework for electricity consumption analysis. The primary research questions were:

• What is a good attribute to identify the operational state of the machine?
• What is the best model to predict the operational states of machines (i.e., warm-up,

heat retention, and cooling)?

Databases

Manufacturing 
process related 

attributes

Streaming data 
from kilowatt-
hour meter, and 

annealing 
process

Extract-Transform-Load (ETL) Phase

Deploy the data 
warehouse

Energy consumption mining and analysis

Attributes (Features) selection 
from load profiles

Build prediction models

Visualization results for 
decision support 

Detect abnormal energy 
patterns and machine 

operational states by clusting

Revised the Model

 Dimension reduction and 
Index of time series data

Fig. 1. Time-series data mining framework for electricity consumption analysis in industry
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All tasks of analysis involved using the load profiles of the electricity consumption
of the targeted machine. For the proposed framework, we preliminarily deploy the data
warehousing framework to observe and analyze the load profiles of electricity consump‐
tion and the relationships among various attributes (e.g., electric power, temperature,
and product weight). Next, we select and confirm key attributes to identify the state of
the annealing furnace based on the results of analysis and consulted with domain experts.
We confirm that either the electric power or temperature information of the operating
machine can help to identify the entire machine operational process, which is 1,440 min
on average. We use the temperature information of the operating machine to identify
three states: warm-up, heat retention, and cooling.

We apply the PAA method to discretize streaming data into n segments with time‐
stamps in order to build the prediction model. We will refine the SAX algorithm, which
is a symbolic representation of time series for dimensionality reduction and indexing
with a lower-bounding distance measure to further extract subsequent patterns. It can
help the system to detect abnormal energy patterns and machine operational states by
symbolizing energy load profiles to make further energy-optimization decisions in real
time. We will apply an agglomerative hierarchical clustering approach to discriminate
normal and abnormal electric patterns—that is, to group the electric patterns for further
analytical and prediction tasks. We plan to next conduct a series of experiments to
construct a prediction model in order to identify their operational states (i.e., warm-up,
heat retention, and cooling), the target annealing furnace, and abnormal energy patterns.
We also included associated experiments of parameter selection of the PAA method in
our experiments.

Ultimately, the goal of our series of studies is to deploy a visualized decision support
system and propose actionable energy-saving strategies for co-operating iron and steel
plants to solve real-world problems. We present the entire framework for electricity
consumption analysis and detail some of the modules in the following sections.

4 Data Preprocessing and Data Warehousing Deployment

4.1 Data Preprocessing

Table 3 presents all of the attributes of the annealing furnaces related to electricity
consumption analysis in our research. We adopted a data mart to visualize and observe
the initial load profiles of electricity consumption. In general, data warehousing is
fundamental to business intelligence, and data collection, data management, and data
analysis techniques (e.g., data mart design with extraction, transformation, and loading
tools) can help business analytics use data intelligently. Accordingly, we deployed the
data warehousing framework to observe the load profiles of electricity consumption
(Fig. 2) and analyzed the relationships among various attributes (e.g., electric power,
temperature, and product weight. Figure 3 presents the fact table of our research. The
data warehousing platform had two chief goals: to analyze the load profiles of each
annealing process and to define annealing states based on the selected attributes of load
profiles.
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Fig. 2. Star schema of the data mart for EC Analysis
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Fig. 3. Load profiles of active power and temperature

Data warehousing helped us to confirm the load profiles of each annealing
process in order to preliminarily identify the normal or abnormal state of the
machines. We confirmed that either the electric active power or temperature infor‐
mation of the operating machine can help to identify the entire machine operational
process, which is 1,440 min on average. We used the data of annealing process from
April 1, 2014, to December 31, 2014 to train and construct the prediction model to
detect each machine’s state and condition.

After selecting the attributes that were useful for periodical data analysis, we
adopted the star schema to build the data mart (Fig. 2). The three dimension tables
are the machine information table, the product information table with time informa‐
tion with different granularity table, and a fact table that shows the load profiles of
current and temperature, among other things. Based on the analytical results of load
profile, we used the temperature information of the operating machine to identify
three states: warm-up, heat retention, and cooling. By extension, we could further
identify the normal or abnormal states of each annealing process. We show one load
profile of active power and temperature of one annealing furnace in Fig. 3 (Table 2).
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Table 2. Electricity consumption analysis related attributes

Attributes Data type
Logtime Date

yyyy/mm/dd hh:mm:ss
Current (I_avg) Numeric
Voltage (V_avg) Numeric
Active power (kW_tot), total active power (kWh_tot) Numeric
Reactive power (kvar_tot), total reactive power
(kvarh_tot)

Numeric

Apparent power (kVA_tot), total apparent power
(kVAh_tot)

Numeric

Power factor (PF_tot) Numeric
Temperature Numeric
Product weight Numeric

4.2 Time Series Representation for Constructing the Prediction Model

Time series representation. To represent time series data concisely and increase the
index and processing times, we mainly adopted PAA in order to extract the primary
features of time series data [1, 12].

We treated each annealing process as having streaming time series data that are divis‐
ible based on the differing granularity of time units, each of which is a feature point of the
data stream. Accordingly, an annealing process entails several feature points with time‐
stamps. Herein, we introduce two methods to extract feature points: a fixed interval method
as a baseline method and the PAA of a time series. For the fixed interval method, if the
length of the string was 1,000 and we aimed to extract 5 points, then we extracted the first,
250th, 500th, 750th, and 1000th points, in a method we dub the fixed feature point (FFP)
method. Figure 4 shows an example of the FFP representation curve. For PAA, we aver‐
aged the values of points in a fixed interval to represent a feature point (Fig. 5). PAA is a
non-data-adaptive representation model that transforms the time series into a different space
and has the same transformation parameters regardless of features of the data at hand [13].
Put differently, the transformation parameters are preset without consideration of the

Fig. 4. FFP method for feature point extraction (temperature)
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underlying data. We further adopted SAX after PAA to represent each feature point of the
load profile symbolically. Due to the constraints of space, we report the results of the FFP
method versus PAA for identifying states of the annealing process.

Fig. 5. PAA method for feature point extraction (temperature)

Feature frames of each annealing process. Based on the methods, we defined time
series data and related notations (Table 3). We denoted time series data of an attribute
i as S = (s1, s2,….sn), with the length of a time series in n and w as the dimensionality
of the space to index the time series data. Put differently, a time series of length n can
be represented in w dimensional space and each feature point by a feature frame of fix
length (i.e., n/w). For PAA, the result is S = (s1, s2,… , sw) – that is, w-dimensional space
by vector S. The ith feature point of S can be derived from Eq. (1).

si =
w

n

w

n
∗i

∑

j=
w

n
∗(i−1)+1

sj (1)

Table 3. Summary of notation used in PAA and SAX

Notations Definitions
Si A time series of length n, Si = (s1, s2,….sn)

w The dimensionality of the space, 1 ≤ w ≤ n
That is, the FFP or PAA segments representing a time series S

FF (feature frame) A feature frame composed by set of attributes
S A piecewise aggregate approximation of a time series
FP_A (feature point of
active power)

A time series of the active power of length w after dimension reduction,
FP_A = (fpa1, fpa2, …fpaw)

FP_T (feature point of
temperature)

A time series of temperature of length w after dimension reduction,
FP_T = (fpt1, fpt2, …fptw)

The attributes selected in a feature frame comprised all extracted points of active
power (FP_A) and the minimum, maximum, and average values of active power; all
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extracted points of temperature (FP_T) and the minimum, maximum, and average values
of temperature; and (3) the weight of raw material information. The feature frame in
Fig. 6 was the input of the training model. The specific notation, with a description of
each attribute set of the feature frame, appears in Table 4. Attributes derive from the
fact table shown in Fig. 2.

Fig. 6. An example of a feature frame as an input string for the prediction model

Table 4. Summary of the notation of the feature frame

Notations Definitions
PMin Minimum value of the active power of a state
PMax Maximum value of the active power of a state
PAvg Average value of the active power of a state
P_N Number of extracted dimensions in a state of the active power
TMin Minimum value of temperature of a state
TMax Maximum value of temperature of a state
TAvg Average value of temperature of a state
T_N Number of extracted dimensions in a state of temperature
PWeight Weight of materials for each operational process
PTime Duration of each state of the entire operational process

5 Experimental Design and Results

5.1 Experimental Setup

We next conducted a series of experiments to construct a prediction model in order to
identify operational states for the target annealing furnace. Notably, we discretized the
streaming data into n segments with timestamps to construct the model. Based on our
preliminary analytical results, we confirmed that either the electric power or temperature
information of the operating machine can help to identify a machine’s entire operational
process, which is 1,440 min on average. We then used the temperature information of
the operating machine to identify three states: warm-up, heat retention, and cooling. We
collected energy consumption data and corresponding product information of two
annealing furnaces from April 1, 2014, to December 31, 2014. Herein, we present the
experimental results for one furnace. We explain the results of the two primary sets of
experiments with the FFP method and PAA as feature extraction methods in what
follows.
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• Experiment 1 (FFP): The set of experiments included original stream data, data with
the normalization process, data with the extreme value removal process, data with
normalization, and the extreme value removal process—respectively, baseline_FFP,
standardization _FFP, extreme_FFP, and hybrid_FFP.

• Experimental 2 (PAA): The set of experiments included original stream data, data
with the normalization process, data with the extreme value removal process, data
with normalization, and the extreme value removal process—respectively, base‐
line_PAA, standardization _PAA, extreme_PAA, and hybrid_PAA.

The purpose of data standardization with z-score standardization is to remove outlier
data points and elucidate the relationship between a data point and the average value of all
data points. The z-score converts all indicators to a common scale with an average of 0 and
standard deviation of 1. The equation of the z-score method used appears in Eq. (2):

Normalized
(
e

i

)
=

e
i
− E

std(E)
(2)

in which ei represents the data points of the load profile, std(E) is the standard deviation of

the data points of the load profile, and E is the mean value of the data points.
The purpose of removing outlier values is to avoid excessive noise in the time series

data. We removed feature points outside twice the standard deviation of the average
value, E, of the target load profile. Ultimately, the hybrid method involved removing
outlier data points and adopting the z-score.

We adopted sequential minimal optimization, in which a multilayer perceptron
(MLP) is a feedforward artificial neural network model, and a radial basis function
(RBF). We tuned different learning rates to train the best MLP model and adopted five-
fold cross-validation to evaluate the root mean squared error (RMSE) of the prediction
results. The RMSE is the mean of the square of all errors, which is used to measure the
differences between values.

5.2 Experimental Results for Identifying Operational States

Tables 5 and 6 show the average results of the three data mining approaches (i.e., MLP,
radial basis function, and sequential minimal optimization) for the FFP method and PPA.
We discretized the time series data into w points and listed the results of each variation
method based on the FFP and PAA approaches. Note that when we set w to 50, for
example, we extracted 50 feature points to represent the entire load profile of the active
power.

Observation 1 (FFP). For the FFP approach, the worst method on average is stand‐
ardization_FPP. However, the hybrid_FFP can achieve the minimum RMSE in
comparison to the other three methods under various w value settings. By contrast,
hybrid_FFP and extreme_FPP have similar results under various w values, which indi‐
cates that we can help to remove the extreme value and then perform standardization.
Overall, the best results on average occurred when w was 100. It seems that a larger w
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value (i.e., more feature points) with the FPP method does not generate better results in
predicting states of machines.

Observation 2 (PAA). Like the FFP approach, the worst method for PAA is stand‐
ardization _PAA. extreme_PAA and hybrid_PAA can achieve the minimum RMSE in
comparison to the other two methods under various w values. Overall, the best results
on average were with w at 150. The FFP method seems insensitive to p-values; however,
more or fewer feature points does not yield better results in predicting states of machines.

Observation 3 (Comparison). Both dimension reduction approaches generated
similar results between the methods. For example, after conducting data standardization
without removing extreme values generated the worst results. When we compared the
method between the approaches, we observed that the FFP method is worse than PAA,
because the former is more sensitive to extract points in representing subsequent parts
of the data stream. As such, we adopted PAA to further symbolize processing by the
SAX algorithm and set w to 150 (i.e., 150 feature points to represent the entire data
stream).

Table 5. Prediction the operational state by FFP method in terms of RMSE

Method/w 50 100 150 200 250 300 350 Average
baseline_FFP 0.070 0.086 0.108 0.085 0.086 0.083 0.100 0.088
standardization _FFP 0.340 0.314 0.497 0.337 0.344 0.365 0.422 0.374
extreme_FFP 0.082 0.081 0.072 0.069 0.0703 0.078 0.072 0.075
hybrid_FFP 0.065 0.058 0.062 0.059 0.065 0.060 0.064 0.062
Average 0.139 0.135 0.185 0.137 0.142 0.146 0.165 0.150

Table 6. Prediction the operational state by PAA method in terms of RMSE

Method/w 50 100 150 200 250 300 350 Average
baseline_PAA 0.121 0.136 0.126 0.150 0.211 0.115 0.129 0.141
standardization _PAA 0.397 0.218 0.090 0.109 0.164 0.104 0.126 0.173
extreme_PAA 0.115 0.097 0.091 0.099 0.091 0.125 0.100 0.103
hybrid_PAA 0.083 0.123 0.127 0.119 0.117 0.107 0.172 0.121
Average 0.179 0.143 0.109 0.119 0.146 0.113 0.132 0.134

6 Conclusions and Future Works

We proposed a time series data mining and analytic framework for electricity consump‐
tion analysis in energy-intensive industries. We deployed a data warehouse frame‐
work to analyze the load profiles of each attribute in order to select key attributes for
further data mining tasks. We then compared the results of two dimension reduction
approaches with various data preprocessing methods to predict the state of the
annealing process of target furnaces. We preliminarily confirmed that PAA with data
outlier removal and data standardization processing can achieve slightly better results
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than the FFP approach. In the future, we will finalize all modules mentioned in the
framework and conduct a series of experiments to confirm the effectiveness of the
proposed framework and approaches to identify electricity patterns and machine
operational states in real time.
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