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Foreword

The 19th International Conference on Human–Computer Interaction, HCI International
2017, was held in Vancouver, Canada, during July 9–14, 2017. The event incorporated
the 15 conferences/thematic areas listed on the following page.

A total of 4,340 individuals from academia, research institutes, industry, and gov-
ernmental agencies from 70 countries submitted contributions, and 1,228 papers have
been included in the proceedings. These papers address the latest research and
development efforts and highlight the human aspects of design and use of computing
systems. The papers thoroughly cover the entire field of human–computer interaction,
addressing major advances in knowledge and effective use of computers in a variety of
application areas. The volumes constituting the full set of the conference proceedings
are listed on the following pages.

I would like to thank the program board chairs and the members of the program
boards of all thematic areas and affiliated conferences for their contribution to the
highest scientific quality and the overall success of the HCI International 2017
conference.

This conference would not have been possible without the continuous and unwa-
vering support and advice of the founder, Conference General Chair Emeritus and
Conference Scientific Advisor Prof. Gavriel Salvendy. For his outstanding efforts,
I would like to express my appreciation to the communications chair and editor of HCI
International News, Dr. Abbas Moallem.

April 2017 Constantine Stephanidis
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• 4th International Conference on Learning and Collaboration Technologies (LCT
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• Third International Conference on Human Aspects of IT for the Aged Population
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HCI International 2018

The 20th International Conference on Human–Computer Interaction, HCI International
2018, will be held jointly with the affiliated conferences in Las Vegas, NV, USA, at
Caesars Palace, July 15–20, 2018. It will cover a broad spectrum of themes related to
human–computer interaction, including theoretical issues, methods, tools, processes,
and case studies in HCI design, as well as novel interaction techniques, interfaces, and
applications. The proceedings will be published by Springer. More information is
available on the conference website: http://2018.hci.international/.

General Chair
Prof. Constantine Stephanidis
University of Crete and ICS-FORTH
Heraklion, Crete, Greece
E-mail: general_chair@hcii2018.org

http://2018.hci.international/ 

http://2018.hci.international/
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Abstract. In this paper, we review the development of the Advanced Nuclear
Interface Modeling Environment (ANIME). ANIME was developed over the
course of four years to support prototyping of distributed control system (DCS)
interfaces for the Human System Simulation Laboratory (HSSL), a full-scale
control room simulator at Idaho National Laboratory. Originally, ANIME
consisted of software code developed to facilitate formative design of replace‐
ment control systems for legacy control rooms at nuclear power plants. ANIME
was found to be an effective tool to test design concepts prior to formal system
specification and deployment. ANIME, which is based on Microsoft Windows
Presentation Foundation (WPF) libraries, allowed rapid application development
that could be evaluated using operator-in-the-loop studies in the HSSL. These
software tools for modernizing control room interfaces were also used to develop
the novel Computerized Operator Support System (COSS) interface, which
allows advanced prognostics and visualization. Over time, additional opportuni‐
ties led to the development of a more extensive library of tools, including support
for microworld simulation.

Keywords: Process control · Distributed control system · Control room ·
Microworld · Prototype

1 Introduction

In 2011, researchers at Idaho National Laboratory (INL) undertook a project to support
commercial nuclear utilities on control room modernization. This work was sponsored
by the U.S. Department of Energy’s Light Water Reactor Sustainability (LWRS)
Program. The then U.S. commercial fleet of nuclear power plants (NPPs), consisting of
105 reactors, was facing obsolescence issues in its main control rooms. NPPs are histor‐
ically licensed by the U.S. Nuclear Regulatory Commission for 40 years of operation,
after which the utility licensee must shut down if it has not applied for and received a
plant life extension. A byproduct of these original 40-year licenses was that the plants
had stockpiled suitable spare parts to allow the original control room design—with minor
modifications—to be maintained over this period of time. In the ensuing years, however,
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the dominant technology shifted from analog to digital. Other process control industries
outside the nuclear industry began the process of digitizing control rooms, and few
vendors now remain who build or service legacy analog technologies.1 The prospect of
life extensions brings the reality that the stockpiles of legacy instrumentation and control
(I&C) devices cannot feasibly be prolonged into the next generation of operation. More‐
over, despite the high reliability of analog I&C, the lack of vendors to maintain these
devices—let alone to build new replacements—will prove a considerable challenge
toward the long-term sustainability of legacy control rooms.

The LWRS Control Room Modernization project therefore sought to identify suit‐
able replacement technologies for legacy I&C. This research led in 2012 to the building
of the Human System Simulation Laboratory (HSSL; see Fig. 1), a full-scope and full-
scale research simulator consisting of plant training simulators paired with touchscreen,
glasstop mimics of analog control boards [1]. Since the HSSL provided a virtual repre‐
sentation of the main control room, it was not limited to a single plant, and it was possible
to reconfigure the simulator to represent a wide variety of the main control rooms of
NPPs in the U.S. At the time of the writing of this paper, the HSSL includes six plant
models for boiling and pressurized water reactors by vendors such as General Electric,
Westinghouse, and Combustion Engineering.

Fig. 1. The human system simulation laboratory at Idaho national laboratory.

A key element of the reconfigurability of the HSSL is the ability not only to switch
between different plants but also to develop and evaluate replacement technologies for
analog I&C on the control boards [2]. In some cases, the replacement technology is
simply like-for-like technology—such as replacing an analog gauge with an equivalent
digital meter. Such upgrades may be seen as extending the life of the control boards, but
they do not represent significant modernization, which involves redesigning the layout
and functionality of the boards to reflect the capabilities of digital control systems. The
standard of modern control systems is the distributed control system (DCS), which

1 Analog is a term used broadly here to denote a physical control or indicator that is directly
wired to a physical system or sensor. In practice, the system may be electric, pneumatic,
hydraulic, or mechanical. Many legacy plants now feature a data bus that intercepts analog
signals and digitizes them for the plant computer and plant data historian. These digital piggy‐
backs do not affect the primary analog signal used to control or monitor the plant systems.
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features one or more displays with embedded indicator values and soft controls. An
emerging upgrade scenario for NPPs features the addition of DCS displays on the control
boards. The upgrades are typically accomplished system by system, resulting in hybrid
legacy-new, analog-digital control boards. DCS displays are mounted to the boards and
surrounded by legacy analog I&C. Although the term hybrid might in some contexts be
seen as pejorative or incomplete, it represents a realistic, systematic way to upgrade the
plant systems during regular refueling outages without requiring extensive plant down‐
time simply to modify the main control room.

A DCS platform represents a complex software development environment. In many
cases, the DCS foregoes ease of development and software industry-standard rapid
application and agile development processes in order to meet stringent quality assurance
requirements. Additionally, a DCS introduces added complexity to the training simu‐
lator. The DCS must either be emulated within or interfaced to the simulator as a stand‐
alone system. Certain functionality required in simulators, such as the ability to freeze
the system for crew debriefs, is not necessarily present in a system designed for real-
time plant operations in which a freeze function is not a possibility.

In order to address these two shortcomings common to many DCS platforms—the
slow development cycle and the complexity of interfacing with the simulator—INL
researchers teamed with researchers from University of Idaho in 2012 to develop a
simplified prototyping environment for DCS design. This project, which has come to be
called Advanced Nuclear Interface Modeling Environment (ANIME), began as a small
piece of code written in the C# programming environment. ANIME began as a mimic
of a DCS by serving as a human-computer interface (HCI) skin on the simulator [3]. By
recasting existing I&C objects from the simulator glasstop displays as DCS elements in
a picture-in-picture display on the HSSL bays, it was possible to imitate DCS function‐
ality without actually implementing the DCS.

ANIME quickly became a prototyping tool for testing modernized hybrid control
boards. Using the DCS-like functionality, it was possible to evaluate early design
concepts for control boards using operator-in-the-loop studies. Licensed reactor opera‐
tors from commercial NPPs in the U.S. traveled to the HSSL, where they benchmarked
legacy board configurations with analog I&C against modernized design concepts [4].
In this manner, it was possible to test the HCI formatively—early in the design of a
modernization—long before the DCS was finalized. It was possible to determine design
issues prior to implementation—a good case study for user centered design principles.
The basic prototypes of ANIME served to develop key usability evaluation concepts
like As Low As Reasonable Assessment (ALARA) [5] and the overall usability method
known as the Guideline for Operational Nuclear Usability and Knowledge Elicitation
(GONUKE) [6]. From this initial implementation as DCS-like prototypes and operator-
in-the-loop studies, additional features and functions have been added to the ANIME
library of prototyping code. These features are described in the remainder of this paper.
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2 Current ANIME Implementation

ANIME is based on Windows Presentation Foundation (WPF), a platform for creating
user interfaces in Microsoft Windows [7]. WPF integrates disparate aspects of the inter‐
face, from multimedia to on-screen graphical objects. By allowing the development of
user interface content as a type of skin or style sheet, it becomes possible to harmonize
the interface. For example, it is possible to change common visual attributes of graphical
objects, thus creating a customizable look and feel for the interface. WPF may be
accessed from multiple means as part of the .NET library in Microsoft Windows. In the
implementation of ANIME, it serves as a library of common and advanced indicators
and controls featured in a DCS. ANIME currently consists of multiple parts, including:

• Prebuilt WPF libraries and C# sample code of common components that are featured
in a DCS. For example, valve components come predefined with a look and feel
suitable to the DCS and with functionality for interfacing with a software simulator.
It is possible to change the parameters of the WPF library to change the look and feel
of the DCS. For example, it is possible to change the appearance of the user interface
from a Westinghouse Ovation to a Honeywell Experion DCS with minimal parameter
adjustment. The components also feature predefined behaviors, e.g., a valve may
draw its status from a value in the linked simulator database, and it may feature control
action behavior such as open and close that map their state back to the simulator
database and effectively change the state of that component.

• Prebuilt WPF libraries of advanced visualization and human factors design concepts.
For example, there are advanced features for trending and alarms, including proper‐
ties to highlight components in displays to represent alarm states.

• Prebuilt libraries for interfacing with full-scope simulators from GSE Systems,
Western Services Corporation, and L3 MAPPS. These libraries are available as
standard protocol libraries (e.g., OLE for Process Control) and as .NET custom
advanced programming interfaces (APIs). These libraries also allow interfacing with
additional DCS platforms.

• Prebuilt libraries to allow limited remote access via a custom virtual private network
(VPN) interface. These libraries allow remote, secure access between simulator plat‐
forms and external systems. The VPN acts as a codec for communicating between
two disparate systems, which may be locally or remotely linked. The codec ensures
only predefined information may pass between systems.

• Prebuilt libraries of simplified process modules suitable for microworld implemen‐
tation. An example is the COSSplay system described in Sect. 3.3 below, in which
ANIME is put into a standalone program without connections to a larger simulator.
COSSplay is, among other applications, used for evaluating first-of-a-kind control
room interfaces using student operators.
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3 Current ANIME Applications

3.1 Background

In the four years since its conception, ANIME has been applied to a number of appli‐
cations, ranging from prototypes of conventional and advanced DCS prototypes to
standalone process control systems for psychological research. Three of these applica‐
tions are described below.

3.2 Prototypes for Commercial Distributed Control Systems

ANIME has been used to support control room modernization efforts at existing NPPs
by mimicking the functionality of commercial DCS platforms [8]. To use a genericized
example, an electric utility decided it would upgrade its NPP main control room in a
stepwise fashion, focusing first on systems where it would see improvement in electricity
production or decreased maintenance costs due to aging components. The utility
reviewed plant systems and created a modernization plan by which it would gradually
upgrade systems and their corresponding footprint on the control boards system by
system. The utility decided that it would purchase a digital turbine control system (TCS)
from a DCS vendor. The DCS vendor prepared a detailed product specification and
provided an HCI style guide to indicate the look and feel of the interface. The TCS
specification covered all essential control functions such as latch, speed control, and
load control; operational overviews like general turbine overviews, valve and trip tests,
and diagnostics; required bypass functions; and system maintenance.

Fig. 2. An example of the legacy control boards (left) and an upgraded TCS (right).
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Using the HCI style guide, previously developed TCS DCS screenshots, and the
specification, the ANIME development team created DCS screen mockups that matched
the TCS. These mockups were then overlaid on the existing glasstop control boards
using the Microsoft Windows topmost picture-on-picture functionality, hiding the
existing analog TCS. The net result was a mimic of an LCD touchscreen placed on the
control boards (see Fig. 2).

The prototype indicators and controls in ANIME were paired to their equivalent
components in the simulator, thus keeping the existing TCS model intact on the simu‐
lator. Where there was new functionality added, C# code was incorporated in ANIME
to bridge the simulator TCS control logic with the proposed digital TCS. Thus, new code
was developed only where essential to model new functionality, but the underlying
simulator model was not modified. The focus on difference modeling ensured rapid
development times and a high level of prototype functionality without the need for plant
model redevelopment. In this manner, the prototype TCS could be developed substan‐
tially faster than the actual DCS, because the prototype TCS did not need to create new
control logic nor meet stringent quality assurance requirements that would be required
of the actual DCS.

The ANIME-based prototype was tested through a series of scenarios representative
of TCS use. Licensed reactor operators were brought into the HSSL for operator-in-the-
loop evaluation. The testing followed an early stage evaluation [9], thereby allowing
operators to get hands-on experience with a close approximation of the proposed TCS
and provide feedback to the design and functionality of the TCS early in the design stage.
Initial skepticism by the TCS vendor of the value of a third-party prototype that
mimicked the TCS was replaced by appreciation that issues in the design of the TCS
were identified and corrected long before deployment, thereby preventing costly reworks
of the TCS.

TCS prototypes have been developed for five different plants that mimic two
commercial DCS platforms. Additional systems like chemical and volume control have
also been developed into DCS prototypes [10]. The same method has been used for early
digital to modern digital upgrades in the form of plant process computer displays.

3.3 Computerized Operator Support System

INL and University of Idaho researchers worked with researchers from Argonne
National Laboratory to develop the Computerized Operator Support System (COSS)
[11]. The premise of COSS is twofold:

• To provide a prognostics system for fault detection to assist operators, and
• To provide a unified HCI for advanced DCS concepts.

In this configuration, COSS consists of an ANIME-based multifunction DCS [12]
coupled with the standalone PRO-AID (formerly PRODIAG) intelligent fault detection
system [13]. PRO-AID achieves fault detection by monitoring key parameters like pres‐
sure, flow rate, and temperature for changes that may be anomalous. The monitoring
approach is generalized—not concerned with the physical type of measurement. Rather,
when detected, faults are mapped on a system or component specific basis. When faults
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are identified, e.g., there is a descending value corresponding to a slow leak, PRO-AID
passes that fault to ANIME for operator notification. The power of PRO-AID is its ability
to pick up a wide range of anomalies and to detect faults prior to them triggering setpoint
alarms. Setpoint alarms typically occur when the fault impacts the ability of the system
to function properly. In contrast, PRO-AID detected anomalies may serve as early
warning, allowing operators to mitigate the fault without loss of critical systems or
components.

In terms of the HCI of COSS, while the idea of software assistants for operators is
not novel, the combination of multiple assistants within a single DCS represents a unique
application. COSS features an interactive piping and instrumentation diagram (PID)
view; a computer based procedure system; a fault highlighting method; trend and priori‐
tized alarms; a notification engine; and the PRO-AID prognostics fault detection engine
(see Fig. 3). A few of these features are worth noting, because they individually represent
state-of-the-art practice in DCS development.

Fig. 3. COSS displaying fault highlight (green), computer based procedure system (light grey),
and alarm system (red and yellow). (Color figure online)

The computer-based procedure system, for example, might be considered a Type 4
system. IEEE-1786, IEEE Guide for Human Factors Applications of Computerized
Operating Procedure Systems (COPS) at Nuclear Power Generating Stations and Other
Nuclear Facilities [14], distinguishes three types of computer-based procedures: Type
1 procedures feature digital views of the text of the procedures, Type 2 procedures
additionally incorporate embedded indicators, and Type 3 procedures further allow soft
controls directly from the procedure. The ANIME implementation of computer-based
procedures in COSS includes Type 3 functionality. In addition, it allows the automation
of procedure execution, minimizing the interactions required by the operator to control
that system. We propose that this functionality represents a Type 4 computer-based
procedure, an additional layer of functionality beyond the three categories in IEEE-1786.

The alarm display is also worth noting. There are three alarm cues represented on
the displays. The primary alarm indicator is modeled dimensionally on the annunciator
tiles found in conventional control rooms. Within the same footprint, the alarm provides
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not just a binary status but also a trend display, the boundary conditions for alarm entry,
a color-coded prioritized alarm scheme, and information on sensor parity, in case there
is a drift in one or more sensor values. A secondary cue is embedded in the PID, in which
alarmed components are imbued with a shadowed outline. This outline—colloquially
known as the green aura—highlights affected systems. Finally, when appropriate, the
PRO-AID notification will appear in the faceplate area within COSS. This notification
will direct the operator’s attention to the fault, cause, and solution, along with a shot
clock to count down until the required point of action, e.g., if there’s a slow leak, this
might indicate the point at which the leak causes a fault.

COSS has been developed with an eye toward optimizing the HCI elements. Using
feedback and performance measures obtained from operator-in-the-loop studies, the
ANIME graphical front end of COSS has evolved the presentation of information.
Below, we present three cases where the design of the HCI has been improved through
iterative evaluation using operators:

• Initial efforts at representing the PID centered on simplified views, but operator
feedback revealed a distinct preference for greater detail, resulting in more complex
views. While a preference for more complex graphics may seem counterintuitive to
the philosophy of design simplicity, the ability of experts to use complex represen‐
tations to achieve situational overviews is an important finding.

• Another example of the evolution of the COSS HCI involves the number of displays
used to represent the information. COSS was initially designed to fit on a single
display embedded on the control boards. This design philosophy represented a dash‐
board view, with all functions of the system integrated into a single viewing area.
More recent implementations have seen the shift to multiple displays, with a wider
dispersal of information across the control boards. This allows a harmonized system
replacement while also allowing greater detail for each function. For example, a
dedicated alarm display ensures that a greater number of systems can be included in
the COSS alarm system.

• Finally, early versions of the COSS HCI relied heavily on the dullscreen design philos‐
ophy to minimize color as much as possible [15]. While dullscreen is maintained in
newer versions of COSS, the allowable items that are deemed important enough to
colorize have been increased. Original designs tended to use color only for alarm states.
Recent iterations have also included color for a broader spectrum of meaningful infor‐
mation. Valve positions, e.g., open vs. closed, were previously depicted in mono‐
chrome. However, the salience of such indicators across the control room was small.
By adding color to indicate the valve position, it is considerably easier for operators to
determine this key status at a glance, even across the control room.

3.4 COSSplay

The previously described implementations of ANIME consist of WPF code as a front
end paired with an underlying full-scope simulator. The same HCI approach can also
be applied equally well without the underlying simulator. When a simplified process
control model is used instead of the full-scope simulator, the resulting environment is
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knows as a microworld [16]. Because the microworld adaptation of ANIME was first
used to evaluate new features of COSS, the microworlds within ANIME have broadly
been called COSSplay [17]. COSSplay is word play on cosplay, the popular activity of
dressing in costumes after popular anime, video game, and comic book characters.
However, because microworlds are a form of simulation much like a video game, the
idea of gamification also playfully permeates COSSplay.

A chief advantage of this microworld approach is that the process control can be
simplified considerably. This approach allows testing of HCI concepts without the
confounds of a highly complex and disparate control interface for multiple systems. The
simplified nature of the COSSplay control system therefore allows evaluation of very
specific aspects of the HCI.

Additionally, because the microworld represents a simplified interface, it is possible
to train and test non-professional operators, thereby enabling studies with larger sample
sizes than would be possible with actual control room operators. For many plants, for
example, there are fewer than 30 total operators—a number that is unachievable in most
studies and yet is a necessity in many experimental designs to achieve sufficient statis‐
tical power for significance testing. By using less experienced operators—even students
—it becomes possible to draw strong inferences about study findings. Of course, there
are limits to the external validity or generalizability of some studies using this approach.
Reactor operators using conventional analog control systems may actually exhibit much
of the functionality of the system as a mental model, since no operational model exists
independent of manual control [18]. Still, many facets of the HCI are generalizable even
with different test participants from the target population. For example, perceptual char‐
acteristics will remain largely invariant across levels of operator expertise, such that the
microworld may prove an ideal place to test the visual salience of particular interface
elements. The microworld may also be used as pilot testing or screening for features
that are later evaluated with actual professional operators.

A final advantage of microworlds is that no high fidelity simulation is required. Many
industries do not have the full-scope simulators commonly employed in nuclear power,
or many novel systems have not yet been fully modeled and deployed as simulation
codes. In the absence of such robust simulators, it is quite possible to use the microworld
as a low fidelity prototyping engine to drive dynamic mockups of planned systems. The
microworld is an ideal early stage prototyping tool for enlisting operator-in-the-loop
feedback in interfacing with an emerging DCS.

A good example of the uses of COSSplay is the recent work to develop a microworld
simulator (see Fig. 4) to evaluate a novel method of assessing situation awareness [19].
By embedding animated visual markers in a gamified NPP HCI, it is possible to compare
visual attention to eye tracking. The disadvantage of eye tracking is that the analysis can
be laborious, while some eye trackers may require frequent recalibration for accurate
data collection. By testing student operators’ ability to detect moving visual markers in
areas of interest that feature key parameters, it is possible to duplicate functionally much
of the data that are collected by eye tracking yet in a more robust and less laborious
manner. ANIME libraries were used to create the simplified process control. Addition‐
ally, new basic elements including control logic models of particular systems were added
to the ANIME library in the process. The graphical functions for displaying the visual
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markers were also built in WPF and have now become part of the ANIME library. The
study illustrates that the ANIME library is extensible—adding new visual elements or
underlying functions as required and thereby expanding the code library.

Fig. 4. A simplified nuclear power plant microworld interface developed in ANIME.

4 Planned ANIME Applications

Although ANIME already represents a mature product for DCS prototype development,
there remain important research and deployment activities ahead. These include:

• Advanced HCI development. Currently, the features of ANIME are linked to common
DCS functionality. While the transition from analog to digital control rooms is revolu‐
tionary within the nuclear industry, there remains opportunity to improve the state of the
art for process control. RevealFlow [20], a design philosophy that centers not on current
status but change in status—from trend data to predictive displays—remains a prom‐
ising expansion of ANIME, both in terms of novel ways of graphically representing
control information and incorporation of intelligent controls.

• Advanced control system platform. Currently, ANIME is being integrated into a suite
of tools that can be used for prototype development and evaluation in process control,
particularly as experimental control software. There exists a need for software
between research tools like LabView and full-blown DCS applications. As national
scientific user facilities such as experimental reactors increasingly become a reality
at the U.S. national laboratories, it is crucial to have software that is capable of
meeting experimental rigor, human factors standards, and extensive security require‐
ments. ANIME is positioned as a tool to be made more widely available to support
such user research communities.

• Risk monitoring and modeling. Features in COSS hint at new directions that are
possible with ANIME to support risk. In particular, the PRO-AID prognostics system
offers a template for how a DCS may be used to monitor critical parameters and detect
faults. Additionally, the computer-based procedure system affords the opportunity to
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model human actions in the face of a full plant model. Current efforts in computation-
based human reliability analysis like the Human Unimodel for Nuclear Technology
to Enhance Reliability (HUNTER) [21] create a virtual plant operator that interfaces
with thermo-hydraulic (TH) models. These TH models are often simplified versions
of plants and may not represent the full spectrum of plant behavior, especially the
interactions of redundant safety systems. To allow a more realistic risk model of
emergent plant performance, it is necessary to enlist high fidelity models such as full-
scope simulators. ANIME can serve as a scheduling tool for Monte Carlo simulation
of possible outcomes in response to a variety of operator performance. This interface
may also be represented as a look-ahead real-time monitoring system to assist oper‐
ator decision-making in the face of plant upsets [22].

Table 1 identifies current and future solutions in the ANIME toolset. This table is
not exhaustive, but it positions ANIME as a tool that may be used immediately to proto‐
type new HCI and DCS concepts for control rooms, to a point in the future when it may
help realize and implement these concepts as a production DCS system. ANIME began
out of necessity to prototype conventional DCS interfaces and has evolved to be a tool
for advanced HCI. As ANIME continues to evolve, it is anticipated that it may very well
find equally useful application outside the control room.

Table 1. Current and proposed applications of ANIME.

Current applications Potential applications
Low fidelity simulation Microworld Microworld design mockups
High fidelity simulation DCS prototype Intelligent and advanced HCI

systems (e.g., Risk Monitors)
Deployment Experimental prototyping

environment
Distributed control system for
process control
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Abstract. How can different types of emails be perceived by readers as different
leadership styles? Is email content understood as a part of leadership? How can
emails develop or destroy the e-leadership? This research tries to answer these
questions. It studies the influence on what work and their involvement in their job
represents for employees through the different kinds of e-communications used
by supervisors. Three scenarios that represent three different kinds of e-commu‐
nications sent by email from a direct supervisor were designed to relate to Trans‐
formational, Transactional and Laissez-Faire leadership styles. A questionnaire
measuring (a) motivation to succeed on a project, (b) emotional commitment to
superior, (c) perceived performance and (d) perceived interpersonal justice were
associated with the three scenarios. Scenarios and questionnaires were submitted
to 51 employees. They had to put in the state of mind of the employee who receives
the three kinds of e-communication, then they had to answer the questionnaire.
The results show that there are real differences in the perception of leadership.
Emails sketching characteristics of transactional and transformational leaderships
had significantly higher scores than emails drawing on a “Laissez-faire” type
leadership; i.e. (a) motivation to achieve and succeed in a project, (b) emotional
commitment, (c) perceived performance of the employee, and (d) perceived inter‐
personal justice become higher when the emails seem to be more related to trans‐
actional and transformational e-leaderships. Hence, this paper underlines the
important effect of leaders’ e-communication on the subordinates’ perceptions
about their own work through the measurement of perceived performance and
motivation, but also their hierarchical relationship through their perceived inter‐
personal justice and their emotional commitment.

Keywords: e-leadership · Organizational communication · Email work’s
perceptions · Hierarchical relationship

1 Introduction

More than one hundred billion business emails are sent each day! How are they perceived
by employees, including those written by managers, asking them to work within the
constraints of time, quality, money, market, and customers…? Several studies have
highlighted the importance of electronic communications in managing emotions at work
and the psychosocial risks attached [19]. They have sought to characterize such emails
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[7], to define the effects of dispersion and confusion on users [8], to regulate the uses of
emails [18] or to understand the intensive uses of emails by managers. But few studies
have apprehended emails in the form of hierarchical communications to measure the
effects of emails on the perception of leadership by employees.

Nowadays, some employees receive only emails from their managers, without
having face-to-face contact with them. The aim of this paper is to sum up a research on
the influence of emails written by supervisors on the representations that employees
have for their work, their involvement and their leader: How and why emails develop
or destroy e-leadership?

2 Theoretical Background

Professional communication plays a central role in leadership efficiency as well as
promoting a good working environment when it is of good quality as it motivates and
engages employee commitment. An essential aspect of the quality of the supervisor’s
communication is the information content conveyed [4, 5]. The language used by the
supervisors when communicating with subordinates will guide their performance [15].
Bad communication from the supervisors will lead to employees misunderstanding the
goals required by the organization. With time it will result in lower performance levels.
However, when leaders give clearly indicated goals, in a motivating, enthusiastic
language with an appropriate choice of words this could result in increased performance.
This is what this article seeks to illustrate.

2.1 The Different Types of Leadership Styles

There are many different approaches to studying leadership. We will focus on three
leadership styles which have been frequently studied over the last few years [15, 26].

Transformational Leadership. It encourages employees to become committed
members of their work group and to devote themselves to the company’s success. Four
dimensions have been related to this leadership style [10]:

• Idealized influence which refers to the ability of the leader to motivate employees
through his/her charisma, making him a role model;

• Inspirational motivation, the ability of the leader to inspire the employees with a
sense of challenge.

• Intellectual stimulation which consists in the leader’s ability to boost his/her
employees to be innovative and creative in their projects and to challenge their routine
work practices.

• Finally, individualized consideration which relates to the attention given to each
employee by the leader enabling employees’ self-fulfillment.

Transactional Leadership. Here the action to motivate is concentrated more on the
individual’s interest than on collective interest. Rewards or punishments will depend on
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the achievement or not of goals targeted. Three dimensions are often related to this type
of leadership [10]:

• Contingent reward is the ability to set goals to be reached and then reward the
employee according to goal achievement [17];

• Active management by exception where the manager supervises the employee’s work
and corrects it to keep it in line with the company’s targeted aims.

• Passive management by exception, here the leader intervenes when standards are not
met.

Laissez Faire Leadership. Here professional conduct has only one dimension, i.e. the
absence of leadership behaviour. The leader abdicates responsibilities and avoids
making decisions.

In short, leadership can be understood through 8 dimensions (4 for transformational,
3 for transactional and 1 for laissez-faire). The 8 leadership dimensions have been
reduced to 6 in the “Full range leadership theory” [1]. Inspirational motivation and
idealized influence are grouped under ‘charisma’ and passive management by exception
and laissez-faire are grouped under ‘passive avoidant’ (Table 1).

Table 1. Dimensions of the “Full range leadership theory”.

Leadership Transformational Transactional Laissez-faire
Full range
leadership theory
(reduced from 8
to 6 dimensions)

− Charisma (idealized
influence + inspirational
motivation)
− Intellectual stimulation
− Individual consideration

− Contingent reward
− Active management
by exception
Passive avoidant (passive management by
exception + not invested in relations)

2.2 Leadership and Electronic Communication

Few studies have focused on leaders’ electronic communication. Initial research studies
have indicated a positive link between the transformational leader and communication
skills, hence revealing the relationship between styles of leadership and communication.
More recently, an important link has been shown between communication and certain
types of leadership [24] highlighting the fact that the type of leadership style practiced
would produce a particular style of communication.

2.3 The Effect of Different Leadership Styles on Work

Lots of effects of leadership are well known. Leadership styles influence employee
performances and results, but also how employees perceive their work. Illustrating this,
transformational leadership is a good predictor of job satisfaction whereas transactional
leadership is a good predictor of job performance [10]. But what about the leadership
which is expressed through emails? When receiving an email what does the employee
perceive about the leadership of his/her supervisor? Is he/she motivated by it or not? Do
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they think that their leader’s reaction is fair or unfair? Does the email encourage them
to commit themselves to their company’s goals or remain indifferent?

In order to understand these questions, we must broaden our understanding of the
dimensions related to leadership, also taking into account: motivation, perceived
performance, emotional commitment to superiors and perceived interactional justice.

• Motivation represents the energy of our behaviors. It describes the inner and outer
forces which produce the spark, the direction, the intensity and persistence of
behavior. There is an undeniably positive link between transformational leadership
and motivation in the workplace [10]. Employees who work with a transformational
leader have better job satisfaction and are more motivated to achieve better perform‐
ance in their work [3]. Transformational leadership is able to motivate its employees
to achieve better performance [11]. Transactional leadership can bring about greater
employee motivation. [25] Both transformational and transactional leaderships seem
to increase motivation through interaction with their co-workers.

• Perceived performance is a good indicator of the effective performance of employees
[14, 16]. For the company it relates to the total value of behaviors carried out by one
person at a given period. Several meta-analyses [9, 10, 22] have found an important
positive link between transformational and transactional leadership styles, and
different indicators of objective and subjective performance, whereas the laissez-faire
leadership style is negatively correlated with these indicators.

• Emotional commitment corresponds to a sort of emotional force which connects a
person to a process of professional action [2, 13]. Emotional commitment reflects a
person’s attachment to his/her company. It is both a good indicator of job satisfaction,
but also a predictor of an intention to leave a company [23].

• Organizational justice [12] renders the person’s reaction to decisions made about
them by the organization as well as the procedures used to make these decisions.
Perceived justice has a positive effect on commitment and job satisfaction within the
organization. Perceived justice is also a predictor of the quality of the relationship
between the leader and his/her employee, particularly of interactional justice.

For these four variables, the laissez-faire leadership style has not been widely
researched upon, namely because it is a style of leadership where the leader’s role is
avoided and is passive. Subsequently, communication means being poor, we expect a
negative impact on the employee’s representation of work.

3 Problem and Method

Many studies have investigated the impact of the amount of emails on work intensifi‐
cation and its effects. However, very few studies have focused on the impact of the
content of supervisors’ emails on the representations of employees. None has sought to
experimentally measure the impact of e-leadership types on the perceptions that
employees have of their work and their relationship to the supervisor. In this research,
we aim to evaluate the effects of three e-leadership forms (Transformational, Transac‐
tional and Laissez-Faire leaderships).

How Can Emails from Different Types of Leaders Influence Employees? 19



3.1 Problem and Hypothesis

Our main problem is to understand, on the one hand, if the different types of leadership
are identified in the emails and on the other if the four variables measured in this study,
i.e. – motivation, perceived performance, emotional commitment, and perceived justice,
vary significantly according to the type of email received.

Our main assumption is therefore: the difference in leader’s emails leads to signifi‐
cantly different results in employees’ perception of work. More specifically, we postu‐
late that receiving a transformational style email will lead to scores for “Perceived inter‐
personal justice”, “Perceived performance”, “Perceived emotional commitment” and
“Motivation to succeed in a project” being higher than scores for emails received with
a transactional leadership type, the latter getting a higher score than an email with a
“laissez-faire” leadership type.

As a consequence, we postulate that the “Laissez-faire” type leadership results in
much lower scores than the transactional and transformational types of communication
on the four variables studied.

3.2 Method

Building the Scenarios and Defining the Instructions. 51 employees were faced with
three types of email using expressions extracted from professional emails of 5 employees
over three months.

The instructions for the experiment were the following: ‘You have to deal with Mr.
Smith’s case. Whatever the content of this file, put yourself in the situation in which you
receive emails of type “A, B and C from your superior in the firm’s hierarchy asking
you to carry out your work… Read these emails carefully, putting yourself in the state
of mind of an employee who receives them” (Table 2).

These three types of emails were divided into four parts: an informative part; a
complaint by the customer reported by the superior; monitoring of the work carried out,
an email at the end of the task and congratulations. However, there are also differences:

• Email A renders a weak leadership of the ‘laisser-faire’ type. The sentence “I am not
concerned” is an example of avoidance of the role of leader.

• Email B includes sentences such as: “I’d like you to take up the challenge” in order
to reflect the inspirational motivation dimension. Or the sentence “If ever you find a
new angle, don’t hesitate to submit it to me” reflects intellectual stimulation. Finally,
the sentence “I’m always available in case of a problem” reflects both individual
consideration and the personal sacrifice which a charismatic leader will always be
prepared to make.

• Email C is based on the principles of transactional leadership. For example, the
sentences “I’d like you to sort this out to avoid any repercussions on the company’s
image”; “We’ll have to meet our deadline soon” reflects active management by
exception, the sentences “You have achieved the goal expected for this file, I’ll keep
this in mind”; “I’ll take your performance on this file into account” reflects contingent
reward.
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Table 2. Descriptions and contents of the emails.

Email A “Laisser-faire” Email B ‘transformational’ Email C “transactional”
Hello, Please find attached Mr.
Smith’s file which is a
sensitive one. I have been
instructed to give it to you to
handle

Hello, Please find attached Mr.
Smith’s file which is a
sensitive one. I know it’s a
tricky file and will be
challenging for you, but I
know that you are capable of
dealing with it. You can work
on it with John, try a new
approach and don’t hesitate to
contact me if you have any
problems, I’ll be available

Hello, Please find attached Mr.
Smith’s file which is the
sensitive one we talked about
and which I think you can
handle. Try to get it sorted
rapidly, I’ll take your
performance on this file into
account during assessment

Then the following day a new email, with usual polite forms, and the following elements:
I have received a complaint
from Mr. Smith about you. I
am not concerned so I’m
sending it to you to deal with

I have received a complaint
from Mr. Smith. According to
him the solutions offered are
not satisfactory. I know he’s a
difficult customer but I’d like
you to take up the challenge. I
know you are capable of
convincing him and sorting
things out. Let me know how
things go

I have received a complaint
from Mr. Smith. According to
him the solutions offered are
not satisfactory. I’d like you to
sort this out to avoid any
repercussions on the
company’s image

The day after a new email with usual polite forms and the following elements:
I have received your reminders
on the Smith file, I’ll send you
my conclusions later

For the Smith file, if you find a
new angle don’t hesitate to
submit it to me, I’d like to see
your report soon

I’m expecting your report on
the Smith file. Our deadlines
will have to be met soon

Finally, a new email with usual polite forms and the following elements:
Thank you for dealing with the
Smith file. Good Day

I’d like to congratulate you on
the Smith file, the customer is
delighted you’ve done a great
job with the team! Good Day

You have achieved the goal
expected for the Smith file.
Congratulations. I won’t
forget, I will keep it in mind.
Good Day

Characteristics of the Sample. The final sample was made up of 51 people (27/51
men and 24/51 women) executives (21/51) employees (30/51). The average age was
33 years old and varied between 20 and 57 years old. The average time spent on
messaging for their job is approximately four hours a day. The employees receive an
average of 20.6 emails every day in their job, of which 4.6 emails come from their
superior. 62.7% of the people in the sample live with partners and 37.3% are single.
Finally, their professional experience averaged at around 9.8 years.

Procedure and Measures. In this study, four variables particularly interest us:
emotional commitment to the supervisor, employee’s perceived performance, motiva‐
tion to succeed in the project entrusted and employee’s perceived interpersonal justice.
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These four measures were evaluated in the questionnaire with items taken from several
scales.

• Emotional commitment to the supervisor: 6 items from Vandenberghe [23]. The
items from the initial research were not changed. Here is an example of an item: “I
admire my supervisor”.

• Perceived performance: 3 items from Sanchez, Truxillo and Bauer [20]. The initial
items were changed in order to adapt them to our questionnaire, for example: “I think
I have passed the test I have just taken” was changed to “I think I have succeeded in
the project assigned to me”.

• Motivation to succeed in the project: 7 items from Sanchez, Truxillo and Bauer [20].
The initial items were changed in order to adapt them to our study for example, the
item: “If I concentrate and work hard I can get a high score” was changed to “If I
concentrate and work hard on this file I can successfully deal with it”.

• Perceived interpersonal justice: 4 items, Colquitt [6]. The items from the initial study
were not changed. Here’s an example of an item: “My superior treats me with
dignity”.

4 Results

How did the 51 people respond to the scales – Emotional commitment to supervisor;
Perceived performance; Motivation to succeed in the project; Perceived interpersonal
justice – according to the emails they were reading? What do their answers teach us?

Our main assumption is that different emails generate a significant difference in the
psychological impacts on the scores of the variables studied. To this end, a variance
analysis with repeated measures was carried out between the different types of commu‐
nication and each dimension of the questionnaire. Table 3 indicates the averages of the
scores obtained for each type of communication according to the four variables.

Table 3. Score averages for each scale according to the type of communication.

Types of emails
received

Perceived
interpersonal
justice

Perceived
performance

Perceived
emotional
commitment

Motivation to
succeed in the
project

A-Laisser-faire 1,70 1,46 0,78 1,32
B-Transformational 5.20 5.22 4.86 4.80
C-Transactional 4.21 4.68 2.92 5.00

The results of the Student test validate most of the assumptions: the laissez–faire
leadership communication obtained much lower scores than the two other forms of
communication on the four variables studied (always p < .05).

Concerning the emails of the transactional and transformational type, the results
merit a more detailed analysis:

• For the variable “perceived interpersonal justice”, we note a higher average score for
the transformational email (5.20), the transactional email has a score of 4.21 and
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finally the laissez-faire communication has a weaker score, of about 1.7. The variance
analysis shows significant differences for each type of communication (p < .02).

• Perceived performance indicated different scores depending on the type of commu‐
nication received: the transformational email obtained the highest average with about
5.22. This is followed by the communication inspired by a transactional leader which
obtained an average score of about 4,68, finally the laissez-faire type of communi‐
cation with a score of about 1.46. For each pair the differences are significant (using
Bonferroni’s method, p < .02).

• Emotional commitment is strongest in the transformational situation (4.86), weaker
in the transactional situation (2.92), and very weak (0.78) in the laissez-faire type
communication. The Student tests revealed significant differences for each pair (p < .
02), i.e. between “transformational – transactional emails”, “transactional - laissez-
faire” and “transformational - laisser-faire”.

• Motivation to succeed in the project introduced a slight difference. In fact, the average
score for transactional communication is higher than for transformational commu‐
nication. However, there isn’t a significant difference between transactional and
transformational communications for motivation to succeed in a project. (p > .05).

5 Discussion and Conclusion

The four variables measured in this study vary significantly depending on the type of
communication received. Even if the electronic communications do not contain non-
verbal pointers which could support leadership [21]; our study confirms that electronic
communications generate similar results to oral communications.

But this research also highlights another major phenomenon: the important impact
of the language used on the employees’ perceptions of their relationship with the super‐
visor, their perception of justice, their performance and their motivation. Each type of
communication has resulted in noticeably different scores. The employees receiving
specific information concerning a project entrusted to them are extremely sensitive to
the wording and the content. Our research confirms the fact that communication is a
fundamental factor for the successful of organization and employees’ performance [22].
The wording chosen in the emails impacts directly on employees’ perceived perform‐
ance and their perception in general, as suggested in Murphy and Clark’s study [15].

Since the direct supervisors spend between a third and two thirds of their time inter‐
acting with their subordinates [27] it is important to take into account the way in which
information is communicated in order to motivate co-workers, enabling them to increase
their commitment to their organization and to their supervisor and consequently improve
their overall performance to the benefit of their company. It is therefore an important
issue, the wording in a sentence can completely change the vision that a person has of
his/her project goals, performance and relationship with his/her contact person. This
vision will directly affect results of the work done such as satisfaction and the employees
objective performance.

The transformational leader possesses specific characteristics which enables him/her
to establish a good working relationship with his/her employees. His/her way of
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communicating motivates employees to exceed the levels of performance initially
planned [11].

As for transactional leadership, it obtained much higher scores than the laissez-faire
leadership communication but lower than transformational, except for the variable-
motivation to succeed in a project. Quite often this type of communication is more
focused on economic or material exchange. It focuses its communication on rewards,
which motivate employees and is consistent with several studies according to which
transactional leadership can bring about high levels of employee motivation [25].

Finally, the “laissez-faire” leadership communication reveals an avoidance of the
role of leader, there is very little communication as he/she withdraws from situations in
which he/she could be involved. This lack of communication has a negative impact on
the employees’ representations. It obtains much lower scores than the two other types
of communication, and for each of the variables tested. Thus illustrating that badly
constructed communication weakens organizational performance.

This study reveals the importance of electronic communication in organization
psychology and information systems management, and more precisely its effect on the
employee representations concerning their work and their relationship to their direct
supervisor. The content and quality of the information conveyed in an email from a
direct supervisor affects motivation, perceived performance, perceived interpersonal
justice and emotional commitment to the supervisor. The three types of emails based on
the different leaderships styles were simulated through three scenarios. The results are
unmistakable: minimal communication and avoidance behavior from the laissez-faire
leadership will lead to much lower scores than richer communications from the trans‐
formational and transactional leaderships. However, a type of behavior and communi‐
cation based on the relationship that transformational leadership is likely to produce
leads to much higher scores than communication based mainly on goal achievement
likely to be produced by transactional leadership.

Even if the obvious limitation of this study is its experimental methodology (but also
its strength!), it nevertheless raises the very topical question of electronic leadership, of
the relational quality of emails, and the harmful repercussions for both the employees
and the organizations. Our study proves that the emails received correlate to the employ‐
ee’s perceptions. It also draws a management line: writing emails using transformational
leadership characteristics is profitable for the professional perceptions of the employees
and no doubt for the employees themselves!
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Abstract. Along with the industrial progress and the improvement of life quality,
the product functionality and usability have become the basic demands. The
modern users lay more emphasis on pleasure, special use experience and memory
empathy brought by the products. Miryoku engineering is a research which helps
designers better understand customers’ specific perceptual cognition and then
catch a relatively accurate preference of customers. Miryoku engineering advo‐
cators suggested a new perspective on human emotions, i.e. the use of adjectives
to represent various emotions. In this study, firstly using the Evaluation Grid Chart
of Miryoku Engineering, the author interviewed participants who were over
30 years old and had studied industrial design for more than five years, to catch
the personal cognition of attractiveness of E-scooter. In order to make the attrac‐
tive factors more representative, the author used the KJ Method to simplify the
items. These evaluation items were selected to form the questionnaire in the next
step. Attractive factors of E-scooter appearance were led into “Fuzzy Kano
Model”(FKM) and entitled with particular “quality attributes” to explore the
relationship between attractive factors and customer satisfaction. 10 attractive
factors were selected as evaluation index items, participant feelings were inves‐
tigated with bidirectional questionnaire, influences of attractive factors on
consumer satisfaction were verified through calculating.

Keywords: Fuzzy Kano Model · Attractiveness · Miryoku engineering ·
Appearance design · E-scooter

1 Introduction

Along with the industrial progress and the improvement of life quality, the product
functionality and usability have become the basic demands. The modern users lay more
emphasis on pleasure, special use experience and memory empathy brought by the
products. social values gradually become open and diverse, people transit from material
to spiritual enjoyments, pursuing fashion and beautifying oneself have become a signif‐
icant aesthetic tendency in modern time. Under such circumstances, consumer emotions
are stronger, consumer demand level and contents are various. Particularly, consumer
demand level rises from low to high, consumers pay attention not only on qualities and
functions, but also on art, culture, symbol, individual satisfaction and joyful spirit of
products. Emotional shopping tendency of consumers determines that emotional
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elements will be emphasized by more and more designers in future. Design directed by
emotional content can be regarded as the heart of current design practices, research, and
education (Demirbilek and Sener 2003). In another word, emotions are “felt” and can
play significant roles during product interactions, such as impacting the decision of
whether or not to buy (Jordan 2000; Norman 2004). Khalid (2001) pointed out, “the
decision to buy can be momentary, so consumer demands can then be created very
quickly, while other demands are long established.” Relying on individual judgment and
preference, consumers buy products which can fulfill their subjective consciousness.
Products which not only have cool appearances, satisfying functions and high qualities,
but also can bring consumers psychological satisfaction are demanded in market. What
consumers actually want are high-quality products which symbolize individual char‐
acter, taste, identity and position. Under such situation, exploring consumer demands,
expectations and preferences is necessary and significant. However, it can be chal‐
lenging to measure consumer preferences and emotions on products and risky to develop
new products. It has been estimated that up to one third of new products fail at the launch
stage (Cooper and Kleinschmidt 1987). So it can be told that it is crucial to capture their
emotional feedback on the products, because consumers tend to make buying decisions
increasingly emotionally, avoiding the rational processing of large quantities of infor‐
mation (Katicic et al. 2006). Thus, more and more companies are willing to invest on
researching the relationship between consumer emotions, references and new products;
in order to design more attractive products and satisfy consumer expectations, consumer
preferences and emotions on new products shall be learned. Moreover, it is important
that product designers are sufficient for designing attractive new products, because
attractiveness of new products themselves plays a key element impacting consumers’
purchasing decisions (Masato 2000). However, it is absolutely not easy to scale
consumer references and emotions on products.

2 Related Work

Kansei Engineering and relevant researches have been largely promoted and consumers’
subjective emotional demands are valued in product design. As a customer-emotion-
oriented new product developing technology, Kansei Engineering is defined as “a tech‐
nology which materializes consumer emotions and images on products into design
elements” (Nagamachi 1995), it is successfully applied in actual product design and has
already been widely used in product design to explore the relationship between consumer
emotions and product design elements. Owing to the fact that human emotions are
extremely subjective, circumstance-related and individual, an accurate measurement of
consumer emotions is generally impractical. In this regard, to consolidate consumer’s
emotional requirements, Kansei engineering advocators suggested a new perspective on
human emotions, i.e. the use of Kansei words or adjectives to represent various emotions
(Ota and Aoyama 2001). Relation between product design elements and product kansei
images are explored in Kansei Engineering. The general idea is: firstly, define consumer
emotional demand space and product design space; secondly, select proper adjectives
for products among numerous adjectives and match them with test samples; thirdly,
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inquire consumer emotions through Semantic Differential Method and establish the
relationship between consumer demand space and product design elements. But after
all, only consumer emotions rather than preferences on products can be found with such
evaluating method, so the products designed in such process may only have limited
power to impact consumer satisfaction.

Researching consumer satisfaction plays an important role in early stage of product
development, consumer subjective feelings about product are key affecting elements to
consumer satisfaction, therefore, it is significant to find out affecting elements to
consumer satisfaction and categorize consumer demands. Kano et al. (1984a, b) made
a two-dimensional diagram to present the relationship between consumer satisfaction
and fulfilling demand degree as shown in Fig. 1. On basis of consumer reactions, indexes
are categorized with Kano Model as: must-be quality, one-dimensional quality and
attractive quality. According to this theory, products with attractive qualities can make
consumers satisfied while products without attractive quality can not (Kano et al. 1984a,
b). Generally, attractive qualities are not expected and not expressed by consumers. They
can bring “surprise” to consumers sometimes. If one-dimensional qualities are realized,
consumer will feel satisfied, otherwise, customers will not (Lee and Newcomb 1997).
Investigating consumer demands with Kano Model is an important part in new product
development and innovation process. consumer comments are meaningful for new
product development because consumer demands evaluation affects the success of new
product development for target consumers. Rashid et al. (2010), Hwang et al. (2014)
used Kano Model and Kano Regression Method, verified consumer preferences, satis‐
faction and emotional experiences inspired by social and cultural products. The results
of their researches offered designers with a better cognitive approach about how to
design better products to meet consumer demands.

Fig. 1. An illustration of the Kano model
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Same like material demands, emotional demands on style design are also human
demands in essence, it is not difficult to understand that Kano Model can be applied in
emotional area of style design. Yao Xiang et al. based on Kano Model Categorization
Method and categorized emotional demands of style design as must-be quality, one-
dimensional quality and attractive quality. Design emotion is represented and expressed
with adjectives. Design emotional qualities correlate closely with design characteristics,
about product style design, through investigating the relationship between style design
characteristics and emotional demands, it can be judged that which design characteristic
leads to what emotion and which emotion belong to which quality level. Yao and Hu
(2014) evaluated beauty elements of vehicle appearance in their researches, during
evaluation process, participants were asked to evaluate 12 beauty elements of vehicle
appearance in Kano Bidirectional Questionnaire. According to evaluation results, it was
found that consumer demands could be captured more accurately with Fuzzy Kano
Model (FKM), and that importing FKM in dealing with consumer emotions was more
objective and fairer than importing Kano Model. Their researches were beneficial for
designers in recognizing these beauty elements of vehicle appearance and putting their
efforts in improving attractive qualities and increasing consumer satisfaction, influential
for customers in accepting vehicle appearance.

Markus Hartono and Tan Kay Chuan (2011) described how Kano Model was helpful
to Kansei Engineering in services, they also introduced a comprehensive framework
consisted of Kano Model and Kansei Engineering. Kano Model was applied and inserted
in Kansei Engineering to reveal the relationship between service qualities and consumer
reactions. In case studying, Kansei Engineering is applied to capture and transfer
consumer emotional demands, Kano Model is used to assist Kansei Engineering and
deeply explore the relationship between service elements and consumer emotions.
Kansei Engineering promotes emotion elements to merge with product design elements,
but it can not tell influences of different emotion elements on purchasing decisions. Tama
et al. (2015) combined Kansei Engineering and Kano Model in their study to improve
design of ceramic souvenirs and better meet consumer expectations. During study, they
categorized or sorted emotion adjectives in accordance with Kano Model, then they
calculated and analyzed the emotion adjectives which affected consumer satisfaction the
most and developed such adjectives as key for further design.

Miryoku engineering was a research developed by Masao Inui and Japanese scholar
Junichiro Sanui in referring to the book The Psychology of Personal Constructs written
by clinical psychologist Kelly, which provides the designers a method to make the
customers’ fuzzy perceptual cognition become specific when executing product devel‐
opment. It was understood that some ways to choose products by customers and the
experience of successful product design can catch the products’ charm essence, thus a
design full of charm would be created. The method clearly discussed the similarity or
difference relationship in the comparison between object A and B mainly by individual
interviews, thus the individual qualities of target objects were sorted out. The charm
factors will be the key points to successful products if they can be obtained in the prod‐
ucts design and development as well as applied and transformed to actual product
aspects, so the extraction of charm has been worked on finding by many designers in
the design process. The product evaluation construction method provides an analytic
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approach to product charm factors with theory basis among the related researches in
miryoku engineering, providing stimulation according to the category of the theme and
in the form of depth interviews to know the customers’ feeling about the products’
charm, making the participants have obvious feeling difference after the comparison of
preference degree among participants, so the participants’ original concept to the subject
will be known, thus leading to the participants’ more definite analyzing the original
evaluation concept and connecting its upper abstract concept with lower specific descrip‐
tion, and then a network diagram of participants’ evaluation structure of products will
be sorted out.

3 Research Method and Process

“Miryoku” is a Japanese word, means “strong attraction”. So-called miryoku is a kind
of power which appeals public feeling and make people puzzling, i.e. power which
causes people confused, it can induce people to take certain actions, for example,
consumer decision-making behavior. It is the subjective preference of consumers and
has direct and close relationship with consumers’ values. From a design perspective, the
extraction of miryoku is the element which a lot of designers are committed to look for
in design process. Miryoku, can be regarded as a generic term of power to conquer public
feeling such as allure, attraction, induced force, appeal and inspiring power, etc. Miryoku
engineering is a research which helps designers better understand customers’ specific
perceptual cognition and then catch a relatively accurate preference of customers.
Miryoku engineering advocators suggested a new perspective on human emotions, i.e.
the use of adjectives to represent various emotions. In this study, “kansei images” of
E-scooter’s Front Face were led into Fuzzy Kano Model and entitled with particular
“quality attributes” to explore the relationship between kansei images and customer
satisfaction. In this study, using the Evaluation Grid Chart of Miryoku Engineering, the
author interviewed participants who were over 30 years old and had studied industrial
design for more than five years, to catch the personal cognition of attractiveness of
E-scooter’s Front Face.

Now people is paying more and more attention to living environment quality and
physical health. Green travel is one of social hot topics. E-scooter is naturally the first
choice, especially a equipment suitable for mid-short distance traffic, according to the
survey, the main reason which citizens select light electric vehicle as transportation
means instead of walk is: car is expensive, bicycle requires human power to drive, bus
system is not perfect enough, the driving of motorcycle is relatively dangerous and
meanwhile prohibited in many cities, however, E-scooter avoids training, cumbersome
registration procedure and expensive insurance cost. As a personal traffic carrier, with
the characteristics of low carbon and environmental protection, electric vehicles will
become one of mainstream traffic tools in the future. researchers and designers engaged
in this field need to study user’s preferences based on miryoku engineering.

In order to analyze the attractive factors of E-scooter’s front face, an interview is
conducted by using EMG method. Interview time is 1 h and interview place is in a
separate room which has no external interruption. The number of people who
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participated in investigation and survey is 30. They are made up of 18–38 years’ old
men and women, some of them have 2 years’ experience of driving E–scooter, some are
designers who study E-scooter. These experts and scholars as well as experienced E-
scooter drivers will be asked the attractive factors they think with regard to E-scooter’s
front face, thus explore the key factors E-scooter’s front face design generates attraction.
Specific method is as follows: 1. Prepare 20 sample drawing cards, card size is half of
A4 paper size and every sample card size has the same specification, each sample card
is selected from a variety of E-scooter’s front face, among which are made by several
major manufacturers in market, interview will be conducted based on the classification
of 20 sample cards. 2. The cards which are partial to E-scooter’s front face are grouped

Table 1. Preference of a participant to E - scooter’s Front Face

Upper level Original
evaluation item
(middle level)

Lower level
(specific description)

Headlight, its
overall shape has
edges and
corners, is very
sharp

Headlight shape
is prismatic, just
like two eyes
Wild (upper level
attractive factor)

Headlight is
located in front
panel, its shape is
prismatic have
edges and
corners, just like
eagle’s eyes

The profile of
front panel is
smooth and sleek

The profile of
front panel is
sleek and
graceful
Sleek (upper
level attractive
factor)

The profile of
front panel is
smooth and sleek

The shape of
wind deflector
bottom is
inverted U,
contracts outside-
in, line is sleek
and graceful

The shape of
wind deflector
bottom is
inverted U
Sleek (upper
level attractive
factor)

The shape of
wind deflector
bottom is
inverted U,
contracts outside-
in, line is smooth

The profile of
wind deflector
bottom is lower
convex, line is
smooth and
graceful

The profile of
wind deflector
bottom is lower
convex
Soft (upper level
charm factor)

The profile of
wind deflector
bottom is lower
convex

The intake grille
of decoration is in
shape of V

Intake grille of V
shape
Tangible (upper
level charm
factor)

The intake grille
of decoration is in
shape of V, and
composed of
multi-V
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by their preferences. 3. The original evaluation item, which is established by different
preferences and reasons, original evaluation item will be asked by comparing groups.
4. Each original evaluation item is processed into “upper” and “lower” levels. The upper
level is asked the reason of original evaluation item and the lower level is asked the
specific features of evaluation item. According to above said process, the structure of
evaluation item of each participant can be displayed. Table 1 shows the preference of a
participant to E-scooter’s Front Face.

In order to make the attractive factors more representative, the author used the KJ
Method to simplify the items. These evaluation items were selected to form the ques‐
tionnaire in the next step. KJ Method to simplify the headlight of E-scooter’s front face
is shown in Table 2.

Table 2. KJ Method to simplify the headlight of E-scooter ’s Front Face

1. Polygon diamond shape (14) ← Diamond shape appearance 10, jewel type 2,
hexagon 2

2. Like diamond and like eyes (17) ← Eagle eye shape 10, like eyes 1, rhombus 3,
like a pair of big wings 3

3. Smiling face of V shape (13) ← Headlight of V shape 10, smiling face type 3
4. Roundness (11) ← Round headlight 9, ring shape 2
5. Outer convex big eye lamp (5) ← Like big eye 1, big elliptic headlight 1, outer

convex round headlight 3
6. Combination form of two circles (13) ← Calabash shape headlight 4, curve eight

shape 5, two round lights 3
7. Nearly square (10) ← Square headlight 2, square 7, rectangle 1
8. Nearly trapezoidal (12) ← Inverted trapezoidal 5, trapezoidal 3, nearly

inverted trapezoidal 4
9. Goose egg shape (15) ← Goose egg shape 3, egg shape 4, elliptic 3,

semi-elliptic shape 3, like water drop 2

Attractive factors of E-scooter’s front face were led into “Fuzzy Kano Model” and
entitled with particular “quality attributes” to explore the relationship between attractive
factors and customer satisfaction. In traditional Kano model survey, participants give
only one answer to positive and negative questions, this ignores the uncertainty of
participant’s thought. When the answer which a customer gives to a product attribute is
uncertain, the survey data to this part of the customer by traditional Kano model is not
accurate. Considering the uncertainty of customer satisfaction, a demand classification
method of fuzzy Kano model is put forward.

Both fuzzy Kano model and traditional Kano model conduct survey of customer
satisfaction in the form of positive and negative questionnaire, the biggest difference
lies in the design of the questionnaire. Traditional Kano questionnaire only allows you
to select a most satisfied answer for positive and negative questions, however, fuzzy
Kano questionnaire allows clients to give fuzzy satisfaction values to multiple survey
items (in the form of percentage, their values are between [0, 1], the sum of row elements
is equal to 1). The questionnaires of traditional Kano model and fuzzy Kano model are
shown in Tables 3 and 4 respectively.
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Table 3. Traditional Kano questionnaire

Function of product Like So shall is be Not to matter Can tolerate Dislike
Realizable ✓

Irrealizable ✓

Table 4. Fuzzy Kano questionnaire

Function of product Like So shall is be Not to matter Can tolerate Dislike
Realizable 0.6 0.2 0.2
Realizable 0.6 0.3 0.1

4 Discussion and Analysis of Results

First of all, take the above simplified 10 upper level attractive factors as evaluation items,
and ask participants’ ideas respectively with a group of bidirectional questionnaires
(sufficient and unsufficient quality). The influence of every perceptual image vocabulary
on satisfaction degree of customers can be known by calculation, thus, we deduce which
words belong to attractive quality from the 10 perceptual image words. Table 5 shows
the result analysis of FKM analysis.

Table 5. Attribute priorities of upper level attractive factor

Attractive factor FKM
M A O I R Category

Lovely 0 14 2 12 0 A
Wild 0 6 0 22 2 I
Retro 0 4 0 26 0 I
Glaring 1 4 0 24 1 I
Rounded 0 10 0 20 0 I
Rational 0 8 0 18 2 I
Delicate 7 9 8 4 0 A
Rational 0 0 0 26 0 I
Minimalistic 0 16 1 14 0 A
Flexible 1 6 2 18 0 I

Note: M: Must-be O: One-dimensional A: Attractive I: Indifferent R: Reverse

Take the fuzzy Kano questionnaire of a participant as example, assume that the
function matrix X = [0.7 0.3 0 0 0] can realize, the function matrix Y = [0 0 0.5 0.5 0]
cannot realize, they generate fuzzy interactive matrix. The generated fuzzy interactive
matrix is made positional correspondence of Kano quality attributes decision matrix,
the membership degree vector of A, M, O, I can be known, ta = 0.7, tm = 0, to = 0,
ti = 0.3. Because the same evaluation factor generally belongs to multiple Kano attribute
category at the same time, in order to obtain more accurate and reliable data, threshold
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α is introduced for filtering. For the choice of α values, it is found by Meng and He
(2013), (through setting different values of α), that α = 0.4 is the optimal value, it can
guarantee information not only distortionless, but also less cross. If the membership
degree vector t of Kano attribute category is greater than α, it is set that the attribute
vector of this attribute category is expressed by 1, otherwise expressed by 0. Above steps
are repeated, tendency categories of demand for products of each participant are statis‐
tically analyzed, the highest frequency tendency of demand for the product of partici‐
pants is the attribute category of demand.

According to FKM classification results, there are 10 charm quality attributes, among
which minimalistic, delicate and lovely are three types of charismatic quality, other 7
types are indifferent quality, then designers can firstly integrate charismatic quality
attributes with the design of E-scooter’s Front Face.

For example, emotional vocabulary minimalistic, at present, in the fierce competition
and fast pace modern city life, the mental and psychological pressure of people increase
gradually, they hope they can relax their tense nerve, make body and mind get stretch.
The concise and straightforward style can provide real psychological support. Specifi‐
cally, minimalistic style is characterized by rejecting delicate and intricate decoration
form, seeking a combination of simple geometric shape and fluent lively line/plane.
When consumers find E-scooter’s Front Face has minimalistic characteristic, they
psychologically feel fresh and clear, thus are attracted by the appearance of E-scooter’s
front face. That is to say, it takes a key role in the design form of E-scooter’s front face
to strengthen the research of minimalistic style. The author thinks that its style design
can be summarized into abstract geometrical body, and carry on combination permuta‐
tion arrangement by making full use of three forming rules-dot, line, face, can increase
modelling change in local place, thus design minimalistic modelling so as to make E-
scooter’s front face attractive.

From the point of delicate view, delicate refers to product modelling is relatively
fine, the design of main structure style is more reasonable, the treatment of a length of
circular arc, a raised modeling as well as local modelling scale, quantity relationship in
product shape is more harmonious, lead to the exquisite overall visual effect of products.
With the development of social economy, people begin to pursue the high level of life
quality, reflected in pursuit of quality and class when purchase E-scooter. In the choice
of E-scooter, when consumers find E-scooter’s front face with fine quality, will psycho‐
logically feel delicate and elegant, can produce a kind of slap-up feeling, thus are
attracted by E-scooter’s front face.

Once more, from the point of lovely view, lovely is a psychological natural reaction
to some characteristics of product modeling, such as cartoon, novel and fun. Lovely
products are usually designed by using bionic technique, realistically reproduce the form
of natural things, let people have a unique taste after observation, as a result, the psycho‐
logical distance between people and products becomes short. As the life rhythm of
modern people speeds up, the life pressure of people increases, people expect to pursue
the happy relaxed way of life, therefore, tend to pursuit a product with fun and friendly
feeling to entertain their life. Based on this, when consumers find E-scooter’s front face
has lovely feature, will psychologically feel affinity, be associated with a kind of fun
and joy, and have a unique taste experience, thus be attracted by E-scooter’s front face.
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The Relevance of Failure to Ensure Safety in Human-Robot
Cooperation in Work Environments
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Abstract. The paper is focusing on human–robot cooperation in work environ‐
ments from the perspective of genuine sociological insights regarding human–robot
interaction. Due to the typical range of application of robots, aspects of work safety
were so far mainly emphasized as an issue of avoiding somatic harm. However,
when it comes to social robots and to the design of settings of straight human-robot
cooperation cognitive aspects should be taken into consideration. A crucial aspect
for human-robot interaction (HRI) in work environments is avoiding strong routin‐
ization and a strong reduction in the human’s attention. Especially if the robot is
assuming a large workload the stated problem could arise and pose danger to
safety. Systematically induced crisis in terms of confronting the humans with
credible contingency in the form of small amounts of unexpected behavior could
be a very effective solution. The humans cooperating with robots are not involved
in a behavioral crisis in an everyday sense; the term “crisis” is used in a ethnome‐
thodological meaning to describe a robot behavior that slightly surprises the human
user. To achieve this goal and the intended benefit, the robot simply must act in
such a way that is somewhat different from the human’s expectations. When
expectations do not meet with such surprise after a fair amount of interaction expe‐
rience, humans automatically tend toward routinization.

Keywords: Social robotics · Human-robot interaction · Work safety · Sociology ·
Breaching experiments · Ethnomethodology

1 Introduction

The paper is focusing on human–robot cooperation in work environments from the
perspective of human–robot interaction, and the sociological insights that were gathered
so far in experiments conducted in the Fabrication Laboratory “MTI-engAge” at the
Technical University of Berlin [1]. Due to the typical range of application of robots,
aspects of work safety were so far mainly emphasized as an issue of avoiding somatic
harm. However, when it comes to social robots and to the design of settings of straight
human-robot cooperation cognitive aspects should be taken into consideration. Until
now, the issues discussed in this paper were not relevant since most of the robots used
in work environments are industrial robots that are used in production processes. In these
typical industrial settings safety is ensured by separating the robots from the workers
through security spaces or even fences. A new application area for robots is becoming
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increasingly important as the development of service robots are gaining relevance in
terms of reliability and versatility. However, to take part in collaborative actions with
human workers clearly raises completely new challenges and demands new approaches
for addressing safety issues.

This paper is emphasizing the fact that even if the interaction with the robot is intui‐
tive and therefore unproblematic, it will pose a danger to safety due to an increased
reduction of cognitive tasks as the robots assume the workload for the involved humans.
If the robot fulfills the collaboration task with the human in a routinized way (unlike
humans would), the human will adapt to the robot’s predictable behavior very quickly
and in doing so reduce his or her attention to a quite dangerous level. To address these
new challenges and develop strategies to avoid them, I argue that the construction of
interactive working robots can benefit from a sociological insights and basic assump‐
tions about interaction among humans. From a sociological point of view interaction
among humans is always endangered of failing. The probability of failing is usually
assumed higher than succeeding. Therefore, one intriguing question is to ask how
humans ensure a smoothly course of interaction. Sociological insights may help through
the evaluation of human–human interaction to deduce relevant issues regarding human-
robot interactions how to ensure safety in upcoming human-robot collaboration settings.
A main aspect lies in the use of a conceptual instrument in the form of what we coined
in our research group as a “behavioral crisis pattern”. The term “crisis” is a conceptual
term taken from a very circumscribed approach within sociological theories mainly
known as “Ethnomethodology.” Especially the approach of Ethnomethodology is high‐
lighting the constant state of failure within interaction and the permanent repair strategies
that are adopted by the interacting humans to coop with potentially unexpected behavior
respectively with the slight overall contingency of the situation.

A crucial aspect for HRI in work environments is avoiding strong routinization and
a strong reduction in the human’s attention. Especially if the robot is assuming a large
workload the stated problem could arise and pose danger to safety. Systematically
induced crisis in terms of confronting the humans with credible contingency in the form
of small amounts of unexpected behavior could be a very effective solution. The humans
cooperating with robots are not involved in a behavioral crisis in an everyday sense; the
term “crisis” is used in a ethnomethodological meaning to describe a robot behavior that
slightly surprises the human user. To achieve this goal and the intended benefit, the robot
simply must act in such a way that is somewhat different from the human’s expectations.
When expectations do not meet with such surprise after a fair amount of interaction
experience, humans automatically tend toward routinization.

2 The Peculiar Relationship of Failure and Safety in Human-Robot
Cooperation

Designing a safe human-robot interaction for collaborative work settings is a compara‐
tively new challenge. From a sociological point of view, it is crucial to analyze basic
elements and patterns of human-human interaction (HHI). A common theory regarding
HHI on the micro level is to emphasize the use of symbols and the performative use of
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them in a constructivist way. Especially in collaborative work environments the inter‐
action between a human and a robot is basically carried out through actions and gestures,
less through communication in a strict sense, e.g. using words, talking with each other
etc. The interaction is therefore based upon the understanding of gestures and actions
as social cues and the ability to read them right, but also to anticipate the expectations
of the collaborating partner. The situation is becoming increasingly social when it is
built upon expected expectations, or at least when the human could describe it that way.
Even if the robot is following a deterministic path, we can assume that if the human is
ascribing expectations towards the robot and acting towards them (either way: fulfilling
or willfully disappointing them) the situation can count as social. The described “as if”
situation is typical for artificial intelligent research and can be followed back to one of
the most influential and paradigmatic approaches within the field, the so called “Turing
Test” by Alain Turing [2, 3].

Intriguing is the notion of Turing to design a test based on genuinely sociological
assumptions [34]. The main underlying assumption of the so-called Turing Test is the
ascription of intentionality and contingency undertaken by the human towards the arti‐
ficial intelligence (A.I.). This concept is very familiar with most of the major sociological
theories concerning the micro level of society, i.e. an interaction system. Alter and ego
are relating to each other assuming that they are interested in exchanging whatever could
be of interest. Furthermore, both are ascribing the other capabilities without having any
proof of their existence. Especially the capability of being intentional and acting on the
basis of expected expectations and even more on the presupposition to know that the
other is also acting on this basis and is therefore expecting that Ego is acting orientated
by expected expectations. It is of course quite hard to believe that a human can really
assume a robot or a A.I. is consciously, intentionally expecting expectations and further‐
more also assuming that the human is expecting that. However, the ingenious concept
of Turing was to change the game by pointing out that the only thing that matters is not
what is really going on in the mind (respectively the operations and input to output
relations of the machine) but the mere assumptions that one – the human – will have or
will develop towards the machine, i.e. the robot or the A.I. and that will be used as
guidelines for the own future acting as well as thinking. This way of putting the challenge
was – and for many reasons still is – a completely new and different approach to the
riddle how to put the interaction between a human and a machine. Most of the approaches
in HRI are still operating upon the implicitly acknowledged assumption that the relation
between a human and a robot has to be modeled by taking into consideration the way
how the human mind is functioning and processing information. By doing so the solip‐
sistic mind is the cornerstone of the (most probably unmanageable) solution. In oppo‐
sition to this viewpoint the Turing Test is putting the emphasis on the sole ascription of
qualities, even if they do not really exist, if the human is acting toward the machine
assuming that it is capable of expecting expectations, intentionality, taking always
contingency as the outcome of the interaction into consideration, etc. the human’s action
will define the machine as assumed. According to the theorem of Thomas “If men define
situations as real, they are real in their consequences” [35–37]: If the human is assuming
that the robot is acting towards him or her in a very similar or even the precise same
way how a human would do it, he or she will act towards the robot in a way that will
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establish the robot as human-like as possible – at least within the situational context of
the interaction they are involved.

Accordingly, to an orientation towards expected expectations a basic assumption is
that humans engaged in typical HHI situations also expect that the interaction could fail
and they also are familiar with slightly breaches of their expected expectations respec‐
tively their assumed course of the interaction. These general theoretical propositions
regarding HHI are put in the foreground by the approach developed by Harold Garfinkel,
first coined as “Ethnomethodology” in the 1950’s. Ethnomethodology follows the basic
assumption that social reality is not predetermined by fix structures but created in situ
between the interacting actors who act on behalf of methods. It is ‘‘the investigation of
the rational properties of indexical expressions and other practical actions as contingent
ongoing accomplishments of organized artful practices of everyday life’’ [4]. In other
words: Each action needs an interpretation to be understandable and suitable for follow-
up actions between two individuals (interaction). Therefore, ethnomethodology assumes
that the meaning of an action as a symbol cannot be deduced from the symbol itself, as
it is always vague and preliminary and pervaded by indexical expressions (e.g. ‘this’,
‘here’), but emerges in the social context between the humans interacting with each
other. To be accountable the involved humans use “methods” to understand how the
action should be understood. These “ethnomethods” are reflexive by nature: “the activ‐
ities, whereby members produce and manage settings of organized everyday affairs are
identical with members’ procedures for making those settings ‘accountable’” [5].

Another important concept in Ethnomethodology and for the here presented
approach to design HRI in collaborative work environments is sequentiality. Sequen‐
tiality is describing the fact that it is anything but random when, i.e. at what point in the
interaction something happens. The sequential order is to be taken seriously and actions
can be interpreted by formulating hypotheses and taking the following action as a veri‐
fication or falsification (sequential interpretation).

As we already stated in recent published paper [6–8], a useful instrument to work
out the quality of HRI is the ethnomethodological instrument of “Breaching Experi‐
ments” which was developed by Harold Garfinkel [9, 27, 28] to estimate the strategies
(ethnomethods) that are adopted by humans to achieve a successful interaction between
humans. We adopted this approach to work out new insights related to several studies
in the field of HRI that were already leading to the assumption that the gaze of the robot
is crucial for the assessment of the interaction. Especially for the successful and safe
execution of cooperative tasks the gaze of the robot has a significant impact [10–12].
Even if a “point of interaction” – however embodied: as a face with eyes or just a light
or a very simple emoticon like a smiley – is completely irrelevant for the mere func‐
tionality of a robot within work environments, it could be nonetheless vital for a healthy,
cognitive exonerative HRI design. The general framework of this kind of research is
referred to in typical HRI settings mostly quite vague as “point of interaction” [19, 33].
The so-called point of interaction can be very different things, the range goes from a
specific interface or a specific action and therefore shows a strong affinity to HCI
research in general. In the here presented research, the point of interaction is assumed
to be crucial, due to the assumption that every interaction between a social robot and a
human is focused and oriented towards it.
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To understand the key factors, that are defining the HRI as sound and superior to
developments focusing on mere functionality, it is insightful to take the HHI as a refer‐
ence. Even if the implementation of HRI deviates from the standards of HHI, the orien‐
tation towards HHI is the key for the design of a proper and human-centered configu‐
ration of HRI. To achieve these goals, a conceptual framework based on some basic
sociological assumptions in regard to the main factors that are characterizing interaction
among humans is becoming increasingly important the more interactive the relationship
between the robots and the humans will be. The framework should be able to identify
the crucial features for a successful interaction and by doing so also increase the accept‐
ance of the workers to willingly engage themselves in HRI.

From a sociological point of view, it is fruitful to consider HHI as a foil for the design
of a safe HRI in work environments. Therefore, it is of paramount importance to consider
the social addressability involved in the above mentioned general model of HHI.
Addressability is an abstract prerequisite for interaction amongst humans in general,
which has to be manifested and materialized for embodied forms of face-to-face commu‐
nication. A point of interaction within a HRI setting becomes a social address mainly
qua ascription of the entity that is dealing with it within the process of interaction. The
reasons leading to the ascription of addressability is culturally shaped. The point of
interaction serves as a mediator for the communicative act. A so-called point of inter‐
action within HRI research should be defined as social address to be able to work with
more elaborated concepts for the further understanding of gazes.

When it comes to the relevance of the point of interaction in the past decade as well
as up-to-date studies in the field of HRI are focusing on the gaze and the gazing of the
robot. The dominant aspect regarding social cues in HRI research was primarily and is
still in most of the cases concerned with the use of the so-called social gaze and its
importance in typical HRI settings. The research that was conducted so far is mostly
concluding that social gaze has a favorable impact on nearly all the major aspects that
are influencing the assessment of the interaction as a positive experience by the human.
Fischer et al. [32] for instance summarized their research as follows:

“Our qualitative and quantitative analyses show that people in the social gaze condition are
significantly more quick to engage the robot, smile significantly more often, and can better
account for where the robot is looking. In addition, we find people in the social gaze condition
to feel more responsible for the task performance. We conclude that social gaze in assembly
scenarios fulfills floor management functions and provides an indicator for the robot’s afford‐
ance, yet that it does not influence likability, mutual interest and suspected competence of the
robot.” [32, p. 204]

In a quite typical setting for HRI research design, the gaze of the robot was tested in a
tutoring situation. In this case the human had to teach the robot how to perform a cooper‐
ative task together with him or her. Both Moon et al. [10] and Zheng et al. [11, 12]
presented similar results using a HRI test setting that was likewise the one of Fischer,
however putting the focus not on the cooperative task in general but addressing a more
concrete and haptic task regarding handover situations. They were able to “provide empir‐
ical evidence that using humanlike gaze cues during human-robot handovers […] the
timing and perceived quality of the handover event” [10, p. 2] can be improved. In most
of the social gaze studies that were carried out in the recent past in HRI, the underlying
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models were orientated towards similar human-human interaction situations. The setting
that were chosen to carry out the tests are a blueprint of the analogous human-human
interaction situation. Not just situations that are typical for work cooperation and hand‐
over situations, but also the possibility of using the gaze as an acknowledging feedback
of content-based exchange was also tested [31]. The overall results are similarly positive:
“We argue that a robot – when using adequate online feedback strategies – has at its
disposal an important resource with which it could pro-actively shape the tutor’s presen‐
tation and help generate the input from which it would benefit most.” [31, p. 268]

The above stated quotes and presented overall assessments related to the relevance
and the function of social gaze within HRI in most of the recently conducted research
dedicated to this topic, came so far to the mostly shared conclusion that the consideration
and the proper implementation of social gaze is of paramount importance for a successful
outcome in terms of a satisfying as well as both effective and efficient interaction
between humans and robots.

Basic elements of typical HRI situation could manifest a wide range of complexity.
However, the interaction between a human and a robot could be characterized as social
regardless of the rate of complexity. Even human interactions involve a great range of
degrees of sociality. HHI can range from routine and rule-governed settings to contin‐
gent forms and complex behaviors. The latter can best be described with a vocabulary
of intentionality [13].

HHI are mainly structured by expectations. The expectations are mostly build upon
the anticipation of the other’s expectations (expected-expectations). Even if in everyday
contexts quite seldom expectations are disappointed, a certain amount of deviation from
the expected behavior is a phenomenon humans are familiar with in social interactions.
This characteristic of HHI was framed by Luhmann as a situation of double contingency
[14]. This description emphasizes the fact that among humans the possibility to act
differently is always possible and quite common. For this reason, uncertain expectations
are more stable than certain ones [15].

Also interesting is the fact that humans have the strong tendency to behave socially
towards robots – due to the representations in mass media as embodied and socially
embedded [16] – but also towards all sorts of technological objects, media and nature
[17, 18]. Anthropomorphizing is an evolutionary asset of humans’ behavior, since most
of the competence to understand the environment is rooted in social interactions. This
strategy is simply transferred to other areas and eventually enriched with specific knowl‐
edge regarding an artifact or the objects of nature [17]. Anthropomorphization is a
cornerstone for intentionality, that is strictly linked to the ascription of agency towards
the robot [19].

As already stated a sociologically inspired view (“breaching experiments” (Garfinkel),
combined with a “frame analysis” (Goffman)) to evaluate HRI can work out the specifi‐
cally social aspects [20]. The breaching experiments developed by Garfinkel to demon‐
strate the fragility of social order, are used to make visible the latent mechanisms humans
use to coordinate themselves within their social environment [5, 29, 30]. A breach in this
regard is used to reveal the strategies adopted to navigate through social contexts creating
a certain state of “normality”. Conducting reaching experiments in HRI experiments can
show if humans transfer these basic social-interaction strategies (ethnomethods) in the
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interaction setting with the robot. Especially if the robot is inducing flaws in the interac‐
tion experience and the human is adopting repair strategies to keep the interaction going.
In these case the HRI setting is becoming comparable to a HHI situation and is framed by
the human as social [6]. To be able to see the benefit of this approach it is helpful to under‐
line a few basic assumptions about how in ethnomethodology interactions between humans
(HHI) are understood. From the viewpoint of ethnomethodology in each HHI the humans
must reestablish the meaning of the symbols (words, actions, etc.) they are using to be able
to exchange information and/or cooperate with each other anew. For this reason, this
approach is assuming that in most of the interactions slight adjustments to clarify the
meaning of an action, a word etc. are inevitable. The meaning of a word, an object, etc., is
never 100% clear and is always established ex post as an effect of the interacting partner’s
reaction. Therefore, HHI demands and automatically leads to a certain degree of aware‐
ness on the part of the interacting persons. A HRI design trying to replicate this very
typical behavioral patterns for HHI is in this regard a very gentle way of increasing safety,
since it involves a very common feature of HHI and proposes to transfer it to the design of
HRI.

These thoughts in mind, even in non-humanoid robots in work environments, the
implementation of basic social features can result in a superior and safer interaction
experience. This goals are becoming increasingly important as the cooperation between
worker and robots is becoming interactive. For this new direction in the field of human-
robot cooperation in work environments it is crucial to highlight the difference between
interacting with a machine and a human: A machine becomes predictable after a certain
amount of time. On the one hand have humans the capability to surprise one another,
on the other hand the meaning of every interaction must be deduced from a new definition
of the world which is established anew with each interaction. Therefore, robots should
of course not manifest a crisis behavior, rather implementing a sort of behavior leading
to a very common experience in HHI. Just small perturbations that of course should not
disturb the perceptions of reliability and trustworthiness toward the robot by the humans
cooperating with it.

Findings of studies conducted with feedback systems that were designed to decrease
the human’s workload, concluded that the higher the degree of reduction is, the higher
is also the risk of reduced attention [21]. Following the above stated assumptions related
to deviation and expectation flaws that are typical in HHI, and that are leading to the
breaching experiments as an instrument, a behavioral pattern could be designed [Soci‐
eties]. The aim of such a behavioral pattern is to trigger a crisis in regard to the human’s
expectations toward the specific HRI sequence. The goal of this procedure is to create
the illusion of a interaction situation that seems to be social in nature. Presumably the
anthropomorphization of the robot is an important precondition for the realization of a
crisis that is ascribed by the human as social. However, in most cases robots provoke
these basic intentional ascriptions per se, which easily result in the human interaction
partner assuming a certain agency [17, 19].

Considering different aspects of behavioral crisis patterns in working environments
characterized by a cooperation between humans and robots, it is very important to take into
consideration the complexity of the setting. Following the description of Kahn et al. [29] of
the term interaction pattern, the robot’s behavior should just slightly vary the action as
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expected by the human to achieve a breach. The robot doesn’t have to deviate from the
expected behavior in total or in part at all. It is crucial to distinguish the different framings
involved in working environments characterized by human–robot cooperation. Depending
from the different level of complexity, the realization of the breach can differ quite a lot. The
same effect depending on the different levels of complexity can be implemented following
the insights of social theories focusing on interaction: ethnomethodology [5], symbolic
interactionism [22], role theory [23, 24] and (in part) structural functionalism [25, 26].

3 Conclusion

The presented suggestion to prevent reduced awareness in human–robot cooperation
tasks by implementing a behavioral crisis pattern with the goal to induce a crisis could
be easily misunderstood. The proposed approach is aiming at creating a certain amount
of awareness and not – or just in rare cases a soft, low-level – alertness. It is very impor‐
tant to keep in mind the way how ethnomethodology is describing everyday HHI situa‐
tions by emphasizing the strategies that are used to avoid failure in interaction (which
is from this point of view much more probable that the other way around). It is also very
important to remember that this means also, that interactions between humans are
successful not because they are following solid structures but because of the capabilities
of humans to constantly rearrange the meaning of an action, a word, etc. and to coop
with a constantly different definition of a symbol respectively of the course of interaction
– compared to how it was beforehand planned and/or anticipated. Ethnomethodology
tends to highlight the management of micro-crisis that are usual for HHI regarding the
rules and solid patterns that one is attempted to see in HHI. The parallels between the
description of HHI provided by ethnomethodology and the above presented approach
for the design of a safe HRI lies in realizing just very small perturbations rather than
actual crises (in a strict sense). By doing so the perceptions of reliability and trustwor‐
thiness of the robot(s) will not be destabilized. Just the awareness is kept up to a very
familiar rate, similar to the awareness that is in place when humans are engaging in HHI.
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Abstract. Information systems (IS) users may learn to use IS through training,
but may not be able to solve IS problems that arise. This may be because of limited
skills and knowledge of IS problem-solving strategies to resolve these issues.
Although previous IS research has studied various aspects of training and trainers
as well as the influence on performance outcomes, research has not specifically
focused on training problem-solving techniques or behaviors. Considering the
potentially negative outcomes from being unable to resolve IS problems, such as
inaccuracies or inefficiencies in performance outcomes, this research proposes to
address this gap. Research studies have demonstrated that behavioral interven‐
tions, such as prompting and transfer of stimulus control, have influenced the use
of desired behaviors in specific as well as novel situations. Prompting encourages
the desired behavior to be utilized, the desired behavior can then be reinforced
for continuous use, and prompting is eventually removed and stimulus control is
transferred to a natural stimulus (e.g., IS problem). This research intends to eval‐
uate the effectiveness of prompting and transfer of stimulus control to enhance
users’ sense of empowerment, efforts to solve IS problems, and performance
outcomes. Therefore, this study intends to provide insights on methods of
improving IS users abilities to solve IS problems by increasing users’ sense of
empowerment and problem-solving behaviors when utilizing software applica‐
tions with the use of specific behavioral interventions (i.e., prompting and transfer
of stimulus control).

Keywords: Information systems training · Information systems user ·
Information systems user empowerment · Problem-solving behavior · Prompting
and transfer of stimulus control · Psychological Empowerment Theory · Theory
of Trying · Social Cognitive Theory

1 Introduction

Information systems (IS) training is essential for users to learn and apply IS in an
effective manner [1]. A conventional IS training entails initial delivery of information
regarding the IS as well as demonstrations of its functions. Following this, opportunities
for IS users to apply the learned knowledge to develop their own skills are provided.
Also, guidance is provided in the form of feedback to help users further refine their
newly acquired skills.
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IS training does not typically focus on addressing problems that may arise when
using IS. IS training may identify resources that can be utilized, but resource application
training to resolve problems may be limited. Hence, individual users learn to use soft‐
ware applications, but do not specifically learn to address or resolve problems that arise
when using the application. Their training may identify resources that can be utilized,
but they are not specifically taught how to apply them when a problem is encountered.
Therefore, utilization of these resources is limited or unproductive.

In addition, the ability to address these problems varies among many users. Some
are able to effectively address almost any problem that they encounter, while others
struggle. The struggles may result in the individual performing the task without the
application (e.g., manually), avoiding the task altogether, or soliciting others to perform
the task for them. The impact that these results can have include inefficiencies or inac‐
curacies in completing tasks, incompletion of tasks, or encumbering individuals who
are capable of performing the task because of increased work load. Therefore, problem-
solving behavior training is needed to assist IS users in addressing IS problems that they
encounter. The research objective for this study is to assess improvements in individual’s
efforts and abilities to solve problems, as well as individual’s sense of empowerment,
through problem-solving behavior training interventions.

2 Literature Review

Organizations typically rely on training to develop or improve IS users’ proficiency with
information systems or software applications [1, 2]. Training has been addressed by
several IS researchers [e.g., 1, 3]. For example, Webster and Martocchio [4] assessed
the relationship of microcomputer playfulness, or one’s unplanned and innovative usage
of microcomputers, with training outcomes. Microcomputer playfulness was found to
have positive relationships with outcomes such as satisfaction with the instructor and
learning outcomes. No measurements, however, were taken of subjects’ abilities to
resolve subsequent problems encountered with IS usage.

Also, Compeau [5] identified behaviors of effective trainers such as subject-matter
knowledge, instructional strategies such as demonstrations of skills being taught and
providing opportunities to practice, as well as clear and adaptable explanations. Of the
53 effective training behaviors identified, none involved demonstrating or assisting in
problem-solving methods. Compeau and Higgins [2] studied the effects of computer
training using a lecture versus behavior-modeling style; Yi and Davis [3] studied obser‐
vational learning processes effect on self-efficacy, knowledge acquisition, and perform‐
ance outcomes; and Sharma and Yetton [1] studied the role of technical complexity and
task interdependence in the context of training’s influence on IS implementation
outcomes of user satisfaction. None of these studies, however, focused specifically on
problem-solving behavior training.

Therefore, research is lacking in assessing training interventions that specifically
target problem-solving abilities of individuals when utilizing software applications.
Although trainers may make users aware of various mechanisms that can be employed
when a problem occurs, the focus of most training is on utilization of the various
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functions of an application or system and not how to deploy various problem-solving
techniques when a problem occurs. Therefore, this research looks at behavioral educa‐
tion to develop a training program that will condition users to employ a set of problem-
solving behaviors when a problem is encountered. Problem-solving behaviors, in this
context, include a variety of alternative actions that can be taken when a problem is
encountered to resolve the issue and continue completing the task. The behaviors can
include attempting to utilize alternative functions, identifying existing examples and
applying similar procedures to the task-at-hand, or conducting effective information
searches.

Chase [6] indicates that “Examples of behavioral education have shown repeatedly
that when one can identify the target behavior needed by a population and arrange for
the population to contact direct training on the behavior, behavioral strategies and tactics
will succeed in reliably producing the target behavior” (p. 350). Using behavioral inter‐
ventions, training can be successful in generating a desired behavior. Training programs
such as these have been previously developed and utilized in organizations for managers
and employees. One training program utilized to increase the use of desired behaviors
at appropriate times, with the behavior eventually occurring without prompts or addi‐
tional stimuli, is prompting and transfer of stimulus control [7, 8]. The prompts, or
stimuli, encourage the desired behaviors to be executed. Upon execution, the behavior
can then receive reinforcement so the behavior will be utilized again in the future.
Prompts can be, for example, verbal instructions, modeling desired behaviors, providing
gestures, or physical guidance.

Eventually, the desired behavior must be executed by the occurrence of a discrimi‐
native or natural stimuli versus the prompt [7]. For instance, in the context of problem-
solving, the problem itself would be the natural stimuli. Hence, prompts must eventually
be removed so that the desired behavior occurs at the appropriate time and because of
the presence of the natural stimuli, or transfer of stimulus control. Prompts can be
removed by a number of techniques or modified techniques such as delaying successive
prompts or gradually reducing the presence of the prompts (e.g., reducing the amount
of guidance or instruction).

Prompting and transfer of stimulus control has been demonstrated to positively
influence the application of desired behaviors [7]. For example, even though training to
implement a positive reinforcement program in a classroom setting had previously
occurred in separate instances (i.e., initially and after implementation when it was
discovered that the program was not functioning as desired) to encourage usage of the
program, desired performance outcomes were not achieved [9]. To improve the usage
of the positive reinforcement program, prompts (along with feedback and self-assess‐
ment) were utilized to increase the accuracy of the program’s techniques usage. Positive
outcomes were achieved both with the prompts and after the removal of the prompts.

As another example, prompting and transfer of stimulus control have been success‐
fully utilized to help individuals with mild disabilities acquire functional skill sets [10].
Through the use of prompts and performance feedback, individuals were able to acquire
skills and transfer the use of the skills to naturally occurring stimuli (versus the prompts).
In addition, some of the acquired skill sets were also applied in novel settings. In
summary, these research studies show support for generating desired behaviors with
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prompts, and subsequently transferring stimulus control to natural stimuli. Also, textual
prompts have been shown to be effective in promoting skill acquisition. Therefore, this
research study looks to extend previous research to a software application context in
which problem-solving behaviors are occasioned by prompts, with transfer of stimulus
control being eventually transferred to the occurrence of a problem situation.

In the context for this research study, the target behavior desired is a set of problem-
solving behaviors. Although one may argue that these behaviors may be applied to only
a limited set of problems (i.e., those specific problems addressed during training), other
researchers indicate that the generalization of these problem-solving behaviors is achiev‐
able. Previous suggestions have been made that acquiring a desired skill does not require
comprehending all possible variations of the behavior and associated responses [11].
Previous research has also demonstrated that behavior training which focuses on explicit
desired behaviors is not necessary to acquire the desired behavior [6]. Instead, some
behavior training techniques can result in adaptive behaviors and only categories of these
stimulants may be necessary.

In the context of problem solving, previous studies have demonstrated that direct
reinforcement of the relationship between desired behaviors and naturally occurring
stimuli is not always necessary [6]. Utilizing both stimulus control and response varia‐
tions, resurgence can facilitate the production of novel behaviors through recognition
of an array of contingencies. Resurgence can be created through increased practice. If
practice integrates variation in stimuli associated with desired skills, transference as well
as extensions of the skills can be facilitated as well.

When a behavior is discontinued due to novel situations, resurgence of previously
learned behaviors associated with the stimulus of the novel situation is more likely to
occur [6]. After solutions being derived from variations in behaviors has been estab‐
lished, novel situations are more likely to cause future variations in behavior. In essence,
this will facilitate efforts to learn. Therefore, training users of software applications sets
of problem-solving behaviors can be generalized to various problems that arise
(increasing efforts to learn). Also, practice can increase the probability that the behaviors
can be extended to problem variations.

In summary, the research proposed for this study looks to extend previous research
by utilizing prompts to occasion the use of problem-solving behaviors when a problem
occurs, and then transfer stimulus control to the problem itself. This research will employ
prompts, similar to previous research studies [e.g., 10], so subjects have a list of problem-
solving behaviors that they can refer back to when problems occur. Based on previous
researchers’ suggestions [e.g., 6], these problem-solving behaviors are expected to
generalize to novel problems that are presented to research subjects, and then generalize
to novel software applications.

Therefore, this study intends to evaluate the use of prompts and transfer of stimulus
control to improve problem-solving with software applications. Applying the principles
of prompts and transfer of stimulus control is expected to help increase the probability
that an individual will address problems with a set of problem-solving behaviors (with
the use of a prompt and after its removal), which should reduce the time needed to
complete a task and increase the number of tasks that can be accomplished accurately
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in a given time period. Also, this research proposes to assess the generalizability of these
problem-solving behaviors and efforts to novel software applications.

3 Theoretical Foundation and Hypotheses Development

3.1 Psychological Empowerment Theory

Empowerment has been defined “as increased intrinsic task motivation manifested in a
set of four cognitions reflecting an individual’s orientation to his or her work role:
meaning, competence, …self-determination, and impact” [12, p. 1443]. Meaning is the
relative importance assigned. Competence is conceptualized as self-efficacy or one’s
belief in their ability to achieve a goal or outcome. Self-determination is one’s ability
to act with discretion or autonomy. Impact is the level of effect on resulting outcomes.
Psychological empowerment has also been conceptualized as “a task motivation
reflecting a sense of control in relation to one’s work and an active orientation to one’s
work role… enables people to have a sense of ownership of their work and motivates
them to complete their work and improve their performance” [13, p. 657].

Individuals who have empowerment are able to address challenges that arise and
find novel methods of addressing these challenges [13]. Empowerment is viewed as a
domain-specific variable and one that varies along a continuum [12]. The theory
proposes that environmental factors (e.g., work-related) can influence empowerment
which influences performance outcomes [13]. Antecedents to empowerment include
information availability and access, with information being needed for empowerment
in order for individuals to take initiative or comprehend [12]. Consequences of empow‐
erment include proficiency and innovation.

In an IS context, user empowerment has been defined “as an active motivational
orientation toward using an information technology (IT) application at work” [13, p.
658]. The dimensions of user empowerment include “competence of user, meaning of
system usage, self-determination of user, and impact of system usage” [13, p. 658].
Competence refers to one’s belief in their ability to use a system. Meaning of system
usage encompasses the value an individual assesses system usage. Self-determination
of user is an individual’s perception of the discretion and autonomy regarding system
usage. Impact of system usage is the level of effect on performance through system
usage.

User empowerment has been demonstrated to influence IS usage, including devel‐
oping connectedness or integration between tasks, using greater or more extended
system functions, and identifying novel uses of a system [13]. Although perceived fit,
job autonomy, and climate for achievement have been found to influence user empow‐
erment, what has not been explored is the acquisition of information (i.e., problem-
solving techniques and prompts) influence on user empowerment and the subsequent
influence on trying to solve IS problems. Considering Empowerment Theory proposes,
and previous research supports, information being an influential factor on empowerment
and an outcome being proficiency, the hypothesis proposed for this study is information
obtained from learning-to-try training and prompting will influence user empowerment,
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which will subsequently influence task performance with IS as well as system usage
(i.e., problem-solving behaviors).

H1: IS users who receive learning-to-try training will have greater user empowerment.
H2: IS users who receive problem-solving prompts will have greater user empower‐

ment.
H2a: IS users who receive prompts during initial IS usage and subsequently have

prompts removed will have greater user empowerment than those who do
not receive the prompts.

H2b: IS users who receive prompts during usage of an initial IS application will
have greater user empowerment when utilizing a novel IS application than
IS users who do not receive prompts.

H3: IS users with greater user empowerment will utilize more problem-solving behav‐
iors (i.e., trying to solve IS problems, discussed further below).

H4: IS users with greater user empowerment will have better task performance.

3.2 Theory of Trying and Social Cognitive Theory

The Theory of Trying proposes that obstacles encountered when attempting to perform
certain actions “influence expectations and attitudes that shape the formation of the intent
to try or actual trying” [14, p. 431]. Also, “intention reflects a state of mind that drives
one to take action as opposed to trying, which reflects action and even some parts of
actual behavior” [14, p. 434]. The Theory of Reasoned Action proposes that an indi‐
vidual’s goals, or attempts to carry out an action which may be hindered by impediments,
are most likely to predict behaviors if obstacles are present. Trying has been proposed
to be “defined as doing all the necessary pre-behaviors and otherwise satisfying all
necessary conditions that are within volitional control for the performance of the subjec‐
tive behavior” [14, p. 435].

Other IS-related constructs acknowledging attempts to use IS have emerged. For
instance, the construct trying to innovate with IT has previously been referred to “as an
individual’s goal of finding novel uses of information technologies” [14, p. 435].
However, this research study proposes to study an individual’s attempt to solve IS-
related problems. Therefore, a new concept of trying to solve IS problems is proposed
and conceptualized as an individual’s attempt to solve an IS-related problem.

Social Cognitive Theory proposes that individuals learn through three primary
learning components – personal/cognitive factors, the environment, and individual
behaviors – and the interaction or “reciprocal determinism” of these factors [15, p. 23].
Personal/cognitive factors include individual cognitive abilities, characteristics, and
traits. For example, individuals are able to utilize forethought to predict outcomes from
their actions. The environment also influences learning through such mechanisms as
modeled behaviors. Learning can occur by observing and evaluating the outcomes asso‐
ciated with observed actions. In addition, an individual learns by their own behaviors
and evaluating the outcomes of these actions. The knowledge gained from these expe‐
riences can be stored as sets of rules in one’s memory to be called on to direct future

52 B. Eschenbrenner



behaviors and refined in the future. These could be acquired from mechanisms such as
training or stimulants such as prompts.

Developing proficiency at a task requires knowledge and cognitive skills, but can
also require the actual application of the knowledge and cognitive skills in order to
generate proficiency [15]. When individuals enact a given set of behaviors, they are able
to obtain feedback which guides future actions. Individuals have pre-existing concep‐
tions that are called upon when deciding upon actions to take. When the actions are
enacted, feedback is obtained to inform and modify existing conceptions.

As has been previously noted, skill sets must be applied in a multifarious fashion to
address evolving circumstances [15]. Also, “a fixed internal generator of behavior would
be more of a hindrance than an aid. Skilled performance requires a generic conception,
rather than a specific representation. Situational requirements help to specify how
conception is best implemented into specific courses of actions… Subrules specify the
enactment adjustments needed in each of these situations” [15, p. 110]. Individuals can
selectively process information and learn not only from their own actions, but by
observing the behavior of others through mechanisms such as instructional cues, behav‐
ioral modeling, and feedback. These observations allow individuals to identify patterns
and comprehend underlying behavioral frameworks.

Social cognitive theory proposes that individuals create conceptions through use of
symbolizing. Behaviors are derived from these conceptions. “Learning must be gener‐
ative in nature, because skilled activities are seldom performed in exactly the same way;
they must be varied to fit different circumstances… It is because people learn generative
conceptions, rather than specific acts, that human skills have remarkable flexibility and
utility” [15, p. 111]. Individuals learn by utilizing models, rule sets, and courses of
actions that can be applied in varied circumstances.

Social Cognitive Theory suggests that individuals learn through training and instruc‐
tions which can then influence behavior [15]. In this context, the instructions would be
delivered in the form of training and prompts, and the influenced behaviors are trying
to solve IS problems. Therefore, the hypotheses propose that information obtained from
learning-to-try training (i.e., problem-solving training) and prompts will influence trying
to solve IS problems, which will subsequently influence task performance (see the
research model in Fig. 1).

H5: IS users who receive learning-to-try training will engage in more problem-solving
behaviors (i.e., trying to solve IS problems).

H6: IS users who receive problem-solving prompts will utilize more problem-solving
behaviors (i.e., trying to solve IS problems).
H6a: IS users who receive prompts during initial IS usage and subsequently have

prompts removed will utilize more problem-solving behaviors (i.e., trying
to solve IS problems) than IS users who do not receive prompts.

H6b: IS users who receive prompts during usage of an initial IS application will
utilize more problem-solving behaviors (i.e., trying to solve IS problems)
when utilizing a novel IS application than IS users who do not receive
prompts.

H7: IS users who utilize more problem-solving behaviors (i.e., trying to solve IS prob‐
lems) will have better task performance.
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Fig. 1. Research model

4 Research Method

4.1 Overview

To test the research hypotheses, an experiment is proposed that will consist of four
conditions in which subjects will/(won’t) receive learning to try training (i.e., problem-
solving strategies) and will/(won’t) receive prompts (i.e., messages regarding strat‐
egies). Individuals will receive training for one IS application followed by training for
a different IS application (to assess the generalizability of user empowerment and
problem-solving behaviors). Transfer of stimulus control will be assessed by removing
the prompts after the first IS application’s initial use.

More specifically, to apply prompting and transfer of stimulus control, recommen‐
dations previously provided will be implemented as follows [7]:

1. Prompting strategy will be selected – prompts will include instructions and strategies
for solving IS problems.

2. The learner’s attention will be solicited by invoking a pop-up mechanism that the
IS exercises are about to begin.

3. The IS exercise will be presented to the research participant.
4. If the research participant has not completed the exercise in a pre-established period

of time, then a prompt with the instructions and strategies for solving IS problems
will be provided.

5. When the research participant successfully completes the exercise, they will receive
reinforcement in the form of a message that says congratulations on completing this
exercise.

6. After subsequent exercises have been completed, transfer of stimulus control will
occur by delaying the prompts.

7. As exercises are completed correctly, even without the presence of the prompt,
congratulatory messages will continue to be displayed after correct completion of
an exercise.
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Learning-to-try training will consist of demonstrations of various problem-solving
strategies that can be utilized when challenges arise using an IS application. The prompts
will be messages displayed on the subjects computer screen reminding them of the
various problem-solving strategies that they can utilize. The prompts will be provided
to the assigned condition during the initial stages of the first IS application’s use, but
then subsequently removed as additional tasks are assigned to be completed. The proxy
for trying to solve IS problems will be use of problem-solving behaviors. The software
applications to be explored are Microsoft Excel and Access.

After receiving a series of problem-solving prompts, improvements will be deter‐
mined by the use of problem-solving behaviors when a problem is encountered, less
time to complete a particular task, and a greater number of tasks being accomplished
accurately when using Excel before and after the prompts. After training for the second
IS application (i.e., Microsoft Access), no additional learning to try training or prompts
will be provided to assess the generalizability of problem-solving behaviors. Improve‐
ments in generalizability will be also be determined by the use of problem-solving
behaviors when a problem is encountered, less time to complete a particular task, and a
greater number of tasks being accomplished accurately when using Access.

4.2 Subjects

Undergraduate students will be recruited to participate who have minimal to no Micro‐
soft Excel experience and no Microsoft Access experience. Hence, subjects will be more
likely to encounter problems while completing Excel and Access exercises and need to
engage in problem-solving behaviors to complete the exercises.

4.3 Procedures and Measures

Subjects will first complete a pre-study questionnaire to capture demographic informa‐
tion, sense of user empowerment, and need for cognition. Subsequently, subjects will
receive Microsoft Excel training followed by problem-solving training or learning-to-
try training for those in the training condition. Those not in the learning-to-try training
condition will be provided information to review regarding the uses of Excel so that
time will be equivalent in both conditions.

The subjects will then be asked to complete a set of Excel exercises. For those in the
prompting condition, a prompt of various instructions and problem-solving strategies
will be displayed for the subjects to use after a set period of time has passed. For subjects
not in the prompting condition, no prompts or other messages during exercise comple‐
tion will be provided. In all conditions, if an exercise is completed correctly, then the
subject will receive a congratulatory message.

After a series of Excel exercises have been completed, subjects in the prompting
condition will have a greater delay in receiving the prompt. The delayed timing of
receiving the prompts will continue until the prompts are no longer displayed for the
subjects to use.

Subsequently, all subjects will receive Microsoft Access training. Neither learning-
to-try training nor prompts will be provided to any of the subjects to assess the
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generalizability of the problem-solving behaviors learned with the previous Excel
training. Measurements will be taken of the number of problem-solving behaviors
utilized, time to complete each exercise, number of exercises completed accurately
before and after the prompts are provided during the Excel session and during the Access
session. Subjects will be requested to complete a post-study survey to measure their
sense of user empowerment, ability to solve Excel/Access problems, perceptions of the
learning-to-try training, effectiveness of the prompts, ability to use problem-solving
strategies with future uses of Excel/Access, and ability to use problem-solving strategies
with novel applications.

5 Expected Contributions and Conclusion

The research proposed for this study intends to evaluate the use of behavioral training
interventions (i.e., prompting and transfer of stimulus control) to improve perceptions
of user empowerment and problem solving with software applications. Because abilities
to conduct problem solving can vary among individuals, it’s important to provide the
appropriate resources and training to individuals to address IS problems. Also, consid‐
ering the negative outcomes that can occur for those individuals who are unable to
resolve or address a problem, this study can provide guidance in regards to the appro‐
priate training and mechanisms that can be utilized to improve problem-solving and task
performance.

Drawing upon Psychological Empowerment Theory, Theory of Trying, and Social
Cognitive Theory, it’s hypothesized that training and prompts will enhance users’ sense
of empowerment and problem-solving efforts, which will contribute to more positive
task performance outcomes. This study will provide insight into the probability of
increasing problem-solving behaviors when utilizing a software application with the use
of specific behavioral training interventions and improvements in performance
outcomes. Also, this research can shed light on the effects that specific problem-solving
training can have on performance for existing IS and when using novel IS if problem-
solving behaviors are generalized to new contexts. This study proposes to improve
problem-solving behaviors by using a behavioral template in the form of a prompt,
training users to perform problem-solving behaviors, and transfer stimulus control to
the problem itself upon removal of the prompt.

Considering the increasing desire for self-directed training and greater proficiency
in IS use, the need for IS users to independently solve IS problems continues to grow.
This research proposes to evaluate the use of prompting and transfer of stimulus control
to improve IS problem solving and task performance. The results may be taken into
consideration when designing future IS training. Also, the results may be taken into
consideration when designing help functions or learning aids, and the process of
providing assistance when IS users encounter problems.
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Abstract. In this paper, we examine the link between the virtual world
attributes and real world economic variables. Specifically, we employ
three cyber game attributes: playtime, in-game level and achievement (in
terms of accomplished ‘missions’) as the measurements of cyber games
participation. We explore the spatial variation of cyber game participa-
tion with respect to real world variables including gross regional product
per capita, household dispensable income, unemployment rate, number
of movie theaters per capita, etc. Moreover, we also study the effects of
environmental variables such as precipitation, air pollution etc. on cyber
games participation. Using the game data from a very popular cyber
game in China and prefecture-level data in 2011, our empirical results
show that the income and the availability of other leisure activities are
negatively associated with cyber game participation.

Keywords: Cyber games · Consumption behavior · Economic impact ·
Human capital

1 Introduction

With the growing popularity of cyber games, relatively little attention has been
paid to the economic analysis of cyber game participation. This paper aims
to study how income level and other economic factors affect the cyber game
participation. Different from other goods, such as [9] on coffee consumption and
prices in the US, cyber game participation has its unique features. On one hand,
playing too much games can deteriorate the player’s health and human capital
in the long run. On the other hand, cyber games, not different from other leisure
activities, could help increase one’s productivity. In the seminal paper on the
theory of allocation of time, [3] laid the foundation of economic analysis of an
economic agent’s choice between leisure and production activities.

One of the key features of a virtual world is that the true identify of the
players are usually concealed in the network. In this paper, we explore the rela-
tionship between cyber game participation and observable economic variables.
E.g., how does cyber game participation rate affect local economic development?

c© Springer International Publishing AG 2017
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There might be two different motivations for the game players. First, like other
games, cyber game is among the choices of leisure activities such as movies,
concerts, etc. This is the relaxing and fun part of the game. Second, they try to
‘escape reality’. The latter case raises a severe issue for human capital accumu-
lation and could affect the economic growth in the long run. Cyber games could
provide a shelter for some individuals to enjoy the virtual success (as measured
by the game performance in our study) as the Chinese labor market is getting
increasingly more competitive. We provide empirical evidence that people who
have higher income would spend less time in playing cyber games, ceteris paribus.
Also, we explore the relationship between cyber game participation with respect
to the availability of substitutes such as movie theater, live music concert, per-
forming art, professional sports games, etc., for cities with higher gross regional
product per capita (GRPPC) are likely to have more options of after-work social
activities. In addition, we explore whether unemployment or bad weather would
affect the cyber game participation.

We here discuss briefly the representative features of cyber games that are
distinct from other games. Cyber game (also called online games, online PC
games, etc.) is a technology which connects players from the world wide web
and enables them to play both competitively and cooperatively. Cyber games
have the typical features of a virtual world: a synchronous, persistent network of
people represented as avatars play different roles and interact with each other in
the game. With the advancement of computer technology, cyber games are also
becoming increasingly complex (in the perspective of characters design, balance
of powers, strategic plays, etc.) and more visually enticing. The popularity of
cyber games is accompanied by the rapid development of high speed Internet
infrastructure and the increasing number of Internet users. For the consumer
base, China has a big population of ‘Netizens’. According to a recent report
by China Internet Network Information Center, [6], China has approximately
649 million Internet users by 2014, which increases 2.1% than that of 2013,
the Internet population rate reaches 47.9%. A big proportion of the Internet
user population, especially young generation, play cyber games regularly. Cyber
games have a big impact on Chinese youth, especially for male youth, which
composed the majority of players population. It is reported in [5] that 65.4% of
the players are male, and 66.8% of the players are young people who aged 10–29.
They often play cyber games either at home, in Internet café or on smart phones.
About 28.5% of these young players have college or higher degrees. Low-income
or unwaged players play an important role in the gaming market, it accounts for
27.7% of the player population in 2013.

Gaming industry has developed significantly in China in recent years. The
number of players and the market values of gaming industry are growing rapidly.
According to the 2014 China Gaming Industry Report (an official report that is
released by the Chinese Audio and Digital Game Community (GPC) annually),
the number of players in the Chinese gaming market has reached 570 million
by 2014, which increases 4.6% than that of 2013. Being the most popular and
important game type, online PC game attained its advantages and has received



60 Q. Fan et al.

a sales income of 60.89 billion RMB in 2014, which contributes to 53.19% of
the total market incomes. Due to the device convenience, players are more likely
to play mobile games to fill confetti time (e.g. waiting for a bus and queuing).
Conversely, the players of PC games often have higher royalty of the game. The
royal players are more willing to spend both time and money to get involved in
PC games, purchasing additional virtual equipments and weapons which help
players to increase their in-game competency, achieve higher in-game levels, or
accomplish more interesting and challenging tasks.

Many researches focus on consumption behavior of conventional goods. In the
empirical study of aggregated demand for cigarettes, [4] used a panel data of per
capital consumption of cigarettes in state level. [8] studied demand for alcohol
using survey data from the National Health Interview Study and find consider-
able heterogeneity in the price and income elasticities over the full range of the
conditional distribution. [2] studied the rational consumption of tobacco using
GMM method. [1] empirically studied the consumption of milk. Our study is
the first to study how real world economic variables affect cyber game attributes
using a novel dataset.

There would be potential endogenous problems with the income variable,
since players of low income level would play more cyber games which in turn
would affect future income. We employ the instrumental variable (IV) model to
address this issue. We choose the freight volume per capita as the instrumental
variable for income. Freight volume reflects the economic development of the
region, we find a very strong positive correlation between the freight volume and
average income of the region in our sample. On the other hand, the freight volume
can only affect the behavior of playing cyber games indirectly and through the
channel of income. Besides, the gaming data we have is gameplay telemetry in
a month, while most of the real world economic variables are reported monthly
and even annually. By taking the average of the daily cyber game data, we
assume implicitly that the current level of game attributes are comparable among
different prefectures. We also use quantile model to study the impact of control
variable on different quantiles of cyber game participation.

The paper is organized as follows. In Sect. 2 we introduce the theoretical
rational addiction model of the cyber game and the empirical model. Section 3
describes in details the data sources and variables. In Sect. 4 we provide and
discuss the empirical results. Section 5 concludes this work and points out future
work directions.

2 Model and Preliminaries

2.1 A Basic Economic Model

We here consider a very basic economic model. Assume the utility of an individ-
ual depends on two types of goods, the leisure activity goods A, here specifically
the cyber games, and the non-leisure goods N . For simplicity, we assume the
consumption set is composed of two goods, A and N , and N can be think of as a
basket of goods other than A. We also assume the homogeneity of cyber games
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even though each game is not a perfect substitute of another game and continu-
ity of the excess demand function. Moreover, the current utility also depends on
the past consumption level of A, but not for N . The rational consumer’s problem
is to maximize the sum of lifetime utility discounted at a constant rate r, and
denote β = 1

1+r :
∞∑

t=1

βt−1u(At, Nt, St) (1)

where S is the stock of consumption capital of the individual, u(·) is a strongly
concave function of A, N and S, and the past consumption of A affects current
utility through the channel of ‘learning by doing’:

ΔS = At − δSt − h(Dt) (2)

where ΔS = St+1 − St, δ is the instantaneous depreciation rate which measures
the exogenous rate of disappearance of the physical and mental effects of past
consumption of A, and Dt represents expenditures on endogenous depreciation
or appreciation and h(·) is a real valued function. Ct = Nt +PtAt. Suppose I0 is
the initial value of wealth, C0 is the initial condition indicating the level of goods
A’s consumption level at time 0. The utility maximization problem is subject to
the following constraints

∞∑

t=1

βt−1(Nt + PtAt) = I0 (3)

The first order conditions satisfy that the marginal utility of wealth is equal
to the marginal utility of consumption of Nt in each period, denote u(t) =
u(At, Nt, St):

∂u(t)
∂Nt

= It (4)

And the marginal utility of current consumption of A, u1 plus the next period’s
utility of today’s consumption, u2, equals ItPt, which is the marginal utility of
wealth multiplies the current price of A:

∂u(t)
∂At

+ β
∂u(t + 1)

∂At
= It (5)

Assume that for a heterogeneous population H in each area (prefecture, in
our case, and for simplicity of the notations we ignore the subscript i) there exists
a finite partition {χk}k∈K of the set R

H
+ of all conceivable income assignments

and for every k ∈ K there is an aggregate demand function F k(P,G), where G
denotes an income distribution function, such that

1
|H|

∑

h∈H

fh(P, xh) = F k(P,Gxh) (6)

for every nonnegative income assignment xh
h∈H in the set χk and for every P ∈

P which is any strictly positive price vector, and where |H| is the number of
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population, fh(P, xh) is the demand function for each individual h ∈ H which
is derived from the individual utility maximization problem.

2.2 The Empirical Model

The basic empirical model we consider in this section is

yi = αi + βinci + γXi + εi (7)

where yi is the variable of cyber game participation. We use three different vari-
ables to study the participation of cyber games in different dimensions. The
playing time which is considered as the proxy for cyber game participation, the
in-game level variable and achievement which is measured by the number of
missions accomplished are the proxy for participation and performance of play-
ing, respectively. The inci is dispensable income level of prefecture i, we also
use GRPPC as income level proxy, Xi is a vector of other exogenous variables
which are considered as the determinant of the cyber game variables, these vari-
ables include substitute goods, Internet penetration rate, unemployment rate,
environmental variables such as rainfall, air pollution, etc.

Since the income variable could potentially affect other unobserved factors
that also affect the average cyber games variable, we use the freight volume as an
instrumental variable for income. From the economic model of cyber game par-
ticipation, the income and other control variables would have different effects
on different quantile of participation level. For example, for the higher quan-
tile of playtime regions, there would be different preferences or habits and that
would result in different impact of income. It is very plausible that the differ-
ent quantile of playtime would response differently to the economic welfare and
environmental variables. We therefore estimate a quantile regression model to
identify the heterogeneous effects of income and other control variables across
regions. The variables we consider in the quantile regression model is the same
as in the aforementioned linear model [7].

3 Data Description

3.1 Dragon Nest

We use a realistic cyber game dataset from Dragon Nest1 to investigate the pro-
posed model. Dragon Nest is a free-to-play action Massive Multiplayer Online
Role Playing Game (MMORPG) developed by Eyedentity Games2. The game
incorporates a non-targeting combat system which provides players a fast paced
action filled experience. Players have complete control over every single move-
ment of their chosen character. The players are allowed to choose from a range
of playable characters (e.g. Warrior, Archer, Cleric and Academic, etc.) to defeat

1 http://dn.sdo.com/web9/home/index.asp.
2 http://www.eyedentitygames.com/main.asp.

http://dn.sdo.com/web9/home/index.asp
http://www.eyedentitygames.com/main.asp
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diverse monsters and other players. One player can have one or many characters
in the game. Dragon Nest allows the players to initially play for free, but the
players are encouraged to speed money in the game to explore and enjoy more
game features, such as customized gear for the characters, mainly to increase
the visual attractiveness for the characters.

Throughout the game, a number of designed tasks are provided in dungeons.
In most MMORPGs, dungeon (often interchanges with the term instance) is
defined as a private area where allows characters to team up and complete tasks
without interference from other characters3. In dungeons, characters fight against
groups of monsters using their skills and weapons. Dragon Nest also provides
some more difficult and challenging tasks (known as missions in this game) for
advanced players. Once the player accomplishes the mission, special honors or
achievements will be given. Such honers/achievements would help to differentiate
the player from other regular players and would be beneficial to enhance the
player’s reputation and influence in the virtual world. Accomplishing missions
not only would help players to gain playing skills, but also to upgrade their
in-game levels. Note that, Dragon Nest has an independent skill system, which
indicates that a high level player is not necessarily a skillful player. A more
experienced player that with a lower level can also overcome a less experienced
player but with a higher level using his skills.

The Chinese version of Dragon Nest is published and operated by Shengda
Games4, one of the biggest and most successful game operators in China, since
July 2010. In a few years, Dragon Nest has become one of the leading games
of Shengda. Within 3 days of the official release, the number of Peak Concur-
rent Users (PCU) reaches 700,0005. In gaming industry, to attract and retain
more players, game operators often employ some marketing strategies for prod-
uct advertisements and promotions. The common promotion strategies include
advertise the product in popular and authorized online game media (e.g. 171736

is renowned as the top game website in China), build player forum in the product
official website and organize competitions regularly. Besides these online pro-
motions, some offline marketing promotions are often employed by operators,
especially at the beginning of the product launch. Practically, such regional pro-
motions are often started from where the game operators geographically based.
In the case of Dragon Nest, since Shengda Games is based in Shanghai, several
promotions were held in Shanghai and the nearby cities.

3.2 The Cyber Game Data Set

The collected dataset contain one-month gameplay telemetry, from 1st March
2011 to 31st March 2011. In total, the game participation (including login details,
playtime, social activities, achieved levels, coins, etc.) of 4, 811, 925 unique char-
acters are collected. To reveal the relationship between the virtual world success
3 http://www.wowwiki.com.
4 http://www.shandagames.com/us-en/index.html.
5 http://dn.178.com/201101/89835568248.html.
6 http://www.17173.com/.

http://www.wowwiki.com
http://www.shandagames.com/us-en/index.html
http://dn.178.com/201101/89835568248.html
http://www.17173.com/
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and real-world economic well beings, this study extracts the related information
from two perspectives: (1) data from the virtual world - attributes that are asso-
ciated with players’ engagement and their in-game performances; (2) data from
the real-world - for the given dataset, the unique attribute that relates to the
real-world is the log-in IP. In this work, the virtual world success is measured
by three representative gameplay attributes, namely the playtime, in-game level
and achievement.

The raw dataset records every single login details, including character ID,
login IP address, login timestamp and logout timestamp. Using this game log,
the in-game playtime for a given character can be derived. As aforementioned, by
accomplishing missions, players can upgrade their in-game level, the game server
will automatically capture the every piece of game level update information (e.g.
character ID, current level, new level, upgrade timestamp and map ID). The
collected dataset includes the information of the completed missions, and the
obtained achievements are also recorded. The three chosen gameplay attributes
are defined as:

– playtime: this attribute refers to the aggregated game playtime for a given char-
acter during the observed time period (i.e. March 2011). Given a character, this
attribute is derived from the login log by calculating each login time length and
then aggregating them. The derived result is represented in Hour unit.

– in-game level: this attribute represents the achieved in-game level (i.e. the
maximum recorded level) of a given character by the end of the observed
time period (i.e. 31st March 2011). Note that, this attribute just indicates
the current in-game level, but does not mean that the in-game levels are all
achieved within the observed time period, as the level may be carried from
previous months. In the released version of March 2011, the maximum in-
game level of is 40. However, since Dragon Nest is a dungeon-driven game,
reaching the maximum in-game level is not the end of the game. The main
purpose of the game level-up is more like a tutorial to train the players using
different skills and weapons, help them to get familiar with the game story and
settings, and provide relative simple tasks for them to gain experiences and
increase competency. In so doing, some players can quickly reach the maxi-
mum level, and then apply the obtained experiences and skills to accomplish
more challenging missions in different dungeons.

– achievement: this attribute refers to the achievements that a given character
obtained during the observed time period. The achievement is represented
by the sum of the missions that a character accomplished in March 2011.
It is important to note that the missions in Dragon Nest are with different
difficulty levels. Obviously, the difficult mission would consume more time
and resources to complete. However, due to the availability of the collected
dataset, there is no associated information to distinguish the easy missions
and difficult missions. In this work, the difficulty levels of completed mis-
sions are treated equally, only the number of accomplished missions are taken
into account. This is a weakness of this work, and further investigations are
required when the information of difficulty level become available.
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Besides the attributes from the virtual world, we also use the Chinese IP
library to convert the raw IP addresses captured in the login log to geo locations.
This enables us to build the linkage between a virtual character and the location
of real-life player, and the identified geo locations provide the basis for the further
analysis of the related economic data.

3.3 Cyber Game Data Preprocessing

The raw data set contains 4, 811, 925 unique characters and 11, 552, 998 login
records. Compared to other application domains, MMORPGs often result in
relatively low player retention rate. For the vast majority of games, a significant
proportion of players who signed up but never play the game at all. It has been
reported that approximately 85% of players do not return after the first day, and
game company should expect to lose 96% of their user base within 12 months
[7]. This indicates that the raw data set includes loads of ‘never-play’ gamers
information, but such information is beyond our research interests. For data
preprocessing, first, this work employs a two-level filtering mechanism to filter
out these players and select the ones who have spent sufficient amount of time
to play the game. After the following filtering step, the number of characters
reduces from 4, 811, 925 to 64, 448. Specifically, we process the data as following:

– login level filtering: only the login duration that is longer than 10 min is
regarded as a valid game-play login. This is because MMOPGs often require
heavy user involvements than other types of games (e.g. mobile games). A sim-
ple task at least requires 5–10 min to complete and a dungeon would require
longer. The raw login log may also capture some non-sense login details (e.g.
the player suddenly loses the Internet connection, and the login duration is
only a few seconds), and this step greatly reduces the volume of login log and
would speed up the further computations and analysis.

– character level filtering: the login information will be aggregated according to
the character IDs. Within the observed time period, the characters who either
reach 60 login times or 30 h accumulative login time length will be retained
for further analysis.

Second, for a given character, in principle, he/she may use different IP address
to login the game. This may cause that the behavior of a single character being
multiple counted when analyzing the collective behaviors for a given geo location.
To address this, for each character, we initially list all identified geo locations
that he/she has used for login, and then count the number of their login times.
In this work, it is assumed that the most frequently used geo location is the place
where a player actually based in the real-world. Hence, a one-to-one mapping
table is derived to store the character ID and his/her the most frequent login geo
location. In so doing, a character only contributes to the collective user behav-
ior for a single geo location. In our data set we also have players from foreign
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countries outside China. Since the main focus of this paper is to study the rela-
tionship between playing game behaviors and Chinese prefecture variables, we
deleted those players whose IP address is not from China. To reveal the rela-
tionship between virtual world success and real world economic well beings, all
the in-game behaviors will be accumulated according to different geo locations.
Given a geo location, the total number of based characters and their aggregated
in-game performance will be calculated. Such data will then be used to derive the
average playtime, in-game levels and achievement for a geo location. A summary
of the pre-processed attributes is shown in Table 1. Figures 1 and 2 plot the geo-
graphic distributions of average play time and regional economic development
in China, March, 2011.

Table 1. Summary of attributes

Dimensions Attributes Description

Data from the virtual world Playtime The accumulative game playing time for a given

character

Level Achieved in-game level for a given character (min

= 0, max = 40)

Achievement # of mission accomplished for a given character

(min = 1, max = 675)

Data from the real-world IP address The originally recorded login IP address

Geo location The converted geo location for a given IP address

Aggregated data Sum character # of included distinct characters in a given geo

location

Average playtime Given a geo location, the average playtime, it is

derived from total playtime/Sum character (min

= 0.17 h, max = 235.81 h)

Average level Given a geo location, the average achieved

in-game level, it is derived from

total level/Sum character (min = 3, max = 40)

Average achievement Given a geo location, the average number of

accomplished missions, it is derived from

total mission/Sum character (min = 1, max =

328)

At last, we sort the data according to prefectures and take the average of
attributes as total quantity divided by the number of players in the prefecture.

3.4 Economic Data

Economic variables are from China Statistical Yearbook for Regional Economy
(2012) and China City Statistical Yearbook (2012). The National Bureau of
Statistics of China (NBSC) collects data from each prefecture and publishes
them altogether each year. These two yearbooks have collected major social and
economic indicators of China in 2011. We use GRPPC (gross regional product
per capita) and per capita disposable income of urban households (Income) as
proxy for income. The two variables are measured in the unit of 1000 RMB. We
also control unemployment rate, Internet penetration rate, and the number of
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cinema per hundred people in the studied area. We use freight volume per capita
as instrumental variable for income.

Meteorological data are from China Meteorological Data Sharing Service Sys-
tem of China Meteorological Administration. Data are reported by meteorological
stations. We choose the data of each station to represent the level of its located
prefecture. Data are collected on monthly precipitation and the number of days
when daily precipitation is larger than 0.1 mm in March, 2011 (Days > 0.1 mm).
Environmental variables are from China City Statistical Yearbook (2012). Data
are collected on average API (air pollution index) which is measured as the arith-
metic average of daily reported API of each city in March, 2011.

3.5 Summary statistics

Table 2 contains means, standard deviations and other statistics of the primary
variables in the data set. The definitions of variables are given in the previous
subsection.

Table 2. Summary Statistics

Mean Std. dev. Median Min Max Sample size

Login time 26.38 7.88 25.37 14.05 51.24 108

Mission 78.15 8.10 77.96 61.00 98.00 113

Level 26.41 2.91 26.12 20.68 32.25 112

Income 22.54 5.52 20.47 14.10 36.51 113

GRPPC 51.73 25.83 45.48 16.39 133.30 113

Cinema 3.77 3.31 2.75 0.43 17.65 113

Internet 37.21 17.12 34.88 10.18 74.95 113

Unemployment 3.18 0.81 3.30 0.70 5.40 113

Precipitation 26.21 30.04 15.90 0.00 135.50 113

Days > 0.1 mm 6.35 5.63 5 0 23 113

API 69.15 11.97 69.00 26.61 117.00 113

Notes: Income and GRPPC are measured in 1000 RMB, Internet and
Unemployment are in %, and API is measured in µg/m3

4 Empirical Results

In Table 3, we report the OLS results of login time on income and other con-
trol variables. We find that income level is negatively associated with cyber game
participation. As the average income level increases by 1%, the average play time
reduces by about 0.34 h (about 20 min) as shown in column (1). This result is
robust to both income proxy variables, dispensable income and GRPPC. It shows
that the unbalanced regional economic development level has significant impact
on the cyber games participation. For high income regions, the opportunity cost
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Fig. 1. Spatial distribution of average login time across 108 prefectures in China.

of playing cyber games are higher compared to low income area. In addition,
metropolitans have more options for leisure activities such as concerts, shows,
etc. It can be seen from column (5), which is our main model, that the higher
numbers of movie theaters per person is correlated with less game time. The
marginal effect of alternative leisure activities is very robust, with the coefficient
being very close in magnitude and significantly negative as shown in columns
(3)–(7). This shows the substitution effect of other leisure activities is strong for
the average playing time. Notice that the income level is highly correlated with
the number of movie theaters in our data, as shown in column (3) and (4), such
that the coefficient of income variable is not significant if we only use movie as
control. Unemployment rate is positively related to the playing time after con-
trolling other variables. As the unemployment rate increase by 1%, the average
play time increase by 0.06 h. This again supports the theory of time allocation:
in aggregate level, the time spent on online games is negatively correlated with
regular work. The environmental variables are not significant in the regression
whether we use rainfall or air pollution variables. This environmental variable
result shows that on the average level playing behavior is not affected by the
outside environment.

Next, we turn attention to the achievement variable. Table 4 shows the regres-
sion results. Most importantly, the number of missions accomplished in the game
is also negatively correlated with income level. An increase of 1% in income level,
which is about 220 RMB for the sample average, is associated with the decrease of
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Fig. 2. Map of GRPPC of 108 prefectures in China. Notes: Figure shows a negative
relationship between average playing time and GRPPC, this observation is formally
studies in the following regression analysis.

Table 3. OLS estimation of login time

Dependent variable: log average login time

(1) (2) (3) (4) (5) (6) (7)

Log income −0.3436∗∗∗
(0.1005)

−0.2263∗
(0.1294)

−0.4848∗∗∗
(0.1793)

−0.3707∗∗
(0.1671)

Log GRPPC −0.1676∗∗∗
(0.0507)

−0.1116∗
(0.0636)

−0.2806∗∗
(0.1079)

Movie −0.0644∗
(0.0359)

−0.0664∗
(0.0348)

−0.068∗
(0.0354)

−0.0732∗∗
(0.0339)

−0.0695∗
(0.0364)

Int. penetration rate 0.5586∗∗
(0.2564)

0.7357∗∗
(0.2974)

0.4464∗
(0.2504)

Unemployment 0.0612∗
(0.0329)

0.068∗∗
(0.0335)

0.0672∗
(0.0344)

Precipitation 0.0013

(0.0009)

Days > 0.1mm 0.0037

(0.0043)

Log API −0.061

(0.125)

Observations 108 108 108 108 108 108 108

R-squared 0.0747 0.0728 0.0994 0.1003 0.1657 0.1795 0.1501

p-value of F test 0.0009 0.0013 0.0002 0.0004 0.0001 0.0001 0.0001

Notes: Standard errors are reported in parentheses. Significance levels 0.1, 0.05 and 0.01 are noted by *, **

and *** respectively. Intercept are included but not reported.
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Table 4. OLS estimation of mission

Dependent variable: log average mission

(1) (2) (3) (4) (5) (6) (7)

Log income −0.0981∗∗∗
(0.0349)

−0.0558

(0.0402)

−0.1612∗∗
(0.0670)

−0.1336∗∗
(0.0661)

Log GRPPC −0.0406∗∗∗
(0.0149)

−0.0197

(0.0186)

−0.0943∗∗∗
(0.0331)

Movie −0.0230∗∗
(0.0116)

−0.0253∗∗
(0.0123)

−0.0261∗∗
(0.0116)

−0.0284∗∗
(0.0122)

−0.0268∗∗
(0.0118)

Int. penetration rate 0.2574∗∗∗
(0.0881)

0.3260∗∗∗
(0.0970)

0.2302∗∗∗
(0.0870)

Unemployment 0.0334∗∗∗
(0.0103)

0.0364∗∗∗
(0.0109)

0.0344∗∗∗
(0.0103)

Precipitation 0.0003

(0.0003)

Days > 0.1mm 0.0004 v

Log API −0.0112

(0.0719)

Observations 113 113 113 113 113 113 113

R-squared 0.0489 0.0367 0.0758 0.0707 0.1950 0.2070 0.1870

p-value of F test 0.0058 0.0075 0.0023 0.0012 0.0001 0.0000 0.0001

Notes: Standard errors are reported in parentheses. Significance levels 0.1, 0.05 and 0.01 are noted by *, **

and *** respectively. Intercept are included but not reported.

0.10 of accomplished missions. As it shows in column (5), the coefficient increase
in magnitude to 0.16 after we control for more variables. It suggests that the
average performance, or game-playing ‘productivity’ is higher in lower income
regions. Performance in cyber games is related to human capital, as the game-
playing requires many skills that reflect human capital. However, the higher
performance in cyber games does not translate to higher local economic devel-
opment level. On the contrary, it shows the opposite association. This might infer
the negative effect of playing cyber games in China, though we need to investi-
gate more in the link between playing cyber games and income level. Internet
penetration rate and unemployment are positively related to missions. Similar
to the study of playing time, environmental variables are not significant here.

For level data, the OLS regression results are not very significant except for
that of income and substitute effects. The underlying issue with the level data is
that level does not reflect the quality of players in respect to playing skills. Also,
some players who already achieved level 40 in our sample which is the maximum
level one can get from playing this game. But the player can keep accomplishing
new missions after achieving level 40. And even for players whose level is not
yet 40, the level variables are accumulative and current level depend heavily on
when the players starts to play the game. The starting time is unfortunately not
recorded in our data. All relationships between the three LHS variable and RHS
control variables are shown in Figs. 3, 4 and 5.

In summary of the OLS results, there are substantial evidence that after
controlling for other determinant of cyber game participation, the coefficient of
income is negative, which suggests that on prefecture-level, the effect of income
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Fig. 3. Scatter plot of login time and control variables
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Fig. 4. Scatter plot of achievements and control variables

on cyber game participation is negative. It could imply that cyber game partic-
ipation significantly decreases with the increase in income level (Table 5).

The estimation on the effect of income on cyber game participation might be
biased by the problem of reverse causality and omitted variables. To address the
endogeneity concerns, we employ the instrumental variable freight volume which
is exogenous to cyber game participation but is correlated with regional income
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Fig. 5. Scatter plot of level and control variables

Table 5. OLS estimation of level

Dependent variable: log average level

(1) (2) (3) (4) (5) (6) (7)

Log income −0.2275∗∗∗
(0.0372)

−0.1552∗∗∗
(0.0460)

−0.1677∗∗∗
(0.0637)

−0.1309∗∗
(0.0632)

Log GRPPC −0.0981∗∗∗
(0.0161)

−0.0613∗∗∗
(0.0193)

−0.0567∗
(0.0326)

Movie −0.0392∗∗∗
(0.0135)

−0.0439∗∗∗
(0.0131)

−0.0380∗∗∗
(0.0134)

−0.0419∗∗∗
(0.0134)

−0.0385∗∗∗
(0.0136)

Int. penetration

rate

0.0411

(0.0789)

0.0174

(0.0966)

0.0130

(0.0765)

Unemployment 0.0152

(0.0123)

0.0194

(0.0117)

0.0183

(0.0129)

Precipitation 0.0003

(0.0003)

Days > 0.1mm 0.0004

(0.0004)

Log API −0.0545

(0.0442)

Observations 112 112 112 112 112 112 112

R-squared 0.2334 0.1884 0.3027 0.2784 0.3195 0.2963 0.3216

p-value of F test 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

Notes: Standard errors are reported in parentheses. Significance levels 0.1, 0.05 and 0.01 are noted by *, **

and *** respectively. Intercept are included but not reported.

level. Our findings are mostly robust as shown in Table 6 using instrumental
variable method. Specifically, income is significantly negatively associated with
playing time. Substitutes, Internet access and unemployment all have significant
and the signs agree with previous OLS findings. Similar results are also for game
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Table 6. 2SLS estimation on impact of cyber game attributes

Login time Mission Level

(1) (2) (3) (4) (5) (6)

Log income −0.2142∗∗

(0.1060)

−0.3956∗

(0.2235)

−0.2408

(0.1733)

Log GRPPC −0.5299∗∗∗

(0.2040)

−0.1225

(0.0822)

−0.0701

(0.0811)

Movie 0.0015

(0.0024)

−0.0029∗∗

(0.0012)

−0.0011∗

(0.0006)

−0.0010∗∗

(0.0004)

−0.0003

(0.0006)

−0.0008∗∗

(0.0004)

Int. penetration rate 0.2033∗∗

(0.1013)

0.1299∗∗

(0.0517)

0.3786∗

(0.2648)

0.3786∗

(0.2081)

0.0452

(0.1555)

−0.0027

(0.0254)

Unemployment 0.0137

(0.0547)

0.0580∗

(0.0351)

0.0274∗

(0.0151)

0.0360∗∗∗

(0.0117)

0.0156

(0.0145)

0.0210

(0.0121)

Precipitation 0.0041∗

(0.0021)

0.0006

(0.0008)

0.0001

(0.0005)

0.0004

(0.0001)

0.0001

(0.0001)

0.0001

(0.0001)

Observations 108 108 113 113 112 112

R-squared 0.0807 0.1585 0.0894 0.2016 0.2595 0.2428

Notes: Standard errors are reported in parentheses. Significance levels 0.1, 0.05 and 0.01 are noted

by *, ** and *** respectively. Intercept are included but not reported.
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Fig. 6. Quantile regression estimates: login time. Notes: Figure graphs the estimated
effect of income, substitute goods, etc., on the log of average login time at each quantile
of the conditional distribution of the log of average login time and the associated 95%
confidence interval.

performance measured by missions. The results are not significant for levels
partly due to the aforementioned reasoning.

For the quantile regression results, Table 7 shows that the income is negative
and significant in lower quantiles of cyber game participation after controlling
for other variables. The result is not significant for higher quantiles as seen in
Fig. 6. This means that the effect of income is not very significant for the higher
quantile of participation in the perspective of login time. And also that for lower
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Table 7. Quantile regression results for login time

Quantiles

5th 25th 50th 75th 95th

Log income −0.5801∗∗∗
(0.2056)

−0.5705∗∗∗
(0.2124)

−0.4353
(0.3199)

−0.453∗
(0.2425)

−0.2526
(0.3522)

Movie −0.0023
(0.039)

−0.082∗∗
(0.0403)

−0.0399
(0.0606)

−0.0501
(0.046)

−0.2039∗∗∗
(0.0668)

Int. penetration rate 0.7156∗∗∗
(0.2721)

0.6129∗∗
(0.2811)

0.3158
(0.4234)

0.5397∗
(0.3209)

0.5343
(0.4662)

Unemployment 0.0499
(0.0367)

0.026
(0.0379)

0.1138∗∗
(0.057)

0.093∗∗
(0.0432)

0.1052∗
(0.0628)

Precipitation 0.0006
(0.001)

0.0017∗
(0.001)

0.001
(0.0015)

0.0016
(0.0011)

0.0027
(0.0017)

Observations 108 108 108 108 108

Pseudo R2 0.1331 0.1086 0.0965 0.0684 0.1415

Notes: Standard errors are reported in parentheses. Significance levels 0.1, 0.05 and 0.01
are noted by *, ** and *** respectively. Intercept are included but not reported.
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Fig. 7. Quantile regression estimates: mission. Notes: Figure graphs the estimated
effect of income, substitute goods, etc., on the log of average login time at each quantile
of the conditional distribution of the log of average login time and the associated 95%
confidence interval.

quantiles, the absolute value coefficient of income is significantly higher than
the higher quantiles. Therefore players in the lower quantiles of playing cyber
games is more responsive to income level. We find it interesting that substitute
activities such as movies are significant in lower quantile, but not so in higher
quantile. Furthermore, for the highest quantile, it is significant again. Given
the small sample size in the highest quantile, this result could be affect by a
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Table 8. Quantile regression results for mission

Quantiles

5th 25th 50th 75th 95th

Log income −0.1772∗∗
(0.0808)

−0.2058∗∗∗
(0.0770)

−0.2002∗∗
(0.0841)

−0.2018∗∗
(0.0967)

−0.1252
(0.1098)

Movie −0.0404∗∗∗
(0.0149)

−0.0355∗∗
(0.0142)

−0.0302∗
(0.0155)

−0.0255
(0.0178)

−0.0070
(0.0203)

Int. penetration rate 0.4154∗∗∗
(0.1052)

0.4054∗∗∗
(0.1001)

0.2743∗∗
(0.1095)

0.3063∗∗
(0.1257)

0.1938
(0.1428)

Unemployment 0.0291∗∗
(0.0144)

0.0263∗
(0.0137)

0.0362∗∗
(0.0150)

0.0419∗∗
(0.0173)

0.0839∗∗∗
(0.0196)

Precipitation 0.0007∗
(0.0004)

0.0008∗∗
(0.0004)

0.0006
(0.0004)

0.0004
(0.0005)

−0.0006
(0.0005)

Observations 113 113 113 113 113

Pseudo R2 0.1496 0.1222 0.1346 0.1359 0.1527

Notes: Standard errors are reported in parentheses. Significance levels 0.1, 0.05 and 0.01
are noted by *, ** and *** respectively. Intercept are included but not reported.
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Fig. 8. Quantile regression estimates: level Notes: Figure graphs the estimated effect
of income, substitute goods, etc., on the log of average login time at each quantile of
the conditional distribution of the log of average login time and the associated 95%
confidence interval.

few dominant regions. Or it could imply that for the very high quantile, movie
or other substitute goods are becoming relevant again due to the fact that the
game eventually lose its attractiveness to its top players which is very common in
most cyber games. The cyber game company usually promote new games every
two or three years to accommodate the decline of interests of its players. For
lower quantile of cyber game participation, the Internet penetration rate is also
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Table 9. Quantile regression results for level

Quantiles

5th 25th 50th 75th 95th

Log income −0.0560
(0.0813)

−0.1942∗∗
(0.0882)

−0.19772∗∗
(0.0868)

−0.1176
(0.0970)

0.0266
(0.0873)

Movie −0.0277∗
(0.0150)

−0.0355∗∗
(0.0163)

−0.05112∗∗∗
(0.0160)

−0.0365∗∗
(0.0179)

−0.0137
(0.0161)

Int. penetration rate −0.1373
(0.1060)

0.1080
(0.1150)

0.0894
(0.1132)

−0.0329
(0.1265)

−0.2555∗∗
(0.1139)

Unemployment 0.0054
(0.0145)

0.0213
(0.0157)

0.02932∗
(0.0155)

0.0021
(0.0173)

0.0006
(0.0156)

Precipitation 0.0008∗∗
(0.0004)

0.0006
(0.0004)

0.0004
(0.0004)

−0.0004
(0.0005)

−0.0005
(0.0004)

Observations 112 112 112 112 112

Pseudo R2 0.1731 0.1819 0.2404 0.1842 0.1152

Notes: Standard errors are reported in parentheses. Significance levels 0.1, 0.05 and 0.01
are noted by *, ** and *** respectively. Intercept are included but not reported.

significant. Unemployment rate has significant influence on the higher quantiles.
Weather variable is in general not significant except for some lower quantiles.
This means the rainfall e.g., would have some impact on the infrequent players.

The quantile results of achievement is similar to the finding of login time as
shown in Table 8. All control variables have significant impact on the lower quan-
tile and most are insignificant for the very high quantiles. We find that income is
mostly negative and significant as shown in Fig. 8(a). Substitute goods is signifi-
cantly negatively correlated to achievements in lower quantiles but not in higher
quantiles. Weather variable is showing some significantly positive correlation in
the lower quantiles also.

As the reasons stated in OLS regression results, level variable has some prob-
lems in being a good proxy for game performance. We could still observe the
income and substitute has significant impact for lower quantiles. Other control
variables are not significant for most quantiles with few exceptions (Table 9).

5 Conclusion

This paper uses the gaming data and economic data to empirically analyze the
participation of cyber games. Using a prefecture-level Chinese data in 2011,
our empirical results show that the income level is negatively associated with
game participation, while other economic variables and environmental variables
have more impact on the lower quantiles. The substitution effect of other leisure
activities are strongly negative to the participation of cyber games. We check the
robustness of the results using different regression models and measurements of
participation including playing time, level and achievements. The study of indi-
vidual level data and the weather’s impact on the individual player’s performance
would be an interesting future research topic.
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Abstract. The proliferation of psychological and psychophysiological metrics,
data collection techniques, and data analysis strategies used throughout
psychological research of operator performance presents cross-study synthesis
complications. Currently, the lack of defined and established standardizations in
psychological and psychophysiological research continues to present challenges
to researchers studying an array of interrelated constructs. Without standardiza‐
tions, differences in measurement implementation, data reduction techniques, and
the interpretation of results make it difficult to directly compare studies and reach
unequivocal conclusions while synthesizing literature and transfer laboratory
findings to field-ready applications.

Keywords: Psychophysiological · Subjective · Standardization · Generalizability

1 Introduction

Scientists and researchers in all fields require, to some degree, standardization of the
methodologies and measurements used in order to generalize and compare findings. The
field of psychology, including psychophysiology and cognitive science, is challenged
by the often times unobservable, latent constructs studied. While psychophysiological
measurements and methods have been well established, their integration into research
on emerging technologies, particularly those studied in applied environments, is on-
going. Of particular interest to the military aviation research community are measure‐
ments that may be integrated into the vehicle to provide real-time monitoring of the
operator’s state (e.g., fatigued, cognitive overload). In order to make advancements in
this area, standardization of cognitive and subjective measures for purposes of deter‐
mining construct validity as well as standardization of methodology for psychophysio‐
logical measures (e.g., data reduction) is needed. This will allow the community of
researchers to more easily interpret findings relative to their own work and ultimately
drive towards solutions to the shared mission.

Presently, several researchers and journals have begun examining the issues
surrounding a lack of standardized methods, to include problems in replicability, the
need for adequately powered studies, and increased openness and transparency in
research (e.g., [1–3]) within the fields of psychology, neuroscience, and
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psychophysiology. These, and other articles are a great reference for researchers looking
to follow research best practices. The present paper will focus more closely on the prob‐
lems of standardization and generalizability in regards to applied research. Researchers
working in applied settings, such as military and government funded laboratories, rely
highly on the ability to integrate other researchers’ findings into research that can be
used to solve specific and applied problems. However, the ability to do so with accuracy
requires that the literature drawn upon follows some degree of standardization and has
generalizable results. This paper examines this issue in the specific context of incorpo‐
ration of cognitive and psychophysiological measures into operator monitoring in mili‐
tary settings.

2 Need for Similarity of Subjective and Cognitive Measures

The volume of valid and reliable cognitive tests and measures available for researchers
is substantive. Often, the decision of which instruments to employ is determined by a
number of factors in addition to psychometric properties: setting of data collection/
experiment, limitations on time, equipment required, limitations on physical space,
availability of trained test administrators, and cost. While there are certainly benefits to
an expansive library of assessments to choose from, the degree of comparability across
studies can be compromised thus resulting in misleading conclusions or seemingly
contradictory results between studies. An example of this is the focal point of a recent
publication on the operational definition of mild cognitive impairment following tran‐
sient ischaemic attack and stroke [4]. The authors illustrate how different valid and
accepted methodologies for determining mild cognitive impairment (i.e., three different
cut-off scores from a neuropsychological test battery) led to varied results and conclu‐
sions including a diverse set of resultant incidence rates and relative risk ratios. Simi‐
larly, the International Collaboration on Mild Traumatic Brain Injury (mTBI) Prognosis
published its recommendations with respect to methodological challenges in research
[5]. Their comprehensive and critical review of the literature from 2001–2012 found 66
different operational definitions of mTBI in 101 articles regarding mTBI prognosis. The
interchangeable use of the parallel terminology given to this vast expanse of definitions
ultimately impedes effective communication among researchers as well as overall
knowledge advancement.

Inconsistencies in subjective and cognitive measures across the literature produce
difficulties in creating a standardized approach to studying phenomenon of interest to
the military community. For example, the different branches of the military often face
similar research questions, such as how to counteract fatigue in sustained operations.
While different laboratories may utilize different approaches in studying the topic (e.g.,
one laboratory looking into medications to promote sleep, another laboratory looking
into medications to promote wakefulness) inconsistency of measures used to determine
fatigue levels will create difficulties in applying and comparing results between labora‐
tories. By using a standardized set of subjective or cognitive measures when assessing
a construct such as fatigue or cognitive workload, comparisons between laboratories
become possible. Standardized approaches to research regarding physiological
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monitoring are also lacking, particularly in regards to applied settings such as military
research. For example, a number of different researchers utilize different procedures in
physiological data collection, which can also result in inconsistencies in findings and an
inability to generalize results.

3 Methodological Differences in Psychophysiological Research

While several articles related to best practices of psychophysiological measurement exist
(e.g., see: [6, heart rate variability; 7, electroencephalography; 8, respiration]), different
methods for collecting psychophysiological data continue to persist throughout the litera‐
ture. While there are often several practical reasons for using different methodology, such
as different electrode placement to reduce the likelihood of movement artifacts in a study
where participants are ambulatory or in a vehicle (e.g., [9]), the different methods used
create inconsistency in research practices, particularly when examining the same underlying
concept. For example, three separate articles each examined cognitive workload through
cardiovascular activity to assess physiological changes in response to changes in task
demands [10–12]. The three articles each reported either a different electrode lead place‐
ment, or did not report electrode placement at all. The most commonly recommended lead
placement for psychophysiological research is a three-lead placement, based on Eintho‐
ven’s triangle theory [13]. However, different lead placements are frequently observed in
research articles, such as leads applied to the sternum or leads applied to the clavicles and
lower left or right rib.

Furthermore, lead placement should be determined with consideration of the type of
data analyses planned, such as a researcher planning to examine heart rate variability (HRV)
data, which is frequently seen within the literature for a means of assessing operator cogni‐
tive state. The ability to obtain meaningful data for HRV analyses is dependent on the integ‐
rity of cardiac signal collected [6]. The quality of signal that is detected is influenced by
where the leads are placed [14]. When considering the transition of laboratory monitoring
into field-deployable monitoring, standardized methods of data collection, including lead
placement, will assist in the interpretability and proper analyses of the data that is collected
from any given location and thus increase the generalizability of the results. Improper meas‐
urement techniques may result in the adequate collection of meaningful data, which can then
obscure the results and reduce the generalizability of the findings to other settings [15]. This
is a point that researchers who are looking to move physiological monitoring from within the
laboratory to field settings should keep in mind. For example, one study compared three
mobile ECG recording devices for measuring R-R intervals and HRV, and found that the
HRV analyses obtained by the devices were inconsistent and not recommended for use
within research applications [16]. Thus, care should be taken in determining methods to be
used for ECG data collection, including determination of electrode placement and recording
devices, and standardized methods should be used as the science of identifying operator
state through physiological monitoring is still in its infancy.

Similarly, several studies of workload and engagement using electroencephalography
(EEG) have reported the use of different electrode sites for data analyzed. Some examples
of different electrode sites used included the following: F3, F4, C3, and C4 [17]; Cz, Pz, P3,
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and P4 [18]; and Fz, Pz, O1, and O2 [9]. Each of these studies provide valuable information
and insight into brain activity in response to various tasks; however, with a goal of moving
towards psychophysiological measures that can be used to monitor an operator’s state in
real-time, examining the same EEG sites is paramount to progress. For example, in a recent
article Cohen [19] discusses that researchers should strive to find a balance between repli‐
cating previous findings and producing new ones. The reproduction of existing findings
will provide further support for the use of real-time monitoring of operators, when
researchers can demonstrate that specific electrode sites reliably result in changes in
response to certain cognitive activity, which can then be transitioned into practice.

The effects that can result when different methods are used in psychophysiological
research were highlighted in an article by Caccioppo and Tassinary [20]. In this classic
article discussing the use of physiological measures in psychological research, the authors
highlight a study where the psychophysiological measurement was electrodermal response.
Here it was shown that the conclusions drawn from the data differed depending on how the
electrodermal response was expressed. Specifically, “when the electrodermal response was
expressed in terms of the change in skin resistance, one individual (Subject A), appeared to
show a response equal to that of another (Subject B). When the electrodermal response was
expressed in terms of the change in skin conductance, however, Subject B appeared to show
the stronger response to the stimulus. Thus, conclusions about the physiological effects of
the stimulus were completely dependent on the measurement procedure used” (p. 17). This
is similarly seen within EEG research, where the placement of the reference electrode can
impact the quality and subsequently the interpretations and waveform analyses of the data
recorded [21].

In addition to consistent electrode placement, researchers must also be careful to ensure
that they are indeed manipulating the psychological construct they wish to assess. This was
noted early by Ekman [22] in an article discussing that reliable differentiation of emotions
through physiological measurements has been difficult to obtain given that a variety of
additional emotions were likely elicited in the attempt to assess physiological response of the
target emotion. Indeed, this problem persists today if researchers are not careful in their
manipulations. For example, in a study examining the physiological response of the vigi‐
lance decrement, Pattyn and colleagues [23] discuss the different findings in vigilance
research where some studies demonstrate a physiological response similar to “cognitive
overload” (e.g., a decrease in heart rate variability) whereas others, including themselves,
find a physiological response similar to that of “underload.” These differences have been
attributed to differences in event rates of the vigilance task, such that studies with higher
event rates show a more characteristic overload response. Determining and properly manip‐
ulating the construct that researchers wish to address through physiological monitoring
becomes a key concern with the continued research interest of real-time monitoring of oper‐
ator state. That is, various laboratories studying this topic need to be certain they are identi‐
fying the same operator state in order for developed countermeasure technologies to be
effectively implemented in operational settings outside of the laboratory. The issue of proper
manipulation is critical not only for the validity and reliability of the data collected during
the testing period, but also for the data that is collected during the baseline period as well.
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4 Baseline Data Collection

The nature of collecting psychophysiological measurements to determine the state of an
operator requires a comparison from the time period of interest to some baseline state. For
example, in order to determine via physiological sensors if an operator is exhibiting signs
of overload, a comparison must be made between the condition in which the operator is said
to be overloaded and one in which he/she is in a normal, non-overload state. This baseline
measurement allows researchers to observe physiological changes in response to specified
stimuli, conditions in a flight simulator, or field mission phases [24]. Classically, baseline
measurements have been implemented in two forms: resting (e.g., [25]) and vanilla [26]. A
resting baseline entails that the participant remains in a wakeful, but relaxed, state and not
exposed to the stimuli of interest for a predetermined duration. Logically, a resting baseline
seeks to measure the lowest physiological activity; that is, to record a “basal” or “tonic”
state to which experimental condition data are compared [24]. A vanilla baseline refers to
measurements that are made while participants are performing a low demand version of the
task [26]. Some researchers utilize a practice session of the task as a vanilla baseline. Other
baselining methods have been proposed on the principle of regression to the mean. The
logic implies that over repeated sampling from an individual’s “population” of potential
physiological responses, a stable mean estimate of that individual’s normative state can be
obtained [27]. For example, a comprehensive baseline refers to a baseline period consisting
of a resting period, task instruction period, and a task practice period. Moreover, an against-
self baseline has also been proposed. The against-self method utilizes the entire set of data
for a participant (baseline, practice, and experimental task) and calibrates the experimental
data section of interest against these data [27].

Researchers must critically examine several issues when selecting an appropriate base‐
line technique. For example, participants may experience anxiety in anticipation of
performing the experimental task, resulting in an elevated physiological state. Gramer and
Sprintschnik [28] evaluated the cardiovascular activity of participants before having to give
a 5-min public speech. For participants that were informed of the task, the anticipation of
waiting to perform the speech increased blood pressure. Similarly, Davidson, Marshall,
Tomarken, and Henriques [29] found elevated heart rate when individuals were in the antic‐
ipation stage of having to give a speech, with those possessing characteristics of social
phobia exhibiting a larger increase in heart rate. Thus, depending on the individual, some
may experience elevated physiological baseline activation prior to performing a task. This
situation may very well extend into military laboratories using aviators as subjects. Flight
simulations are often manipulated to induce stressful flight conditions. For instance, simu‐
lator weather modifications, such as high winds and reduced visibility, produce higher
workload flights for pilots [30]. Consequently, if an aviator becomes aware of a potentially
difficult flight, he/she may exhibit increased pre-flight physiological arousal and skew base‐
line measurements.

Moreover, studies have reported the tendency of resting baseline measures to fluctuate
over time. In their study, Gramer and Sprintschnik [28] reported slight increases in partici‐
pant cardiac measures over time, even before the anticipation manipulation. It has also been
shown that measures of resting baseline activity in the cardiovascular system can vary from
day to day as well [31, 32]. Wet electrode electrodermal activity recordings may also display
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a drift during baseline acquisition and may require an adaption period before any data
recording begins [33]. With these fluctuations, there is significant variation as to how long
a baseline period should last. Recommendations of at least 10 min [26], but upwards of
15 min [36], for a resting baseline have been reported. Vanilla baselines of 10 min have also
shown relatively good stability [26]. Stern and colleagues [24] give the recommendation
that the resting baseline period should be, “long enough to provide a stable pre-stimulus
level and long enough to provide sufficient data for appropriate analysis” (p. 50). More‐
over, Keil et al. [34] stated, “The choice of baseline period is up to the investigators and
should be appropriate to the experimental design” (p. 5). Thus, when examining the litera‐
ture, one may find an extensive range of baseline recording lengths making results some‐
what difficult to interpret between studies.

Other than length of the baseline period, the choice of baseline procedure can influ‐
ence conclusions researchers draw from their data. In research that is attempting to clas‐
sify operator states accurately, the baseline procedure used will likely, to some degree,
influence the outcome of augmented cognition systems (e.g., adaptive automation) to
accurately detect changes in the operator state relative to baseline. More specifically, the
selection of a certain baseline technique can overemphasize changes particular operator
state and underemphasize others [27]. This point was communicated by Fishel and collea‐
gues [27] in an examination of baseline techniques in relation to real-time physiological
monitoring of operators. Take, for example, two operator states considered to be anchored
at two different physiological poles: overload and fatigue. High workload situations are
typically accompanied by physiological arousal, while fatigue is accompanied by physio‐
logical depression [35]. Baselines of the opposite physiological pole may exaggerate oper‐
ator states that lie in the other direction. That is, a resting baseline would be more sensitive
to detecting physiological changes associated with an overload state and a vanilla/practice
baseline would be more sensitive to detecting physiological changes associated with a
fatigued state. On the other hand, baselines that are of a similar polarity would tend to
underemphasize a response. For instance, a resting baseline would tend to be relatively
insensitive to detecting a fatigue state accompanied by physiological deactivation because
of the already low physiological arousal of the resting baseline.

Indeed, Fishel et al. [27] empirically explored whether resting and practice (vanilla)
baselines overemphasized high workload and low workload states compared to the
against-self method. In their study, participants underwent several physiological baseline
procedures before performing a shooting task (high demand) and a surveillance task (low
demand). Results indicated that, compared to the against-self method, the resting baseline
technique showed a significant bias for detecting cardiac arousal on the shooting task. In
contrast, the practice baseline demonstrated a significant bias to detecting lower cardiac
arousal during the surveillance task compared to the against-self method. Thus, this study
demonstrates how the methodological selection of a baseline can bias data to detect certain
operator states.

From the above discussion, it can be inferred that the selection of physiological base‐
lining procedures can severely hamper the comparison of results across studies and labora‐
tories. Assume that two hypothetical military laboratories are each using measures of the
cardiovascular system to support detecting changes in workload during simulated flights.
Further assume Laboratory A decides to use a resting baseline to calibrate their data and
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Laboratory B decides to use a task-practice baseline procedure. In general, Laboratory A is
more likely to detect positive changes in workload than Laboratory B. That is, Laboratory
B may fail to detect cardiac changes associated with increased cognitive workload more so
than Laboratory A. Even though each laboratory may be testing under similar flight param‐
eters and independent variable manipulations, the outcome results may not be comparable
across laboratories and appear to be fairly inconsistent. In an applied setting, this inferred
inconsistency has the potential to misinform decision makers and policy writers.

5 Data Analyses and Data Reduction

How the data itself is examined can play a crucial role in the replicability and generaliza‐
bility of the research. The differences in data analyses become most apparent when exam‐
ining the use of baseline data. Keil et al. [34] stressed that the removal baseline activity may
result in distortions of electrophysiological data especially if experimental groups show
differential activation patterns. Many psychophysiological researchers agree that baseline
data is necessary to collect in order to determine changes in physiological response;
however, a brief review of psychophysiological research quickly yields differences in how
the baseline data collected was actually used in analyses. For example, some studies report
baseline data being used to normalize the physiological measures collected throughout the
study, by calculating the ratio of the average processed recording data and the baseline data
(e.g., [9, 12]), whereas others report the use of baseline data as a comparison point for the
remainder of data collected (e.g., report a change in baseline [36]).

Differences in methods used for data reduction and signal processing can also impede the
generalizability of psychophysiological data relates to methods of data collection and data
reduction. The sampling rate of psychophysiological signals can be found to vary from study
to study within the literature. In an article examining different sampling rates when using
respiratory sinus arrhythmia as a measure of heart rate variability, Riniolo and Porges [37]
highlight that the importance of using the proper sampling rate, as the sampling rate chosen
significantly affects “the ability to quantify accurately the amplitude of RSA because a slow
sampling rate would be insensitive to small gradations when the amplitude of RSA is low”
(p. 619). Thus, different sample rates can result in differences in the quality of data
collected. Based on the Nyquist theorem [38] a sample should be taken at twice the
maximum frequency expected to be encountered. Sample rates for different measures will
naturally vary, such that changes in electrodermal or respiration activity are slow and can
be sampled at lower rates, whereas changes in electrocortical or heart activity occur quicker
and must be sampled at higher rates. Although it is not considered improper practice to
sample physiological data at different rates (e.g., one researcher sampling HRV data at
256 Hz, with another sampling at 500 Hz), these differences will present alterations in the
resolution and quality of the data [39], such that sampling HRV at 500 Hz would result in a
greater resolution and more accuracy than a lower sampling rate. Weiergräber and collea‐
gues [41] discuss some of the implications of differences in EEG sampling rates, and provide
recommendations for best practices to follow. Additionally, they discuss that changes to
sample rates can result in faulty frequency data and invalid results. Specifically, if sampling
rates do not adhere to the Nyquist theorem, the frequency reconstruction becomes invalid
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and interpretations of the data may become false. Weiergräber and colleagues [41] identify
that a review of the literature of EEG studies revealed that EEG recordings were being done
outside of the technical range of the equipment used, thus resulting in invalid analyses.
Thus, it is crucial for researchers to understand the importance of sampling rates in regards
to the variables of interest (e.g., examining gamma waveforms vs. alpha waveforms).

Filtering and data reduction practices are also integral not only to the replicability of
research, but the quality of the findings reported. The methods that researchers use to
preprocess data and remove artifacts can vary from study to study, thus changing the
possible quality of data analyzed and presented. In Cohen’s [19] recent article on replica‐
tion and rigor in electrophysiology research, he discusses some of the problems surrounding
artifact removal. Specifically, he highlights cautions to be considered when using algo‐
rithms for artifact removal, and recommends manual cleaning of the data over algorithms.
However, the practicality of such manual methods may not be feasible in applied research
where the goal is to develop field-ready devices that process data in real time. It may be the
case that more research on the validity of electrophysiological artifact decontamination
algorithm development needs to become available to the general research community.

6 Conclusions and Recommendations

While technology continues to advance at a rapid pace, with increased capabilities to
monitor the physiological changes of an individual in a variety of settings, the need to main‐
tain scientific integrity through standardized measurement techniques is paramount.
Increased interest in continuous, real time monitoring of operators to either inform adaptive
automation [41], monitor performance to assist in system design [42, 43], or to be used in
training evaluation [44], requires first the ability to reliably identify the operator state through
the desired metrics. This, of course, relies on the use of standardized measures and methods
that can be applied across studies, scenarios, and laboratories. Through the use of standar‐
dized research practices, we will be able to advance from the laboratory to the field. Several
other articles are available that provide thorough reviews and recommendations of how
researchers can work towards conducting research that is rigorous and replicable, for which
the reader is highly encouraged to peruse (e.g., [1–3]). However, in regards to conducting
applicable and scientifically useful research that can be used for future implementation of
real-time operator monitoring, a few suggestions are outlined below.

Researchers are encouraged to conduct thorough literature reviews, as well as engage in
discussions with fellow researchers in the field to determine the best cognitive and subjec‐
tive measures to use when assessing a specific cognitive construct. Researchers should do
the same for determining how to properly design tasks that assess the cognitive construct
they want to examine through physiological measurement. Indeed, both of these are encour‐
agements for researchers to engage in some replicability of previous findings. In order for
research to transition from strictly laboratory-based findings to technology that can be used
in an operationally relevant manner (i.e., operator state monitoring through physiological
assessment to determine pilot cognitive overload) there needs to be a consistency in the
literature that reliably identifies that subjective measurement A, as well as psychophysio‐
logical measurement devices B and C, always produce X change in data when the
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individual is placed in Y situation. Without such reproducible data, difficulties in transi‐
tioning research findings to applied settings will persist.

With respect to physiological baseline techniques, researchers should be cognizant of the
underlying construct’s essential nature. That is, some constructs are associated with phys‐
iological activation and some are associated with physiological deactivation. Researchers
should carefully evaluate and justify their decision to utilize a certain baseline technique as
opposed to using a technique out of convention. More importantly, in applied field research,
the choice of baseline technique should reflect the operator’s normal operating state. This
prevents an introduction of positive or negative bias in operator state detection observed
when polarized baseline techniques (e.g., resting) are used [27]. In general, applied
researchers are less interested in changes from a resting state, but rather departures from a
state in which the operator is under a normal operating progression. The former provides a
basis for developing theory and generating research hypotheses, while the latter has direct
implications for augmented system development and countermeasure deployment.
Researchers should be explicit in their choice of baseline technique and provide a sound
justification for employing the technique. Additionally, researchers should report and justify
how experimental data were adjusted for baseline values (e.g., simple subtraction, change
scores). Keil et al. [34] provides a thorough publication checklist for researchers using EEG
methods, which includes baseline technique reporting.

Similar recommendations hold true for decisions in regards to sampling rates, data
preprocessing, and data reduction. However, researchers are also encouraged to be open and
detailed in their methodology used (see [19] for examples). Additionally, while researchers
are sometimes constrained by either equipment or environment for the sampling rates they
use in data collection, an explanation of why the decision was made to accept a lower
sampling rate is encouraged, as well as a discussion on impacts that it may have had on the
data quality, so that readers are fully aware of the reasoning behind such a decision.

The current state of the literature oftentimes shows divergent findings (e.g., variability
in physiological response in measuring cognitive workload based on differences such as task
length [45] or event rates [23]) on physiological measures of a cognitive construct, such as
cognitive workload, which only further points to the need to follow similar research designs
and protocols. This is also commonly seen in medical literature when an agreed-upon defi‐
nition of a condition does not yet exist. This becomes essential as the field begins to transi‐
tion into using devices that leave less of a “footprint” (e.g., reducing EEG measurements to
just four electrodes). In order to be able to make the determination that only certain elec‐
trode sites are needed for detecting a change in cognitive workload, or that one psychophy‐
siological measurement is enough to reliably detect a change in operator state, further work
that demonstrates the reproducibility of this research is needed, and not only within labora‐
tory settings, but also in operational settings.
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Abstract. One of the challenges associated with the use of physiological signals
as an evaluation tool in measuring user experience (UX) is their reduced useful‐
ness when they are not specifically associated with user behavior. To address this
challenge, we have developed a new evaluation tool which contextualizes users’
physiological and behavioral signals while interacting with a system. We have
conducted interviews with 11 UX practitioners, from various industries, to eval‐
uate the usefulness of our tool. Through these interviews we gained a better
understanding of the challenges facing industry practitioners when using phys‐
iological measures and assessed the functionalities provided by our tool.
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Physiological computing · Cognitive load · Affective computing

1 Introduction

User experience (UX) has recently become of strategic importance in the information
technology industry [14]. The Tech3Lab is an applied research lab in human-computer
interaction at the HEC Montréal business school, specializing in user experience using
eyetracking and neurophysiological and behavioral measures. Our research pertains to
the development of new evaluation methods, ones that investigate the why instead of
the how as information on how users feel about a system, game, or web interface is now
a common requirement for all UX evaluation methods [5].

Our recent work with our industry partners has lead us to question a major discrep‐
ancy between industry and academic practices: while physiological measures are
increasingly used in academia, the adoption of these methods as UX evaluation tools
remains uncommon in industry. We have observed a growing demand for more quan‐
titative user research to provide data-driven recommendations for change, which we
implement using eyetracking and neurophysiological and behavioral measures. We
therefore wanted to understand what can be done to facilitate their adoption in industry.
In tackling this issue, we have sought to create a visualization tool that contextualizes
physiological and behavioral signals to facilitate their use [4]. The visualization method
that we created is UX heatmaps, an integrated visualization tool which contextualizes
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physiological and behavioral signals to facilitate the interpretation of these meas‐
ures [12].

2 Physiological Measures in UX

Traditional evaluation methods other than direct observation, for example question‐
naires or interviews, mostly rely on self-reported data to assess the affective and cogni‐
tive states of users either during or after the interaction [6]. For example, Hassenzahl
et al. have developed a questionnaire to evaluate users’ feelings about a system [11].
The results assess the user’s reflection on the interaction, but not the interaction itself
[13]. Users’ emotional and cognitive states can also be inferred using physiological
signals, such as electrodermal activity, heart rate, eyetracking and facial expressions
(see [2, 3] for reviews). As an evaluation method, electrodermal activity (EDA), which
measures the electrical conductance of the skin, can provide practitioners with real-time
information as to what the user is experiencing throughout the interaction. EDA is used
as an indication of physiological arousal [8], as well as emotions. FaceReader [7], which
analyzes facial expressions and infers the probability of seven discrete emotions (happy,
sad, angry, surprised, scared, disgusted and neutral) and emotional valence (negative vs.
positive) based on facial movements, can provide important temporal information
without retrospective or social desirability bias. Furthermore, data is collected without
interrupting the user in their authentic interaction.

However, these measures are still difficult to contextualize and interpret, as they are
not specifically associated with user behavior or interaction states. Let’s take the
example of a user asked to browse the product offerings of an e-commerce website and
purchase an item. With physiological data, we can infer that the user was frustrated at
some point during the interaction, for example during the checkout process, but not the
element that caused the negative emotion. We are therefore left wondering what was
the button, task or area of the interface which caused the user to feel frustrated or angry.
Physiological signals also require a certain degree of interpretation, as the output needs
to be processed to transition from raw data to useful actionable insights. To meet these
challenges, Kivikangas et al. [15] have developed a triangulation system to interpret
physiological data from video game events. Other researchers have also developed tools
that allow users’ to manually assign subjective emotional ratings on visual interfaces [9]
or to visualize emotional reactions using biometric storyboards [10].

While these research streams have produced interesting results, they are not easily
transferable to new contexts of use, as they are based on internal information from the
interactive system (e.g., video game logs, application events, or areas of interest). To
address these issues, we developed a new visualization method, in the form of heatmaps,
which highlights the areas where users were looking when they experienced specific
cognitive and emotional states with a higher frequency, called UX heatmaps [12].
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2.1 Physiological Heatmaps

To produce physiological heatmaps, different emotional (sadness, happiness, surprise, etc.)
and cognitive (cognitive load, stress, etc.) states are first inferred from continuous physio‐
logical or behavioral signals. These states are then triangulated with eyetracking data and
mapped onto an interface to create heatmaps. In other words, physiological data, for
example electrodermal activity and heart rate (HR) are synchronized together, along with
eyetracking data. A machine learning model is then used to infer an emotional or cognitive
state for each gaze. These are then mapped out onto the interface in the form of heatmaps,
which in turn highlight the areas where users tend to emotionally or cognitively react more
strongly. Figure 1 illustrates heatmaps generated by participant 01 during our session. On the
top interface, a negative valence (red) and positive valence (yellow) heatmaps are shown.
The web page below, a cognitive load heatmap is presented.

Fig. 1. On the left-hand side, negative valence (red) and positive valence (yellow) heatmaps. On
the right, a cognitive load heatmap (blue) is illustrated. (Color figure online)

3 Research Method

For this study, a total of 11 UX practitioners and consultants were recruited over a period
of 4 weeks. None of the practitioners interviewed had seen our tool prior to the test. Each
interview lasted about 1 h and a half, during which participants were asked to complete a
UX evaluation report using the tool following a variation on the think aloud protocol, coop‐
erative evaluation [16]. During the sessions, participants were asked to talk through what
they were doing. The interviewer also took on a more active role, by asking questions along
the way (e.g. ‘why?’ ‘what do you think would happen?’). Participants were encouraged to
ask for explanations along the way.
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3.1 Pre-task Interview

We started each session with a preliminary interview to get background information on each
participant (see Fig. 2), such as their number of years of experience in UX as well as their
title and main functions within their company, to break the ice and assess their level of
qualification. We then gathered their thoughts on physiological measures as a UX evalua‐
tion method and assessed their level of familiarity with such methods. Participants had
between 2.5 and 24 years of experience in UX, for an average age of 8 years. We inter‐
viewed UX directors, consultants, ergonomists and strategists, all of which had heard of
physiological measures as an evaluation method in user testing before being approached for
this experiment; 7 out of the 11 participants had heard about it while in school, validating the
predominance of these methods in academia. Out of all the UX practitioners recruited for
this experiment, 8 had previously used physiological measures prior to the study.
Eyetracking, being the most popular method overall, was mentioned by all; followed by
FaceReader with 3 mentions.

Fig. 2. Experimental procedure.

3.2 Physiological Measure Introduction and Tutorial

After the introductory discussion, all participants were given a short PowerPoint presenta‐
tion to introduce them to physiological measures, and were given a tutorial on the tool itself.
To do so, we presented each participant with the tool, and went through all the functionali‐
ties, buttons and features available to them. We wanted the users to have the same basic
knowledge and comprehension of the tool and measures before using it in the completion
of a UX evaluation report. The interviewer assisted the participant throughout the experi‐
ment, as the goal of the session was not to assess the usability of the tool’s interface, but the
usefulness of its features and functionalities.

3.3 Evaluation Task

During the session, practitioners were asked to complete a user testing evaluation report
using our UX heatmaps tool. We therefore provided them with a partially completed Power‐
Point report and a 15 participant data set from a previous study. The PowerPoint report
included a study summary, a research scenario and qualitative data. We believed this would
help UX experts integrate the information on physiological measures quickly and effec‐
tively, and also give them a concrete opportunity to use the tool to envision themselves using
it in their own practice. First off, participants were briefed on the task at hand, before going
through the partially completed report with the interviewer, to put them into context and get
a sense of what was required of them. Participants had to complete a total of 2 PowerPoint
slides. They were asked to: (1) generate and select data visualizations to include in their
report using our tool, (2) interpret the results and (3) provide recommendations to the client.
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The remainder of the time was used to discuss the advantages and disadvantages of physio‐
logical measures as an evaluation method, as well as the tool itself.

4 Results

Participants made interesting comments regarding physiological measures and our tool,
which we will address in the following section. We are only reporting comments made by
3 or more participants. Interviewees mentioned the following as the ways in which they
would use our tool in their own practice:

• Provide new avenues for research
• Form and confirm research hypotheses
• Guide discussions during interviews
• Confirm and validate findings
• Elaborate evaluation tests

The main contribution of our tool, as stated by 5 participants, is the comparison and
the juxtaposition of different emotional and cognitive states. As participant 07 explained,
“there are simply no other tools available that make this essential data accessible to us”.
Participants also mentioned the collaborative potential of our tool. The visualizations
generated could be used communicate information to the various members of the design
team, as well as with clients and management. For example, participant 10 suggested
that the visualization generated could be shared with designers for them “to better
understand the impact of their creative freedoms on the user”.

4.1 Data Contextualization and Interpretation

Our goal in creating our tool was to address one of the main concerns associated with the
use of physiological measures, the interpretation of physiological and behavioral signals.
We set out to do these interviews with industry practitioners to find out how we fared at the
task. Overall, participants found physiological heatmaps easy to interpret. As six partici‐
pants mentioned, the visualizations were clear, intuitive and wielded powerful results that
facilitated the interpretation of physiological signals.

Users stated that our tool was also easy to understand from a client’s perspective. For
example, participant 08 felt that customers would appreciate seeing the emotions generated
by problematic areas directly onto the interface, adding “it goes beyond qualitative insight”.
Two participants found the interpretation of the data to be difficult without prior knowledge
of physiological measures, one practitioner adding “the learning curve is relatively mild; the
analysis should become more natural with time”.

As illustrated in Fig. 3, participants were able to make insightful and actionable recom‐
mendations based on the visualizations generated with our tool; on the left, a gaze (green),
a positive (yellow) and negative valence (red) heatmaps generated by P04. Although the
focal element of the page was the text area below, the image clearly elicited positive
emotions, while negative emotions or displeasure was experienced by users in correlation
to the instructions of the recipe. By comparing regions of negative and positive valence, the
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practitioner identified problematic areas of the interface and was able to highlight the graph‐
ical elements behind them. Based on these results, the practitioner recommended to increase
positive emotions and arousal experienced on the page by adding visual elements, such as
videos and pictures, and revising the presentation of the recipe’s instructions to avoid super‐
fluous text areas.

When asked about their intent to reuse the tool, 10 out of the 11 practitioners inter‐
viewed stated that they would use the tool in their practice. However, when inquired further,
6 of them declared that their use of the tool would depend on the projects, using it only in the
assignments where emotions are an important component or if clients specifically requested
them to use physiological signals.

5 Discussion

When developing new UX evaluation tools using physiological measures, the ability to
locate issues, the ease of use and interpretation and the reduction of analysis time repre‐
sent important factors. Overall, participants found that physiological signals would be
integrated more easily into their practice using our tool. Participants suggested the
following improvements to UX heatmaps to further facilitate the adoption of physio‐
logical measures their current practice:

• The addition of an event timeline, or replay feature, to better understand overlapping
UX heatmaps, to see the order in which the different emotional and cognitive states
occurred. This would help with the interpretation of the visualizations.

• The inclusion of supplementary information, collected from traditional UX methods,
such as participants’ profiles and usability metrics. This would help them to integrate
physiological methodologies more easily to the methods they currently use in their
practice.

• The automatization of certain functions, such as groups and layer creation, to accel‐
erate the interpretation of the visualizations generated with our tool. This would help
them fit this analysis within their short development cycles.

Fig. 3. An example of a completed report by a participant, translated from French to English
(Color figure online)
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Although our tool makes physiological measures more accessible to UX practitioners
by addressing the interpretation of signals, there remains a lot of work to be done
regarding some of the more technical aspects of physiological measurements. Partici‐
pants expressed concerns regarding the time constraints pertaining to the actual exper‐
imental setup of such user testing, for example the selection of signals and the placement
of sensors, as well as the resources needed to run the experiment. Knowledge of phys‐
iological measures is still needed, as the signals used for physiological heatmaps should
be selected according to the psychological variables of interest (e.g. emotion, cognitive
load, etc.). Physiological measurements still represent important time and financial
constraints, as data collection, experimental setup and data extraction still have to be
overseen by the UX professional.

As mentioned above, practitioners who use physiological measures are doing so in
particular projects only, i.e. projects that require the evaluation of emotions or if these
measures are requested by the client. This translates into a steep and ever present learning
curve, as practitioners must re-learn how to use the tools and materials associated with
the data collection of physiological signals at each use. Therefore, the practitioners are
never able to develop an expertise. Unable to justify the financial investment due to
sparse usage of such tools, practitioners often end up renting the equipment, which is
very costly.

Having practitioners use our UX heatmaps tool in the completion of an actual user
testing evaluation report following a cooperative evaluation protocol yielded great
results. We would recommend using this method for the evaluation of new tools and
methodologies as:

• Participants felt comfortable to criticize physiological methodologies and our tool
• Provided a more relaxed atmosphere where participants could see themselves as

collaborators rather than as experimental subjects
• Helped them take ownership of the tool and explore the functionalities it offered
• Helped us get insights as to how this tool would be received in the community.

We had hoped that the interview process would generate new ideas and avenues of
research, in addition to potential improvements to our tool. However, this did not occur.
We may have had more in-depth insights as to new functionalities had we:

• Interviewed practitioners who were more familiar with or used physiological meas‐
ures in their current practice

• Had practitioners used the tool over longer periods of time. In the sessions, inter‐
viewees had only between 25 to 35 min to use the tool and complete their task

6 Conclusion

The use of physiological measures, in combination with traditional methods, could help
practitioners to better measure UX, as they each provide complementary information
on how users feel about a system, game, or web interface. [12] While traditional eval‐
uation methods can offer episodic data, i.e. before or after the interaction, physiological
measures can provide moment-to-moment information [9]. The addition of
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physiological measures can help us identify the cognitive and emotional reactions users
experienced using an interface, while a post-task interview can help us delve further,
after we have identified these emotions.

The main research and development activities we undertake at the Tech3Lab aim at
facilitating and fostering the adoption of new methodologies, such as eyetracking and
physiological measures, in the fields of UX design and research. A first step towards
this direction was the development of a physiological heatmaps tool to allow simpler
and richer interpretation of physiological signals for UI evaluation. The interviews we
conducted with UX practitioners were very helpful, in that they provided guidelines and
user requirements insights for us to use in the development of future iterations to facil‐
itate furthermore the adoption of physiological methodologies. Our next step will be to
continue to develop our functionalities as well as find ways to simplify the data
processing sequence associated with physiological signals, working closely with ergo‐
nomists and consultants of the industry to do so.
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“Human rather than technical failures now represent the greatest threat to
complex and potentially hazardous systems.”

- James Reason

Abstract. A human readiness levels (HRL) scale provides a framework to factor in
the human dimension during technology development. This framework promotes
careful consideration of the human as a part of the system throughout the product
lifecycle. Insufficient attention to the human component of the system can lead to
added costs, delayed deliverables, system failure, and even the loss of human life in
high-consequence systems. We make the economic and technical justification for
using an HRL scale by evaluating a reactive case study within a national laboratory.
We create a historical technology readiness level (TRL) adoption roadmap to fore‐
cast a potential HRL adoption roadmap. We identify characteristics of organizations
that are most likely to adopt the scale and conclude by recommending several project
management tactics to ensure successful implementation.

Keywords: Human readiness level · Technology readiness level · Adoption
forecast · Roadmap · Project management

1 Introduction

Human factors and ergonomics is “the scientific discipline concerned with the under‐
standing of interactions among human and other elements of the system, and the profession
that applies theory, principles, data and methods to design in order to optimize human well-
being and overall system performance” (IEA 2000). The Federal Aviation Administration
defines human factors as a “multidisciplinary effort to generate and compile information
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about human capabilities and limitations and apply that information to equipment, systems,
facilities, procedures, jobs, environments, training, staffing, and personnel management for
safe, comfortable, and effective human performance” (FAA 2016). Human factors (HF)
analysis is utilized in several fields, but is most prominent within the healthcare and avia‐
tion industries where a single human error can lead to potentially catastrophic conse‐
quences. HF is ideally applied proactively throughout system development. In many cases,
however, it is applied retrospectively, examining the consequences of human errors after a
costly or damaging incident.

Human factors and ergonomics assumes that humans are inevitability fallible. There‐
fore, an effort needs to be made to design products, systems, and processes to reduce human
error and optimize human efficiency. Research spanning behavioral economics to organi‐
zational behavior reveals that people have a limited bandwidth for processing information.
Furthermore, research by Kahneman (2013) showed that people attempt to reduce cognitive
load by creating heuristics and are beholden to subconscious biases. This generally results
in suboptimal decision making. Consequently, there is no way to completely eliminate
human fallibility, only to decrease opportunities for error and mitigate their effects.

One attempt at managing human factors analysis and human errors throughout all stages
of development and production is the concept of Human Readiness Levels (HRL). This
scale was initially developed by Phillips at the Naval Postgraduate School (2010) and was
designed to complement the previously existing Technology Readiness Levels (TRL) scale.
HRLs are meant to integrate the human into the system and create a reliable and unbiased
measure of the readiness of the technology for human operators/users (Endsley 2015).

The HRL scale is still currently in development and alternatives to the scale have been
discussed, but have not been well-established. A draft HRL scale was developed by Endsley
(2015) and can be viewed in Fig. 1. This specific HRL scale has not been established as the
most optimal tool for incorporating the human component throughout the entire develop‐
ment and design processes. Since no particular HRL scale has been officially adopted, we
consider HRLs as a general concept to consistently measure and define the human aspect in
development, production, and related processes. Therefore, we advocate HRLs in terms of
the implementation of a management process that incorporates the human component. HF
is often used as a retrospective analysis- the HRL scale advocates that the human compo‐
nent is considered proactively throughout the entire product lifecycle. We refer to HRLs as
a tool or measure that allows project teams to analyze, understand, and develop their compo‐
nents, processes, and systems from a human factors approach. This allows projects and
programs to incorporate the human element from initial design through the end-user, rather
than as a form of post-analysis.

While HRLs have been researched, the government sector has not implemented
HRLs as a proponent of technology or system development. HRLs have not received
sufficient justification to prove their impact to the success of a project. Thus, our research
aims to answer:

1. Can we justify using human readiness levels by their economic benefits and technical
needs?

2. Can we create implementation strategies for human readiness levels based on the
forecasted adoption roadmap?
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To answer these questions, we examine a reactive case study wherein a human factors
team was asked to analyze and discover errors within production that led to significant cost
and schedule overruns as well as lot failures. The team found significant errors related to the
human component and made several suggestions. The economic impact of these HF issues
is analyzed in terms of the triple constraints: scope, cost, and schedule. We also evaluate
some indirect benefits of incorporating HRLs. This provides rationale for implementing the
HF approach earlier in the development process justifying the need for HRLs from an
economic standpoint. Additionally, the negative project scope impact demonstrates the
technical need for HRLs. We then use the historical TRL adoption model to create a
roadmap of HRLs adoption within the government sector. Finally, our paper concludes with
potential implementation strategies to increase the likelihood of successful HRL adoption
within the government.

1.1 A Reactive Case Study

We provide a case study to demonstrate one instance of the specific human factors issues
that arose from not incorporating the human component in the initial design phase or
throughout development. This example comes from Sandia National Laboratories
during development of a critical component on a large-scale weapons system. The case
demonstrates a reactive approach to human factors wherein the human component was
not considered until several issues were prominent and resulted in negative financial,
schedule, and scope impacts. In our example, three lots of the component had failed and
had to be discarded, which resulted in a halt in production. A human factors team was
then consulted to review processes and evaluate the most common errors. They designed
user-centered controls and processes to combat those errors as well as reduce the possi‐
bility of human errors further affecting the product. While this case refers to only one
component, several issues were found, spanning across the various sectors of HF.

HRL Description

9
Post deployment and sustainment of human performance 
capability

8
Human performance using system fully tested, validated, 
and approved in mission operations

7
HSI requirements verified through development test and 
evaluation in representative environment

6
System design fully matured by human performance 
analyses, metrics, and prototyping

5
HSI demonstration and early user evaluation of initial 
prototypes to inform design

4
Modeling and analysis of human performance conducted 
and applied within system concept

3
Mapping of human interactions and application of 
standards to proof of concept

2
Human capabilities & limitations and system affordances & 
constraints applied to preliminary designs 

1 Human focused concept of operations defined

Fig. 1. HRLs scale as suggested by Endsley (2015)
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The HF team identified two plant and equipment issues within the component devel‐
opment. The first pertained to the tools provided to support visual inspection. The
inspectors struggled to adequately detect contamination, which led to scrapping of 1.2%
of the components. In essence, the contamination was not visible to the human eye under
normal lighting conditions. Inspectors were being asked to perform a task they were not
physically capable of completing. The HF team experimented with different types of
supplemental lights and determined that the contamination fluoresced under one partic‐
ular color of lighting. Following the change in lighting, inspectors were able to success‐
fully detect contamination, and no components were scrapped. The second plant and
equipment issue stemmed from several fixtures and accessories that resulted in damage
to the component. The HF team recommended design changes to incorporate keyed
features within the fixtures that facilitated proper alignment of the component and
prevented damage.

Additionally, the HF team identified several issues in the processes of the compo‐
nent’s production that were due to human errors. First, there was an issue pertaining to
the assembly order of the component—13% of components had to be reworked and 4%
of the reworked units had to be scrapped. The HF team analyzed the complete assembly
process and identified a more effective and reliable ordering of the steps involved. After
the assembly process was revised, only 3% of components needed to be reworked, and
no components had to be scrapped, saving significant time and resources. Second, a
process was implemented to enhance inspector’s ability to read serial numbers, which
reduced handling mishaps as well as human error when reading or recording the serial
number.

Finally, the HF team identified issues within the people component via two more
inspection processes. No prior process had been established to determine the coordina‐
tion among four different vendors responsible for inspection and certification of piece
parts used in this particular component. This resulted in a lack of communication among
vendors as well as the inability to trace the life of production. Because of the poor
traceability, a lot of 1,300 piece parts had to be scrapped, with a loss of $18,000 and a
significant schedule delay. The HF team mapped the process among vendors to promote
traceability of piece parts. Further, job aides were created to facilitate inspection of the
piece parts and enhance consistency in inspection. Another phase of the production
process required manual transcription of data, which resulted in high probabilities of
human error while transcribing or reading the data. The HF team redesigned forms to
remove unnecessary information and pre-populated them with static information such
as serial numbers. The team also converted some paper information to electronic form.
These changes resulted in 16 fewer days for completion and reduced the number of
human error opportunities from 8000 to 400. Modifications also allowed operators to
focus solely on the task, without the distractions associated with reading or transcribing
data.

This case study provides a unique opportunity to not only examine the HF interven‐
tions, but also view the economic and business impact before and after implementing a
HF analysis. With economic implications in mind, we take a project management
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approach while examining the benefits that resulted from incorporating the HF recom‐
mendations. Traditionally, the project management perspective allows an analyst to
consider the triple constraints of a project: schedule, cost, and scope/quality.

Instead of analyzing the independent HF interventions, we consider the impact to
production of component lots before and after the recommended suggestions (Fig. 2).
We are able to quantify the impacts of the various HF recommendations through several
metrics. The HF interventions resulted in a cost savings of 67% per lot, a 36% reduction
in manufacturing time per lot, and a doubling in the number of components delivered.
It is evident that implementing the HF recommendations resulted in significant cost
savings, reduced delays, and increased quality and quantity. The technical and produc‐
tion teams were better able to meet their deliverables, saving both time and money.

Fig. 2. The scope, cost, and schedule percent improvements from human factors interventions
that were implemented on a defense project within the U.S. government.

1.2 A Proactive Approach

Frequently, human factors experts are brought in to assess situations once a failure has
occurred. The Three Mile Island Nuclear Reactor Accident in 1979 was caused by an
operator’s failure to adequately assess a situation due to their lack of training as well as
poor human usability and design of controls (GPU Nuclear Corp 1999). The fire in the
King’s Cross station of the London Underground in 1987 can be attributed to the same
human errors (Fennell 1988). The Challenger Explosion in 1986 provides another
example of a catastrophe wherein poor communication and arduous work schedules
have been cited as partial contributors (Forrest 1996). These examples are used to show
the breadth of human errors and accidents that led to the loss of human life. Each of
these cases used post hoc analysis to determine the cause of system failures which was
primarily human error.

We propose that investing in the human component throughout all stages of the
product’s lifecycle increases an organization’s flexibility and enhances their capabilities.
Furthermore, it provides the organization a competitive advantage. Most government
organizations consider the human dimension only when there is system failure and
significant negative consequences. Rather than the reactive approach, we suggest that
taking a proactive approach would result in maximum benefits for an organization and
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the product development lifecycle. From a business perspective, the savings seen in our
reactive case study could have been realized from the beginning of lot production had
an HRL scale been considered since development. In addition to several quantifiable
economic benefits that would results from adopting an HRL scale, we suggest several
other latent benefits would also arise. We provide several potential examples to help
gain an understanding of the types of advantages that may occur from a proactive use
of HRLs, but suggest the added benefits be further researched.

If human factors are considered early in development, from a proactive approach,
training would be significantly improved. The operator would be trained on the correct
system initially and would not have to undergo retraining if reactive adjustments are
made. This would also improve the operator’s cognitive load and reduce the possibility
of human error. It is prudent to implement the HF techniques from the beginning of
development to reduce the negative impact to the users and decrease opportunities for
human error.

Additionally, if a product is developed poorly, resulting in failures, the organization’s
reputation might be severely damaged and the customer’s satisfaction may be adversely
affected. The organization may appear as incompetent if a product was labelled as produc‐
tion-ready yet failed. In addition to the effects of reputation on customers, this would also
impact the employee and end-user perspectives of the organization. The more incompetent
an organization appears, the less trustworthy the organization is perceived by these essen‐
tial stakeholders. For example, Japan lost their role as leader of the electronics industry when
their competitors delivered better systems that led to more productive and efficient users.
According to Panasonic’s President Kazuhiro Tsuga, “Japanese firms were too confident
about our technology and manufacturing prowess. We lost sight of the products from the
customer’s point of view” (Wakabayashi 2012).

2 Adoption Within the U.S. Government

We conducted an extensive literature review to capture the full picture of TRL adoption
within the government sector. This helped us determine the key events leading to wide‐
spread adoption within the five stages of the Technology Adoption Lifecycle Rogers
(2003). Based on the impact of an event, we determined the milestones that led to the
completion of one stage and the beginning of the next. We used the historical adoption
model of TRLs to create a forecasted HRL adoption model. The two scales’ parallel
nature allows us to make such predictions. This forecasted model was used to recom‐
mend project and organizational implementation strategies.

2.1 Historical TRL Adoption Model

We create a TRL adoption model to provide insight into the HRLs adoption roadmap.
TRLs have largely become a requirement through most of the government and therefore
have reached complete adoption within all relevant industries. Figure 3 reveals our
historical TRL adoption roadmap as well as the most probable market share percentage
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(S-curve) as TRL adoption increased over time. We also show the main government
organization adopter through each stage of the lifecycle.

Fig. 3. Model of our TRL historical adoption roadmap and market share percent

The chasm, as described by Moore (2014), is the gap between early adopters and
early majority. “Crossing the chasm” is often seen as the most difficult step in the tech‐
nology adoption lifecycle. In the case of TRL adoption within the government, we
suggest that the General Accounting Office (GAO) recommendation for DoD to begin
implementing TRLs due to increased technological maturity and cost savings seen in
private industry allowed TRLs to cross the chasm and reach the early majority stage.
The specific events included in our historical TRL adoption roadmap are explained in
further detail.

1969 – Report on advanced space station technology mentioned a new idea to assess
maturity of new technologies called the “Technology Readiness Review” Mankins
(2009)
1974 – Stan Sadin developed the first 7-level TRL scale with one line definitions as a
tool for assessing technological maturity for NASA Mankins (2009)
1986 – Challenger Space Shuttle accident increased focus on rebuilding space agen‐
cy’s technological foundations through new programs Mankins (2009)
1989 – TRL use expanded due to the “Space Exploration Initiative”. The TRL scale
was extended to the 9-levels that are now the standard Mankins (2009)
1991 – TRLs became unilaterally used throughout the Civil Space Program Mankins
(2009)
1990s – TRLs initial adoption within the U.S. Air Force (Whelan 2008)
1992-1994 – NASA’s Office of Space Science used TRLs extensively to communicate
with researchers, internal and external organizations, and its management chain
Mankins (2009)
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1995 – Mankins developed and explained the first complete set of TRL definitions
Mankins (2009)
1999 –The U.S. General Accounting Office recommended the DoD “adopt a disci‐
plined and knowledge-based approach of assessing technology maturity such as TRL”
Mankins (2009)
2000 – First DoD adoption of NASA’s TRL scales Mankins (2009)
2001 – Deputy under Secretary of Defense for Science and Technology issued a
memorandum that endorsed the use of TRLs in new major programs (Whelan 2008)
2001 – Required use of TRLs in Department of Defense accelerates adoption
(Olechowski 2015)
2003 – DoD developed their own formal guidelines and definitions for assessing tech‐
nological maturity (Whelan 2008)
2006 – GAO Initiated review that resulted in the DoE producing their own Technology
Readiness Assessment guidelines (Alexander 2007)
2007 – GAO recommended DOE adopt TRLs (Alexander 2008)
2008 – Language supporting the GAO recommendation was incorporated into the
Congress budget allocation (Alexander 2008)

2.2 Forecasted HRL Adoption

HRLs development and implementation has been low since its inception in 2010. Based
on market penetration, we estimate HRLs have only been adopted by the innovators
(refer to Fig. 4). While the human element has previously been considered, the actual
tool/framework of HRLs lineage and adoption growth can be seen below.

Phillips (2010) developed and tested a 9-levels Human Readiness Levels scale at the
Naval Postgraduate School
Hale et al. (2011) created a 6-level Human Factors Readiness Level scale to assess
human factors needs in human-machine interactions
2013 – Endsley examined the feasibility of the 9-level HRL scale as a parallel measure
to TRLs
O’Neil et al. (2015) developed the Comprehensive Human Integration Evaluation
Framework (CHIEF) Model- a 5 level scale to assess human system integration on
total system performance which was implemented within the U.S. Coast Guard Office
2015 – Endsley presented on “Human System Integration: Challenges and Opportu‐
nities” at National Defense Industrial Association, which argues for the need to use
an HRL framework
See and Morris (2016), researchers at Sandia National Laboratories, began examining
the feasibility of integrating the HRL scale within the national laboratory
2017 – Newton, Greenberg, and See conduct research to justify the need for HRLs
from an economic perspective and create a roadmap of HRL adoption
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Fig. 4. Forecasted HRLs adoption roadmap and possible market share percent

Since we are currently in the innovators stage of HRL adoption, there must be four
major catalysts that bridge each stage to the subsequent one. These catalysts are events
that cross the gap separating each stage of the lifecycle and help to advance adoption.
To determine the HRL adoption catalysts, we use the TRL adoption roadmap as a general
guideline.

Prior to reaching the early adopter’s stage, we believe that HRLs must have formal
definitions and a finalized scale. The scale must be broad enough to cross disciplines,
but specific enough that it can be implemented by an organization. We suggest that a
feasibility study be conducted to determine how an HRL scale could actually be imple‐
mented. Current research within DoD is being performed to determine if HRLs could
be adopted. Sandia National Laboratories is currently conducting research to determine
if HRLs should be structured as a separate readiness scale or if they should be incorpo‐
rated into the existing TRL scale (See and Morris 2016).

To cross the chasm, HRLs will need a strong champion that will encourage and
convince government organizations to begin adopting HRLs. Due to the impact on
TRLs, we suggest an organization like the GAO would be able to adequately provide
proper justification by recommending HRLs be adopted within the government. Private
organizations have an incentive to maximize profits which can be partially done by
understanding the human element, although a formal HRL process may not be
performed. GAO can examine the private industry and use these benefits to better
understand and justify the need to use HRLs within the government. Formal policy from
large government groups, like DoD and DOE, requiring the use of HRLs, will be needed
to lead to the late majority stage of adoption. Finally, HRLs will reach the laggards when
the requirements policy eventually extends to all contractors and suppliers, much like
the TRL adoption.
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3 Implementation Strategies

The TRL roadmap adoption model provides insight into a possible HRL roadmap adop‐
tion lifecycle and major implementation checkpoints. A TRL feasibility study conducted
by the DoD provides added inferences into distinct implementation logistics and poten‐
tial challenges in adopting HRLs into an organization. The first challenge is to evaluate
potential organizations that would be most ideally suited for HRL adoption. We consider
which processes need to be established within an organization to increase likelihood of
a successful HRL implementation. HRL adoption is more likely to spread from one
organization to another once the usefulness and triple constraint benefits can be empir‐
ically validated across government institutions. The first organization to unilaterally
implement HRLs will likely need to demonstrate particular organizational characteris‐
tics. The second challenge is to examine implementation tactics within a specific organ‐
ization, especially as it relates to project management.

Organizations that are most likely to adapt to significant changes are those that
demonstrate organizational change management processes. Weiner (2009) treats organ‐
izational readiness as “a shared psychological state in which organizational members
feel committed to implementing organizational change and confident in their collective
abilities to do so.” This indicates that everyone in the organization must act towards
effectively implementing the changes and that each individual understands the justifi‐
cation for such modifications. These organizations tend to be much more adaptable and
amenable to significant changes. Organizations that have a culture which fosters change
and encourages individual responsibility will be more likely to successfully implement
HRLs into their processes. Strong social capital is an aspect in organizations that lead
to more flexible organizations and are also more likely to adapt to changes (Krebs 2008).

We suggest that organizations that previously demonstrate some level of human
factors considerations are also more likely to successfully adopt HRLs. Organizations
that already have HF experts incorporated into their projects is an indication that there
is value in the human component of a system. Even if HF engineers are not necessarily
incorporated into a project team, they are considered valued members. It is these organ‐
izations that clearly indicate the benefits of understanding and analyzing the human
element. Furthermore, the foundational infrastructure will already be in place as the
organization already has HF employees.

In addition to the organizational characteristics, we suggest several practical strat‐
egies that need to be in place for an organization to successfully adopt HRLs. DoD
conducted a feasibility study to ensure successful implementation of TRLs and found
that successful adoption is labor intensive (Graettinger et al. 2002). Additionally, DoD
and DARPA Principal Investigators (PI) were already working under tight time
constraints and exerted maximum cognitive efforts prior to implementing the TRLs.
DoD found a third person objective observer to be effective for proper TRL utilization
to help overcome the PI’s constraints, but this method still required extensive interac‐
tions with each PI. We suggest that for successful HRL application, sub-groups of people
or a super-user group is required to apply and utilize HRLs to reduce the cognitive load
on the PIs. These super-users can consult with all necessary stakeholders (e.g. production
workers, end-users of the product, and PIs) and work with the project manager to ensure
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all human component aspects have been accounted for in the project. The most appro‐
priate option for a super-user is a human factors engineer or subject matter expert.

Successful implementation would also include directives from executives and upper-
management to adequately permeate company culture. Policy requirements ensure
HRLs would be used within all technology development initiatives. We suggest a project
manager be assigned for implementation of HRLs within an organization. This would
be beneficial to create a plan and control and monitor the scope, cost, and schedule of
implementation. We do not provide a specific implementation plan in this paper, but the
project manager needs to consider the variation of research topics, project sizes, and
individual requirements within their organization. Furthermore, this manager should
also develop a plan for handling projects in various stages.

In addition to implementing HRLs within an organization, the management team
needs to consider how HRLs will affect their project processes and procedures. As a
parallel, TRLs have often been used by DoD to act as a threshold to technological
maturity prior to acquisition of a new project. Technologies must reach a TRL 6 before
they are ready for insertion into acquisition programs. Similarly, HRLs need to be
defined and optimized for the specific organization and project types. The product or
process development stage that maximizes HRL utility must also be evaluated. Project
managers need to ask questions based on potential HRL impact to the project. Will the
system or component levels be evaluated? Have we considered the working and opera‐
tional environments? Additionally, a contingency plan could be necessary. For example,
if a project reaches completion but the HRL is too low for acquisition what are the
countermeasures?

The benefits of adopting an HRL scale or its equivalent are evident in scope, cost,
and schedule, as well as increases in user and customer trust, the reduction of cognitive
load, and training efficacy. There are however a few added costs as a result of incorpo‐
rating the human component. First, adding the HRL scale requires a human factors
engineer to be a core team member on projects, or at least needs to review projects during
every stage of development. This leads to an investment in human capital requiring
additional budget allocation for the HF engineer’s salary. Incorporating an HRL scale
will entail additional requirements prior to advancing to further stages in development.
For example, a product must reach an appropriate readiness level across all scales to
meet its design standards and to pass reviews. Adopting an HRL scale would be an
additional metric of maturity by which to gauge a project, process, or product. If a
product does not have a high enough HRL measure, more efforts would need to be put
towards development to increase the HRL. This may require additional costs up front,
but would result in significant cost savings in the long run, as shown by our case study.

4 Conclusion

Our research provides the business and economic justification for implementing HRLs
and provides a potential roadmap for HRL adoption within the government sector.
Results from additional research that is currently being conducted are needed before
HRLs will reach the early adopters stage. We mentioned several latent benefits of using
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an HRL scale, but further undertakings need to occur to realize these added benefits. As
mentioned in our adoption roadmap, a feasibility study such as the current effort at
Sandia National Laboratories (See and Morris 2016) would help define the HRL scale
to ensure it meets the needs of the organization. Finally, it would be helpful to create
guidelines for organizations to be able to easily implement HRLs within an organization
or program. Creating a foundational procedure for incorporating HRLs into a project
will lead to project managers who are able to include HRLs in their processes.

Additional research can be done that extends past the early adopter’s stage of the
adoption lifecycle. Further, industry adoption can help to understand the benefits of
HRLs. For example, understanding how HRLs might impact specific fields, such as
healthcare, can provide insight to how HRLs may be enforced within that industry.
Creating technologies for all users, rather than the “average” user, can also propel human
factors considerations. This would be especially important for individuals with disabil‐
ities and would increase a technology’s market potential. Researchers need to understand
how the human is a part of the system as research, production, and applications continue
to grow in areas like TSensor systems (Walsh 2014), edge computing, robotics, artificial
intelligence, and human augmentation (Sanwal 2017). Studies should be conducted to
determine the best method for incorporating HRLs for each of these industry trends.
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Abstract. Context-awareness endows mobile devices and services with the
capability of interacting with users in an efficient, intelligent, natural and smart
fashion. Consequently, context-awareness makes a significant difference to
mobile HCI. However, the challenges brought by context-awareness to users of
mobile devices are rarely examined in depth. In this paper, previous conceptions
of context and their contribution to context-awareness in mobile HCI is scruti‐
nized and a preliminary context-computer interaction (CCI) model is advanced
to illustrate the interaction characterized by mobile context-awareness. Further‐
more, the paper examines the limitations of information processing models and
review alternative models of context. We also address user experience challenges
related to the enablement of mobile context-awareness and highlight avenues for
future research issues. Specifically, we found that context-awareness has been
employed broadly in developing applications and services on mobile platform,
has had a huge impact on mobile user experience, and has altered the interaction
between humans and computers by giving the latter a more active role to play.
The significance of context-awareness in the usage of mobile systems calls for
systematic and in-depth appreciation of its impact on mobile HCI.

Keywords: Context-awareness · Mobile HCI · User centric

1 Introduction

Since the term “context-aware” was first proposed to describe the computing ability “of a
mobile user’s applications to discover and react to changes in the environment to discover
and react to changes in the environment they are situated in” [1], it has received extensive
scholarly attention across the fields of ubiquitous (or distributed and pervasive)
computing, ambient intelligence, artificial intelligence, internet of things and user inter‐
face [2–7]. More recently, due to advances in computing capabilities and sensor technol‐
ogies, the concept of context-awareness has also found its way into a diversity of indus‐
trial applications like healthcare, mobile advertising, mobile learning, museum and tour
guides, recommender system and virtual reality [8–10]. For this reason, Mobile Context-
Awareness (MCA) and its implications for context-driven service innovations has been
acknowledged as a promising future in Human Computer Interaction (HCI) [11].
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1.1 General Challenges of Mobile Context-Awareness (MCA)

Despite the optimism surrounding context-awareness, developers are confronted with
challenges on how to capture, interpret, fuse and present contextual information in order
to realize context-aware applications and services. Because smart phones yield rich
contextual information through the facilitation of interactions with humans, the defini‐
tion and categorization of context is very much dependent on the research objective,
application domain and use cases, differing substantially from one situation to another.
The forms of context-awareness also vary because the interaction between humans and
computers is not yet clear with regards to the role of the former (active/passive) [12],
the way of display contextual information (implicit/explicit) [13] and the level of auto‐
mation. Furthermore, mobile context-awareness (MCA) also bring about challenges to
user experience. These challenges to user experience (e.g., absence of control,
distracting interruption, inappropriate feedback and privacy) not only constitute theo‐
retical conundrums, but they also affect the actual user experience in practice [14].

1.2 Challenges for User-Centric MCA

MCA is a rapidly growing topic of interest for both academics and practitioners due to
the increasing dynamism and richness of contextual information afforded by smart
devices. Although context-awareness is intended to address issues in user experience
caused by small screen size and ever-shifting context in smart devices, it is accompanied
by its own side effects such as distracting interruptions, loss of control and privacy risk
[14]. Consequently, there are calls for an in-depth appreciation of how user experiences
(UX) are shaped by mobile context-aware systems.

In classifying the architecture of context-aware systems into five layers, [15] discov‐
ered that the bulk of research (237 articles in total) published between 2000 and 2007
tends to concentrate on layers associated with concept and research, network, middle‐
ware and application. A mere 6.7% of the published articles touch on user infrastructure
and only 1.5% (3) discussed usability issues. Even though the few studies, which have
examined the issue of UX for MCA (device and application), have put forth general
guidelines for designing mobile context-aware systems (i.e., avoiding unnecessary
interruptions, ensuring user control, guaranteeing system visibility, incorporating
contextual settings, preventing information overflow, securing user’s privacy, selecting
an appropriate level of automation and tailoring content to match individual needs)
[12, 14], there is a dearth of research that has been devoted to a dedicated scrutiny of
how such systems can be designed from a user-centered perspective [16].

We begin the paper with the application developers’ perspective on context-aware‐
ness, and gradually move towards a more holistic understanding of MCA that includes
the user’s perspective on MCA.
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2 General Overview: Context and Mobile HCI

2.1 Context in HCI

Context either simplifies or enriches human-human interaction in different situations.
Humans could predict the intention or behavior of another human based on contextual
information (i.e., gender, culture and interaction experience). However, harnessing
contextual information to enhance human-computer interaction remains an elusive chal‐
lenge. Indeed, smart phones yield a diversity of contextual information from multiple
sources, including those captured by sensors (e.g., brightness, gravity and direction),
generated by users (e.g., activity logs, interactive behavior, sign-up information, sign
in/out status and tags), inferred by computers (activities, hobbies, preferences).
Although capturing contextual information via sensors has made significant strides over
the past decade, providing users with meaningful and valuable contextual information
on the basis of fusion, interpretation and adaption of raw information is still an uphill
task. A common barrier in the appropriation of contextual information stems from the
fact that there is no common, reusable model for context across these environments [17].

In its formative years, the notion of context is either conceived with select elements
(e.g., location, time, people and objects in environmental, physical or social states) or
described in general terms like situational information [18]. A widely acknowledged
definition of context was put forth by Abowd et al. [18], who asserted that context entails
“any information that can be used to characterize the situation of an entity. An entity is
a person, place, or object that is considered relevant to the interaction between a user
and an application, including the user and applications themselves”. This implies that
any information that characterizes the situation of a human in an interaction can be
regarded as context. A number of studies have investigated the concept of context and
refer to it as comprising location, identities of neighboring objects and users, environ‐
ment characteristics such as season and temperature, date and time, user’s emotional
state, focus of attention, objects and people in the user’s environment [1, 19, 20].

Although contextual information is promising in enabling smart phones to commu‐
nicate with humans in implicit and intuitive ways, context is an underutilized source of
information in our computing environments. The interaction between smart phone and
users is still below expectation due to the impoverished ability of users to provide
contextual input to smart phones and the inability of smart phones to take full advantage
of the interactive context. As a consequence, we have a limited understanding of what
context is and how it can be employed in developing HCI systems.

To render contextual information more usable for developers of mobile applications
and services, they are organized into various categories and levels. From our review of
extant literature, we realize two predominant trends governing past conceptions of
context. One is that the definition of concept varies considerably depending on the types
of applications and/or services. Another is that most definitions tend to categorize
context according to the entity that is relevant to the interaction between an application
and a user, be it human factors, location (or place), application (or object) and physical
environment [21].
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The inclusion of communal activity, social context and user tasks in the definition
of context [22] indicates that contextual information can also be produced through
interactions between humans and computers (Fig. 1). Compared with the three well-
recognized categories of context, interactive contexts are either created by users as inputs
to HCI systems or need to be reasoned by computers as output of HCI systems. Given
that the context associated with the utilization of smart devices fluctuates over time, we
hence subscribe to an interactional view by treating the scope of contextual features to
be dynamic so much so that the relationship between activity and context becomes
cyclical in nature. In this sense, we depart from the representational view that assumes
context to be a form of static information, which is independent from the underlying
activities [10].

Fig. 1. The contextual information from HCI perspective

2.2 Level of Context

In addition to efforts in categorizing context by entity, context can also be categorized
according to hierarchical levels in HCI. [23] defined contextual information with three
levels, namely low-level context (sensed), high-level (inferred) and situational relation‐
ships (presumed). Contextual information captured by sensor are considered as low-
level context that is directly referred to a raw data. A sensor in context-aware applications
is described not only a physical device, but also a data source that could be useful for
context representation. Furthermore, sensed context can be split into three types, that is
physical, virtual and logical sensors [23]. Higher level of context are abstract and usually
inferred by fusing multiple lower level contexts [6–10].
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According to predominant viewpoint of depicting HCI as a closed ‘information
processing loop’, an appropriate conceptual basis for studies of HCI at different
levels of context (cultural, organizational and social context) is absent for modelling
the contextual information in HCI systems [24]. Alternative theoretical models are
required to interpret, design and develop HCI systems by deploying contextual infor‐
mation in an effective and efficient manner (this issue will be discussed in greater
detail later in the paper).

2.3 Model of Context

Due to difficulties in theorizing the dynamism of context, researchers have turned their
attention to the construction of context meta-models. A context meta-model is a generic
description of the contextual environment on a meta-level that is not targeted towards a
particular system [21]. Context-meta models thus serve as the theoretical foundation for
deriving context-specific models for adaptive systems, guiding system developers in
determining what contextual variables to take into account for a given context-adaptive
system. While context-specific models denote relevant context for a given context-
adaptive system, context meta-models express context on a generic meta-level and are
not bound to any particular system.

Existing context meta-models are differentiated by their degree of abstraction from
the real world context [21]. Although seven meta-codes are identified, there are still
approximately 20% of variables not covered by any of the analyzed context meta-
models. With the boom in smart phones and the diversity of mobile scenarios, contexts
might emerge that cannot be covered by contemporary context meta-models.

From the perspective of HCI, a successful context meta-model should interpret the
role of contextual information in HCI systems. Different levels and categories of contex‐
tual information should be integrated into HCI systems to support developers in making
decisions about what contextual variables to include in a given context-adaptive system
[21]. Specifically, context meta-models have to address the following issues:

• Contextual information consists of inputs that are captured by sensors and/or gener‐
ated by users, thereby giving rise to issues of fusing different types of contextual
information as input to make it meaningful for users as output.

• Contextual information as computer outputs involving both low-level (battery life,
data connection and CPU speed) and high-level (activities such as running, sleeping
and shopping, demographics such as gender, age and occupation and psychological
status such as fatigue, happiness and depression) contexts, thereby giving rise to
issues of inferring and gauging high level of contextual information based on their
low level counterparts.

• Diverse modalities and types of contextual information are acquired through inter‐
actions between humans and computers (e.g., haptic, speech and vision), thereby
giving rise to issues of integrating multiple modalities of contextual information in
the design of HCI systems.
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2.4 Active and Passive Roles of Human and Computer in Interaction

The MCA systems can be categorized into two types depending on whether computers
play an active or passive role in executing inferred actions [13, 15]. For active MCA
systems, computers execute inferred actions automatically and implicitly on the basis
of contextual information. Conversely, for passive MCA systems, the sensed informa‐
tion and inferred actions will be presented to users explicitly, giving the latter an oppor‐
tunity to decide on whether to execute the actions or not.

From the perspective of HCI, a core discrepancy between active and passive CA
systems resides in the mode of interaction. Active CA systems adapt implicitly to users’
activities by altering system behavior whereas passive CA systems explicitly presents
novel or updated contextual information to users, allowing the latter to make decision
on whether the system should continue or abandon the execution. In this sense, active
CA systems are characterized by the implicit input and output of computers whereas
passive CA systems are characterized by the explicit output of computers. While explicit
interaction contradicts the idea of invisible computing, implicit interaction might be
helpful in realizing the vision of ubiquitous computing in delivering intuitive interaction
[13]. For example, implicit interaction happens when a smart phone activates mute mode
automatically for a meeting event in the calendar. Conversely, an example of an explicit
presentation may take the form of a smart phone prompting a user with information
about the calendar event, thereby enabling the user to decide whether to mute the phone
or not.

Although implicit and explicit interaction are well recognized as a method for cate‐
gorizing CA systems from the perspective of HCI, attitudes towards them tend to diverge
[12]. Active CA systems are deemed to be much more interesting as a sign of computing
capability while passive CA systems permit users to control the interaction with
computers.

3 Computing Centric View of MCA

As a defining characteristic of ubiquitous (ambient, pervasive) computing, context-
awareness is developed to acquire, decipher, fuse, infer and utilize the contextual infor‐
mation of a device in order to provide services that are appropriate (how) to select people
(who), place (where), time (when), event (what) and intention (why) [15]. Consequently,
much scholarly attention was paid to dealing with computing issues about concept and
research, network, middleware and application of MCA [25, 26].

3.1 Value of Context-Aware for Computing

When humans interact with humans, contextual information is usually deployed to help
us effectively and efficiently convey thoughts and emotions to one another and react
appropriately. Contextual information plays a pivotal role in helping humans to sense,
decipher, reason, infer and predict one another in social networking [18, 19]. This ability
of humans to acquire situational awareness was introduced into the field of computing
to allow computers to easily sense and decipher the world of ubiquitous computing.
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Supposedly, context-awareness enables computing devices to interact with humans in
natural, implicit, intelligent, automatic and sophisticated ways like human-human inter‐
action [18]. Context-aware computing promises a smooth and intuitive interaction
between humans and computing systems. However, interaction between humans and
computers fails to achieve that goal until the last ten years with the widespread pene‐
tration of smart devices.

3.2 Context-Awareness Application Development for Mobile HCI

“One of the most ubiquitous tools in the progress of context awareness has been the
mobile device. Its enormous popularity and permeation into daily life—coupled with
increasingly sophisticated hardware—has greatly increased the potential for context
awareness in the world.” [18]

Over the past decade, mobile devices, especially smart phones, have been widely
adopted by a vast user population across the world. In many countries, more than 50%
of population are mobile phone users. Nowadays, mobile phones are equipped with
miniaturized sensors and enhanced computing capability, enabling smart phones to
interact with humans in implicit, intelligent and human-like ways.

Technological advancements have transformed smart phones into a powerful tool
with tremendous capacity for context-awareness. Firstly, human perceptual ability is
extended with a variety of sensors like brightness, proximity, infrared and gravity, to
name a few. Secondly, the diversity of smart phone usage generated dynamic, rich and
complicated contextual information that is valuable for context-awareness [27].
Context-awareness is reflective of the ‘smart’ side of mobile phone and adopted
commonly in mobile services and applications to enhance the user experience. To help
developers harness contextual information, Google even released express API for
context-awareness to facilitate the development of mobile applications and services
based on Android platform.

3.3 Issues for MCA Computing

The major objective of technical efforts of MCA is to make sure that mobile devices
could be aware of their contexts and automatically adapt to the changing contexts [15].
Technical efforts made to realize that vision include modeling, monitoring, capturing,
filtering, processing and reasoning context, together with detecting inconsistency and
resolution [25, 27].

A variety of context models are proposed to represent patterns representing the object
of context, such as key-value, markup, graphical, object-oriented, logic-based, domain-
focused and ontology-based context model. New solutions about multi-sensor data
fusion is employed extensively to merge data collected by heterogeneous sensors to
improve the accuracy of probabilistic inference systems by including context informa‐
tion. Event-driven and query-based paradigms of context-awareness were proposed to
depict different kinds of context-aware. Usually sensors are employed to capture the
physical contexts (e.g., light and vision, audio, movement and acceleration, location and
position) while image recognition, machine learning and data mining are utilized to
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capture the virtual contexts (e.g., user preferences, emotions and satisfactions) [25, 28].
To preprocess and filter out the noise intrinsic to the original contextual information,
centralized, distributed and hybrid paradigms are formulated [25].

Despite extensive scrutiny of the technical issues of MCA computing, there are still
many issues worthy of further exploration, such as how to acquire novel types of contexts
that may enable applications to be more adaptive to changeable contexts, eliciting
contexts from user behavior and communities as well as incorporating schemas for
detecting and resolving contextual inconsistencies [25].

4 User Centric View of MCA

A computing-centric view of MCA focuses on how to capture contextual information
efficiently, decipher context accurately and adapt to the context automatically. To this
end, mobile devices tend to play a more proactive and intelligent role in the interaction
with users. Nevertheless, concerns over the role of humans in HCI, as characterized by
MCA and relevant user experience issues, have also been raised [29].

4.1 Implicit and Explicit Interaction

An abundance of intricate contextual information are exploited in human-to-human
communication, such as eye contact, facial expression, hand gestures, body language
and even more profound social attributes like culture and religions. Implicit interaction
helps humans to understand situations of different human beings in an efficient and
effective way. Unlike human-to-human communication, the traditional human computer
system lacks the ability to detect implicit information as humans normally do in face-
to-face interaction [30, 31]. Consequently, conventional interactions between humans
and computers are constrained by the latter’s computing power and number of embedded
sensors in harvesting and harnessing contextual information.

Context-aware systems are able to adapt their behaviors to given contexts without
explicit user intervention, thereby leading to increased efficiency and effectiveness by
taking environmental context into account [4]. Thus, context-awareness systems also
modified traditional modes of HCI through the introduction of implicit interaction.
Implicit human computer interaction (iHCI) is originally defined by Schmidt [31] as
“the interaction of a human with the environment and with artefacts which is aimed to
accomplish a goal. Within this process the system acquires implicit input from the user
and may present implicit output to the user.”

Capturing and making sense of contextual information is essential for the success of
designing interactive systems that run on MCA devices [18]. Contextual information is
captured implicitly, intention of user is reasoned and potential options are presented to
users subsequently. Mobile context-awareness is changing the interaction between
humans and computers in several aspects. Firstly, the interaction is shifting from explicit
to implicit ways. Secondly, information sources are much more diverse, comprising both
human and computer inputs [15]. Thirdly, computers (or smart phones) are shifting from
a passive role of accepting, processing and displaying information to a more active role
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of acquiring, deciphering, inferring, recommending information and at times, executing
action automatically. Fourthly, context-aware systems can sense other computers and
users in surrounding situation that enables smart phones to facilitate cross-device and
social interaction.

Changes brought by mobile context-awareness to HCI might lead to the following
challenges: How can users be aware of the implicit contextual information inputted and
captured by smart phones? How to exploit and integrate contextual information in
multiple models? Should smart phones be more active in executing actions that are
undertaken by human traditionally? How should human beings deal with an intelligent
and emotional device with social networking ability?

4.2 Active and Passive Roles of Human and Computer in Interaction

The MCA systems can be categorized into two types by the passive/active role of
computer in executing the inferring actions [30, 31]. In passive MCA system, the sensed
information and inferring actions will be presented to user explicitly and user make
decision on whether to take execution or not. In active MCA, computer execute inferring
actions automatically and implicitly on the basis of contextual information and inference
of potential actions of user.

From the perspective of human-computer interaction, one of the key differences
between passive and active CA system exist in the way of interaction. Active CA
implicitly adapts to a user’s activity by changing the system’s behavior, where passive
CA explicitly presents the new or updated context to the user and let the user make the
decision whether the system should continue or stop the execution. Passive CA system
is characterized by explicit output of computer and active CA system is characterized
by implicit input and output of computer. While explicit interaction contradicts the idea
of invisible computing, disappearing interfaces and natural interaction, implicit inter‐
action might be helpful in realizing the vision of a Ubiquitous Computing which can
offer natural interaction [30]. A simple example of implicit interaction is the mobile
phone that changes its profile to mute mode automatically in a meeting event of calendar.
In the corresponding explicit context-aware application, the mobile phone prompts the
user with information about the calendar event and lets the user decide whether the phone
should be muted or not.

4.3 MCA and Intelligent/Adaptive User Interface

Context-awareness is also widely deployed in designing intelligent/adaptive user inter-
face in order to circumvent problems caused by the increasing complexity of mobile
human-computer interaction [32, 33]. Contextual information and inferred intentions of
user are utilized to adapt user interface to users’ behavior and actions. The screen of
mobile phone might switch between landscape and portrait mode as user rotate the
mobile phone, the layout of interface might also change accordingly. In this case, the
gesture of mobile phone is sensed by gravity sensor and gyroscope and then utilized to
adapt the user interface to the gesture.
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5 Dominant Theories of User-Centric MCA

Theory is critical to HCI as a research field [34]. It is generally accepted that the lack of
an adequate theory of HCI is one of the most important reasons why progress in the
field of HCI is relatively modest [24]. In contrast to the general agreement that current
attempts to apply cognitive psychology to HCI are not very successful, there is little
agreement on the most promising theoretical alternative.

Although the “information processing loop” proposed by the dominant theory of
cognitive point of view provides a coherent description of the whole system of human
computer interaction within the information processing framework and structures the
problem space of HCI in a helpful way, its ecological validity is questionable for its
inability to take into consideration the context that exist outside this loop [24]. Human
computer interaction can only be understood within a wider context and any HCI model
needs to provide an appropriate conceptual basis for studies of computer use in its
cultural, organizational and social context.

Therefore, efforts in developing a solid and widely accepted theoretical foundation
for HCI are related to context more or less [35, 36]. These approaches model use-context
as yet another source of information that can be formalized and transmitted to computers
[36]. As alleged by Clemmensen [34], “HCI researchers need to know more about the
sociocultural contexts of other researchers’ use of theory, in the same way that designers
need to know users’ context of use in order to design systems and products for them”.

5.1 Situated Action and CA

Situated action places emphasis on environmental context and stresses how the envi‐
ronment provides context for actions [37]. According to situated action theory, the goal
for interaction is to support situated action and meaning making in specific con-texts,
and the questions that arise revolve around how to complement formalized, computa‐
tional representations and actions with the rich, complex, and messy situations at hand.

Situated action analogize interaction as phenomenological situated and accentuate
the significance of constructing meaning on the fly and in specific contexts and situa‐
tions, designing interaction moves from attempting to establish one correct under‐
standing and set of metrics of interaction to studying the local, situated practices of users.
Interaction is seen as an element of situated action in the world, the deciphering or
construction of the situation is the core of the design [36].

MCA can help address some of the challenges by capturing, understanding, struc‐
turing and modeling the specific contexts and then provide individualized and custom‐
ized interactions. MAC is especially valuable in providing local, situated and context-
dependent interactions by adapting the mobile phone actions to the specific contexts.

5.2 Activity Theory and CA

Activity theory is originally proposed by the Russian psychologist Alexey Leontiev [34],
it argues that human mind emerges, exists, and develops within the context of human
activity as a whole, and therefore analysis of object-oriented activities should be
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considered as a necessary prerequisite for comprehending the human mind. Activity
theory was introduced to HCI in the late 1980s-early 1990s and has established itself as
one of the most influential theories in HCI [34].

Activity theory proposes that the activity itself is the context. What takes place in an
activity system composed of object, actions, and operation, is the context. Con-text is
constituted through the enactment of an activity involving people and artifacts.

Activity-awareness means that the HCI system can actively construct and update a
model of the ongoing activity by sensing, communicating, and interpreting changing
conditions, resources and processes [32].

5.3 Distributed Cognition and CA

Distributed cognition intends to introduce computer technology into the workplace by
remedying the shortcomings of the information-processing model in that it lacks cosid‐
erations for real-life action, work environment and user interaction [37]. It is a branch
of cognitive science and considered as complementary to the information processing
model that is devoted to the investigation of: (1) knowledge representation both inside
the heads of individuals and in the world; (2) knowledge propagation between distinct
individuals and artifacts, and; (3) transformations which external structures undergo
when operated on by individuals and artifacts [35]. Distributed cognition emphasizes
interaction over individual in HCI systems by construing the latter as a distributed
collection of interacting people and artifacts.

In the vision of ubiquitous computing, context is spatially and temporally distributed
in a ubiquitous computing environment. Distribution has a significant role and is central
to the realization of context-awareness system in Ubiquitous Computing [31]. In a
Distributed HCI system, MCA are capable of easing the sharing of contextual informa‐
tion, seeing and having access to context information that is around an application and
distributing the contextual information within the HCI system spatially and temporally.

6 Challenges and Future Research Directions of User-Centric
MCA

6.1 MCA and HCI

One of the significant changes that CA brought to the field of HCI is the roles of users
and computers in interacting with each other. In traditional HCI systems, users are active
and computers are passive when interacting with each other. In most cases, computers
are simply waiting for user input and then executing the computing tasks as required.
By contrast, computers tend to play a more active and even proactive role in context-
aware HCI systems. Computer can sense, capture, decipher and reason about the contex‐
tual information of HCI and then execute certain actions based on the computing results
of context-awareness. Despite progress in relevant technology and applications, atti‐
tudes towards active and passive context-awareness are divided by emphasis on CA
computing capability of computers or users control over computers [7]. Although
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automatic execution of CA action and adaptation to con-textual information are critical
metrics of MCA systems, the implicit interaction might lead to non-awareness of users
over what’s happening and unable to know what is required for users to do before s/he
is required to do it [38]. High quality of MCA systems need to improve both the capa‐
bility of computers and users at the same time by providing information to users at the
right time and letting users control the interaction.

Furthermore, a novel theoretical framework of HCI is required to explain and struc‐
ture the interaction characterized by context-awareness. We proposed a preliminary
model named Context-Computer Interaction (CCI, Fig. 2.) to embody the above
mentioned changes that context-awareness brought to HCI. CCI differs from traditional
HCI as below:

• Human is not the only source of input any more but creates a context pool together
with computing devices and environmental factors. This implies that computers are
not interacting solely with humans, but as a whole contextual system in which humans
are but one form of constituents and the three units interact with each other dynam‐
ically.

• Computer approaches the contextual system, captures the contextual information,
deciphers the meaning behind, predicts plausible actions and executes actions proac‐
tively rather than waiting for the explicit input and command from users.

• Computers might predict and execute actions implicitly to improve the efficiency and
unfetter human from selecting, judging and executing some apparent and predictable
actions. The computer itself has a closed loop of information (context) processing
characterized by executing behaviors implicitly.

Fig. 2. Context Computer Interaction (CCI)
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6.2 Non-instrumental User Experience and MCA

Much of the ongoing efforts to apply context-awareness to the interaction and inter-face
design of mobile applications or services focus on improving the efficiency of HCI
systems [3, 4, 16]. Context-awareness is valuable in improving the instrumental or
pragmatic user experience of mobile application and services by sensing, deciphering,
interpreting and adapting to the contextual information automatically. However, users
of mobile applications might expect more from interacting with mobile phone than
improvements to efficiency.

Past studies have shown that users are aware of hedonic and non-instrumental qual‐
ities such as interactive aesthetics, privacy, stimulation and social status in long-term
UX of mobile phones [39], although some of them (e.g., privacy) are already addressed
[14]. Social, emotional or informational state were considered as parts of contextual
information that should be employed in context-aware systems at the early era of relevant
areas [20]. Mobile context-awareness is also widely adopted in developing and
designing applications dedicated for social-networking, shopping, sharing and well-
being as well. Any efforts of MCA UX should address both instrumental and non-
instrumental issues instead of focusing on productivity.

6.3 Research, Evaluation and Design of HCI System in Context

Research and evaluation is considered as one of the major cornerstones of HCI. During
the last decade, attention was paid to the pros and cons of lab and field evaluations in
the wild, as well as how to balance research methods in natural, artificial, and environ‐
ment independent settings [37, 40, 41].

Traditional laboratory-based usability testing methods are questioned as they are
often expensive, time consuming and fail to reflect real use cases [30]. It tends to measure
the efficiency, effectiveness and satisfaction of products or services by constraining users
in artificial usability test settings and getting them to complete predefined ‘typical’ tasks.
Users’ interactions with computers in this situation is distinct from the real scenarios
given that the interactions is interfered by moderators and fragmented by discrete tasks.
By contrast, there is a growing tendency to infer and extract user experience information
implicitly from user interface events and behaviors in the field of HCI in order to fully
experience and explore real world usage [41].

Exploring usage of mobile applications and devices is still challenging despite much
attention being paid to this issue. Traditional issues associated with conducting HCI
studies (e.g., incentives and recruiting) are confounded with the highly mobile, dynamic
and complicated context that makes explorations in this area creepy [42].

Over the past decade, a range of methodologies have been adopted to evaluate mobile
services and conducing HCI studies in non-intrusive and ecologically valid ways [42].
Amongst them, experience sampling is proposed as an ideal alternative of traditional
research method. Conventional long-term ethnographic observation is too intrusive in
certain domains, such as sleeping habits or bathing rituals [43]. Collecting data in the
wild through sensor-equipped prototypes is considered as one of the optional approaches
of conducting user studies in evaluating product or services. This form of data collection
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also allows researchers and developers of HCI systems to glean insight into activities
and contexts where an observer might be an undesirable presence.

Involving users in the context of use in the design of mobile systems was proposed
as “The Final Frontier in the Practice of User-Centered Design” [44]. New design
methods were also proposed by utilizing an open contextual and experiential design
approach that makes extensive use of varying kinds of knowledge [43]. These sort of
methods try to explore how mobile context-aware technologies and applications can
effectively support contextualized learning and the relationships among different aspects
of context. Amongst them, Experiential Design Landscapes and Living Labs allow in-
context experimentation and data collection “that put all stakeholders (e.g., designers,
users, researchers, developers, officials, producers…) in context of using products and
services”.

7 Conclusion

Context-awareness is playing an increasingly vital role in developing mobile HCI
systems. Little attention was paid to the user-centric view of MCA in comparison to the
extensive studies from the computing-centric point of view. Attitudes towards implicit/
explicit interactions and active/passive roles of humans and computers are divided,
influence of MCA on user experience and related measures are not clear enough in which
both instrumental and non-instrumental user experience might be considered. Dedicated
theoretical framework is required to structure and illustrate the interactions characterized
by context-awareness in mobile HCI.
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Abstract. The positive significance of consumers involving in enterprise NPD
has been generally realized. But the involvement condition in each stage of the
NPD and involving modes remain to be further research. This paper USES field
experience and questionnaire survey to research consumers involving in Chinese
SMEs NPD. Main content includes typical stages of NPD, which NPD stages
consumers are involved in and should be involved in, and involving mode in
each NPD stage, etc. Based on the investigation results, a case study of inte-
grated consumers into wardrobe, umbrella stand and clothes rack design is
carried out on a Chinese furniture enterprise. Customer is involved in multiple
stages of NPD, in which crowd- sourcing model based on web2.0 has been
applied. The application introducing customer in stages of NPD has been
achieved good results.

Keywords: Customer involving � NPD � Stages � Case study � Crowdsourcing

1 Introduction

Consumer involving in NPD has a positive significance. Good cooperation with cus-
tomer can reduce developing cost to achieve a certain innovation, bring higher creative
efficiency (Juho Ylimäki 2014), reduce the number of faulty prototypes until attaining
the desired product (Gloria 2014), reduce manufacturer’s planning time and inventory
obsolescence, allowing it to be more responsive to customer needs. (Yuanqiong He
2014). Some literature researched stages in which consumers involved. Klaus Brockhoff
(2003) mentioned some stages in NPD: Idea Generation, Concept Development,
Product Design, Prototyping/Testing, pre-announcement and market launch. The
research needs more about the customer involving degree and modes study. Customer
Involving mode in NPD stages is mentioned in some literature, but there is no spe-
cialized research. In recent years, research on crowdsourcing began to rise. Souad
Djelassi (2013) concluded that crowdsourcing generates a win-win relationship, creating
value for both firms and customers, he also analyzed on the Negatives of Crowd-
sourcing: time consuming, uncertainty, employee morale. This paper will do some
preliminary survey on crowdsourcing in Chinese SMEs.

Based on the above literature review result, this paper did further survey on con-
sumers involving condition of Chinese SMEs. The survey content includes: NPD
typical stages, consumers involving condition in NPD, the stages suitable for customers
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to involve in, customer involving mode, the view on crowdsourcing and its application,
etc. Research includes field survey in plant and questionnaire. Finally, the paper
applied research results in one China enterprise NPD. Some online sections corre-
sponding to the typical NPD stages are integrated into the enterprise website. Through
the consumers’ online crowdsourcing, the NPD received a better effect.

2 Methodology

2.1 Enterprise Investigation

To have a preliminary understanding on consumer involvement in NPD, the authors
interned in one Chinese furniture enterprise for three months. The NPD process is
observed and summarized. In general, the NPD process is as follows: The designers get
the sales condition, the need of customer and dealer from trade ministry. Then they start
to do brainstorm to get concepts expressed through 2D sketch and the final 3D ren-
dering. In this period, they constantly communicate with the director of the technique
department. The selected product concept is made into prototype for testing. After
testing qualified, it will be produced for a small amount of trial production. Use internet
platform such as Tmall shop or Taobao website to market a small scale. The product
with good market feedback will be formally mass-produced. At this point, departments
including design, internet marketer, marketing, trade will actively cooperate with each
other to put this product to the market. The authors also made some research on several
other enterprises’ NPD process. They are similar with above. Analysis of this kind of
NPD process, some certain problems exist in it.

1. Lack of product planning, new product market positioning is not accurate. NPD is
generally based on information from sales report, dealer’s demand and manager’s
decision, etc. The study of consumer demand is lacking. Once lack of dealer orders,
enterprises will fall into a passive situation and finally be eliminated by the market.

2. Consumer participation in NPD process is less. At the beginning of the NPD
process, sales can reflect consumer attitude towards products. The later trial sale
also can get consumer preferences for this product. Besides the above two stages,
there is almost no consumers participation.

Companies hope to be able to accurately grasp the market demand and attract a
wider range of consumer involvement. What suffer them are lack of management and
financial support.

2.2 Questionnaire

On the basis of investigation in enterprise, the authors designed a questionnaire to
investigate consumer involving stage and mode in NPD. Respondents mainly are
managers, designers and users. There are three parts in it. The first is background
questions. The second is the main part including 30 titles about the main stages in NPD.
Depending on the different types of the respondents, they need to answer different
questions. Managers and designers need to answer enterprise background, typical stages
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of NPD, the NPD stages in which consumer involved in, consumer involving condition
in each stage, etc. Consumers are to answer which stages once involved in and the
involving mode. The questionnaire also wanted to know which stages the consumers are
expected to participate in. Likert five-point rating scale method is used to explore the
involving degree in each stage. At the end of questionnaire, crowdsourcing is asked for
reviews. Research mainly takes the following two ways. First is the network mode: send
questionnaire to employees and consumers through network means, such as QQ, MSN
and Email. Followed by is the field investigation, carry the printed questionnaire to the
enterprise, and communicate with employees. Personnel filled in it after understanding
or interviewer filled in it.

There are 136 electronic questionnaires, 50 printed (field research) and 15 interview
notes. The involved companies come from Zhejiang, Guangdong, Jiangsu, Shaanxi
Province in China. Invalid 20 are excluded. The valid copy is 181.

3 Survey Result

3.1 Customer Involving Rate in NPD Stages

Products of enterprises in this survey are household appliances, furniture, toys, daily
necessities, etc. Majority is SMEs. Survey shows that the NPD process can be divided
into three main phases, which is early phase, middle phase and later phase.

Typical NPD stages in these three phases includes: in the early phase of NPD, there
are many stages, including market research (customer needs), concept generation,
concept selection, concept test. In middle phase, system design and refinement design
and improvement are included. In the later phase, trial production stage and market
promotion.

The customer can be divided into three categories according to the involving
degree, which are lead users, common users and potential users. The involving mode
can be online and offline, which presents many modes.

Through overall analysis of questionnaires data, the results show that consumers
involving rate in each stage is as shown in Table 1.

There are some difference between the real and hope condition. The actual
involving condition is not hopeful. Only trial production seems getting some emphasis,
with 81% for the involving rate. Other four stages shows small rate. So enterprises are

Table 1. Customer involvement rate in each NPD stage

Questions Respondents Need
Identification

Concept
generation

Concept
selection

Concept
test

Trial
production

Customer
Involving
condition

Employee 13% 21% 16.67% 23.6% 66.67%
Customer 33% 15% 16.1% 41% 81%

Which stage
suitable to
involve in

Employee 83.33% 50% 86% 83.33% 100%
Customer 78% 33% 83% 85.2% 90.2%
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short of guidance and organization for customer involvement in some important stages.
This is disadvantageous to catch consumption psychology and trends. While the role of
the stages has been recognized. We can see that both employee and customer think
most stages are suitable to involve in, especially in need identification, concept
selection, concept test and trial production. This reflects some urgent desire to exactly
hold the customer need and market need. But the ability to collect customer need for
NPD is still short and need to be improved.

For the question of main problems SMEs facing to consumer cooperation, lack of
management ability, human resource shortage is major concern.

3.2 The Cooperation Source in Each NPD Stage

In different stages of NPD, acquiring phase achievements needs the help of some
external force. The channels to get the design ideas are collected as Table 2. Customer,
product expos, dealers, suppliers, expert, patent, manager, inner team, technique test,
all devote their own strength to the NPD. However, the result shows that companies
mainly depend on the internal staff, managers and clients.

That customer involve in the early and late stage is usual, they are supposed to be in
part of many stages, such as Concept Generation, Concept Selection and Concept Test.
While the enterprise meets with some trouble to get enough consumers to join the
actions. Organizing focus group, running expert seminar need time, money and per-
sonnel. They also lack of the ability to change and innovate the original process.

The last two questions of the investigation try to explore some ways to solve the
problem. Firstly, we want to know about perceptions on new media application under
Web2.0. The results show that the respondents hold hopes on consumers involvement
in NPD based on new Media. They hope that inter- active communication with cus-
tomers through various media platforms could improve the efficiency of cooperation so
as to improve enterprise innovation ability, to solve this money, personnel problem.
New ways based on internet should help a lot. This research is also to explore the
possible modes for each stage for the enterprise to guide and attract the customers
involve in their NPD, most modes based on new media, such as some APPs on smart
phone, competitions around the nation, some actions on the portal website. Through
these newborn modes, the crowdsourcing width and depth is increased with better
effect.

Table 2. The main channels for each NPD stage to cooperate

Stages Channels
Customer need identification Customer Product expo Dealer Supplier

Concept generation Customer Inner team Expert Patent
Concept selection Customer Inner team Manager Dealer
Concept test Customer Technique test
Trial production Customer Dealer
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3.3 Customer Involving Mode in Each NPD Stage

Research also explores on consumer involving modes at every stage of the enterprise
NPD. The involving channels can be divided into online and offline. Table 3 is the
summary of consumer involving mode in every stage, combining with the research
results.

In the customer need identification stage of the early phase, the suggestions from
the costumer are important source for innovation and the modes for enterprises to guide
the customer involve includes electrical questionnaire, printed questionnaire, inter-
views. And in web2.0 era, online need collection is another very useful way to get more
voice. These modes are proper for lead users, common users and potential users.

In concept generation, select and test stages, observation (common users), focus
group (lead users) and prototype (lead users and common users) are to assure the
coincidence with the customer need.

While there are new modes emerging in this web2.0 era. Online idea submission is
good for lead users too. And design competitions are adopted by many enterprises in
recent years. For example, the China Hardware Product Design Awards has been held
for 11 sessions and has obtained sustainable awareness and success. In each session,
there should be 4 or 5 enterprises sponsored for it. And the design objectives are mainly
oriented to the main products of these sponsored enterprises. The competition attract
dozens of national universities, design companies as well as many independent
designer’s participation and support. The quantity and quality of the submitted design
is in constant progress. The competition give a good propaganda for the enterprise,
sometimes with a better role than advertisement. And the thousands of submitted
designs provide wonderful design innovation ideas for the product improvement and
new generation product. The enterprises benefit a lot from the competitions. It is good
for product planning, product production and design.

It is important to note that in Concept Selection stage, the present condition is that
the decision right is often in the hands of managers and suppliers. They choose their
own admired design, not considering the customers’ comment. Actually, the managers
have a lot of experience based on good understanding of their own products. And
suppliers can choose the proper design based on the materials and manufacturing
process. Also the clients have their opinion on the design according to their require-
ment. Only the customers’ comment is omitted, which has a big role on the right design
selection. In the past, maybe it is not convenient to gather a certain amount of cus-
tomers to do the selection job. While in this web 2.0 time, it is easier to get the
customer comment. Online selection can be run. The design pictures with high reso-
lution, online interaction can make customers preliminary understand of the design.
The customers can vote for the many pictures and the winning designs will come out of
them. Combing the customers’ comment will give the managers some rational voice.

In Concept Test stage, besides the traditional way of providing prototype to some
lead users and get their feedback, some new and effective modes based on internet are
popular in recent years. The user interaction design, virtual reality technique give more
presenting forms and make them easy to understand. The users also can interact with the
product by moving, rotating, operating it through the computer mouse. Product simu-
lation, multimedia interaction, online display are some useful ways for user interaction.
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In trial production stage, questionnaire, sampling survey can be online and offline
forms too.

4 Application

The authors provided the investigate report to one medium-sized enterprise in Zhejiang
province. It integrates development, manufacturing and market. The main products are
furniture and daily family products. The company adopts some of the suggestions for
its NPD.

Consumers are involved in some critical stages to refine NPD design. The
involving detail modes is shown in Table 4. Traditional offline involving mode is
interview, focus group in customer need identification stage and prototype using in
concept test stage. In addition, the company integrates consumer participating section
in its portal web, through the crowdsourcing to expand the involving scope. Some
interesting section are designed to fully collect customer need, to inspire their concept
generation, to get their comment, which include “Fancier”, “communication Bar”,
“creativity”, “I choose”, etc. These online sections are good-designed with nice visual
images and easy usability, thus attracting many lead users, common users to join them
and give out their comment.

The related products are wardrobe (Fig. 1), umbrella stand (Fig. 2) and clothes rack
(Fig. 3). These three designs undergo online and offline segments. The young designers
explore more physiology feeling and use need through these channels than traditional
ways. And they get clear design directions and feel confidential.

In customer need identification stage, designers invite common customers and
dealers to visit the product pavilion, one-on-one interview and focus group are both
used. Some suggestions are given for the product improving. By “Fancier”, “Com-
munication Bar” on the portal website, there are also some other detail showing.
Combining the two folio, urgent shortages or need come out. For the wardrobe, the
prominent problem is assemble hard, single internal display mode. For the umbrella

Table 3. The involving modes in each NPD stage

Stages Modes

Customer
need
identification

Electronic
questionnaire

Printed
questionnaire

Interview Online need
collection

Concept
generation

Observation Focus group Online idea
submission

Design
competitions

Concept
selection

Inviting
customers

Online
selection

Expert, client,
managers, suppliers
selection

Concept test Product
simulation

Multimedia
interaction

Prototype Online
display

Trial
production

Questionnaire Sampling
survey
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stand, taking big space is a main concern. And customers hope the clothes rack be
folded, adjusted the length, and be easy to carry.

Facing the analyzed customers’ interest and need list, combining the production
condition and future plan of the company, more than 20 design are generated and
submitted on the portal web. Among the submitted designs there are also some from
customers by “creativity”. Dealers, suppliers are invited to do “I choose”, while the
main vote are from customers. Finally, these 3 designs come out with high votes.

Prototypes are made to further test the products by manufacturing process and cost
calculation. Some customers including lead users, common users and potential users
sign and are chosen to trial use the products. Also the user evaluation about the
usability is important for next refinement.

The 3 designs are described simply as follows. They have been granted utility
model patent. Because they fully consider the opinions of suppliers, dealers and cus-
tomers, they fit to the manufacturing process without material refinement. So far they
have been produced and marketed in a good condition.

The wardrobe can be easily changed into a bookstore by pushing the two sides to
the middle. When it is used in a small room, the bookstore form is good. When a big
room is available, the bookstore can be changed into wardrobe. It provides the different
application and convenience.

Table 4. The involving modes in case application

Stages Modes

Customer need
identification

Interview Focus
group

“Fancier” section “Communication Bar”
section

Concept generation “Creativity”
section

Online idea
submission

Concept selection “I choose”
section

Online selection

Concept test Online register Prototype

Fig. 1. The wardrobe design
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The material of the umbrella stand is soft plastic, some holes are made to insert
umbrellas. The small holes along the side is to connect the board. The bottom plastic
plate is to collect the rainwater. The design considers the package problem, cost
problem. The stand assembles easily. When it is not used, it is easy to discompose and
store, saving the indoor space.

The clothes rack design uses the construction theory of Japanese button. It is easy
to fold, take-in and carry. The form is also designed like a bird when folded.

Fig. 3. The clothes rack design

Fig. 2. The umbrella stand design
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5 Conclusion

This article USES Field experience, questionnaire to survey the condition of Chinese
consumers involving in NPD. Customer involving stages, creative idea sources and
involving modes in each stage are analyzed. The study result is applied in wardrobe,
umbrella stand, clothes rack design cycle in one China furniture design enterprise.
Besides the traditional offline modes to involve the customers, each stage is integrated
consumer’s participation by online consumer innovation platform based on enterprise’s
portal website. The NPD process is modified and get a better effect. The paper proposes
that the crowdsourcing models based on new Media platforms will be advantageous
way of cooperation with consumers under Web2.0 age. And some effective and useful
modes are suggested and discussed. The research result is a good reference to NPD in
China SMEs. (Thank for the support by Humanity and Social Science Youth foun-
dation of Chinese Education Ministry (Grant No.14YJCZH199) and Sci-Tech research
plan project of Xi’an University of Technology (Grant No.117-211408))
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Abstract. The aim of this study is to develop an integrative understanding of
the factors fostering communication activities in co-innovation networks. Partic‐
ipants in these social networks must communicate actively to foster collaboration
and idea generation, but communication may not develop naturally, even if the
platform provides the software features to do so. This study clarifies the mecha‐
nism underlying the relationship between co-innovation platform affordances and
communication. We explored the role of sociotechnical affordances, social expe‐
rience, and desire for learning that are believed to influence individuals’ contin‐
uous communication intentions. We outline how social technology affordances
that enable socialization may affect actors experience and behavior and ultimately
the co-innovation outcomes. We conclude with a discussion of future explorations
of this perspective.

Keywords: Co-innovation · Socialization · Communication · Social affordances ·
Experience · Desire for learning

1 Introduction

Communication and information technologies (ICTs) have created new opportunities
for firms to innovate, by engaging external actors in innovation processes (Gassmann
et al. 2010). A recent and notable development involves the application of social tech‐
nologies to extends opportunities for collaboration across the spectrum of innovation
activities to individuals who are socially-engaged in the co-innovation process (Wu et al.
2016). These co-innovation actors – independent members of a co-innovation
community – are the key source of intellectual and social capital in co-innovation
projects. Social technologies afford massive multi-agent socio-professional interactions
among social actors, which transform innovation from a firm-based R&D process to a
collective social experience (Martini 2012). In this setting, communication activities
play a key role in driving and supporting co-innovation outcomes by increasing partic‐
ipation, egalitarian engagement, and ideation.

Recently we have seen a shift in Information System (IS) and Human-computer
interaction (HCI) research from a predominant focus on the features and potential impact
of digital innovation platforms to the exploration of how actors experience and co-create
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value in these sociotechnical environments (Lusch and Nambisan 2015; Yoo 2010). In
a co-innovation network, actors’ socio-professional experience has been found to be
crucial to network productivity and efficiency (Nambisan and Nambisan 2008). We
define socio-professional experience as the socialization experience gained in a profes‐
sional community or triggered by professional interactions. It is a form of actor expe‐
rience gained at the intersection of social and professional interactions. Co-innovation
networks are professional communities enabled by social mechanisms and socialization
is the main aspect of co-innovation processes. Therefore, in a co-innovation network,
actor experience is neither purely social (because of professional goals) nor merely
professional (because of social triggers).

An actor’s socio-professional experience is associated with the interactions between
the actor and the social features of the platform that connect the actor to the other
members of the network. The social features of the technology platform enable the
possibilities of socio-professional interactions that, if actualized, will form the actor’s
socio-professional experience. We conceptualize these possibilities as sociotechnical
affordances (social affordances in short) (Zhao and Rosson 2009). Social affordances,
therefore, refer to the properties of a social technology — co-innovation platform in our
case — that permit socio-professional actions. Social affordances are potentials (action
possibilities) that enable social exchange and may lead to experience formation.

Recent research suggests that social affordances may increase social experience
formation due to the possibilities the former offer for interaction and exchange between
social actors in a professional setting (Treem and Leonardi 2012). However, more
possibilities are not necessarily associated with positive experience and even the higher
intention to socialize. This uncertainty about the associations between affordances,
experience, and intention has not been properly addressed yet. To this end, this study
represents an early effort toward explaining how affordances-driven co-innovation
experience influences an important aspect of co-innovation, that is, actors’ continuous
intention to communicate (or socialize) with others in the co-innovation network.
Modeling and measuring this effect can provide new insights to understand, explain,
and predict the consequence of technology affordances (Leonardi 2013; Volkoff and
Strong 2013). The findings enhance our understanding of the effect of platform social
affordances on actors’ continuous intention to communicate by investigating the medi‐
ating role of actors’ socio-professional experience. The study also reveals how the inter‐
vening effect of socio-professional experience is moderated by the actors’ desire for
learning.

The remainder of this paper is organized as follows. In the next section, we review
relevant prior research on social affordances, actor experience, and socialization. We
then present our research model and develop the hypotheses. Next, we report our
research method and the results of hypothesis testing. We conclude the paper with a
discussion of the results, contributions, and future study avenues.
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2 Background

Social technologies provide functionalities to support the process of human social inter‐
action. However, social technologies go beyond computer-mediated communication as
simple realizations of communication media by enabling social relationships and
affording new ways of social value co-creation (Sutcliffe et al. 2011). The benefits of
engaging social actors by using social technologies have been argued persuasively (e.g.
Parameswaran and Whinston 2007; Sutcliffe et al. 2011; Zhou 2011). However, basic
research is as yet needed to understand the underlying mechanisms fostering or hindering
social engagement and participation in technology-mediated social networks (Curley
et al. 2013; Gassmann et al. 2010).

Actor socialization mediated by a social platform is the initial and essential phase of
co-innovation (Abhari et al. 2016b). Platform technologies connect social actors who
are often physically dispersed to establish virtual innovation communities and facilitate
cooperative telework. Social actors who use the platform develop their own social norms
and experience, as the nature of the platform affordances both constrains and facilitates
social participation (Wellman et al. 2003). While there appears to be overall agreement
on the effect of platform technology on actor experience (Martini et al. 2013), the effect
of technology affordances on actors’ socialization experience and intention is yet the
subject of debate. We argue that understanding the underlying mechanism with respect
to the human factors affecting this relationship is a critical step to inform the design of
co-innovation platform technology.

2.1 Communication in Co-innovation Networks

Co-innovation networks engage individual actors in reciprocal value exchanges to build
a knowledge-driven socially-enabled enterprise and co-create new organizational, indi‐
vidual, and shared values (Lee et al. 2012). Communication between actors such as
networking and sharing knowledge is an inherent aspect of co-innovation processes
(Paulini et al. 2013). Due to the distributed nature of the co-innovation process, actor
communication is also a key to the success of innovation process (Gressgård 2012).
Connecting actors and facilitating collaboration are the two primary goals that co-inno‐
vation networks can achieve through communication functions. For example, these
networks rely on actors’ continuous communication to build co-innovation team and
develop shared interests, professional relationships, and trust among the members.
Continuous communication helps actors establish and enhance their socio-professional
image and identity. Furthermore, maintaining effective communication among actors
facilitates and supports inter- and intra-project collaboration (Nambisan 2013; Paulini
et al. 2013; Wu et al. 2015). Communication activities familiarize actors with one
another thereby facilitating collaboration activities. With limited communication
between actors, and between actors and the innovation sponsor, establishing such
working relationships is impossible. Likewise, collaboration activities involve actors
discussing opinions, sharing knowledge, asking for help or votes, or participating in
general discussions. Although communication may lead to collaboration, they are
different processes in terms of actor goals and expected outcomes. Actors communicate
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to learn, network, self-promote or share their understanding without necessarily teaming
up with other actors to improve a specific new product or solution.

Communication is a goal-directed behavior and therefore, human factors such as
motivation, goals and personalities can maintain or discourage communication (Füller
2010; Füller et al. 2014). For example, the actors with a higher desire for developing
their creative skills are more likely to participate in communication activities because
of the of ample learning opportunities (Lakhani and Wolf 2006). Co-innovation envi‐
ronments facilitate actors’ interactions with other professionals who openly share their
expertise and thus help actors acquire new knowledge, enhance competencies, and gain
first-hand experience (Füller et al. 2014; Weber 2004).

2.2 Sociotechnical Platform Affordances

There have been several attempts to model the relationship between IT artifacts and
actor behavior using an affordance lens (Majchrzak et al. 2013; Strong et al. 2014; Treem
and Leonardi 2012; Volkoff and Strong 2013). Affordance refers to the possibilities of
actions afforded by the designed features of an IT artifact (e.g. Grgecic et al. 2015). Co-
innovation platforms have a variety of social technology features and functions that
enable ideation, collaboration, and communication (Gloor 2006). The affordances of a
co-innovation platform depend on the interactions between actors’ perception of the
technology and their context-specific goals (Leonardi 2013; Majchrzak and Markus,
2013; Strong et al. 2014; Volkoff and Strong 2013). For socialization goals, affordances
are associated with communication and networking possibilities that different socio‐
technical features of co-innovation platforms offer to its users (Treem and Leonardi
2012). Therefore, we can define platform social affordance —or sociotechnical affor‐
dances — as the perceived opportunities that the social space provides for the emergence
of social actions (Kreijns 2004).

Whether social affordances triggers and forms socialization depends not only on the
technological properties but also on the actor’s ability to perceive the possibilities (Gaver
1991; Norman 1999). From the perspective of a social actor, social affordances are
potentials and opportunities to perform goal-oriented communications. Social affor‐
dances can be purposefully designed in the co-innovation platform to enable socializa‐
tion, although the actors may not choose to act on the affordance.

Previous studies have associated social affordances with tasks such as messaging,
chatting, developing and sharing personal profiles, and networking (Sutcliffe et al.
2011). These interactional properties facilitate co-innovation tasks through communal
or social interactions in a relatively complex co-innovation network (Mathiesen et al.
2013; Mesgari and Faraj 2012; Olapiriyakul and Widmeyer 2009).

2.3 Socio-professional Experience

The social context of co-innovation communities offers interactivity and socializa‐
tion opportunities (Dingler and Enkel 2016). These networks constitute a socio-
professional space wherein goal-oriented social relationships are formed among the
actors and a common set of professional values are established and co-created
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(Nambisan and Watt 2011). When actors relate to other like-minded professionals,
they experience value co-creation in different forms and capacities (e.g. pragmatic,
social, cognitive and hedonic values) (Kohler et al. 2011; Nambisan and Nambisan
2008). Socio-professional experience is one of the key values co-created within co-
innovation spaces (Lusch and Nambisan 2015) and it can affect actors’ attitude
toward (P. Nambisan and Watt 2011) and participation in the co-innovation process
(Kohler et al. 2011).

Socio-professional experience is formed through the actor-to-actor interactions such
as discussions, knowledge sharing, and social networking. It is neither fully social nor
fully professional; rather, it is socio-professional because it depends on social norms
and mechanisms while being initiated by professionals with professional goals in a
professional space. This form of experience is enabled or facilitated by affordances such
as social connectivity, social interactivity, and profile management (O’Riordan et al.
2012). For example, a visible list of connections and a profile page in a co-innovation
social space enable actors to present themselves and find other actors to collaborate with
Kietzmann et al. (2011). Social affordances that enable these possibilities contribute to
the formation of experience that ranges from socio-professional presence to self-actu‐
alization.

3 Research Model

Design features that provide actors with better social cues offer richer socio-professional
experience and enhanced communication in co-innovation networks, thereby generating
greater opportunities for value co-creation (Lusch and Nambisan 2015). These oppor‐
tunities do not reflect solely the technological features of the online environment;
instead, they reflect how well the actors and their activities or interactions can shape the
sociability potential of the online environment for other members (Kreijns et al. 2004;
Nie 2001). These opportunities are actualized in the form of socio-professional experi‐
ence as a result of the interaction between the ‘social space’ enabled by social affor‐
dances, the ‘social mechanisms’ defined by the social context of the network, and the
‘social intention’ motivated by actors’ goals. Therefore, when goal-directed actors
perceive the sociotechnical potentials of a co-innovation network (as a socio-profes‐
sional space), they may utilize the social technology features and social mechanisms to
enhance their socio-professional experience. Integrating research on platform affor‐
dances with the actor social experience literature, we expect that in co-innovation
networks, actors’ perception of Platform Social Affordances positively influences their
Socio-professional Experience (H1).

The positive socio-professional experience offered by the various activities and
social media channels may motivate communication activities among actors to acquire
new knowledge, enhance competencies, and expand their professional network (Füller
et al. 2014; Weber 2004). Additionally, socio-professional experience often enhances
actors’ self-perception as members of the co-innovation community, and thus increases
their continued intention to engage in community dialogues and social interaction
(Lusch and Nambisan 2015; Näkki and Koskela-Huotari 2012). The higher the intention,
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the higher the actual participation in communication activities. Therefore, we expect
that actors’ Socio-professional Experience positively influences their Continuous Inten‐
tion to Communicate (H2), which in turn leads to Actual Communication (H3).

We argue that actors’ socio-professional experience mediates the relationship
between their perception of platform social affordances and their continued intention to
communicate with others in the co-innovation networks. While an IT artifact cannot
directly drive actors’ activities, the consciousness constructed through actors’ experi‐
ence of the space can (Yoo 2010). Accordingly, we expect that the continuity of actors’
intentional activities such as communication is the result of their personal experience
shaped by the possibilities offered by the space (Yoo 2010). In other words, actors’
continuous intention may be negatively affected if actors cannot experience the possi‐
bilities afforded by the platform. Therefore, we expect that the effect of Social Affor‐
dances on Continuous Intention to Communicate is mediated by Socio-professional
Experience (H4).

Prior research has validated the significant relationship between the desire for
learning new skills and participation in value co-creation (Lakhani and Wolf 2006).
Actors with positive socio-professional experience are more likely to participate in co-
innovation networks if they are motivated to learn or develop their innovation skills
(Füller 2010). For example, positive socio-professional experience with a Q&A system
would lead to a higher intention to ask questions only if the actor is motivated to learn
more by using the Q&A system. Therefore, considering the literature on actor differences
in co-innovation motivations (e.g. Gemser and Perks 2015) and the previously discussed
direct effect of socio-professional experience on continuous intention to communicate,
we expect that the higher the level of Desire for Learning, the greater the indirect effect
of perceived Platform Social Affordances on Continuous Intention to Communicate via
Socio-professional Experience (H5) (Fig. 1).

Sociotechnical 
Affordances 

Socio-professional 
Experience

Intention to 
Communicate 

Desire for 
Learning

Actual 
Communication 

H1 H2 H3

H5

H4 
(mediation)

Fig. 1. Conceptual model

4 Method

To test our research model, a field survey was conducted to gather data on actors’ socio-
professional experience, desire for learning, their perception of platform social affor‐
dances, continuous intention to communicate, and actual communication in a co-inno‐
vation network (Quirky.com). Quirky is a social product development network with
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diverse co-innovation tools and processes as well as learning opportunities that make it
an appropriate setting for this study. Quirky solicits new product ideas for broad cate‐
gories of consumer products and shares up to 10% of revenue with the actors who
contribute to product ideation, selection, design, development, and promotion. As part
of the ideation process, prospective inventors can submit their ideas for social evaluation.
The submitted ideas, if selected by the community, are collaboratively designed, devel‐
oped, and commercialized by network members. The developed product ideas are then
put to production by Quirky and finally distributed via the Quirky website and its retail
partners. At the time of our study, this network of 1,500,000 members had collabora‐
tively developed and launched more than 150 consumer products.

The measurement items for continuous intention to communicate (reflective), socio-
professional experience (reflective), social platform affordances (formative), and desire
for learning (reflective) were respectively adapted from Chen (2007) (α = 0.84),
Nambisan and Baron (2009) (α = 0.86), Abhari et al. (2016a, b) (α = 0.90), and Oreg
and Nov (2008) (α = 0.82) – see, Appendix A. The actual communication activities were
measured by four proxies, namely number of messages actors sent and received as well
as the number of followers and followees they had.

Partial Least Squares (PLS-SEM) using SmartPLS 3.0 (Ringle et al. 2015) was
employed to test both the measurement and structural properties of our research model.
PLS analysis is preferred over other analytical techniques because (a) it simultaneously
assesses the psychometric properties of the measurement items (i.e., the measurement
model) and analyzes the direction and strength of the hypothesized relationships (i.e.,
the structural model), and (b) it facilitates the modeling of formative constructs (Hair
et al. 2013). Covariance-based SEM was not recommended for this study because the
goal of the study was theory development (not theory testing) and sample size for each
group was smaller than 200 (Hair et al. 2011).

To test the moderating effect of desire for learning on the relationship between social
experience and continuous intention to communicate, we categorized responses into two
groups with high and low desire for learning respectively. The discretizing was limited
to only two groups to satisfy the minimum sample size required for each group. To
compare the group-specific effects (Baron and Kenny 1986; Sarstedt et al. 2011), we
used nonparametric Henseler’s MGA method built on PLS-SEM bootstrapping proce‐
dure (Sarstedt et al. 2011). This new approach combines the advantages of previous
methods because (a) it relies only on bootstrap outputs; (b) it does not affect the estimate
of the group difference; and (c) it does not require distributional assumptions (Sarstedt
et al. 2011). The new approach uses the empirical cumulative distribution provided by
bootstrap re-sampling as the basis for calculating the probability of differences in
subgroup parameters (Henseler et al. 2009).

5 Results

5.1 Descriptive Statistics and Respondents’ Profiles

Participants were 229 Quirky’s members who completed a web-based survey. Most of
the respondents were females (52%), between 26 and 65, and over 70% received at least
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some college education. Close to 60% of the respondents were employed full time or
part time. More than 60% of the respondents had more than six months’ experience with
Quirky and more than 70% visited Quirky at least once a week. Over 80% of the
respondents had also received monetary credits for their contribution, an indicator of
co-innovation success.

5.2 Evaluation of Reflective Measurements

The evaluation of reflective measurement items involves the test of construct reliability
(item reliability and internal consistency) and construct validity (convergent validity
and discrimination validity). Construct reliability indicates how well the items correlate
with their corresponding construct. All the loadings of the measurement items on their
latent constructs exceed 0.7, indicating acceptable item reliability (Hair et al. 2013). In
addition, Cronbach’s alpha and composite reliability of all the constructs are higher than
0.7, indicating good internal consistency among the items measuring each construct
(Hair et al. 2013). Three criteria were adopted to assess convergent validity and discrim‐
inant validity: (a) all Average Variance Extracted (AVE) are higher than 0.50 (Hair et al.
2013); (b) the square root of the AVE of each constructs is larger than the correlations
of this construct with the other constructs (Fornell and Larcker 1981); and (c) an indi‐
cator’s loadings should be higher than all of its cross-loadings (Hair et al. 2013). As
summarized in Table 1, the results of these tests suggest adequate convergent and
discriminant validity.

Table 1. Psychometric properties of first-order constructs

Construct Items Loading α CR AVE LAD SPX CICM
Desire for
learning

LAD1 0.86 0.85 0.90 0.69 0.83
LAD2 0.83
LAD3 0.80
LAD4 0.83

Socio-
professional
experience

SPX1 0.92 0.93 0.95 0.84 0.37 0.91
SPX2 0.91
SPX3 0.92
SPX4 0.91

Continuous
intention to
communicate

CICM1 0.91 0.89 0.95 0.70 0.36 0.69 0.84
CICM2 0.90
CICM3 Removeda

CICM4 0.87
aRemoved due to its low loading (0.64)

5.3 Evaluation of Formative Measurements

The evaluation of formative measurements involves an assessment of the formative
indicators’ (predictive) validity and multicollinearity. Indicator validity, which gauges
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the strength and significance of the path from the indicator to the construct, was estimated
using the PLS algorithm method with a bootstrapping of samples to calculate the weight
(relative importance) and loading (absolute importance) of each indicator on its corre‐
sponding construct. As Table 2 shows, the weights and loadings of all the indicators
(except PCMA4) are significant, suggesting satisfactory indicator validity (Hair et al.
2013). We decided to retain PSA4 because of its significant loading (Hair et al. 2011).
Multicollinearity among indicators was the next concern for formative constructs
(Diamantopoulos and Winklhofer 2001). In this study, multicollinearity was tested by
computing the Variance Inflation Factor (VIF) of each indicator. All computed VIF
values are below the threshold of 5.0 (Hair et al. 2013), suggesting that multicollinearity
is not a threat to the validity of the study’s findings.

Table 2. Weights and loadings of the formative indicators

Construct Formative
indicator

Loadings Weights
Loadings t-value Weights t-value

Platform
social
affordances

PSA1
PSA2
PSA3
PSA4

0.88
0.87
0.92
0.85

29.16**
31.29**
43.07**
22.49**

0.33
0.23
0.43
0.12

3.69**
2.93*
4.58**
1.34 ns

*p < 0.01, **p < 0.00

5.4 Assessment of the Structural Model

The results of data analysis show that platform social affordances positively affect actor
social experience in co-innovation networks (H1: b = 0.57, p < 0.01), which in turn
increases actors’ intention to communicate (H2: b = 0.48, p < 0.01). Higher intention
to communicate is also associated with the higher rate of actual communication (H3: b
= 0.30, p < 0.01). As none of the control variables (i.e., age, employment, education,
gender, co-innovation experience) showed significant effects on continuous intention to
communicate, they were excluded in further data analysis.

We followed established guidelines (Baron and Kenny 1986) to test the proposed
role of socio-professional experience in mediating the influence of social affordances
on continuous intentions to communicate. In Step 1, we examined the effects of affor‐
dances on the continuous intention to communicate (b = 0.65, p < 0.00). In Step 2, we
analyzed the impact of the social affordances on socio-professional experience and found
the effects to be significant (b = 0.57, p < 0.01). In Step 3, we assessed the relationships
between socio-professional experience and continuous intention to communicate (b =
0.48, p < 0.01). In Step 4, we built a model with both the direct effect and indirect effect
(via socio-professional experience) of social affordances on continuous intention to
communicate (b = 0.38, p < 0.01). The results suggest that socio-professional experience
partially mediates the impact of social affordances on intention to communicate. We
also conducted a Sobel test to further assess the significance of the mediation effect. The
results demonstrate that perceived socio-professional experience significantly carries
the influence of the independent variable on the dependent variable (H4: Sobel z = 5.5,
p < .01).
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Lastly, we tested for multi-group moderated mediation using Henseler’s multi-group
analysis (MGA) approach and confidence set method based on established guidelines
for PLS-MGA (Sarstedt et al. 2011). The confidence set method is nonparametric, can
handle relatively small sizes, and is more conservative than the other approaches and
thus is less prone to Type-II errors (Henseler et al. 2009). Group 1 (105 members) and
2 (124 members) were respectively defined as groups of actors with high and low desire
for learning. We limited the discretization to two levels (Low and High) and used the
mean as the midpoint to have enough sample in each group. The path coefficient esti‐
mates of multi-group comparison revealed the significance difference between actors
with high and low desire for learning (H5: b |diff| = 0.31, pHenseler < 0.05) suggesting the
moderation effect of desire for learning. Confirming the significance differences, the
bias-corrected 95% confidence intervals did not fall within the corresponding confidence
interval of the other group (0.36 – 0.79 vs. 0.1 – 0.48). Therefore, positive socio-profes‐
sional experience does not always lead to higher continuous intention to communicate;
rather, socio-professional affordances relates to greater intention to communicate
through social experience when actors have a high desire for learning. We observed the
same difference affecting the relationship between social affordances and socio-profes‐
sional experience (b |diff| = 0.22, pHenseler < 0.05). This finding suggests that social
affordances may have a higher impact on actor socio-professional experience when
actors have a higher desire for learning.

6 Discussion

In this study, we conceptualized social affordances of co-innovation platforms and
examined their effects on socio-professional experience and the behavioral intention to
communicate. We also explained this relationship by examining actors’ socio-profes‐
sional experience as an underlying mechanism. Further, we explored how actors’ desire
for learning moderates the experience-intention relationship. The results reveal that
compelling socio-affordances leads to higher continuous intention to communicate when
the actors have a high desire for learning. In other words, social affordances do not
guarantee future communication among actors unless actors have a high desire for
learning.

6.1 Theoretical Contributions

Our empirical findings lay a solid foundation for future inquiry that could advance our
understanding of the relationship between platform affordances and behavioral inten‐
tion. First, this study shows that actors’ socio-professional experience can drive commu‐
nication efforts such as knowledge sharing and social exchange in the network. Second,
this study demonstrates that actors’ socio-professional experience as an underlying
mechanism drives the influence of platform social affordances on actors’ intention to
communicate in co-innovation networks. Third, confirming the relationship between
social affordances and socio-professional experience, our results suggest that platform
affordances play a significant role in the formation of actor’s co-innovation experience.
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Lastly, results of our moderated-mediation model reveal that social affordances are less
influential for actors with low desire for learning. This finding highlights the need to
account for individual differences, specifically actors’ goals and desires, in investigating
affordance-driven actor experience and behavior. Further research, however, would need
to address the ways in which affordances develop other types of experience (e.g. prag‐
matic, usability, and hedonic experience) and how other motivations influence the
impact of positive experience on actor behavioral intention.

6.2 Practical Implications

Several managerial implications of the present research are worth noting. The effect of
affordances on socio-professional experience and continuous intention suggests that co-
innovation network designers should pay more attention to social affordances as a driver
of co-innovation. This study also recommends maintaining actors’ participation by
enhancing their socio-professional experiences such as successful networking and
meaningful learning. Thus, our findings encourage monitoring actors’ experience as one
practical way to manage the sustainability and productivity of the co-innovation
networks. Of further importance to managing relationships between actors and tech‐
nology is the finding that the effects of social affordances vary in accordance with actors’
desires for learning. Therefore, the right combination of learning opportunities with
positive social experience can be planned by co-innovation communities to enhance the
effect of social technologies on actor communication activities. Co-innovation sponsors
should consider that the platform social affordances are most likely to produce a lasting
effect on communication activities when the co-innovation platform engage the actors
who are highly motivated to learn from other members. This study thus recommends
considering the desire for learning in both designing co-innovation platforms and
governing co-innovation processes. Identifying the actors who may respond more favor‐
ably to platform affordances can assist co-innovation networks in more thoughtfully
engaging potential actors.

7 Conclusion and Future Research

Effective communication in co-innovation networks cannot be forced or mandated.
Networks desiring to enhance and improve communication among actors must foster
socialization opportunities. By supporting the view that social affordances augment the
intention to communicate, and providing empirical evidence regarding the underlying
mechanism, we have contributed to the understanding of socialization in co-innovation
communities. Given the importance of sustainable communication and exchange among
co-innovation actors, we hope that our findings will be useful to scholars and practi‐
tioners aimed at enhancing co-innovation efforts and outcomes.

We strongly encourage further examination of our findings through different research
designs and across different co-innovation contexts. We also recognize the value, in
future studies, of extending our research model to (a) include actors’ actual communi‐
cation behaviors; (b) examine specific types of communication activities, (c) examine
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communication beyond the boundaries of a single co-innovation community; and (d)
evaluate the effects of specific IT artifacts used by actors in communication or sociali‐
zation with others actors.

Appendix A – Questionnaire Items

Construct Item Survey questionsa

Platform social affordances The platform enables me to…
PSA 1 … share my knowledge
PSA 2 … solicit votes/support
PSA 3 … discuss new ideas with community
PSA 4 … network with community

Socio-professional experience My experience with this network
has…

SPX1 …expanded my personal/social
network

SPX2 …enhanced the strength of my
affiliation with online communities

SPX3 …enhanced my sense of
belongingness to inventor
communities

SPX4 …helped me socialize with other
inventors

Continuous intention to communicateb CICM1 I intend to continue communicating
with the members of this network

CICM2 Even if I use alternative platforms, I
will continue communicating with the
members of this network

CICM4 I plan to communicate with a greater
number of members in future

Desire for learning I contribute to the network because
LAD1 … it provides me with a means of

developing my creative skills
LAD2 … it gives me an opportunity to learn

new things about inventions
LAD3 … it helps me become better in

product development
LAD4 … it helps me test my creativity

aAll measures employ a seven-point Likert scale from “strongly disagree” to “strongly agree.”
bCICM3 was removed due to low loading.
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Abstract. The organizational stability of Parliaments comes in direct contra‐
diction with rapid progress in digital technology in recent decades, particularly
in the ICT domain. By participating in a series of networking activities through
European funded research programs, the Hellenic Parliament and the Austrian
Parliament have placed themselves in the forefront of parliamentary innovation.
This paper will focus on these activities and relevant findings on their impact,
citizen adoption and application-to-end-user acceptance, where end users are
parliaments and citizens alike. A range of technological challenges that modern
Parliaments face and discrete actions of parliamentary innovation will also be
shown. Finally, the paper will present the prospects that arise from the use of the
latest ICT technologies in Parliaments. We shall also examine limitations in the
use of such tools and shall propose potential areas of technological research and
innovation for parliamentary application.

Keywords: Europe · Parliaments · Project · User adoption · User interaction ·
Policy making · Policy adoption · LEX-IS · Spaces+ · NOMAD · ARCOMEM ·
ΜΕΤΑLOGUE

1 Digital Democracy Trends

What is evident, nowadays, is that on the one hand Governmental Institutions and Public
Authorities are trying to understand the upcoming complex world and its needs. Citizens
on the other hand demand more openness, transparency and commitment to results.
Other institutions such as Parliaments struggle to understand, enhance and transform
their institutional role within the new digital society, so they tend to apply new digital
technologies and tools with a characteristic lag due to their role and in a rather unstruc‐
tured way. In the Digital Democracy era, these institutions seem not to have a clear
communication, dissemination and exploitation plan for the role of social media in the
policy making process, as in the Hellenic Parliament case. At the same time, other
European Parliaments, such as the Austrian Parliament, have clearly identified the
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possibilities that emerge through applications of new technologies in the legal infor‐
matics, digital democracy with public participation, digital transformation and parlia‐
mentary communication domain.

The latest trends in social networking analytics closely related to policy making
cycles and legislative procedures could be found in a series of recent EU funded projects
in digital democracy, e-participation and civic engagement addressing mostly citizen’s
enhancement in the policy making process. According to latest digital market trends,
people engagement in politics and policy-making makes the whole decision-making
process easier to understand, thanks to Information and Communication Technologies
(ICTs) [1]. Additionally, collective social awareness projects cover many issues, from
open democracy to collaborative consumption and internet science [2].

A lot of sibling research EU-funded projects in the field have been conducted the
last 7 years, thanks to the latest evolution of the Social Web [3]. The list of demonstration
use cases (among them pilot actions for the Hellenic and Austrian Parliaments) is not
exhaustive, as the digital democracy trends and society’s digital transformation is
proceeding faster than in the last decade. Policy makers like Members of Parliament
(MPs), who participated in these projects mainly as users, face a task of unprecedented
complexity and difficulty to fully understand the pilot applications and demonstration
use cases. Trying to adopt or to assess their innovative outputs, results and primary
outcomes, they tend to compare them with the traditional policy making approaches
used so far, they still seem to find difficulties in capturing the society’s complex and
interconnected nature [4].

Moreover, governments may have neither the resources nor the necessary know-how
to deal with countless innovative challenges that have arisen the past decade, by horizon‐
tally sharing and analyzing each and every involved citizens’ status, opinion, prefer‐
ences, reviews, ratings and needs around specific issues in the various social media,
respecting their privacy at the same time which is crucial, especially for data protection
authorities, brings to the table the need for a global expertise that reduces the information
asymmetry between governments and citizens. As presented in [5, 6], the aforementioned
approach so far did not successfully involve in the overall process all significant stake‐
holders, whose interests are affected by decisions and relevant policy outputs, as well as
individuals, although their working environment, financial conditions, social presence and
consequently their well-being is tightly dependent on the formulated policies.

2 ICT in the Parliamentary Context

Parliaments, as institutional foundations of democracy, are traditional organizations in
the sense that they heavily rely on tradition. As a direct consequence, parliaments are
inert to changes. Their institutional identity, their organizational structure, their Rules
of Procedure often remain stable over longer periods of time. The recognition that new
means of political communication from the bottom-up, or from the top-down, are critical
to parliamentary life and that political parties can no longer be the most effective chan‐
nels for this communication has convinced political leaders, parliamentarians and
parliamentary staff of the need for alternative means of interaction through ICT [7].
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For this reason, parliaments struggle to maintain and advance their institutional role
within the new digital society, as they tend to apply new technologies with significant
time lag and in a rather unstructured and often reluctant way. For this reason, over recent
years, the intensive use of ICT in parliaments has formed a new concept and role for
parliaments, that of an electronic parliament or e-parliament [8].

On top of that, a few European parliaments have clearly identified the possibilities
that emerge through applications of new technologies in the legal, public participation
and parliamentary communication domain, through participation in EU-funded research
activities in the ICT domain, within the context of the 7th Framework Programme (FP7).
Both the Hellenic Parliament and the Austrian Parliament have been active in such
research consortia that can be also described as European research networks. The nature
of these networks, which also include a variety of non-parliamentary actors (universities,
research institutes, civil society organizations, small and medium sized enterprises etc.),
is going to be examined. In particular, data from the EU funded projects LEX-IS,
+Spaces, NOMAD, ARCOMEM, ΜΕΤΑLOGUE are going to be analyzed and
presented in a structured way.

As reported before, mainly due to the capabilities offered by Web 2.0 tools and
channels, an array of new techniques and opportunities are emerging through the
massive use of the social web, both into the policy-making process and the legislative
procedures. The implications due to the use of social media go well beyond the simple
advancements in traditional interaction between audiences and stakeholders, e.g.
dialogue, collaboration, exchange of ideas etc. These new media have the potential to
radically change politics for good, on all levels and in every sector; a true paradigm shift
in the policy development.

Based on the above projects’ results there are many novel ideas, cases, tools and
techniques to exploit the recent market trends for identifying the best exploitable policy
implications or models with advanced linguistic analysis on the social Web, giving an
emphasis on policies implementation and civic engagement on them. However, the use
of ICT poses significant challenges to parliaments, many of which do not readily adopt
new technology with exceptions of the Scottish, Austrian, Portuguese and UK Parlia‐
ment. As a result, most parliaments have acquired some of the forms and elements of
ICT and the new social media, but most have not yet been able to use them in a highly
successful manner or incorporate them effectively into their work procedures. Adequate
staff and funding are clearly important. However, cultural and institutional factors, along
with how a parliament uses technology, can have as significant an effect as management
procedures and financial resources [9]. Although the methodologies used may extend
to other areas like brand monitoring and reputation, the ICT techniques used basically
rely on data and opinion mining and on the conceptual representation of policies and
argumentation theories.

The abovementioned facts show that parliaments could promote citizen participa‐
tion, either in formal or informal context, is able to promote both representative and
participatory democracy. Unfortunately the lack of comprehensible visualizations,
useful to citizens and policy makers for easing out the complexity in policy decisions,
the under-performance of existing policy models in conjunction with real life simulation
mechanisms, and the insufficient use of the huge amounts of data that are available on
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the web, are among the important issues that need to be tackled in order to take the leap
forward in policy making. Therefore, ICT tools still have untapped potential and remain
a “novelty” for the majority of government systems, despite their already acknowledged
benefits in their application by governments related to the quality and speed of policy
making, as well as to evidence-based policy decision making.

Last, but not least, citizen participation can establish at the end of the day a two-
way collaboration and a long-term cooperation between parliamentarians and citi‐
zens with the use of these ICT tools. The 3Cs’ scheme “coordination, collaboration
and cooperation” corresponds to the components of inclusion, awareness, engage‐
ment and participation [10].

3 Parliamentary Participation in EU Programmes

3.1 LEX-IS

The LEX-IS project is aimed at improving the legislative process in National Parlia‐
ments. By using of state-of-the-art ICT-tools and methodologies LEX-IS strengthened
public participation within the legislative process, e.g. during drafting and public debate
of draft law. With the introduction of a web-based platform, a set of specialized services
was made available to the project stakeholders: Parliaments, businesses, citizens and,
especially, youngsters.

In particular, stakeholders had the ability to query and view the legal structures and
elements, such as draft laws, legal components, legal documents and supportive infor‐
mation, in multiple levels of abstraction and decomposition, using content management
engines and legal metadata schemas. Moreover, the argumentation structure of a law
under formation could be made visible, using semantic annotation and argument visu‐
alization techniques. Finally, stakeholders had the opportunity to express opinions
around legal components, arguments that are presented by the participating organiza‐
tions, or opinions of other parties, in a structured way that promotes participative deci‐
sion-making.

Figure 1 presents the operation principle of the LEX-IS platform. The system
provided adequate argumentation support to every category of users. To achieve this, it
implemented a specific methodology that determined the best course of action at a user’s
request based on the nature of the user and the current state of the legislative process.

The LEX-IS platform, as presented in [11], may contribute in improving political
accountability and in enhancing trust into democratic institutions and their representa‐
tives. It also became possible to attract citizens who were not willing to participate in
face-to-face events or were generally reluctant to openly express their opinion.

In order to bridge the growing gap between citizens and the state, parliamentary insti‐
tutions were included to the implementation team. The LEX-IS project was implemented
by 7 partners from 4 EU Member States. The majority of the partners (4) was Greek, with
3 partners coming from Germany, Austria and Lithuania. As for the nature of partners,
most of them (4) were universities, 2 were Parliaments and 1 a private company. One has
to take into account that Kauno Technologijos Universitetas, the Lithuanian University,
has been providing data and insights of the Lithuanian Parliament. Hence, in total,
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legislative procedures and case studies from 3 Parliaments have been examined: Hellenic
Parliament, Austrian Parliament, and Lithuanian Parliament.

The LEX-IS project demonstrated that it is possible to use state-of-the-art ICT tools
and methodologies to attract public attention and participation in the preparatory stages
of the legislative process, that is during the (a) preparation phase, (b) policy debate, and
(c) draft legislation formation. Such tools can be applied to model e.g. through legal
role-activity-document ontologies and workflow management technologies, and, conse‐
quently, manage complex legislative frameworks and legal structures, e.g. draft
legislation, existing legislation, amendments and changes, effectively. The semantic
annotation of legal elements, as well as the development of internet-based tools for
information retrieval and argument visualization is of key significance in the evolu‐
tionary process of such endeavors.

3.2 +Spaces

The project +Spaces (Policy Simulation in Virtual Spaces) uses existing social media
spaces to model real world behavior [5]. The goal was to bring together citizens from
different online communities into a common virtual framework. Analysis of these virtual
spaces has the potential to provide insight to policy makers and assist them in forming
and presenting their arguments to the ever growing on-line community, thus increasing
potential acceptance of new policies.

The +Spaces platform creates and deploys applications in virtual spaces (Facebook,
Blogger, Twitter, Open Wonderland), which provide information about the policy with
a clear description of the policy topic, pre-defined roles, selected keywords, standard
questions and moderated statements, guiding the public to react to it in various ways.
Feedback from the civil society is obtained through well-defined and structured polls
and debates, as well as through role playing simulation, in which the citizens are invited
to take a certain role, in favor or against a certain policy, and express thoughts and
opinions from the respective point of view. This novel approach, the details of which
may be found in [12], provides users with new insights and a better understanding of
various aspects of the discussed policy.

Fig. 1. LEX-IS operation principle
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+Spaces provides governments with an integrated environment where policy makers
can propose regulations, run simulations and then study the real users’ reactions on a
large, and a mere focus group, real-world scale. Simulation evaluation is performed by
utilizing the +Spaces tools, which also include several data visualization schemes.
Hence, policy makers are able to draw immediate conclusions on the impact of their
policy to the virtual communities, and even fine tune different aspects of the policy to
match its expected outcome.

In order to achieve the desired functionality, several technologies for the aggregation,
filtering and analysis of the textual data contained in the virtual spaces were developed.
Particular care was placed in the development of recommender and reputation systems,
as one needs to ensure that only reliable sources of data are taken into account.
Figure 2 presents a schematic diagram of the +Spaces project. Its vital modules include
functionality for Reputation & Recommendations (R&R), Identity Management &
Authorization (IM&A), Data & Statistical Analysis (D&SA) and Data Management &
Baseline Security (DM&BS).

Fig. 2. +Spaces schematic diagram

The +Spaces project was implemented by 8 partners from 6 countries. There was a
large geographical distribution of the partners that also included one non-EU actor from
Israel. From the EU partners, 3 were Greek, and each one from Belgium, Germany,
Spain and the United Kingdom. This project was heavily based on private company
participation (3 partners), with equal participation of universities and research institutes
(each represented with 2 entities) and one Parliament (Hellenic Parliament).

As a benefit for government agencies, the use of virtual spaces supports efficient
collection of citizens’ feedback and enables governments to extrapolate conclusions for
real societies. This improves the prediction of how planned policy measures impact
people. Through the +Spaces platform the Hellenic Parliament was possible to address
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several public groups on different stages of the policy making process. In addition,
+Spaces was able to support policy makers’ presence in social networks. Moreover, the
advanced 3D & 2D role-playing simulations and the 3D debates created fresh ideas for
policy makers, that could make the +Spaces platform useful as a policy marketing tool.

3.3 NOMAD

The core of the NOMAD projects lies in the interpretation of citizens’ discussions
available on the web and using them as the basis for end-to-end policy development,
from the setting of the political agenda towards definition, implementation and moni‐
toring of single policies [6]. The project improves the monitoring of policy-delivery in
the face of citizens’ rising expectations and enhances the citizens’ active participation
in the decision-making process. NOMAD provides fully automated solutions for content
search, acquisition, categorization and visualization that work in a collaborative form
in the policy-making arena. A basic sketch of the NOMAD policy modeling environment
functionalities includes: data acquisition via web and social media crawling, opinion
mining, argument extraction and advanced visualization, as summarized in Fig. 3.

Fig. 3. NOMAD policy modeling environment

The project reported on the study on need finding and usability testing of a user
interface for collaborative policy formulation. The task complexity required extensive
need finding procedures and more than two iterations of design prototyping in order to
ensure the high usability of the proposed visually driven policy modeling authoring
process. The hardest challenge was to derive interaction scenarios from users that lacked
the expertise and scientific background to utilize the deeper linguistic concepts of the
content. This was a first try on creating a policy-modeling environment for users who
traditionally use other means for collecting information.

All project modules have been available to the decision-makers via a web plat-form
containing an integrated Tool-Suite, which enabled users to easily switch between them.
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The Suite was used to scan both the formal and informal web, such as forums, social
networks, blogs, newsgroups and wikis etc., in order to gather feedback on the level of
acceptance of policy proposals, thus creating a stable feedback loop between policy
formation and public opinion.

The NOMAD project has been being implemented by 9 partners from 6 EU Member
States. It has been a Greek-centered project, with 4 of its partners being Greek. There
are also partners from Austria, Belgium, Germany, Ireland and the United Kingdom.
Regarding the partner mix, it relies mostly to the private sector (4 companies). The
consortium also includes 1 university, 2 research institutes and 2 Parliaments (Hellenic
Parliament and Austrian Parliament).

The Hellenic Parliament’s pilot of the NOMAD program was conducted in the frame
of the country’s policy making process. Aiming to promote NOMAD’s use as a policy
making tool, the parliament aspired to create a policy model that would simplify the
work of the policy maker by providing the people’s opinion on each relevant subject.

3.4 ARCOMEM

Social media are becoming more and more pervasive in all areas of life. This kind of
digital material is both ephemeral and highly contextualized, making it increasingly
difficult for a political archivist to decide what to preserve. These new world challenges
the relevance and power of our memory institutions. ARCOMEM’s aim is to help trans‐
form archives into collective memories that are more tightly integrated with their
community of users, and exploit Social Web and the wisdom of crowds to make Web
archiving a more selective and meaning-based process. For this purpose, in order to help
exploit the new media and make our organizational memories richer and more relevant,
an innovative socially-aware and socially-driven preservation model was developed and
investigated.

In Fig. 4 we depict the overall ARCOMEM system architecture [12]. The
ARCOMEM system comprises of the following basic structural components:

1. The intelligent crawler. This module is responsible for retrieving the appropriate
web content as initially defined by the archivist. Moreover, based on the feedback
from both the analysis module and the archivist it refines its strategy in order to
harvest only the most relevant parts of the web.

2. Detection of Entities, Topics, Opinions and Events (ETOE). ETOEs are informa‐
tional elements, i.e. advanced data structures. This component comprises a collection
of modules that are responsible for detecting different entities, topics, opinions and
events on a given object or sets of objects.

3. Social Web analysis. This module builds upon the detected ETOEs and performs
social analysis for extraction of more high-level information on the harvested data
(group relations, trust, reputation, etc.). This analysis includes linguistic, machine
learning and NLP methods in order to provide a rich set of metadata annotations that
are interlinked with the original data.

4. Dynamics analysis. These modules are responsible for analyzing the evolution of
terms, opinions, topics, etc. across several crawls and therefore over time through
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advanced processing methods. The Social Web Analysis modules especially benefit
from the term and entity evolution detection.

5. Database. This is the storage module of the ARCOMEM system. It features a
distributed storage engine that stores raw web objects as well as annotations and
information from ETOE – Social – Dynamics.

6. Applications. The ARCOMEM applications interact with the system in two ways.
First, they can influence the direction of the crawling that they have initiated. Results
from the various analysis modules are taken into account in order to amend the
crawling strategy and harvest only the most interesting/important content. Second,
they can retrieve data from the ARCOMEM database to provide an information-rich,
multidimensional means of searching through a vast archive.

Fig. 4. ARCOMEM system architecture

The ARCOMEM project was implemented by 12 partners from 7 countries. Each 3
of its partners were from Greece and Germany, 2 from the UK and each one from France,
Netherlands, Spain and Austria. There was also a broad and nearly even distribution of
partner types: Media, research institutes, companies and Parliaments were each repre‐
sented with 2 partners. In addition, there were 3 university partners and 1 foundation.
Preservation of digital information is thought to be a very useful tool to researchers and
politicians of the future. In addition, synergies with other research projects for crawling
services (e.g. NOMAD) were identified. Also recognized was ARCOMEM’s potential
of moderating political discussions in the Parliamentary context. Hence, there is poten‐
tial necessity for ARCOMEM functions as part of parliamentary service, e.g. the library.

3.5 METALOGUE

Natural dialogue systems have shaped a significant and fast-growing market segment,
which is widely used in public services. At the same time, state-of-the-art dialogue
systems do not fully support flawless machine-human interaction. The goal of
METALOGUE is the development of a multimodal dialogue system with the ability to
display seamless interactive behavior. In order to achieve this, both the system’s own
and the users’ cognitive processes need to be understood, controlled and manipulated.
Dialogue strategies are planned and deployed be a dialogue manager, which incorporates
a cognitive model based on meta-cognitive skills. The system constantly monitors both
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its own and the users’ interactive performance in order to evaluate the users’ intentions
and adapt its dialogue behavior.

As negotiation skills play a key role in the decision-making processes, research in
the framework of the METALOGUE project focuses mainly on educational and
coaching applications [13]. The developed components and algorithm comprise a proto‐
type platform, which provides an adaptive environment that helps learners to develop
their metacognitive skills, increase motivation, and stimulate creativity in the course of
a given decision making and argumentation process.

The METALOGUE system is able to generate virtual dialogue agents for natural
interaction using speech (in English, German and Greek), gesture, mimicry and body
language. Hence, it allows learners, and particularly the young ones, to train and further
develop their train presentational, interactional, semantic, pragmatic and meta-cognitive
skills within a scalable and controlled learning environment.

The overall project architecture is presented in Fig. 5. The system was deployed and
tested in two use-case scenarios: in social educational contexts for training young entre‐
preneurs and active citizens in the framework of educational activities of the Hellenic
Youth Parliament, and in a business education context for training call center employees
to successfully handle their customers. Therefore, METALOGUE may have a strong
impact on both the economic and social level.

Fig. 5. Overall METALOGUE architecture

The METALOGUE project was implemented by 10 partners from 4 countries. 3 of
the partners were German, each 2 were from Greece, Netherlands and the UK, and 1
originated from Ireland. It was heavily University-centered (6 partners). Moreover, 2
companies, 1 research center and 1 Parliament (Hellenic Parliament) were represented
in the partner-mix.
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4 Structure Analysis of Parliamentary Networks

The five aforementioned FP7 research programmes started to be implemented in the
year 2007 and resulted in the creation of large partner networks across the European
Union and Israel. In general, particular care has been taken in building most capable
consortia specialized to each of the relevant FP7 calls, so that the proposed research
could be conducted on-time and efficiently, in order produce sustainable results.
Table 1 presents the partners and the duration for each of the discussed projects.

Table 1. Project partners per FP7 project

LEX-IS +Spaces NOMAD ARCOMEM METALOGUE
2007–2009 2009–2012 2011–2014 2010–2014 2013–2016
Athens Technology
Center SA

IBM Research University of the
Aegean

University of
Sheffield

German Research
Centre for Artificial
Intelligence

National Technical
University of Athens

Institute of
Communication and
Computer Systems

Google Ireland Internet Memory
Foundation

Universität des
Saarlandes

University of the
Aegean

SCAI Fraunhofer Athens Technology
Center

University of
Southampton

Rijksuniversiteit
Groningen

Kauno
Technologijos
Universitetas

University of Essex NCSR’D’ Athena Research and
Innovation Center in
ICKT

Trinity College
Dublin University
Dublin

University of
Koblenz

ATOS Origin CP Télécom ParisTech Charamel GmbH

Austrian Parliament K.U. Leuven Fraunhofer IGD Deutsche Welle University of
Peloponnese

Hellenic Parliament Athens Technology
Center

Kantor Qwentes Südwestrundfunk Hellenic Parliament

Hellenic Parliament Austrian Parliament Yahoo! Iberia Open University of
the Netherlands

Hellenic Parliament L3S Research Center DialogConnection
Hellenic Parliament University of Essex
Austrian Parliament
Athens Technology
Center SA

The number of partners varies from 7 (LEX-IS) to 12 (ARCOMEM) with an average
partner number per project of 10. Further statistical analysis of partner participation in
the mentioned FP7 projects is presented in Fig. 6. The analysis reveals that 36 unique
partners from 11 countries participated in these 5 programmes (out of a total of 47
partners). The Hellenic Parliament and the Austrian Parliament have 5 and 3 appearances
as projects partners, respectively.
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Fig. 6. Partner participation in FP7 projects

Similarly, a broad distribution of the partners’ working sectors can be observed. On
average, Universities comprise the largest share of partners with 36%, followed by
private companies (26%, both Small and Medium sized Enterprises -SMEs- and large
corporations) and Parliaments (18%). Two parliaments are represented here, the Hellenic
Parliament and the Austrian Parliament. It has to be noted that the LEX-IS programme
also used data from the Lithuanian Parliament that was provided by the Kauno Tech‐
nologijos Universitetas.

The most significant research topics tackled by the individual projects are depicted
in Table 2 below. What is of interest is that there are several common research topics

Table 2. Research topics in FP7 programmes

LEX-IS +Spaces NOMAD ARCOMEM METALOGUE
Policy discourse ● ● ● ● ●
eParticipation ● ● ●
Policy modeling ● ●
Social Network
Analysis

● ● ●

Visualization ● ● ●
3D role playing ● ●
Crowdsourcing ● ●
Multimodal dialogue ●
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between these projects, but also a clear evolution and expansion of research over time
towards more complex topics in the parliamentary context.

With the know-how collected by the participation in the FP7 research projects the
Hellenic Parliament was awarded in 2011 the EU funded IPA (Instrument for Pre-
Accession Assistance) Twinning Project “Strengthening the Capacities of National
Assembly of the Republic of Serbia towards EU Integration”. This complex project of
inter-institutional cooperation was managed solely by the Hellenic Parliament and
covered five (5) distinct sectors of parliamentary operation: “law-making process”,
“transposition of EU Acquis Communautaire”, “organizational structure and proce‐
dures”, “oversight” and “parliamentary communication”.

More than 100 short term experts (STEs) on parliamentary affairs from 10 countries
(Greece, Austria, France, Germany, UK, Belgium, Slovakia, Poland, Hungary and
Montenegro) facilitated the necessary know-how transfer to their Serbian counterparts
from the National Assembly, the Government, Independent State Bodies and Civil
Society Organizations. The project was successfully completed in early 2015 and made
use of the networking capabilities developed through the aforementioned FP7 projects,
as well as of specific know-how in the areas of eParticipation, Policy Modeling and
Social Network Analysis.

5 Assessment and Outlook Research

Over the last 10 years, the Hellenic Parliament and its research partners have utilized
the opportunities of the EU framework programmes for research to understand evolution
and transformation of the digital society and the potential impact on political institutions.

All these interesting innovations, the approaches and the models presented above,
the evolution of the digital market, the efforts of the Governmental Institutions and
especially the commitments of the legislative branch, reveal that there is a need for
immediate feedback to the discourses in the policy making arena, in real time, based on
citizens’ reactions in the social media. The abovementioned research projects from the
previous framework period (2006–2013) could partially identify the users’ needs,
described thoroughly in the previous paragraphs.

On top of that, the political communication has been transferred in Web 2.0 or Web
3.0 that radically transforms the policy discourse, and strategic planning of election
campaigns, political debates and dialogue with well-grounded transparency in political
activities, diffusing messages and information. It is evident that the policy makers need
to assess the interests and requirements of their voters/citizens, upgrade the role of
political marketing and web communication, and create supportive networks with the
interaction of citizens through social media.

However, real-life experience has proved that there are still many unsolved chal‐
lenges in policy making ICT techniques, which restrain policy makers from providing
sustainable and inclusive decisions and citizens from getting engaged in policy discus‐
sions. Public policy issues are not generally appealing and interesting, as citizens fail to
understand the relevance of the issues and to see “what’s in it for me” as the decline in
voters’ turnout and the lack of trust in politicians. Citizens demand more openness,
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transparency and commitment to results and increasingly seek to express their views or
opinions and influence policy decisions through the new media.

While the Web has long promised an opportunity for widespread involvement,
e-participation initiatives often struggle to generate participation and there is a huge gap
between the technological advancements and the active participation of citizens and
other stakeholders in the policy-making processes with sustainable policy modelling
interactive tools. As a direct result, ICT tools still have untapped potential and remain
a “novelty” for the majority of governments, parliaments, policy makers despite the
already acknowledged benefits for their use by all of them related to the quality and
speed of policy making, as well as to evidence-based policy decision making [14].

These projects are closely related to the idea of monitory democracy, as defined in
[15], so individual ICT tools extracted from them and could be used accordingly. On
the other hand, “citizen participation in the political process is considered highly impor‐
tant to foster greater government accountability, transparency and responsiveness” and
the ICT tools provided can foster participatory democracy (see also [16]). A new trend
where these projects could potentially contribute in is the e-Parliament concept where
citizens can, and in fact could, be included in decision-making processes, through
projects and services that enable everyday life citizens to actively participate and engage
in interaction with members of parliament and (just as, if not more, importantly) in peer-
to-peer interaction with fellow citizens. Overall, based on the results of these 5 research
projects, it seems that there is a need for user friendly integrated ICT tools that allows
policy makers to have, among others [17]:

– an interpretation of citizens’ discussions, for or against a policy agenda,
– a stable feedback loop between the vast amount of crowd opinion on the Web and

the agenda of the decision-maker, for a given policy,
– a clear and complete plan on the understanding of how the citizens’ opinion, argu‐

ments and needs can (or should) affect the policy-making agenda,
– a complete set of tools for the discovery, aggregation, analysis and visualization of

arguments, expressed in the Web in support or against a given policy,
– a continuous usability testing bringing more closely the digital transformation and

the digital society,
– full integration of multimedia archives (video, image, text) with customized services

addressed to citizens’ needs,
– access to interconnectivity, open prototypes, open source tools, open data and open

architecture.

Taking into account all the above, the EU Digital Agenda 2020 prospects and goals
addressed to National Parliaments could be summarized to the tackling of the following
issues:

– Availability of e-Government digital tools and systems
– Language Technologies online content available in every European language
– Transforming Digital Science open, global, collaborative and closer to society
– Cultural Heritage available online
– Making Big Data work
– Tackling societal challenges
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– Use of ICT for governmental accountability

The successful results of the described use cases could also be used as a potential
marketing tool for the promotion of policy discourse in the digital Parliament context.
Hence, they could be further distributed through the main dissemination channels avail‐
able: the research & scientific community, the industrial community, the public sector
and the public community. Real world applications could be created for several potential
customers like political institutions, mass media organisations, individual politicians
and policy makers. The promotion and distribution of an integrated tool for brand moni‐
toring as a package is the preferred strategy in the beginning and, as the product gains
more market share, its modules could also be advertised and sold individually, especially
in the more competitive market of Big Data and Content Analysis.

6 Summary

It is evident that the digital environment creates new opportunities for policy discourse
and public participation, and the EU is heavily investing in relevant research areas. This
paper presents the outcome of a series of 5 research projects, with the particularity of
the participation of National Parliaments in the partner-mix. Careful assessment and
evaluation of these projects leads to interesting results relating to the evolution of
contemporary Parliaments.

By using the described set of tools modern politicians may test, detect and understand
how citizens perceive their own political agendas, and also stimulate the emergence of
discussions and contributions on the formal and informal web (e.g. forums, social
networks, blogs, newsgroups and wikis), so as to gather useful feedback for immediate
(re)action. In this way, politicians can create a stable feedback loop between information
gathered on the Web and the definition of their political agendas based on this contri‐
bution. Vice versa, digital citizens may also employ such tools in order to discuss and
evaluate a given policy within the respective community or directly with the policy
makers. At the same time, one will be able to track the development of the political
discourse, evaluate the consistency and clarity of the political arguments, and ultimately
form an opinion or a political choice. However, it must be noted that the aforementioned
approaches so far, failed to widely involve in the overall process important stakeholders,
both on the policy and the society side.

This contemporary study and concluding evaluation shows that concepts like
e-Parliament or Smart Parliament are still far away from the real digital democracy
where citizens and policy-makers cooperate, collaborate, or, simply, interact, having a
common platform of communication. Above all, this interaction has to take place in a
seamless and transparent way, while respecting the users’ privacy. The exploitation of
this kind of research projects points towards a certain direction. The ultimate scope of
such projects is to provide excellent science, facing the societal challenges and showing
industrial leadership, in order to improve the research results by building connections
between scientists and people, while involving real life institutions, such as Parliaments,
and the related stakeholders in the process.
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Abstract. The goal of the study is to fulfill the gap and examine the usability of a
well-known e-learning program, Moodle, from the perspective of course instruc‐
tors. In particular, the study put emphasis on analyzing the difficult tasks for expert
and novice users. A multiple data collection method was used to understand the
difficult tasks and the possible reasons behind them. Participants were recruited
from across disciplines in a university setting. Overall, 8 teaching assistants (TA)
who have past Moodle teaching experience and 8 TAs with non-Moodle experi‐
ence were recruited. A round of 18 usability tasks was carried out, post-task inter‐
views were conducted, and finally a survey with 25 questions was administered to
the participants. The research identified five main types of difficulties that experts
and novices encountered. Essentially, failed connection between users’ conceptual
model and the structuring and labeling of the interface brings the greatest difficulty
for both groups of users. Past experiences and knowledge that experts retrieved from
pre-existing cognitive categories were found not applicable for problem solving.
Experts were not able to recognize features and meaningful patterns on Moodle.
Lastly, the complicated editing system embedding in the interface was difficult for
novices to figure out ways to complete needed tasks. The findings of the study bring
further understandings and implications for online platform designs as well as for
advancing and supporting the development of intelligent interactive systems in
future applications.

Keywords: Computer-supported collaboration · e-Learning · Usability

1 Introduction

In the digital age, technology has greatly improved and enhanced the e-learning expe‐
rience. For instructors, it is becoming very common teaching online courses via an
e-learning platform. Computer-supported collaboration has exemplified to a great extent
in all possible types of e-learning activities designed and provided by instructors. For
both learners as well as instructors, e-learning should provide both parties with positive
user experience. In most human computer interface (HCI) research, the focus of studies
as well as the “user” in many of the designers’ minds are set on the needs and preferences
of the learner as well as the student, very rarely the focus is on those of the instructor.
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The goal of the study is to fulfill the gap and examine the usability of a well-known e-
learning program, Moodle, from the perspective of course instructors. In particular, the
study put emphasis on analyzing the difficult tasks for expert and novice users.

2 Related Literature

Recent HCI research has impacted many fields in terms of implications for user-centered
and intuitive designs. From traditional web-based computer interface to the mobile
interface, from personal information management gadgets to broad-scaled collaborative
work tools, there are different challenges for the various types of tools for their intended
audience. The following literature are centered on research studies on e-learning plat‐
form and the Moodle, which is the research target for this study.

2.1 e-Learning Platform and Moodle

E-learning is an efficient way of delivering training sessions and retaining materials.
This is also the reason 77% of American corporations rely on e-learning programs [1].
E-learning is regarded as best practices in business in recent years. By definition,
e-learning is a terms that covers a wide set of applications and processes, including web-
based learning, computer-based learning, virtual classrooms, and digital collaboration.
This method of teaching means the content is delivered via Internet, intranet/extranet,
audio- and videotape, satellite broadcast, interactive TV, CD-ROM, and more [2]. In
this mode of online learning, teaching materials, quizzes and exams are all uploaded and
stored in a specific platform for learners to download and use. Take Moodle, a very
popular e-learning platform for example, the file types that can be uploaded
include .txt, .html, .doc, .pdf, .ppt, .zip, .jpeg, .gif, .mp3, .mov, .wmv, or any other file
type that is readable by the audience’s local software. Given that technology advances
so quickly, the challenges for instructors and learners might not be what an e-learning
platform can or cannot do, but how easy and intuitive the interface is for users, both
instructors and learners, to accomplish their tasks and to finish the intended work effi‐
ciently and with delight.

Moodle is chosen for the current study, which is an e-learning program originally
designed by the Australian designer, Martin Dougiamas, and later widely adopted in a
number of learning environments, ranging from businesses and organizations, elemen‐
tary schools, and many campuses of higher education systems. The online users of
Moodle are over 90 millions globally, including Google, Shell, London School of
Economics, State University of New York, Microsoft, etc. [3]. Moodle is used in over
220 countries worldwide and is available in more than 95 languages. In Taiwan, 48
colleges and universities choose to use Moodle as their e-learning platform. In the
university setting where the researchers belong, there has been a dramatic increase of
faculty users from 31 to 205; the number of courses offered increased from 39 to 507 in
the past 7 years [4]. The usability issues from the perspective of course designs are
critical for those who offer online courses and/or those who assist the faculty members.
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2.2 Usability Testing

In the field of HCI, user-centered design is much valued and stressed. The essential goal
of such concern is to deign any product with its intended audience in mind, so that users
could accomplish their tasks in an efficient and effective manner. According to Eberts
[5], four HCI design approaches that could be applied to user interface designs for
achieving user-friendly, efficient, and intuitive user experiences for humans include the
anthropomorphic approach, the cognitive approach, the predictive modeling approach,
and the empirical approach. In these approaches, the anthropomorphic approach means
that the interface possesses “human-like” qualities. The cognitive approach considers
the abilities of the human brain and sensory-perception, so the design of the interface
will support the user in accomplishing their tasks. The empirical approach is for exam‐
ining and comparing with conceptual models that are most suitable for targeted users.
In addition to qualitative assessments of user preferences, measuring users’ task
performance is crucial for determining how intuitive an interface is. The predictive
modeling is essentially the GOMS model (Goals, Operators, Methods, and Selection
Rules) that is based on human information processing theory. The model requires that
certain measurements of human performance are used to calculate the time it takes to
complete a goal [6].

Nielsen’s [7] usability testing criteria are well known worldwide and are adopted
commonly in HCI research. His criteria include learnability, efficiency, memorability,
errors, and satisfaction. Furthermore, based on Nielsen, Quesenbery [8] developed 5Es,
which are effective, efficient, engaging, error tolerant, easy to learn. Shneiderman and
Plaisant [9] also proposed 5 criteria for usability evaluation, which include time to learn,
speed of performance, rate of error by users, retention over time, and subjective satis‐
faction. Regardless of slightly different criteria proposed by HCI researchers and
scholars, the essence of testing is to identify problem areas of an interface, to improve
user experience, and to eliminate troubles users encounter in future designs.

2.3 Expert vs. Novice Users

In any online programs, it is nature that users carry past experiences to the new online
environment. How efficient a user is in accomplishing the needed tasks in the new and
unfamiliar realm depends on the level of expertise. According to Bransford et al. [10],
accumulated research studies regarding how people learn showed that experts demon‐
strate a number of key principles. For instance, (1) experts notice features and mean‐
ingful patterns of information that are not noticed by novices; (2) experts are able to
retrieve important knowledge with little effort and much flexibility; (3) experts have
varying levels of flexibility in applying strategies to new situations (p. 31).

Research studies also showed that it is not the general abilities such as memory or
intelligence, not the use of general strategies that differentiates experts from novices, as
people assume. It is because experts have acquired extensive knowledge that affects the
things they notice, they way they organize, represent, and interpret information in their
environment. All these abilities are critical factors that affect their ability to remember,
reason, and solve problems [10].
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In HCI related studies that identified similarities and differences between expert users
and novices users of an interface, researchers found that past knowledge, mental repre‐
sentation, cognitive categories, conceptual structural, and domain-specific knowledge
played a role in differentiating expert and novice users [11, 12]. Expert users know how
to retrieve and use past knowledge in dealing with new situations and solve their prob‐
lems with ease.

3 Research Method

To focus on the teaching role of the instructors in e-learning programs, two groups of
participants depending on the levels of expertise in Moodle as instructors was the main
focus when designing the study. The methods of data collection included usability tests,
post-task interviews, and questionnaires. First, the researchers recruited participants for
usability tests with 10 categories of evaluations with 18 specific tasks, which are ranked
the most-used functions and features in the process of course design. With two level of
e-learning expertise, i.e., expert users and novice users, the researchers then conducted
post-tasks interviews. Finally, a questionnaire was distributed to the participants for
further analysis to elicit the overall perception of the interface. Details are given in the
following sections.

3.1 Participants

The participants were recruited from Tamkang University (TKU) in Taiwan, which is
a 4-year university with graduate programs in multiple fields. TKU has a long history
of incorporating new technologies for facilitating teaching. The number of e-learning
programs, including undergraduate and graduate programs using Moodle as the teaching
platform has increased dramatically over the past years. Originally, WebCT was the
platform being used in the university, yet since 2010, the university decided to move to
Moodle as the school-wide e-learning platform. The version used at the time of the study
was Moodle version 1.9. According to the user analytics provided by the university, the
faculty members who use Moodle as the online teaching program was 69 in 2010; the
number increased to 218 in 2016. Furthermore, the number of courses increased from
136 to 564 in the past 6 years [13].

At TKU, at least one e-Tutor is assigned to each e-learning course, sometimes two
are provided, depending on the needs of the faculty and the nature of the course. The
role of the e-Tutor is generally to manage the course setup on the Moodle platform and
facilitate the faculty during the semester. More specifically, the e-Tutor needs to (1)
provide help for both the faculty and the students with interface related questions as well
as the course related questions in the asynchronous teaching sessions; (2) upload needed
online course materials before and during each class sessions, including developing
course needed materials and managing course related issues on Moodle; (3) troubleshoot
technical problems encountered during asynchronous as well as synchronous teaching
sessions. Essentially, e-Tutors are responsible of various aspects of the e-learning
process, including being familiar with the interface of Moodle as well as carrying out
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the actual course related tasks, such as choosing the appropriate methods of giving tests
among all the possible choices of exam features available on Moodle. Considering the
heavy responsibilities of e-Tutors at TKU, the researchers believed e-Tutors are suitable
participants for this study in identifying interface related issues from the perspective of
course instructors.

The study also aims to know how expert e-Tutors and novice e-Tutors react to
Moodle interface and the difficult tasks they encounter; therefore, 8 e-Tutors for each
group were recruited. Expert e-Tutors in this study were the graduate teaching assistants
who have teaching experience before participating in the study, while the novice e-
Tutors were graduate teaching assistants who have no prior experience for e-learning
courses. The methods of recruiting e-Tutors include three sources. First, through the
assistance of the online teaching workshop provided by the university, email lists were
obtained and invitations were sent to all graduate students. Secondly, an invitation of
the study was posted on the Facebook page of the Association of Teaching Assistants
at TKU. Lastly, snowballing method was used to invite interested teaching assistants
with and without teaching experience on Moodle.

Regarding the demographics of the 16 e-Tutors, 7 (43.7%) of them were from the
School of Business; 6 (37.5%) were from School of Liberal Arts; 2 (12.5%) were from
the School of Engineering; and 1 (6.2%) was from the School of Science. Nine (56.2%)
of the e-Tutors were male and seven (43.7%) were female.

3.2 Research Design

The research questions are targeted on the following areas: (1) What are the problematic
usability issues by expert users and novice users? (2) What are the difficulties of the
course design for expert users and novice users? (3) What are the differences expert
users and novice users have in the process of course design? The criteria of the usability
study included learnability, efficiency, effectiveness, errors, and satisfactions. Memo‐
rability is not included for the analysis, as it did not fit in the scope of the study.

A triangulation of data collection approach including usability tests, post-task inter‐
views, and questionnaires was used. A pretest was carried out to ensure the feasibility
of the research tools; modifications were made accordingly. To capture the overall on-
screen process, EverCam7 was installed for the purpose of data analysis and the retro‐
spective interviews. In order to design representative usability tasks, according to
Nielsen’s principle of “real tasks and real users”, the research team obtained the use
analytics of Moodle with the permission from the Distance Education Development at
TKU, a university unit responsible for e-learning related matters. Based on the usage
analysis of Moodle, the most popular and used functions/features are Online Resources,
Discussion Board, Exams, Assignments, Tags, User Analytics, Files, Reflections and
Sharing, Course Management, and Course Setting. Ten categories of tasks, including
18 specific tasks, were designed to test the usability.

For post-task interviews, the main focus was to collect the participants’ thoughts on
the tasks they think were difficult, had trouble completing, and the perceived reasons
for encountering difficulties. Questions were also designed for the participants to express
their ideas and suggestions for revision of the interface.
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Based on Nielsen, Quesenbery, Shneiderman and Plaisant, Shackel and Richardson,
Preece, Rogers and Sharp, Brooke, and Finstad [7–9, 14–17], a System Usability Scale
(SUS), which is a 5-point Likert-scaled survey with 25 questions was designed, modi‐
fied, and distributed to the participants. The survey asked questions regarding five
aspects of usability testing: learnability, efficiency, effectiveness, error rate, and satis‐
faction.

4 Research Findings

The results of the study revealed a number of design issues for the e-learning platform.
In this paper, the researchers report on the findings of the analysis of difficult tasks among
expert and novice e-Tutors on areas of learnability, efficiency, effectiveness, and error
rate. Three aspects are discussed in the following sections based on the findings, which
are problematic usability issues, difficult tasks, and differences of experts versus novices.

4.1 Problematic Usability Issues

The usability data showed that there are a number of fine designs in Moodle platform
that fit in Nielsen’s criteria of good learnability, efficiency, and effectiveness, such as
links of websites, submission of assignments, as well as areas for discussions. However,
participants experienced a number of problematic usability issues.

The usability testing on learnability revealed that both experts and novices found the
procedures of setting up exam questions to be very difficult. For novices, the most
difficult task in terms of learnability was to upload needed files to a new folder in a
designated place and make it public to students, which is a very critical function often
required for online courses. The top two most difficult tasks were exam questions setup
(56.2%) and new folder setup (37.5%).

In the area of efficiency, the researchers used the number of clicks as the criteria for
the judgment of efficiency. One of the members in the research team was an e-Tutor at
TKU for 8 courses, therefore, was equipped with sufficient knowledge regarding the
most efficient way of accomplishing each task. For novices, the highest number of clicks
(i.e., the least efficient task) was 94, on average, for the tasks of adding online resources.
The second least efficient task was the 89 clicks for the tasks regarding setting up exam
questions. The third was the 84 clicks for the tasks regarding adding new folders with
needed files. For the experts, an average of 62 clicks was needed for the task of setting
up exam questions; 58 clicks were needed for adding new folders with needed files; 46
clicks needed for adding online resources. Aside from the number of clicks, time spent
on the tasks was also calculated and analyzed to identify the least efficient tasks. The
results showed that the most time consuming task for novices was adding online
resources (14:27), setting up exam questions being the second (13:37), and adding new
folder(s) with needed materials being the third (7:16). For experts, the top three most
time consuming tasks were exactly the same with the novices, with the time for adding
online resources being the least efficient tasks. The average length of time spent on the
three least efficient tasks was 10:31, 9:43, and 5:41, respectively.
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In the area of effectiveness, overall speaking, for both groups of users the least
effective task was adding online resources, with only one e-Tutor finishing the task
successfully. The next two least effective tasks were adding new folders with needed
materials and setting up exam questions. These appeared to be difficult tasks for both
experts and novices.

For errors occurring in the usability testing, novice users and expert users both made
the most errors when adding online resources, with an error rate of 93.75%. The next
two tasks that received the highest error rate were adding new folders with needed
materials, and setting up exam questions (75%). The interview data identified the reasons
for making errors. According to Reason’s [18] three categorizations for errors, which
are skill-based errors, rule-based mistakes, and knowledge-based mistakes, 70% of the
errors in this study were found to be rule-based mistakes, which means that the users
followed the rules but made wrong decisions along the way when trying to accomplish
the intended tasks. On the other hand, if we calculated the tasks that most users gave up,
we found that adding new folders with needed materials ranked the highest for novices
users, while setting up exam questions ranked the highest for expert users.

All these problematic areas reflected that the connection between the labels used for
the intended functions, the conceptual model of the user, and the mapping of past
knowledge and experience, if any, were mismatched. This made it fairly difficult for
users to make proper connections conceptually and to figure out the intended functions
of the labels.

4.2 Difficult Tasks

Analyzing the difficult tasks perceived by users, five types of difficulties are identified.

(1) Unclear Organization of Functions. Users revealed that the first and foremost
difficulty found across tasks is to clearly understand the organization of the platform
structure, which made remembering and memorizing corresponding functions/
features very difficult. Users were often confused by the seemingly unclear distinc‐
tions of similar functions seen in different categories. The most obvious behavior
resulted by the problem was observing users lingered between two possible drop-
down menus when trying to complete their tasks. For instance, they saw discussion
boards in the tasks of adding new folders with needed materials, managing student
learning activities, and adding the actual discussion board for class discussion. In
all these tasks the participants were confused seeing “discussion board” in different
places, which made it difficult remembering the structure of the platform.

(2) Unclear Labeling of Functions. In course setup related tasks, the labels and the
corresponding functions/features are not clearly connected, thus, it became difficult
for the user to choose correctly and intuitively. This happened repeatedly among
users when adding online resources. In addition, in the task of adding new folders
with needed materials, users were unaware of the correct order of how specific task
should be done; they were also unable to figure out how to make new folders. The
label of “folders” shown on the course interface and the steps of actually adding
new folders with needed materials were mismatched. The unclear labeling of
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functions and the users’ perceived ideas of what the label meant caused great trou‐
bles for the user in this study.

(3) Complicated Editing System. The third difficulty is the complicated editing
system, which could be seen when users tried to set up exam questions for teaching
purposes. Interview data revealed that setting up exam questions to be a very
complicated process. Participants shared that it was simply too complicated, thus,
felt unsure of how to accomplish the task. The many steps and clicks required of
going deep down a number of layers in the design structure brought frustrations to
users, both experts and novices.

(4) Exceeding Number of Menu Selection. Participants shared that they felt over‐
whelmed when seeing the exceeding number of selections under the menu, which
brings heavy cognitive burden for users. It is also in the process of setting up exam
questions, users felt unsure of what to choose from. Also, in adding assignments,
users noted that there were too many choices. the impression users have was mess‐
iness.

(5) Inconsistency between Users’ Experience and Platform Functions. Users noted
that many of the past experience in other platforms and software were different from
what they saw in Moodle, which again caused confusion and frustration. This was
especially obvious in the tasks of adding online resources and setting up exam
questions.

4.3 Differences Between Expert Users vs. Novice Users

The usability tests showed that there were similarities and differences between expert
users and novice users, in particular in the areas of course setting and course manage‐
ment. Also, it is worth mentioning that course planning related tasks were difficult for
both exert users and novice users. Past experiences did not benefit the performance of
expert users in the study. Furthermore, the error rates for expert users are even higher
than novice users.

Examining all the areas of similarities in difficult tasks, including the analysis of
learnability, efficiency, effectiveness, errors, and post-task interviews, the common
problems lie in that the tasks themselves were to be completed in very complicated ways.
In particular, past experience in other e-learning tools did not bring efficiency nor effec‐
tiveness to the tasks e-Tutors were required to accomplish. On the contrary, for the tasks
that both groups performed well, the procedures were straightforward, the number of
clicks was few, the labels of the functions were easy to understand and matched with
users’ past experience.

By looking at the comparisons for novices and experts, we are able to conclude that
the learnability of Moodle is fine for expert users because of their familiarities with the
platform, but low for novice users because novice users needed much time to figure out
ways to complete the tasks. For efficiency, effectiveness and errors, it is all clearly noted
by the participants that when the labels are clear and matched with their conceptual
knowledge about what the labels are, tasks were completed in efficient and correct form,
and less mistakes were made along the way.
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5 Conclusion

Based on the results of the study, implications can be found for design principles. For
the problem of misinterpreted labeling, this is a continual design problem that is exten‐
sively discussed in the field of HCI and information architecture (IA). Especially, for
the professionals of library and information science who are concerned about how
information is organized, categorized, and labeled in the digital realm, the design of a
proper labeling system that follows solid logic and yet matches with common practices
is a great concern.

Implications for the difficulties expert users encountered in this study is that connec‐
tions with past user experience and conceptual models are critical in that they provide
the needed bridge for experts to identify features and meaningful patterns to use in
solving current problems. Easy recognition and retrieval from previous knowledge for
expert users is an important factor for them to succeed. On the other hand, designs that
are intuitive in naming, organizing, and require simple steps for all tasks will help ease
the learning curve for novices users. E-learning platforms should provide instructors
with completed course planning functions such as uploading teaching materials and
setting up teaching activities, so to provide a well-designed learning environment.
Therefore, the usability of the e-leaning platform becomes very important and affects
many. By examining the usability of Moodle for its course planning related interface
issues and the difficulties encountered by user groups with different expertise, the study
showed how expert users and novice users were similar and different in the process of
course design. The study concludes and contributes with suggestions for e-learning
platform designers as well as business, organizations, and schools that design online
courses.
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Abstract. Massive Open Online Courses (MOOCs) as disruptive innovation
attract attention from both researchers and practitioners. This research selected
ten popular MOOCs websites and explored primary sponsors, customer seg-
ments, and revenue models of each case. The paper further discussed the impact
of MOOCs on higher education.
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1 Introduction

Massive Open Online Courses (MOOCs) as disruptive innovations attract increasing
attention from both researchers and practitioners in the past few years. This research
aims to explore the business models of MOOCs and discuss its impact on traditional
higher education.

The rest of the paper is organized as following: the research background including
the key features, the brief history, and the motivations of MOOCs is discussed first.
Research questions are raised right after that. Research methods and sample selection
are then described and followed by analysis and results. In the end, the discussion and
the conclusion summarize the entire paper.

2 Research Background

2.1 Key Features of MOOCs

Massive Open Online Courses (MOOCs) refer to online education that opens to public.
Most of the MOOCs are free while some charge small fees. MOOCs have become
widely accepted and been extremely popular in the past five years; the typical examples
include Coursera, Khan Academy, Edx, and Udemy, etc.

Comparing to traditional face-to-face education, MOOCs are featured by:

• Scalability (massive): The number of students is unlimited and they are not
restricted to certain locations. The participation is far beyond a physical classroom.

• Open access (open): The courses are open to the public without the restriction of
registration requirements, tuition fees, and certain resources such as facilities.
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• Technology enabled (online): Network and educational technology enable the
platform through which instructors and students are able to teach, learn, and col-
laborate simultaneously.

• Educational oriented (courses): The courses are mainly for educational purpose,
aiming to make the expensive education accessible to the public.

2.2 Brief History of MOOCs

Along the short history of MOOCs, the development of online courses has experienced
multiple stages that stem from different philosophies. The first stage is called cMOOC
(connectivist MOOC) or MOOC 1.0 [18, 19], which is motivated by collaborative
learning pedagogy. The concept comes from an online course named Connectivism and
Connective Knowledge in 2008 or CCK08 [16]. cMOOC creates an interactive and
dynamic educational environment, emphasizing the collaboration between learners and
the connectivity within a community [16]. cMOOC believes that learners are the center
of education while instructors play an assistant role.

The second stage is called xMOOC (extended MOOC) or MOOC 2.0 [18, 19],
which is considered as an extension of traditional instructional education. The content
delivered through xMOOC is normally well structured using traditional instructional
methods such as presentation, assignments, and tests. Instructors play a leading role
similar to that of in the traditional classroom setting [20]. The typical example of
xMOOC includes Coursera, EdX, and Udacity, etc. Table 1 summarizes the main
difference between cMOOC and xMOOC [30].

The third stage of MOOC is called hMOOC (hybrid MOOC) or MOOC3.0 [19],
which combines the ideas of cMOOC and xMOOC. hMOOC is normally offered by
institutions or universities on a hybrid basis to balance between traditional
instructional-based courses and online collective-based courses. For examples, some
faculty uses MOOCs in a flipped class, meaning students learn the basic concepts
online before class and only come to the class for discussion and activities. Other
faculty refers students to MOOCs for tutorials or additional contents. Some universities
also suggest students to finish entry-level classes through MOOCs and consider the
completion of those MOOCs in the admission [18]. The institutions are now using
hMOOC creatively to find a cost-effective way to benefit both students and institutions.

Table 1. Typologies of MOOC [30]

xMOOCs cMOOCs

Scalability of provision Massive Community and connections
Open access - Restricted license Open Open access & licence
Individual learning in single
platform

Online Networked learning across multiple
platforms and services

Acquire a curriculum of
knowledge & skills

Course Develop shared practices, knowledge and
understanding
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2.3 Motivations of MOOCs Providers

Filling the gap of current education motivates the innovators such as Salman Khan, the
funder of Khan Academy, to develop an online platform that provides courses to fit
people’s diverse learning style. In the traditional classroom, teachers deliver course
content in the same pace with the same format to the entire class with no customization
to individual student. On Khan Academy, students in K12 are able to choose different
levels of classes that meet their own learning goals with their comfortable pace. They
become the owners of their education rather than the passive receivers.

Creating open and collaborative learning environment motivates innovators such as
Luis von Ahn, one of the founders of Duolingo, a language learning and translation
platform. People share their knowledge on various languages and help each other learn
beyond classroom.

Providing affordable and easily accessible education has been the most important
motivation for MOOC developers such as Shai Reshef, the founder of the University of
the People [17]. The tuition of higher education is increasing every year therefore the
cost becomes the main obstacle for the students who have financial difficulty. Addi-
tionally, life-long learning becomes reality in contemporary world however continuous
education challenges the working class who is restricted to time and location. Moreover,
in some countries certain race and gender are forbidden to receive higher education.
MOOCs as open education provide the opportunities for people who have difficulty to
step into a traditional classroom. Currently above two thousand students from about one
hundred and seventy countries have enrolled into the University of the People [27].

3 Research Questions

Though cMOOC, xMOOC, and hMOOC stem from different learning philosophies,
they share the same key features with which the size of the audience has no limits (i.e.,
massive), the content can be accessed by public (i.e., open), and the knowledge is
delivered through the Internet (i.e. online). As MOOCs are new and developing con-
stantly, not many literatures explored the business models and their impact on higher
education. I attempt to fill in this gap and aim to answer the following four research
questions in order to contribute to both academic research and MOOCs practice.

1. Who are the major sponsors and advocators of MOOCs?
2. What are the market segments of MOOCs?
3. What are the revenue models of different MOOCs?
4. How would MOOCs impact higher education?

4 Research Methods and Sample Selection

Case study has been used as the main research method. Two criteria have been applied
to decide the sample cases. First the website has to sustain in the past three years, and
second the website has to be relatively popular. A large percentage of MOOCs in the
market only last a short lifetime; in order to study the business models of MOOCs it
makes sense to focus on those that holds both sustainability and popularity.
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www.mooc-list.com provides a relatively complete list of MOOCs websites. The
researcher first checked the existence of each individual website and deleted those that
are not available. The researcher then collected the history data for the existing web-
sites to exclude those that last less than three years. Finally the research used Google
Trends to choose ten popular MOOCs from the rest websites.

Google Trends, an analytical tool, has been used to visualize the popularity. The
researcher first studied the popularity trend of three widely accepted MOOCs websites:

Fig. 1. Popularity trend of Coursera, Udacity, and edX using Google Trends analysis

Fig. 2. Popularity trend of ten sample MOOCs websites
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Coursera, Udacity, and edX as shown in Fig. 1. Udacity shows the lowest trend among
the three therefore has been used as the baseline. The researcher compared all thewebsites
from step 2 to Udacity and found ten websites have higher popularity than it (Fig. 2).

These ten websites satisfy both criteria including sustainability and popularity are
chosen for the further study. The brief description of these ten website including
Coursera, Udacity, Udemy, edX, Khan Academy, University of the People, Code.org,
Codecademy, Code School, and Duolingo, are shown on Table 2.

Table 2. Description of the sample MOOC websites

Name Description Founded

Coursera www.
coursera.org

A platform that offers university-style
courses provided by universities or
organizations world-wise

April 2012 by Daphne
Koller, Andrew Ng

Udacity www.
udacity.com

A platform that mainly provides courses
in the IT field by “Silicon Valley” to
teach the skills industry employees need

June 2011 by Sebastian
Thrun, David Stavens,
Mike Sokolsky

Udemy www.
udemy.com

An open marketplace through which
anyone can create and take courses. It
offers a large variety of topics from
technology skills such as programming
to hobby and entertainment such as yoga
and photography

February 2010 by Eren
Bali, Oktay Caglar, Gagan
Biyani

edX www.edx.org A MOOC platform that is similar to
Coursera and provides traditional
instructional education. The main
difference from Coursera is edX is
non-profit funded by Harvard and MIT

May 2012 by Anant
Agarwal, Chris Terman,
Piotr Mitros

Khan Academy
www.
khanacademy.org

Non-profit MOOC platform that mainly
focuses on K-12 education with some
extensions

September 2006 by
Salman Khan

University of the
People www.
uopeople.edu

A tuition-free online university that
provides degree program that mainly
focuses on Business Administration and
Computer Science currently

January 2009 by Shai
Reshef

Code.org www.
code.org

Website that offers the basic concept of
programming to beginners

January 2013 by Hadi
Partovi, Ali Partovi

Codecademy
www.
codecademy.com

An educational company that teaches
coding in different programming
languages such as Python, JavaScript,
and Ruby

August 2011 by Zach
Sims, Ryan Bubinski

Code School
www.codeschool.
com

A platform that teaches programming
such as Ruby, JavaScript, HTML/CSS,
iOS, Git, and databases via video,
in-browser coding, and screencasts

February 2011 by Gregg
Pollack

Duolingo www.
duolingo.com

A language-learning website that
teaches over 40 different languages

November 2011 by Luis
von Ahn, Severin Hacker

Explore the Business Model of MOOCs 185

http://www.coursera.org
http://www.coursera.org
http://www.udacity.com
http://www.udacity.com
http://www.udemy.com
http://www.udemy.com
http://www.edx.org
http://www.khanacademy.org
http://www.khanacademy.org
http://www.uopeople.edu
http://www.uopeople.edu
http://www.code.org
http://www.code.org
http://www.codecademy.com
http://www.codecademy.com
http://www.codeschool.com
http://www.codeschool.com
http://www.duolingo.com
http://www.duolingo.com


5 Analysis and Results

5.1 Major Sponsors and Advocators of MOOC

Based on the analysis of the ten MOOCs cases, the researcher found that the sponsors
and advocators of MOOCs are mainly from the following groups.

States:
Improving and supporting education is one of the major goals of State government.
Some states have already taken the steps to subsidize MOOCs in order to extend
educational horizon.

For example, San Jose State University in California received funds from the State
government to transfer some traditional face-to-face courses to online on the platforms
of edX and Udacity. The State planned to apply the experience to other state univer-
sities if it succeeds [12]. Another example is from Arizona State University (ASU).
ASU is partnered with edX to create freshman classes that students can earn credits
online. These courses do not have any admission requirements [24]. Moreover, Texas
State system announced a partnership with edX to create ‘Freshman Year for Free’
program through which students can earn tuition-free college credits online in their
freshman year. This program started in fall 2016 and required students to take
Advanced Placement (AP) or College Level Examination Program (CLEP) before
enrolling into the program [25].

Universities:
Universities including both public and private schools are the main sponsors and the
participants of MOOCs. MIT and Harvard joined force to create edX in May 2012. The
initial funding was about $60 million [6, 21]. University of Pennsylvania and the
California Institute of Technology invested in $3.7 million to Coursera. “We look
forward to working even more closely with Coursera and our university partners to
continue to shape the future of online education”, said by Penn State Provost Vincent
Price [14].

Companies:
Companies sponsored MOOCs in different ways. Some companies pay MOOCs to
develop online training courses for their employees. Some others sponsor MOOCs
mainly for advertisement purpose for example having their brand or products intro-
duced in the courses. Other companies sponsor MOOC to get exchange of students’
data to find potential qualified employees.

Venture capitalists and non-profit organizations:
Venture capitalists have foreseen the potentials of MOOCs and become investors.
Additionally, some non-profit organizations make donations to MOOCs expecting to
contribute to the future of education.

Figure 3 illustrates the ten MOOCs websites, each linked to its major sponsors. The
five major sources of the investment are from State government, universities, compa-
nies, venture capitalists, and non-profit organizations.
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5.2 Market Segments of MOOCs

Table 3 lists the primary fields offered by the ten MOOCs websites, each has its own
emphasis and target customers. Some MOOCs websites such as Coursear and Udemy
target on a horizontal market by offering courses across a large variety of topics, while
others focus on a vertical market by offering courses in a specific field such as Code.org
in coding and Duolingo in language.

Moreover, some websites stem from K-12 (e.g., Khan Academy) or higher edu-
cation (e.g. edX) therefore are more academic-oriented, while others are supported by
industry (e.g., Udacity) therefore are not restricted to academics.

Fig. 3. MOOCs and their sponsors

Table 3. The teaching fields covered by the ten MOOCs websites

Name Courses offered/specific field

Coursera Arts and Humanities, Business, Computer Science, Data Science, Life
Sciences, Math and Logic, Personal Development, Physical Science and
Engineering, Social Sciences

Udacity Data Science, Web Development, Software Engineering, Android, iOS,
Computer Science, Non-Tech

Udemy Development, Business, IT & Software, Office Productivity, Personal
Development, Design, Marketing, Lifestyle, Photography, Health &
Fitness, Teacher Training, Music, Academics, Language, Test Prep

(continued)
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To compare the target market of MOOCs websites, Table 4 classifies the ten
MOOCs into four blocks along two dimensions: horizontal vs. vertical market, aca-
demic vs. non-academic oriented. Please note the total number of MOOCs in each
category does not indicate the percentage of MOOCs in the entire market; it only
represents the statistics over ten sample MOOCs in this research.

5.3 Revenue Models of MOOCs

The revenue models of MOOCs are still under development and the new models are
immerging every day. The researcher coded the revenue sources for the ten MOOCs
websites (as show in Table 5) and then classified the sources into six major categories.
The explanation of the numbers in Table 5 and the description of the revenue models
are in appendix attached to the end of the paper.

• Sales of courses or other products. For example, the charges related to the courses
such as tuition fees, program and specialization fees, and certificate. There are other
sales through store shops and books or materials though not very common.

• Service to provide MOOCs as a platform for the organizations that either refer their
employees to take training courses on MOOCs or develop their own training pro-
grams on MOOCs. MOOCs therefore charge course fees, platform usage fee, and
customer support fees, etc.

Table 4. Market segment of ten MOOCs wesbites

Market orientation
Academic-oriented Non-academic oriented

Market
type

Vertical market
(specific field)

University of the
People, Code.org (2 in
total)

Udacity, CodeAcademy, Code
School, Duolingo (4 in total)

Horizontal
market (Variety
fields)

Coursera, edX, Khan
Academy (3 in total)

Udemy (1 in total)

Table 3. (continued)

Name Courses offered/specific field

edX General Education
Khan Academy Math, Science, Economics and Finance, Arts and Humanities,

Computing, Test Prep, Partner Content
University of the
people

Business Administration and Computer Science

Code.org Programming Languages
Codecademy Programming Languages
Code school Programming Languages
Duolingo Languages
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• Advertising fee (either direct or indirect) to charge organizations that want to put
their names, brands, or products in the courses or capstone projects.

• Subscription fee to charge students who take unlimited courses in a period of time.
• Special programs. Examples in this category are diverse and creative. Some

MOOCs charge for holding events and contests, some providing testing center, and
some serving as career center and sharing students’ data (with the approval and
agreement of students) with potential employers.

6 Discussion

The discussion focuses on the impact of MOOCs on education in general, and higher
education in particular. Would MOOCs be merely an online version of traditional
face-to-face class? How to use technology to enable the innovation in pedagogy?
Would MOOCs replace the traditional universities? These are the questions attract
attention from both researchers and practitioners.

Higher education needs to change rapidly and dramatically to face the challenge of
open education. Education is one of the basic human rights. However the increasing cost
and the non-flexible schedule build a barrier preventing some students to enter the door
of the universities. In order to face the challenge, the higher education may first develop
a hybrid model combining online vs. face-to-face courses. For example, universities

Table 5. Revenue models of ten MOOCs websites

  1a 2 3 4 5 6 7 8 9 
1
0 

1
1 

1
2 

1
3 

1
4 

1
5 

1
6 

1
7 

1
8 

Coursera 

Udacity 

Udemy     

edX  

Khan 
Academy 
University 
of the 
People 

Code.org     

Codecade-
my 
Code 
School 

Duolingo     

Total 3 2 1 2 4 1 5 1 2 1 2 4 3 1 1 1 1 1 

aNote: the numbers and the corresponding revenue models are described in Appendix. 
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may consider offering entry level courses that need the least interaction online, while
keeping those higher level courses that need more instruction and discussion
face-to-face. This approach may lower the cost for both students and universities.

Second, universities need to encourage pedagogy innovation. The classroom
becomes smaller and is facilitated by multimedia and modern technologies. The class-
room teaching becomes more interactive and customized (e.g., adjusting teaching
strategy based on individual student needs). The classroom learning is more of experi-
ence and an expensive investment to a student. A good analogy could be watching movie
in movie theaters. People can watch movie steaming online at home (similar to take
online courses), which costs less and is more convenient. However, a large number of
people still like to watch movie at the movie theater (similar to take face-to-face classes)
because they enjoy the experience and view movie-out with popcorn as a way of
entertainment. Face-to-face teaching has to tailor to individual student needs and become
an experience that students cannot get from online environment.

Third, universities may consider joining forces to teach common courses and focus
their resources on featured fields. For example, almost every university offers general
education courses that have similar curriculum. If universities collaborate in building a
platform through MOOCs to offer general education courses online and accept those
credits, this will greatly save teaching resources of individual universities and is more
cost effective for higher education as a whole. The individual universities are then
released from those repetitive efforts and able to focus more on featured fields and build
their own brand.

Forth, some universities may consider to move the direction to become pure
research institution. Certain teaching may be replaced by computers however com-
prehensive research questions needs human brain to solve it.

Last but not the least, current MOOCs are far from using the best of the technology.
With the development of big data (e.g., individual student needs can be identified),
machine learning (e.g., individual learning styles can be discovered), and virtual reality
(e.g., learning environment becomes more real and interactive), MOOCs have great
potentials and is capable to create more exciting experience for students.

7 Conclusion, Limitation, and Future Research

This paper explores the business models of MOOCs and discusses its impact on higher
education. MOOCs have great potentials and higher education needs to be smart to face
the challenge.

The research results are limited to the ten sample MOOCs websites. The future
research may extend the sample size and explore the cost-efficient model to combine
the benefits of both open education and current higher education. Additionally, the
researcher is interested in exploring the application of certain technologies such as
machine learning and virtual reality and how would this technology enable the inno-
vation in education.
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Appendix: Description of the Revenue Models

MOOCs revenue models:

1. Recruiting Program
2. Verified Certificate
3. Capstone Project
4. Specializations
5. Employee Training
6. Course Sponsorship
7. Tuition Fees
8. Credit-Eligible Courses
9. Platform usage fee

10. Platform service fee
11. Events/Contests/fundraising
12. Donation
13. Store Shop
14. Crowdsourced Translation
15. Test Center
16. Subscription
17. Cloud-funding
18. Other Fees (Application, Exam)

Below are some detailed descriptions:
Recruiting Program
The website generates profit by sharing students’ data with the employees who

search candidates to fill the job positions requiring certain skills.

Verified Certificate
Once students complete a class (or a program) that is normally free, they can decide

if they want a certificate that normally charges a small fee.

Specializations
It is a strategy for the MOOCs to sell the courses in a bundle in one time. For

example Coursera develops specialization by combines the relevant courses and the
capstone project in a package and sell to students. If students want to achieve the
certificate from the specialization, they have to pay every individual course in that
bundle.

Employee Training
Companies and originations pay MOOC to conduct certain employee training.

Course Sponsorship
Companies and organizations pay MOOCs to mention their brand or product in

classes, or simply a banner to advertise in lecture videos.

Tuition Fees
Though it’s not common, some MOOCs charge students (normally a small fee

comparing to college education) to take certain courses.
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Credit-Eligible Courses
Some universities, being a partner with MOOC websites, can let students take their

courses by paying cheaper tuitions. Students have to study by using the MOOC first.
After passing the course with C or better, they can earn academic credits and transfer
the credits to the actual university.

Platform usage fee
Companies and organizations can pay MOOCs to use the platform (i.e. website) to

offer their own courses.

Platform service fee
Companies and organizations can pay MOOCs for the support and service when

they use the MOOC platform to offer their own courses [11].

Events/Contests/fundraising
Some MOOCs hold events or contents to raise funding.

Subscription
The students can subscribe MOOCs and access all the courses during the sub-

scribed time period.
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Abstract. Italian Opera is renowned the world over. It has recently been pro-
posed for nomination to the Representative List of the Intangible Cultural
Heritage of Humanity and still, though confronted with sustainability issues,
cooperates in typifying Italy as a cultural tourism destination. This paper focuses
on Italian Opera Houses, comparing their mobile web strategies, in terms of the
mobile friendliness of their websites and their m-commerce models, in the frame
of a global and generational competition. Besides, availability of English con-
tent for an international audience is specifically considered. Results confirm
some general trends in web communication and marketing – namely a pre-
dominance of responsiveness within technical solutions, and outsourcing among
e-commerce policies – and highlight weak points. The study was based on a
systematic process and free web tools, that can be used for other sorts of cultural
heritage institutions, like theatres, museums, art collections, or historic sites.

Keywords: Intangible heritage � Cultural tourism � Opera � Italy � Mobile web
strategy � Mobile-friendliness � m-commerce

1 Introduction

The importance of mobile web technology in cultural heritage tourism has been rec-
ognized since its very inception [1–5]. Mobile web technology opens unexplored
scenarios by changing customers’ behaviours as well as operators’ business models and
services [6–8].

Many Italian cities and places are known as cultural destinations and are visited for
their cultural heritage and in particular for their “must see sites”. Several studies have
investigated the strategies for promoting tangible cultural resources [9, 10]. Less
investigated is the role of attractions related to intangible cultural resources [11]. This
paper focuses on the performing arts and in particular on Opera, also considering that
four kinds of Operas (those of Peking, Tibet, Yueju and Kun Qu) have been included in
the UNESCO Intangible Cultural Heritage Lists [12].

Italian Opera is renowned the world over, as Opera itself was born in Italy thanks to
16th- and 17th-century composers Peri, Caccini and Monteverdi. It contributes to
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characterise Italy as a cultural tourism destination [13], and has been proposed for
nomination for the UNESCO Intangible Cultural Heritage lists.

As part of a larger study, whose goal is to explore how Italian Opera Houses use the
Internet and the Web or, in more technical words, their web presence strategy [14], this
paper reports analyses of Italian Opera Houses’ mobile web strategies, in terms of how
they support mobile access to their websites, including e-commerce options [15–17].

The analyses start from the identification of the business challenges [18] facing the
Italian Opera Houses. These challenges are related to three main issues: high pro-
duction costs, elderly audience, and local market [19, 20]. Even if Opera is a sector
characterised by the Baumol effect – i.e. the technological evolution has not improved
productivity, nor reduced costs [21, 22] – the Web and the mobile Web offer new ways
to address promotion and marketing problems [1–4]. In particular, the role of the
mobile Web is more and more important, due the increasing number of accesses from
mobile devices [8]. A crucial event marking the role of mobile technologies took place
in 2014, when mobile exceeded PC Internet usage for the first time [23].

In our study, the Italian Opera Houses fully recognized as such, the so called
“Fondazioni Lirico-Sinfoniche” were considered, including milestones in the world
history of theatres like La Scala in Milano, La Fenice in Venice, and the Arena di
Verona [24].

The paper is structured as follows. The next section illustrates the background of
the study: intangible cultural tourism, Opera and mobile. Section 3 introduces the
Opera Houses selected for the analysis of the mobile Web strategy, and the tools used
in the study. Section 4 illustrates the results. Section 5 discusses the results, and
concludes the paper.

2 Background

2.1 Intangible Cultural Tourism

The role and impact of cultural tourism has been investigated from many points of
views, focusing on different kind of cultural and heritage attractions [25]. Italy is
known as a cultural tourism destination for its art and heritage resources. As recent
indicators of this perception we can cite the number of UNESCO World Heritage sites
(47 inscribed on the World Heritage, and many more submitted on the Tentative list
[26], and the results of the last survey run by FutureBrand. Italy was one of the 22 out
of 75 countries recognized as owning a “Country Brand”. Even if Italy only ranks 12th
in the overall ranking of the European Countries and 18th in the world ranking, it
gained the first position in two of the parameters investigated by FutureBrand, namely
Tourism and Heritage and Culture [27].

To effectively promote cultural tourism in a destination it is necessary to exploit all
its distinctive elements [15, 17]. That implies a shift from conventional models of
cultural tourism to new models of tourism based also on intangible culture and cre-
ativity [16, 28–30]. In this paper we are focusing on Italian Opera. Italy was the
birthplace of Opera in the 17th century [31]. Italian composers are renowned the world
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over and Italian is used for many musical terms. Italian Operas are among the most
performed (see e.g. the statistics produced by Operabase [32]).

There is also a UNESCO nomination proposal for the inscription of Italian Opera
on the Representative List of the Intangible Cultural Heritage of Humanity [33]. The
potential tourism appeal for Italian Opera Houses has been thoroughly investigated by
Fisichella [34]. The study describes the problems faced by Italian Opera Houses and
their tourist attractiveness. Common problems are related to economic sustainability
(that is reduction of public funding and difficulty to get private financing), the need of a
generational change attracting young spectators and, in many cases, a local branding
and promotion of the Opera seasons (see also [35, 36]). Italian Opera Houses have been
transformed in private foundations, maintaining part of their public nature. Their
funding are almost all public, and in the last years they have reduced to the 0.1% of the
GDP [37]. Besides, private funding – private donations and business sponsorship – is
not adequately supported by the Italian law.

Opera is “an art form in which singers and musicians perform a dramatic work
combining text (libretto) and musical score, usually in a theatrical setting” [38]. As a
result, it involves a large numbers of people, an average of two hundred for a single
performance and high costs. From a tourist point of view, Opera is (mostly) an elitist
cultural product. It represents a niche market, and art tourists spend more but are older
than spectators of other performing arts, as Opera goers are over 60 years old on
average. So that enlarging and renewing the audience are major concerns for the Opera
Houses [39].

2.2 Opera and Mobile

Mobile accesses concern a variety of devices, from featured and smart phones to tablet
and laptops. Recent surveys report that mobile has exceeded PC Internet usage
worldwide and will account for 75% in 2017 [40]. Another reason why companies and
organizations, including Opera Houses, have to adopt a mobile web strategy is related
to the role of the so-called Generation Z teenagers, the actual and future customers, also
named “smartphone generation”, referring to their extensive use of mobile technologies
[41–44]. It is comprised of young people aged 13–20 years (the age range varies in
different countries and studies), a cohort that will soon outnumber the Millennials and
that is crucial to support any initiative an Opera House plans to increase visitors of their
websites and reduce the average age of Opera goers. Among the most recent we can
cite those of La Scala [45], that had great success [46], and of the Teatro Massimo in
Palermo [47].

From a technical point of view, eTourism scholars have analysed the gradual
transition from the initial server-side approach to the responsive one [48, 49]. The
responsive approach, which is client side, and aimed at allowing desktop webpages to
be viewed in response to the size of the device, is currently predominant [50–52].
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3 Methodology

The goal of the study has been to analyse the mobile web strategies of Italian official
Opera Houses in the light of their business challenges [18], namely, high production
costs, elderly audience, and local market, challenges that can be tackled reaching an
economic sustainability, supporting on the Web a wider audience and the promotion of
Opera as a tourism attraction. The mobile web strategy was analysed in terms of:

• the mobile-friendliness of the official B2C websites of the Italian Opera houses;
• their m-commerce models.

The availability of English editions of the websites, intended to promote the Opera
Houses’ seasons and performances outside the domestic market, was also verified.

3.1 Italian Opera Houses

As summarized by the MIBACT ministry (Ministero dei Beni e delle Attività Culturali
e del Turismo, Ministry of Cultural Heritage and Activities and Tourism [24], the
historical Enti lirici (literally, “Opera Institutions”) have been clearly recognized as
such and turned into private foundations, or “Fondazioni Lirico-Sinfoniche.” The
process started in 1996, was completed in 2010, and involved fourteen Opera Houses,
including the Teatro alla Scala in Milano which was recently granted a legal status on
its own, with no significant changes as far as this study has been concerned.

The list of the “Fondazioni Lirico-Sinfoniche” includes the Accademia di Santa
Cecilia in Rome, which was not considered in this study due to its different mission:
Santa Cecilia is mainly focused on concerts. Similarly skipped were the twenty-eight
minor “Teatri di tradizione” (“traditional theatres”), which aim to promote, facilitate
and coordinate musical activities – Opera among them – on a local scale. We therefore
considered the thirteen Opera Houses in Table 1.

Table 1. Italian Opera Houses, their towns, and B2C websites, August 2016.

Fondazione Petruzzelli e Teatri di Bari Bari www.fondazionepetruzzelli.it
Teatro Comunale di Bologna Bologna www.tcbo.it
Teatro Lirico di Cagliari Cagliari www.teatroliricodicagliari.it
Maggio Musicale Fiorentino Firenze www.operadifirenze.it
Teatro Carlo Felice di Genova Genova www.carlofelicegenova.it
Teatro alla Scala di Milano Milano www.teatroallascala.org
Teatro San Carlo di Napoli Napoli www.teatrosancarlo.it
Teatro Massimo di Palermo Palermo www.teatromassimo.it
Teatro dell’Opera di Roma Roma www.operaroma.it
Teatro Regio di Torino Torino www.teatroregio.torino.it
Teatro Lirico Giuseppe Verdi di Trieste Trieste www.teatroverdi-trieste.com
Teatro La Fenice di Venezia Venezia www.teatrolafenice.it
Arena di Verona Verona www.arena.it
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3.2 Testing Mobile-Friendliness

The concept of mobile-friendliness has been formally used by the World Wide Web
Consortium (W3C) – whose mission is “to lead the Web to its full potential” – since
2005 [53]. The deliverables of the Mobile Web Best Practices Working Group
(BPWG) of the W3C include the W3C Recommendation on “Mobile Web Application
Best Practices” [54] released on December 14, 2010. They have come with the W3C
mobileOK Checker, subtitled “Is your Web site mobile-friendly?” The debate on
“Standards for Web Applications on Mobile” is still ongoing [55], but the Recom-
mendation has not been updated after August 2015, and the W3C mobileOK Checker
has been disabled [56].

To investigate the mobile-friendliness of the official B2C websites of Italian Opera
Houses, or “Fondazioni Lirico-Sinfoniche”, a more recent tool was used: the Google
Mobile-Friendly Test (MFT) [57]. The MFT belongs to a group of Google webpages
related to mobile-friendliness [58], which developers worldwide have been induced to
consider as a de-facto standard since early 2015. Starting from April 21, 2015, Google
has “expand[ed] its use of mobile-friendliness as a ranking signal, […] affect[ing]
mobile searches in all languages worldwide and hav[ing] a significant impact in Google
Search results” [59]. The move had been announced two months before.

The MFT is basically a Boolean test, i.e. it states whether the relevant webpage
“appears to be” – or not to be – “mobile-friendly”. In case it does not, the MFT lists the
problems it has identified (though limited to a checklist of potential “usability issues”
acknowledged as such, see Table 2), and recommends visiting the “Make this page
mobile-friendly” webpage, where Google advice is offered to that purpose.

One more factor, download time, has been considered, as it influences mobile
experience [60, 61]. Consequently, this study has used another tool made available to
web developers by Google: the Google PageSpeed Insights [62]. This tool provides
percent evaluations of download speeds from mobile devices, presented as results of
compliance assessments based on a checklist of 10 speed-related recommendations, as
for example, optimise images, minify HTML and reduce server response time. Similar
percentages are supplied for desktop navigation. The relevance of download time to
mobile friendliness has been confirmed by a recent choice of Google: from June 2016
PageSpeed Insights has moved the User Experience test for mobile pages into the
Mobile Friendly Test [62].

In order to gather more data, and compare them with those provided by Google,
download times from the websites of the Opera Houses were also recorded through
Pingdom [63], a free web tool which tracks the uptime, downtime, and performance of
websites. Based in Sweden, Pingdom monitors websites from multiple locations
globally so that it can distinguish actual downtime from routing and access problems
[64]. For each of the Opera Houses’ websites, data about download times were
obtained through Pingdom from servers in Stockholm (Sweden), New York, NY
(USA) and Melbourne (Australia).

Similar tools are currently available, like WebPageTest or VarVy. They add to the
range of no-cost opportunities which website managers can use to gather dedicated and
relevant data in terms of mobile-friendliness and page speed (Table 3). Website
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managers might also consider usability issues that were recently raised by mobile-first
approaches [8, 65, 66].

3.3 E-commerce Models

As for e-commerce practices implemented by the identified Opera Houses, they have
been assessed by visiting the B2C official websites, and taking into consideration
whether

Table 2. Mobile-friendliness usability issues acknowledged as such by Google and their
meaning

Flash usage Most mobile browsers do not render Flash-based content. Therefore,
mobile visitors will not be able to use a page that relies on Flash in
order to display content, animations, or navigation

Viewport not
configured

This tag tells browsers how to adjust the page’s dimension and
scaling to suit the device

Fixed-width viewport This report shows those pages with a viewport set to a fixed width
Content not sized to
viewport

This report indicates pages where horizontal scrolling is necessary to
see words and images on the page. This happens when pages use
absolute values in CSS declarations, or use images designed to look
best at a specific browser width (such as 980px)

Small font size This report identifies pages where the font size for the page is too
small to be legible and would require mobile visitors to “pinch to
zoom” in order to read

Touch elements too
close

This report shows the URLs for sites where touch elements, such as
buttons and navigational links, are so close to each other that a
mobile user cannot easily tap a desired element with their finger
without also tapping a neighboring element

Interstitial usage Many websites show interstitials or overlays that partially or
completely cover the contents of the page the user is visiting. These
interstitials, commonly seen on mobile devices promoting a
website’s native app, mailing list sign-up forms, or advertisements,
can make for a bad user experience. In extreme cases, the interstitial
is designed to make it very difficult for the user to dismiss it and view
the real content of the page. Since screen real-estate on mobile
devices is limited, any interstitial negatively impacts the user’s
experience

Table 3. Tools considered in this study, those used [*], and their URLs

W3C mobileOK Checker validator.w3.org/mobile
Google Mobile-Friendly Test [*] www.google.com/webmasters/tools/mobile-friendly
Google PageSpeed Insights [*] developers.google.com/speed/pagespeed/insights
Pingdom [*] tools.pingdom.com
WebPageTest www.webpagetest.org
VarVy varvy.com
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• e-commerce functions were available;
• e-commerce functions, if any, were purposefully developed, or outsourced;
• navigation along the e-commerce process, if any, kept the Opera’s look-and-feel;
• e-commerce functions, if any, allowed to choose where to seat in the theatre room.

Lastly, the availability of English editions of the B2C official websites was
checked, as it is important for promoting the Opera Houses’ seasons and performances
outside the domestic market and the e-commerce.

4 Results

The Google Mobile-Friendly Test established that three out of thirteen Italian Opera
Houses websites were not mobile-friendly when checked in August 2016 (Table 4).

Though none of them used Flash or interstitials, the data collected showed that
non-compliance – where this was the case – was total; in other words, the three
non-compliant Opera Houses looked as they had not started the process to become
mobile-friendly at all.

According to Google (Table 5), only two of the mobile-friendly websites – those
by La Scala and Arena – were found to be 100% compliant in August 2016. The latter
was positively ranked by Google also in terms of mobile download speed (74%), while
La Scala performed considerably worse under this respect (49%). More analytical data
collected through Pingdom substantially confirmed the overall results from Google.
Download times tested from different continents, however – significantly worsening
with physical distance – suggested that no specific policies were adopted by none of the
identified Italian Opera Houses as far as Content Delivery Networks (CDN) were
concerned. Among the non-compliant and less proficient Italian Opera Houses web-
sites, the Teatro Regio’s (Turin) was at least relatively fast, while the Carlo Felice’s
(Genoa) apparently added time-consuming download to non-compliance.

All the mobile-friendly websites by the identified Opera Houses appeared to have
adopted a responsive approach.

As for e-commerce, ten out of the thirteen Opera Houses identified had imple-
mented e-commerce functions by August 2016 (Table 6). The shopping carts’ web-
pages invariably sported brands of their outsourced developers or shared platforms,
indicating that none of the e-commerce functions had been built in-house. Differences
were instead found in graphic environments, depending on whether the Opera Houses’
online customers were directed to:

1. the home page of a ticket-selling platform, with no further indications;
2. a specific page of a ticket-selling platform, with the platform’s look-and-feel;
3. a specific page of a ticket-selling platform, with the Opera House’s look-and-feel.

The last case – i.e. where the customer is not abruptly carried somewhere else – was
clearly the best, though only the websites of Maggio Musicale (Florence), La Fenice
(Venice) and La Scala (Milano) kept the Opera House’s look-and-feel along the pur-
chase process. La Scala, actually, took customers to a different browser’s window,
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Table 4. Italian Opera Houses, mobile-friendliness usability issues identified by Google, and
Google-evaluated mobile user experience percentages, August 2016 (* partially
mobile-friendly)

Opera
House

Flash
usage

Viewport
issues

Content
not
sized

Fonts
too
small

Touch
elements
too close

Interstitial User
Experience,
as quantifed
by Google

Mobile-friendliness

Fondazione
Petruzzelli e
Teatri di
Bari

98% *

Teatro
Comunale
di Bologna

x x x 65%

Teatro
Lirico di
Cagliari

99% *

Maggio
Musicale
Fiorentino

97% *

Teatro Carlo
Felice di
Genova

x x x x 58%

Teatro alla
Scala di
Milano

100% x

Teatro San
Carlo di
Napoli

91% *

Teatro
Massimo di
Palermo

96% *

Teatro
dell’Opera
di Roma

92% *

Teatro
Regio di
Torino

x x x x 68%

Teatro
Lirico
Giuseppe
Verdi di
Trieste

90% *

Teatro La
Fenice di
Venezia

99% *

Arena di
Verona

100% x
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where only details of La Scala graphic brand (the background color and the logo) were
kept. The Opera Houses from Bari, Cagliari and Genoa did not provide e-commerce
functions at all.

Table 5. Italian Opera Houses, download performances according to Google (Mobile and
Desktop, percentages resulting from compliance assessments) and download times according to
Pingdom (seconds), August 2016

Opera House Mobile Desktop Stockholm New
York

Melbourne

Fondazione Petruzzelli e
Teatri di Bari

14% 18% 3.36 4.27 12.14

Teatro Comunale di Bologna 56% 68% 1.64 2.55 6.18
Teatro Lirico di Cagliari 35% 14% 2.45 4.14 9.29
Maggio Musicale Fiorentino 56% 69% 1.87 3.81 10.44
Teatro Carlo Felice di
Genova

31% 35% 6.53 8.55 17.88

Teatro alla Scala di Milano 49% 63% 3.23 5.32 8.97
Teatro San Carlo di Napoli 45% 32% 1.22 2.12 6.18
Teatro Massimo di Palermo 68% 87% 1.39 2.38 6.16
Teatro dell’Opera di Roma 72% 87% 1.41 3.22 4.40
Teatro Regio di Torino 67% 78% 1.11 2.73 6.84
Teatro Lirico Giuseppe Verdi
di Trieste

34% 10% 1.88 3.39 7.81

Teatro La Fenice di Venezia 34% 40% 2.16 7.97 12.87
Arena di Verona 74% 90% 0.64 1.56 4.93

Table 6. Basic e-commerce strategies by Italian Opera Houses, August 2016 (* look-and-feel
of La Scala website only partially kept)

Opera House e-commerce Same look-and-feel Interactive plan

Fondazione Petruzzelli e Teatri di Bari
Teatro Comunale di Bologna x x
Teatro Lirico di Cagliari
Maggio Musicale Fiorentino x x x
Teatro Carlo Felice di Genova
Teatro alla Scala di Milano x * x
Teatro San Carlo di Napoli x x
Teatro Massimo di Palermo x x
Teatro dell’Opera di Roma x x
Teatro Regio di Torino x
Teatro Lirico Giuseppe Verdi di Trieste x
Teatro La Fenice di Venezia x x x
Arena di Verona x x
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As for m-commerce, the difference between mouse-driven desktop design and
gesture-driven touch-screen design is still a general theme, as is the interface size in
e-commerce. Choosing a seat in an Opera theatre may be crucial for the purchase
process, while interacting with the plan of an theatre through a smartphone is
ergonomically unfriendly.

None of the visited e-commerce pages seemed to comply with mobile-friendliness
needs, with the exceptions of instances of 1 (the home page of a ticket-selling platform
with no further indications), where the relevant ticket-selling platform’s website was
itself mobile-friendly. Specifically, interactive plans of the theatre – which Opera
websites frequently make available, allowing customers to choose where to sit –

showed usability issues when navigated through mobile devices: content was not sized
to viewport.

With regard to the languages used, eight out of the thirteen Opera Houses websites
were found to provide English editions by August 2016 (Table 7) besides Italian. The
Italian content was not always entirely translated, or translated in due time.

With the exception of the Teatro Regio (Turin), the Italian Opera Houses which run
English editions of their websites also grant those pages’ mobile-friendliness. Pecu-
liarly, the most mobile-friendly of all the identified websites – the Arena di Verona’s –
only provides an Italian edition.

5 Discussion, Conclusions and Future Research

In our study, the thirteen Italian Opera Houses fully recognized as such were consid-
ered, including milestones in the world history of theatres like La Scala in Milano, La
Fenice in Venice, and the Arena di Verona [24].

Table 7. English editions of Italian Opera Houses websites, August 2016

Opera House English edition Mobile-friendly English edition

Fondazione Petruzzelli e Teatri di Bari
Teatro Comunale di Bologna
Teatro Lirico di Cagliari x x
Maggio Musicale Fiorentino x x
Teatro Carlo Felice di Genova
Teatro alla Scala di Milano x x
Teatro San Carlo di Napoli
Teatro Massimo di Palermo x x
Teatro dell’Opera di Roma x x
Teatro Regio di Torino x
Teatro Lirico Giuseppe Verdi di Trieste x x
Teatro La Fenice di Venezia x x
Arena di Verona
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The goal of the study was to investigate the mobile web strategies of Italian Opera
Houses focusing on the mobile-friendliness of the official B2C websites and on their
m-commerce models.

The analysis of the mobile web strategies of the Opera Houses was based on a
systematic process and free web tools.

First, the websites of the Opera Houses were tested against Google MFT [57],
PageSpeed Insights [62] and Pingdom [63], in order to state their mobile-friendliness.
These tools were chosen because of their consistency, reliability, ease of use and
constant updating.

Second, the availability of e-commerce options was checked, as were their possible
outsourcing – considering whether brand awareness and perception were preserved –

and usability through mobile devices [65].
Finally, due to the need of targeting a wider international audience, and of a wider

marketing effort to promote Opera as a tourist attraction, the availability of
English-language versions was considered.

The results of our study reflect an unsatisfactory situation. None of the thirteen
Opera Houses fully embraced a mobile web strategy. Three out of the thirteen Italian
Opera Houses websites were not mobile-friendly at all, while only two of the
mobile-friendly websites – those by La Scala and Arena di Verona – were found to be
100% compliant. Even cases where Google tests assess a 100%-good mobile experi-
ence fall under the usability problems raised by mobile-first approaches [8, 65, 66]
(e.g., the horizontal navigation adopted by La Scala website in its home page).

From a technical point of view, the results highlight the predominance of
responsiveness, adopted by all the ten mobile-friendly websites.

With regard to e-commerce policies, ten out of the thirteen Opera Houses allow to
buy tickets online, and an outsourcing model is adopted – that is the transaction is
supported by an external platform – but only three of the e-commerce carts found keep
their Opera website’s look-and-feel.

Concerning the languages used, eight out of the thirteen Opera Houses provide an
English version. The Italian content was not always entirely translated, or translated in
due time.

Italian Opera houses could use the results of our study to improve their mobile web
strategies. In particular, results suggest that Opera Houses should revise their e- (and in
turn) their m-commerce functions – supplying specific webpages from a ticket-selling
platform, where the Opera House’s look-and-feel is kept and the zooming feature of the
theatre’s plan is implemented to help the purchase process – and provide or improve
their English content.

The process to analyse mobile web strategies that our study adopted – checking
mobile friendliness, e-commerce and the availability of English-language versions –

can be used for other sorts of cultural heritage institutions, like theatres, museums, art
collections, or historic sites.

Future research is related to three areas: (a) analyze dedicated apps produced by
Italian Opera Houses, in relationship with their web presence strategies; (b) extend the
study to the “Teatri di tradizione”; (c) identify best practices to promote Opera as a
tourist attraction through mobile devices.
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A preliminary scouting of apps highlighted that only two of the Opera Houses
considered in this study had produced a dedicated app by May 2016, while similar
projects for kids were started but came to a halt. On the other hand, almost all the Opera
Houses identified had lively social profiles on Facebook, Twitter and YouTube [67].

The second area of future research, concerning the “Teatri di tradizione”, aims to
cover all the Italian theatres where Opera is performed, even if not on a regular basis,
taking into account their different missions and funding mechanisms.

Finally, the third area moves from the critical issues identified when assessing the
websites of the Opera Houses: only a couple of them provide information on how to
plan a trip that includes attending one or more performances, and even basic infor-
mation on how to get to the theatre, or on the building as a place to visit, is missing.
This area should also survey the websites and the apps of the tourist destinations where
the theatre is located, to check if and how it is listed. [68]
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Abstract. Wearable technology devices (WTDs) record exercise activity and
capture vital health statistics. These details can be shared with healthcare providers
to monitor patients, manage chronic illness and save lives. The adoption of these
devices continues to grow, but so does their abandonment. Within the context of
healthcare, protection motivation theory (PMT) explains that individuals seek to
protect themselves from health threats that they perceive to be severe. We combine
this theory with the unified theory of adoption in order to investigate the factors that
motivate individuals to adopt WTD to manage their health. The results of the quan‐
titative study show that consumers need to be convinced that the data collected from
these devices can lead to improved health outcomes.

Keywords: Wearables · PMT · UTAUT · Personalization · PLS

1 Introduction

Wearable technology devices (WTDs), such as smartwatches, FitBits, Nike, Jawbone,
and others, are becoming increasingly popular. WTDs are small electronic devices that
consist of one or more sensors with computational capabilities that provide information
and entertainment for the wearer. These sensors are embedded into the WTDs which
are attached to the body, for example, to the wrist or to the head. WTDs capture health
data such as the number of steps taken in a day, duration of physical activity, calories
burned, stress level, body temperature, number of hours that the individual sleeps, loca‐
tion, and even ECG measurements. For output, WTDs can showcase information
through the flashing of LED lights on a wrist device to a complex display of data on a
mobile app.

It is expected that WTDs will play a transformative role in fitness, health, and other
medical applications [1]. Individuals are more inclined to self-monitor their health with
this technology. There is a growing population of WTD users who are interested in
personal analytics as a concept of self-discovery, a movement called the Quantified –
Self (QS) [2]. As WTDs motivate people to exercise and walk, they are considered to
be a preventative tool for chronic disease [3]. WTDs are often used to improve sleep, to
increase productivity and to lose weight [1]. To increase user engagement, WTD manu‐
facturers utilize different techniques such as the gamification of physical activity with
competitions and challenges, while publishing the feedback of their performance on
social media. WTDs such as FitBit, allow individuals to compete against their friends
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or strangers [4]. Social influence is used to alter beliefs, attitudes, motivations and
intentions [5]. The prediction is that wearable computing market will reach more than
$171.2 billion in 2021, with a compound annual growth rate (CAGR) of 50% [6].

WTDs collect health and fitness data. Up until recently, there was little value in sharing
this information with the healthcare industry. Today, Google and Apple are linking the two
with bridging applications. Apple recently launched ResearchKit, which is an open-soft‐
ware platform to create health apps and uses WTDs for medical research. They also
launched CareKit, which is an open-software platform to create health apps that help
people manage various medical conditions and share that information with their physi‐
cians [7]. Among the first four apps that were released by Apple were those that help
manage diabetes, and track symptoms of depression [8]. This is Apple’s step to accelerate
integration of WTDs into healthcare. It is also predicted that other wearable manufactures
will follow this approach, therefore making it easier for medical researchers and doctors to
collect data and resolve issues regarding reliability and safety of WTDs. Another issue is
that consumer surveys showed that more than 50% of WTD owners abandon their devices
after only one year or less of using the technology [3]. Furthermore, according to research
conducted by PwC (2014) [9] only half of those who own the technology wear them on a
daily basis (n = 1000). Previous research has identified that most WTDs do not provide
additional functionality other than the basic functions such as recording steps or heart rate
[5]. Most consumers are unaware that WTDs can share their data with a health care
provider, or that they can save their lives by sending data to their physician’s office. While
the adoption rate has increased, the abandonment rate is still high. Researchers also found
that the technology might require too much effort in order to use it, which makes the expe‐
rience unpleasant for the users [10].

Consumers fail to recognize the potential health benefits of WTDs beyond the
counting of steps and the calories burned [11]. However, there are new improvements
in WTDs such as the hands-free data collection of measurements of heart rate, blood
flow and blood oxygen, which allow for a real-time view of personalized data by the
healthcare provider [1]. These devices may also improve disease control and survival
rates. For example, Apple watch was able to save a person who suffered a heart attack
because the watch showed an abnormal heart rate. The patient was able to call an ambu‐
lance and the paramedics determined that he was having a heart attack. The doctors
cleared the blockage prevented other occurrences and were able to save a life [12]. WTDs
are an example of a protection technology whose efficiency is improved when they
provide personalized feedback in order to protect users from unforeseen health condi‐
tions, such as heart attacks. As of today, they have not been widely adopted. This leads
to our research question: what motivates individuals to use wearable technology devices
in order to protect themselves against unforeseen health related threats?

Practitioners need to not only attract, but also to motivate users to continue using their
WTDs. In order to provide customized feedback, WTDs collect health data by implicitly
monitoring individuals’ behaviours and vital signs. According to Park [13], personaliza‐
tion increases adoption and continued use of an IT innovation. Extant studies of WTDs
have determined that feedback, information display, and specific design principles all play
a role in keeping the user engaged with the technology [11]. This suggests that personali‐
zation could have an impact on behavioural intention to use WTDs. Studies of user
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adoption of WTDs have combined theories of acceptance and use of technology with
Protection Motivation Theory (PMT) [14]. WTDs can be considered as protective tech‐
nology, as they have been designed to protect users against health fears and concerns. None
of the studies have been conducted in North America. We address this gap in the literature
by proposing the theoretical foundation of Protection Motivation Theory (PMT) and
extending it with the construct of personalization together with behavioural antecedents
from the unified theory of acceptance and use of technology (UTAUT) [15].

The remainder of this paper is organized as follows. The next section is the review
of the literature, which includes our development of the hypotheses and concludes with
the research model. The third section of this paper describes the methodology. The
results are then discussed, followed by conclusion that includes implications for the
practitioners, limitations and suggestions for future studies.

2 Literature Review

WTDs can be considered a protective technology. Features such as the measurement of
blood glucose level and heart rate can protect users from potential unforeseen health
risks, such as heart attacks, and help to recognize disease symptoms. Because our inves‐
tigation is in the context of healthcare, we develop a theoretical framework which
includes health information technology (HIT) [16].

We chose Protection Motivation Theory (PMT) as our theoretical foundation as
WTDs have the potential to protect individuals against a threat (such as managing a
disease) or a fear (such as a heart attack) by providing personalized feedback. Our model
of PMT resembles that of the Fear Appeals Model (FAM) from the study by Johnston
and Warkentin (2010) [17] where researchers applied the theory to the adoption of
spyware. In this section, we provide a background on PMT and its constructs [17, 18].
We also describe personalization which is added to the model and we add further infor‐
mation on UTAUT [15], which was included in our theoretical framework.

2.1 Protection Motivation Theory (PMT)

PMT is one of the leading theories of health behaviour [19, 20]. Researchers have used
PMT to predict behaviours that promote health as well as those which compromise health
[21]. PMT was developed by Rogers [18] in 1975 to identify the key factors in fear
appeals and their cognitive mediation [21]. In other words, Rogers [18] theorized that
motivation to protect oneself from potential harm is influenced by fear appeals. These
fear appeals are composed of three components: 1. The magnitude of noxiousness of a
depicted event; 2. The probability of that event’s occurrence; and 3. The efficacy of
protective response [22]. Protection motivation arises through this cognitive process,
which produces an appropriate behavioural intention [23]. Since its inception in 1975,
the theory has undergone a number of revisions and extensions.

PMT involves the appraisals of two components: threat and coping [24]. Health behav‐
iour is induced by the threat appraisals and by the coping appraisals [18]. Threat appraisals
include two constructs: perceived vulnerability and perceived severity. Coping appraisals
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focus on the coping responses that are available to the individual to deal with the threat:
response efficacy, self-efficacy and response cost. An individual’s cognitive processes eval‐
uate the threat appraisals depending on the expectancy and the severity of exposure, and the
actions that they take will depend upon their beliefs in the efficacy of the coping response.
The PMT model used by Johnston and Warkentin [17] is shown in Fig. 1. Our research
model (Fig. 2) is an adaptation of Johnston and Warkentin’s model. Arrows in the model
indicate directional associations and influences between variables, with positive (+) and
negative (−) associations.

Fig. 1. Adapted PMT (Johnston and Warkentin 2010 [17])

2.1.1 Response Efficacy (RE)
Response efficacy refers to the beliefs that a recommended response will effectively
protect a user from a threat [17, 18]. This is a measure of the individual’s confidence in
the effectiveness of the WTD in preventing a risk to health. In the context of our research,
when individuals believe that using WTDs can enable them to reduce threats to their
health because of the personalized feedback, they are more likely to adopt and use the
technology. The effectiveness of the technology can be regarded as the degree to which
the device can help them monitor their daily physical conditions, make personal health‐
care plans, and reduce health related threats. For example, a user may decide to monitor
their heart rate because of a previous heart attack, or a family history of heart attacks.
To reduce the risks of having a heart attack (the threat), the user may monitor the data
collection and later review the results with their health care provider (the response).
PMT predicts that RE would have a positive relationship with behaviour intention and
this positive relationship is widely supported in PMT [18]. Therefore, we hypothesize:

H1: Response Efficacy is positively associated with intention to use wearable device

2.1.2 Self-Efficacy (SE)
Self-efficacy is defined as the level of confidence of individual in their ability to perform
the coping behavior. In the case of WTDs, they must be confident that they are able to
monitor their health correctly. When individuals are confident of their competency to use
the technology, they are more likely to use the technology. According to Bandura (1977)
[25], self-efficacy is a strong predictor of behaviour intention.
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However, previous PMT research found that self-efficacy does not significantly influ‐
ence user intention to adopt technology, but it has been suggested that self-efficacy would
have a greater importance in intention to use technology in health-related fields [14, 26].
For example, WTD users can use technology to self-monitor their physical conditions
with personalized feedback, but the determinant factor is their belief that they are compe‐
tent to deploy the functionality of the WTDs. This positive relationship between self-
efficacy and intention behaviour to adopt technology has been well established in previous
technology acceptance studies as verified by Venkatesh et al. (2003) [15] and other extant
studies [14, 17, 26]. Hence, we hypothesize:

H2: Self-Efficacy is positively associated with intention to use wearable devices

2.1.3 Perceived Vulnerability (PV)
Perceived vulnerability refers to the assessment of the likelihood that individuals will
encounter a threat to their health [18]. Perceived vulnerability is an important element
that impacts one’s reaction to a threat appeal [17]. According to the theory, when the
probability of encountering a threat is high, an individual adopts new health information
technology (HIT) in order to reduce or avoid health threats [19]. Previous PMT research
found that individuals appear to make decisions that are predictable based on the assess‐
ment of their perceived health risks [17, 26]. Researchers identified that in instances
where perceived vulnerability was high, users’ become increasingly concerned with
their knowledge and ability to respond to the threat [19]. For example, a person who has
a history of heart attacks in the family, feels that they will increase the probability of a
heart attack is high if they live an unhealthy life style (eg. smoking, lack of exercise).
Hence, they consider themselves to be highly vulnerable to the threat. As the fear of a
heart attack rises, they feel more vulnerable and their self-confidence to use the tech‐
nology correctly decreases. Therefore, we hypothesize:

H3a: Perceived vulnerability will negatively influence perceptions of response effi‐
cacy.

H3b: Perceived vulnerability will negatively influence perceptions of self-efficacy

2.1.4 Perceived Severity (PS)
Perceived Severity refers to the degree of physical harm that may arise from unhealthy
behaviour [18]. Several studies showed that users are more likely to adopt health tech‐
nology when the threat to their health is severe [14, 26]. However, PMT also defines the
threat severity perception as the ability to influence the strength of the response to the
health threat. For example, in medical practice, if someone suffers a heart attack, they are
aware of the probability of it being followed by another. When the patient goes home and
understands the possible consequence, their fear of a severity of the threat increases. This
causes an emotional response to the threat. In the context of our study, when the percep‐
tion of the severity of suffering another heart attack is high, it decreases their confidence
in the WTD and their own ability to use the WTD successfully to address the threat [17].
Accordingly, we hypothesize:
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H4a: Perceived severity will negatively influence perception of response efficacy.
H4b: Perceived severity will negatively influence perception of self- efficacy

2.1.5 Response Cost (RC)
Response cost refers to the extent to which individuals have adequate resources to
perform a behaviour. Within the context of our research, response cost is associated with
external resources such as money, time and effort, that are required in order to use WTDs.
If a significant amount of money must be spent or it takes a large effort to learn to use
the technology (these are examples of high response costs), individuals might be reluc‐
tant to use the technology, indicating a negative relationship between response cost and
behavioural intention [18]. Hence, we hypothesize:

H5: Response Cost is negatively associated with intention to use wearable devices

2.2 Unified Theory of Acceptance and Use of Technology (UTAUT)

Previous studies of technology acceptance in healthcare have built upon technology
acceptance theories, such as the Unified Theory of Acceptance and Use of Technology
(UTAUT) [26–29]. Studies in the past have investigated the professionals’ technology
acceptance rather than the patients’ technology acceptance [14]. One of the interesting
findings of these studies is that while they did find performance expectancy and facili‐
tating conditions to have significant impact on IT use, effort expectancy and social
influence were not significant [26, 30]. Therefore, further investigation is needed in the
context of technology acceptance in healthcare.

In addition to using PMT to understand user behavioural intention of a health tech‐
nology, we have also included constructs from UTAUT [15]. UTAUT is a widely used
theory to explain technology acceptance [15, 26, 31]. In UTAUT, Venkatesh et al. (2003)
[15] evaluated the most common adoption technology theories and proposed the Unified
Theory of Acceptance and Use of Technology (UTAUT) by integrating elements from
eight major user acceptance models. UTAUT has four key constructs that determine
technology intention and behaviour usage. These are: performance expectancy, effort
expectancy, social influence and facilitating conditions. From a number of empirical
tests of UTAUT, the theory explained approximately 70% of the variance in behavioural
intention and 50% in actual use of the technology [16].

We have extended our theoretical foundation of PMT with UTAUT because the
model is easily extended, scales are readily available from extant literature and its core
constructs have been validated across different disciplines, including HIT.

2.2.1 Performance Expectancy (PE)
Performance expectancy is defined as the degree to which an individual believes that
using the system will help him or her attain gains in job performance” [15]. In the context
of our research, where wearable technology is the technology of interest, its effectiveness
is captured by the extent to which it can help users reduce the health-related threat, and
hence Response Efficacy in PMT is s a proxy for PE [14, 26]. Therefore, we exclude the
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Performance Expectancy construct from our model and substitute it with Response
Efficacy from PMT.

2.2.2 Effort Expectancy (EE)
Venkatesh et al., (2003) [15] described effort expectancy as users’ opinions of the level
of ease related to the use of technology. Previous studies indicated a small significance
of EE on intention to use [32]. WTD do not come with clear instructions on how to use
the technology, and therefore their design should be easy to use. Hence, we hypothesize:

H6: Effort expectancy is positively associated with intention to use wearable devices.

2.2.3 Social Influence (SI)
Social influence is defined as “the degree to which an individual perceives that important
others believe he or she should use the new system” p. 451 [15]. Previous studies on
professionals’ health technology acceptance behaviour found that social influence is not
significant in intended behaviour of users [33]. However, other studies of technology
adoption in healthcare using UTAUT demonstrated that social influence is a significant
factor to adoption intention [14, 26]. In the context of WTDs, individuals tend to make
their decision based on the opinion and suggestions of others, since this is still a fairly
new technology. We therefore hypothesize:

H7: Social influence is positively associated with intention to use a wearable device

2.2.4 Facilitating Conditions (FC)
According to UTAUT, facilitating conditions are derived from two sources: external
and internal [15]. External control refers to the extent to which individuals believe that
necessary resources are in place to perform an action, while internal control refers to
their assessment of their own abilities to perform the action [26, 34].

In the context of this study, response cost (a construct previously described in PMT)
is associated with external control because it describes the resources (such as monetary
and effort) that are require in order to learn to use WTDs. Self-efficacy (another construct
from PMT previously described) is associated with internal control because it refers to
an individual’s ability to learn to use WTDs.

Following the framework of UTAUT [15], facilitating conditions can be interpreted
with self-efficacy and response cost [26]. Hence, we drop FC from our model and replace
it with response cost and self-efficacy. This elimination and replacement of constructs
have been confirmed in several HIT adoption studies [14, 26].

2.3 Personalization

New personalization technologies and applications are becoming increasingly popular [35].
Personalization involves customizing the feedback context to each of the user’s needs.
Personalization exists in many fields and has been previously defined in the literature [36].
Sun et al. (2015) [26] has defined personalization as delivering “the right content to the right
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person in the right format at the right time”. In the context of WTDs, personalization is the
delivery of appropriate health services for specific health conditions and preferences via a
WTD. Park [13] identified that personalization increases adoption and continued use of IT.
WTD’s personalized services can efficiently increase effectiveness of the interaction of WTD
provider, and hence could lead to higher satisfaction among users, and have a positive rela‐
tionship with intention to use. We therefore hypothesize:

H8: Personalization positively affects intention to use a wearable device

3 Research Model

The research model is shown in Fig. 2.

Fig. 2. Research model

4 Methodology

An online survey of the general public in United States of America was used as an
instrument to gather the data. Items were measured on seven-point Likert scales with 1
being “strongly agree” and 7 being “strongly disagree”. Initial consultation was done
with survey experts to examine the logical consistency, contextual relevance, and ques‐
tion clarity of the measurements. The suggestions were incorporated into the next
version of the questionnaire. In addition, a pilot study with 20 participants was conducted
to collect more feedback to further improve the questionnaire. The comments and
suggestions from participants were incorporated via minor modifications of the meas‐
urements, such as formatting of the questionnaire and clarity of the items. The main
study was then launched after finalizing the questionnaire. The survey was sent to 239
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participants, utilizing the service of an organization that offers an incentive to individuals
who are willing to respond to questionnaires.

The statistical tool was PLS, which was selected for the development of a new theory.
PLS is a suitable software for prediction and building theory [37]. PLS is used widely
in the MIS field. SmartPLS was selected to analyze the data and provide various reports
that tests the measurements of the model and the structural model in this study.

The structural model was tested via PLS algorithm that calculated the path coeffi‐
cients and R2 for the endogenous variables. The bootstrapping was used to calculate the
t-values for this research by setting it to sample 5000.

5 Results

5.1 Descriptive Statistics

The survey was sent to 239 participants. Analysis was conducted on 141 responses
(59.0%) that were completed. 49.6% were male and 50.3% were female. Average age
was 48, oldest 77, while youngest was 18.

5.2 The Measurement Model

The outer loading for each construct was calculated through the SmartPLS algorithm. All
indicators were convergent, as their correlation coefficients were greater than 0.708 [38].

The internal consistency of the model was confirmed by SmartPLS where Cronba‐
ch’s alpha was greater than 0.8 [39]. Average Variance Extracted (AVE) was greater
than 0.5 and Composite Reliability was greater than 0.6 [38].

Fornell Larckler scores [40] were also prepared by SmartPLS and the resulting table
showed that the square root of AVE was greater than the correlation coefficient.

5.3 The Structural Model

The coefficient of determination, R2 is the portion of the variance of the dependent
variable that is explained by the independent variables. The intention to use, R2 = 0.784,
which is considered moderate [41].

For each path in the model, the t-values were calculated by bootstrapping with 5000
samples. A number of independent variables did not have a significant influence on
intention to use: Perceived Severity, Response Cost, and Self Efficacy. All other hypoth‐
eses were supported with p < 0.05, and p < 0.01.

The effect size of each variable is measured by f-squared. Each construct is removed
from the model and the change in R2 is calculated. The value of f2 is:

F2 = (R2 included − R2 excluded)∕R2 included

where R2 included is all constructs and R2 excluded is when the selected construct is
removed from the model.
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The effect size is considered small if it is between 0.02 and 0.14, medium if it is
between 0.15 and 0.34 and large if it is 0.35 and over [42]. Table 1 shows the effect size.

Table 1. Effect size.

Construct Dependent variable f2 Effect size
Effort expectancy Intention to use 0.038 Small
Perceived
vulnerability

Response efficacy 0.100 Small

Perceived
vulnerability

Self-efficacy 0.091 Small

Personalization Intention to use 0.027 Small
Response
efficacy

Intention to use 0.237 Medium

Social influence Intention to use 0.391 Large

5.4 Wearable Technology Device Functions

The survey also provided a list of functions that could be useful for wearable technology
devices. The most popular function was to record number of steps, track fitness activities,
and recording of calorie burn. See Table 2.

Table 2. Wearable technology device functions ranked.

Function Rank
Record number of steps 1
Track fitness activities 2
Record calorie burn 3
Monitor my heart rate 4
Track sleeping pattern/quality of sleep 5
Record change in behaviour/movement
to monitor disease

6

Record my moods 7

5.5 Summary of Results

Six of the 10 hypotheses were supported. Table 3 shows the results.
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6 Discussion

Social influence was one of the main factors that influenced individual’s intention to use
WTDs to monitor their health. Individual’s value the opinion of others in adoption of
health information technology. In addition effort expectancy was significant. These
results suggest that social influence and effort expectancy should be considered when
investigating health technology acceptance. PMT assumes that people base their deci‐
sion on their own evaluations, but the theory does not take into account that people might
be influenced by others in their social circle, such as family members and friends. For
example, Fitbit is successful partly because they encourage their users to compete
against each other and share their fitness results online [4], hence influencing others to
purchase the technology in order to participate with friends.

Because this technology is a protective technology, family members might influence
those that are vulnerable to health threats, because of their unhealthy lifestyle (e.g.
smoking). Since social influence can positively affect user behavior, companies should
carry out certain promotion strategies to obtain more users through social influence (for
example, through word of mouth). Another way to attract new users is through health‐
care providers, as they have direct access to patients and can recommend WTDs and
specific apps.

Response efficacy is a significant factor (P < 0.01). This is one of the important
factors when deciding to use the technology, as users must feel confident in the effec‐
tiveness of the WTDs in preventing risks to their health. They must be confident that
the technology is reliable and will function as designed.

In our study, self-efficacy was not significant, but effort expectancy was. WTDs are
designed to be easy to use, and can be learned quickly. Perhaps because of the wide
availability of apps in general, users are confident of their ability to use them and hence
self-efficacy is a non-significant factor. However, given the significance of ease of use,
companies should reinforce the simplicity of the apps. Simple instructions and online
tutorials could make users aware of all the extra functions that WTDs offer. If the app

Table 3. Summary of results

No
.

Construct Path coeff. t-statistic P value Supported

1. RE → ITU 0.370 4.982 0.000 p < 0.01
2. SE → ITU −0.010 0.117 0.907
3a. PV → RE 0.411 3.536 0.000 p < 0.01
3b. PV → SE 0.418 3.067 0.002 p < 0.05
4a. PS → RE 0.126 0.999 0.318
4b. PS → SE −0.023 0.159 0.876
5. RC → ITU −0.062 1.225 0.221
6. EE → ITU 0.135 1.895 0.047 p < 0.05
7. SI → ITU 0.455 6.567 0.000 p < 0.01
8. PR → ITU 0.117 1.955 0.051 p = 0.051
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has shortcuts and has valuable functionality, users will engage with the technology for
a longer period of time.

The results of the structural model analysis confirm the negative relationships
between perceived vulnerability on response efficacy (p < 0.01) and self-efficacy
(p < 0.05). H3a and H3b are supported as perceived vulnerability has a significant effect
on both perceptions of response efficacy and self-efficacy. These results are consistent
with the Fear Appeals Model (FAM) [17]. In the context of health care, when users
perceive that the probability of a threat (eg. suffering a heart attack) is high, their fear
also increases. They might have experienced similar threats (eg. a previous heart attack)
or they are might have knowledge of these threats (eg. family history of heart attacks).
They are then influenced by their perceived probability of the outcome (eg. death or
paralysis). Therefore, the perception of the WDTs to function effectively decreases. The
perception of using the technology correctly also decreases. Users might experience fear
or panic and loss of confidence that they can correctly use the technology and they may
perceive that the technology has lost the potential to protect them from threats or their
fears. Understanding this, practitioners need to emphasize that WTDs have the potential
to save lives by identifying the symptoms early enough through data collection.

The results also indicate that the relationships between perceived severity and
response efficacy and that of self-efficacy are not significant, thereby confirming that
H4a and H4b are unsupported (p > 0.05). These results are inconsistent with FAM [17],
but are consistent with previous PMT studies. FAM predicts that when individual’s
perceived severity is high, their confidence in using the technology decreases. However,
this prediction is unsupported. An individual suffering from a preexisting health condi‐
tion, such as heart condition, if they perceive that the threat to their health is severe (eg.
previous heart attack), they are more likely to use WTDs to protect their health from
malicious consequences. In order to keep consumers using WTDs providers should
emphasize that the technology has capabilities to manage their disease or condition long
term.

Personalization was also a significant influencing factor (p = 0.05). WTD users
receive personalized feedback based on the data that they collect. This personalization
might be related to response efficacy of the technology as individuals expect the tech‐
nology to function effectively. For example, individuals that previously suffered a heart
attack or those that use WTDs to record their vital signs to manage their disease expect
reliable information based on their personal data. Personalization might be a factor for
consumers who identify themselves as the qualified-self (QS) and use personalized
feedback to better monitor their health. Healthcare providers might be successful in
identifying these individuals and could recommend health apps based on their health
needs.

Response Cost had no significance on intention to use (p > 0.05). Price, time and effort
spent on using WTDs were not an issue for the participants. We predicted that if individ‐
uals must spend significant amount of money for the service or effort to learn to use the
technology or the app, they might be reluctant to use WTDs. However, neither money nor
effort were significant factors in decision making among consumers. Perhaps people
believe if it is more expensive, then it must be better. Companies such as Apple and Fitbit,
who sell WTDs in the higher price bracket, are still growing in the wearable sector.
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7 Limitations and Future Research

We used the services of a professional research organization that recruits individuals
who like to respond to survey questionnaires in return for a monetary reward. This does
not represent a general population. Since WTD adoption is still in the early stage, the
survey respondents are likely to be early adopters who are more self-motivated to
purchase and experiment with this technology than are mainstream consumers. A further
limitation is that the survey was only sent to United States consumers and therefore
reflects their experience with the technology and excludes opinions of Canadian and
Mexican markets, which would be a greater representation of North American markets.
This research did not consider the potential influence of technology adoption among
different cultures. Hence, testing whether the provided relationships are still held in other
countries is necessary. Future researchers could extend this study by conducting a
comparison of consumer acceptance between different cultures of different countries.

8 Conclusion

As the adoption of wearable technology devices is increasing, so does the abandon‐
ment of these devices. More people are monitoring their health with the use of tech‐
nology in order to stay healthy or to manage disease. Today, software platforms, such
as Apple’s CareKit, are trying to close the gap between everyday wearables and the
use of wearables in healthcare. This study provides an understanding of users’ inten‐
tions to use of wearable technology in a healthcare setting.

Our study has contributed to the evaluation of PMT and UTAUT within a
specific context, namely the use of WTDs. From a survey of 142 participants, our
results indicate that in the current wearable device market, users are more affected
by social influence and response efficacy when they decide to use a WTD to manage
their health. It is also noted that in threat appraisals, perceived vulnerability has an
effect on response efficacy and self-efficacy, while perceived severity showed to be
not significant. The approach is applicable to adoption and intent to use of other
health information technologies and we suggest that future researchers do a culture
comparative study on adoption of WTDs.

For researchers, our study provides evidence that PMT as a foundation theory
may be a valuable tool for understanding and explaining why individuals do or do
not use protective technologies such as WTDs in the context of healthcare.

Practitioners should ensure that WTDs have useful functions to protect vulner‐
able users against health threats. Consumers also highly value the opinion of others,
and perhaps look to their loved ones or their healthcare providers for advice.
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Abstract. Virtual doctor visiting technology has expanded dramatically around
the world, which has the potential to alter the delivery of healthcare, the quality
of patient experiences, and the cost of healthcare. In this study, we conducted a
content analysis of the online reviews of five popular mobile healthcare systems.
257 patients’ reviews of virtual consultation experience were collected and
analyzed by two coders independently. This study aims at exploring why people
are willing to see doctors online, examining different dimensions of healthcare
quality, and recommending design features of virtual consultation systems. The
results of the research show that there are different dimensions of healthcare
quality in the context of virtual consultation as compared to traditional doctor
visits. We generated nine factors of healthcare quality based on the content
analysis, of which two factors related to convenience and consultation time (e.g.,
the time spent for registration, time spent for making an appointment, etc.) are
most important in influencing people’s satisfaction towards using virtual con-
sultation systems. In addition, we found three critical limitations of current
virtual consultation systems, which include insurance, customer service and
follow-up service. The results shed light on how to improve patients’ satisfac-
tion with virtual consultation systems that would be of interest to healthcare
providers. This study also broadens the academic body of healthcare quality in
the context of virtual consultation that can contribute as the basis for future
research.

Keywords: Virtual consultation � Content analysis � Face-to-face
consultation � Healthcare quality � Patient satisfaction

1 Introduction

Online healthcare offers customers panoply of benefits such as convenience, ease of
use, portability, and reduced operation cost [1–5]. Consequently, online healthcare has
been growing dramatically around the world and has emerged as the leading edge of
the healthcare research area. As one of the emergent research and implementation
topics in the online healthcare area, seeing doctors online (hereinafter seeing doctors
virtually, virtual consultation) has drawn much attention both in academia and practice
[5–7].
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Traditionally, the patient may make a phone call to book an appointment, and then
visit the doctor or specialist to discusses the patient’s medical problem and begin the
process of finding a treatment or solution. The entire appointment is done through
face-to-face communications. But this scenario is looking more and more obsolete,
making the traditional doctor visits yet another procedure transformed by the online
healthcare rage [6]. The rapid proliferation of virtual consultations is challenging the
norm, with the benefit of not having the need for patients to leave the comfort of their
office or home, accessibility of the same good healthcare services as big cities for rural
areas, and reduced charges for both patients and care givers. Some researchers attest
that up to 70% of all patients who seek care do not even need face-to-face interaction
[8]. Despite strong overall growth of virtual consultation services, however, not many
people trust and use them [6, 9]. Evidence has shown that the healthcare service
quality, cost and benefits have been consumers’ serious concerns [10, 11]. People may
be skeptical about the diagnosis accuracy through online consultation, and they also
consider the cost including financial and time cost, and all the benefits online con-
sultation brings compared with traditional face-to-face doctor visiting. Consequently,
virtual consultation providers face a critical challenge in capturing and keeping users:
what determines, and how to facilitate, users’ positive attitudes towards virtual
consultation?

As a viable way of promoting patient trust, user reviews have become an important
venue for virtual consultation providers. Users can evaluate a virtual consultation
system after use; other people can also check reviews before actually using the system.
The reviews have different formats ranging from score scale to text comment. As
viewed by researchers, more detailed information in user feedback is particularly
valuable [12]. Users’ text reviews may convey rich information about their attitudes
towards the system and why, which cannot be wholly captured with other review
formats including star/score scale and so on. This research applies content analysis to
the text reviews on mobile virtual consultation systems. We seek to answer the fol-
lowing research questions: Why are patients willing to see doctors online, comparing
with traditional face-to-face doctor-patient interaction? What are the most important
factors affecting patients’ attitudes towards virtual consultation systems? How can
virtual consultation systems be better designed to improve patients’ satisfaction?

This study could contribute both for implementation and academic research. From a
practical perspective, many patients have difficulties accessing doctors traditionally,
especially in Canada, where there is a vast territory with a sparse population. Our
research reveals the feasibility and necessity of virtual consultation services. This study
also identifies the factors that constitute virtual consultation system’s reputation by
studying real users’ reviews. The results can shed light on what operational compo-
nents virtual consultation providers should concentrate on to effectively improve
patient’s attitudes. For virtual consultation system developers, this research can help
them to better design systems to improve care quality and gain competitive advantages
in the virtual consultation market. Second, from a research perspective, this is a new
effort to explore virtual consultation systems. better knowledge about the criteria
patients use to evaluate online doctor visiting systems and the weight patients put on
different factors can help us better understand the differences between face-to-face and
online communications, and better design virtual consultation systems in the future.
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The paper is organized as follows: Section 2 reviews the related literature and
develops a conceptual framework for healthcare service quality in the context of virtual
consultation. Section 3 discusses the data collection method, the categorization scheme
of care quality and the detailed content analysis methodology we use in this research.
Section 4 discusses the main findings based on the content analysis, and Sect. 5
concludes the paper with discussion of the research implication.

2 Conceptual Development

2.1 Literature Review

Traditionally, patients go to see doctors and receive healthcare primarily by
face-to-face encounters. With healthcare changing at a rapid pace, nowadays patients
will have a significant amount of their medical care delivered using the technology of
the internet and not the traditional in-office visit where the doctor and patient are
face-to-face [6]. In the past years, we have witnessed a proliferation of studies focusing
on seeing doctors online and traditional consultation. According to Rosenzweig and
Baum [6], virtual consultations are electronic discussions that are traditionally
face-to-face encounters. That is, rather than meeting in person, both the medical expert
and patients can interact and communicate online. Virtual consultation is convenient,
economical, innovative and beneficial for both patients and healthcare provider [6].
A 2012 study by BioMed Central, an online publisher of free peer-reviewed scientific
articles, administered a survey centered on the virtual consultation versus the traditional
clinical encounter, and charted the follow-up care related to the original consultation
[8]. The result shows that patients of virtual consults reported to be almost equally
satisfied as patients of traditional consults.

Many factors will affect people’s attitudes and intention to see doctors online. Wu
et al. [13] develop a revised technology acceptance model to examine what determines
mobile healthcare systems (MHS) acceptance by healthcare professionals. The results
indicate that compatibility, MHS self-efficacy, and technical support and training sig-
nificantly affect patients’ attitudes towards mobile healthcare, including perceived
usefulness and perceived ease of use. Yu et al. [14] conduct a survey to examine the
factors determining the acceptance of health IT applications by caregivers in long-term
care facilities. The antecedent variables in the paper include social influence factors
such as subjective norm and image, and demographic variables including job title, age,
work experience and computer skills. The results show that computer skills have
significant positive impact, whereas image has significant negative impact on care-
givers’ intention to use health IT applications.

Of all the factors affecting people’s adoption of healthcare systems, healthcare
quality and patient satisfaction are key metrics used by healthcare providers in their
continuous process improvement efforts [15]. Studies have shown that patients who are
satisfied with their care are more likely to follow prescribed treatments [16]. Johnson
et al. [15] models the impact of patient perceptions of care quality on overall patient
satisfaction in a rural healthcare organization over a three-year time period, and find out
dimensions and constructs of service quality significantly predict patient satisfaction.
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Choi et al. [17] investigate the relationships between service quality and satisfaction
under a South Korea healthcare system. The results indicate that the general causal
relationship between service quality and patient satisfaction was well supported in the
South Korean healthcare delivery system.

It is important to point out that most prior literature generally dwells on care quality
and patient satisfaction in the context of common healthcare, which includes tele-
medicine, tele-monitoring, personal health record and so on (e.g., [18, 19]). However,
as one emergent and special format of healthcare, not many researchers study patient
attitudes and care quality in the context of virtual consultation specifically [20, 21].

Table 1 lists patients’ attitudes towards using virtual consultation, factors affecting
patients’ attitudes, and research methodology used in some previous studies, as well as
patients’ concerns about virtual consultation compared with traditional doctor visits. In
the following section, we will develop a virtual consultation framework based on prior
literature.

2.2 Framework of Patients’ Attitudes Towards Traditional
and Virtual Consultation

It is worth noting that patient perceptions/attitudes have become key inputs for the
assessment of healthcare quality, as well as incentives of healthcare system adoption
[15, 22]. Concentrating on the healthcare quality, we conduct content analysis based on
the framework presented in Fig. 1.

Table 1. Selected virtual consultation literature relevant to people’s attitudes and concerns

Research
paper

Concerns Factors Attitudes Research
methodology

Rosenzweig
and Baum
(2013)

Accuracy of
virtual
consult,
regulations,
privacy

For patients:
cheaper, quicker
For healthcare
providers: revenue
increased, can
track appointments
or follow-ups, web
presence enhanced

Patient
satisfaction
and physician
satisfaction

Prior study review

Zilliacus
et al. (2010)

Rapport
building
inhibited,
reduced
emotional
exploration

Convenience,
efficiency

Practitioners’
satisfaction

Semi-structured
interviews with 15
practitioners.
Interviews are
audiotaped,
transcribed, and
thematically
ananyzed

Palen et al.
(2012)

N/A Consultation
requesting
process,
timeliness, utility

Patient
satisfaction

Observational
case-control survey
study within Kaiser
Permanente,
Colorado
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Typically, both the format and quality of interaction between patients and doctors
influence healthcare quality, consequently affect patients’ satisfaction. In the context of
face-to-face consultations, patients and healthcare providers interact with each other in
a straightforward and natural way. The format and quality of interactions are deter-
mined by the characteristics of patients and doctors. In the context of virtual consul-
tations, all interactions between patients and doctors are mediated by the virtual
consultation systems, thus the virtual consultation systems’ design, implementation,
and usage will also affect the format and quality of interactions between patients and
doctors.

Though some processes in virtual consultation are the same as in face-to-face
consultation, for example, patients need to describe symptoms to the doctor, doctors
need to diagnose and prescribe in both contexts, these processes may still influence
healthcare quality differently. Healthcare system mediation changes the way patients
interact with doctors by allowing them communicate in different locations [23, 24].
This change improves efficiency and convenience of doctor visiting, while also brings
challenges on how to keep communication effect as good as face-to-face consultation,
to improve healthcare quality. The current research uses content analysis of users
reviews to explore the advantages and disadvantages of virtual consultation to inves-
tigate what aspects of healthcare quality influence people’s attitudes towards the virtual
consultation system.

3 Data Collection

To investigate patients’ attitudes towards virtual consultation, we collected data with
real users’ text reviews from different sources. To reduce the workload of reading the
unbelievably large amount of users’ comments, we picked five virtual consultation

Fig. 1. Healthcare quality framework in virtual and face-to-face consultation.
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systems. All these systems can be used on mobile devices. The basic information of
these APPs, and our methods to collect data are described below.

3.1 Five Mobile Virtual Consultation APPs

There are many mobile apps/systems that can provide virtual doctor visit all over the
world, among which, several are well known including MDLive, Zipnosis, Doctor on
Demand, Teladoc, HealthTap and American Well and more. We choose five APPs to
collect reviews of them. All the five APPs can be used on mobile devices, and have a
certain quantity of users.

MDLive. Founded in 2009, MDLive is a “leading telehealth provider of online and
on-demand healthcare delivery services and software that benefit patients, hospitals,
employers, payers, physician practice groups and accountable care organizations”
(https://welcome.mdlive.com/company/who-we-are/). Patients can see a doctor any-
time, anywhere via smartphone with MDLive Telehealth.

MDLive has the largest network of online doctors for telehealth services in US. It’s
claimed that in the app description in Apple store, on average, their doctors have 15
years of experience practicing medicine and are licensed in the state where patients are
located. Their online doctors are available in almost every state in the US.

Via MDLive, people can input symptoms and get information regarding their health
and medical needs, schedule appointments, see a doctor online, and get prescription.
The symptoms commonly treated are non-emergency issues, which include allergies,
asthma, cold & flu, ear infection, headache, joint aches, insect bites and more.

Doctor on Demand. Dr. Phil, whose actual name is Phillip McGraw, is an adviser to
the company, Doctor on Demand. As stated by its website, Doctor on Demand is the
fastest, easiest way to see an urgent care doctor or psychologist on computer, tablet, or
phone – from the comfort of home (http://www.doctorondemand.com/). Patients can do
live video doctor visits including assessment, diagnosis and prescriptions when nec-
essary via the app.

Doctor on Demand doctors and psychologists are rigorously screened, and board
certified. The app is free to sign up – with no subscription fees. It costs $40 for each
15-minute visit without insurance. Users can rate each visit.

The top conditions treated by Doctor on Demand include cold & flu, sore throat,
UTIs, skin issues & rashes, eye issues, travel illness, and more.

Teladoc. Teladoc is developed by Teladoc, Inc., which is a telehealth company that
uses telephone and videoconferencing technology to provide on-demand remote
medical care via mobile devices, the internet, video and phone. Patients can talk to a
doctor anytime anywhere via Teladoc.

Doctors on Teladoc is board-certified and state licensed. They can diagnose, rec-
ommend treatment and prescribe medication via the APP. The fee is $35 for each visit
plus annual fee.
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Many medical issues can be treated via the APP, including sore throat and stuffy
nose, allergies, cold and flu symptoms, pink eye, ear infection, urinary tract infection
and more.

HealthTap. HealthTap is founded in 2010 and provide users secure video or text chat
with a doctor anywhere, anytime. Patients can get instant free answers and help from
more than 100000 top U.S. doctors right from mobile phone or tablet.

American Well. American well company provides telehealth services to hospitals,
clinics and other organizations. In 2013, American Well announced that it would make
their telehealth service available to the general public, and released Amwell mobile
applications for both Android and IOS operating systems [25]. Patients can see a doctor
on their mobile devices anytime, with no appointment needed.

As stated by Amwell app (https://itunes.apple.com/us/app/amwell-live-doctor-visit-
now/id655783752?mt=8), it’s the first telehealth service awarded accreditation by the
American Telemedicine Association, and it’s the first telehealth platform to integrate
with Apple’s Health App in America.

The issues can be treated via the APP include Brounchitis, cough, sore throat, fever,
flu, headache, depression, anxiety, vomiting and more.

3.2 Accumulation and Tailoring of Reviews

We use Google to search for reviews on these systems/apps. The search parameters are
constrained based on (a) a list of e-commerce stores and websites, such as Amazon,
Apple store, iTunes, Google play and so on. (b) key search terms. Our scope focuses
narrowly on seeing doctors via mobile healthcare systems, instead of general or other
perspectives (e.g., search information, store personal medical record etc.).

Phase 1 Primary Accumulation. For each system/app, we apply the following three
steps to collect reviews.

First, we choose to use the reviews for the five systems from websites including
Amazon.ca, Amazon.com, and others including official websites.

Second, we choose to use the reviews for the selected systems from mobile App
stores including iTunes and Google play.

The final constraint is based on key search terms “review” and system name, e.g.,
“Doctor on Demand/DoD”

We choose this way to collect the data we need because the websites and app stores
normally enable users to review the app after their purchase. And most users are willing
and tend to leave reviews on these websites and app stores instead of other places.
Thus, these websites and app stores where people can download/purchase the systems
provide many valuable reviews of the app. With Google as a supplementary tool to
search, we believe we can accumulate most of the reviews of the app.

Phase 2 Tailoring of Data. To improve validity of our data, we apply the following
rules to tailor the initially collected reviews:
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• Irrelevant reviews
• Meaningless reviews, i.e., “I didn’t use this app”

The final data set contains 257 reviews, of which 185 are positive reviews while the
other 72 are negative.

Phase 3 Classification by Research Strategy. Once the researchers identified the
reviews for the final data pool, each review is examined and categorized according to its
research strategy. We draw on the literature and identify several aspects involved in
human-computer interaction, including characteristics of human and computer, and
interaction. The details of research strategy are presented in Table 2. Each review may
be classified into multi-categories. For example, if one user reviews both doctor and
system features, this review should be in both doctor and system features categories
instead of just in one category. Number of reviews represents how many reviews are
about each category. Number of mentions represents how many times all the reviews
mention about each category. One review may mention one category many times, in this
condition, the number of mentions is more than one while number of reviews is one.

For the first category, in the interaction between patients and doctors through virtual
consultation systems, doctors play a very important role on improving healthcare
quality and facilitating people’s attitudes. A certified, professional doctor makes it
easier to build patients’ trust, because they have a tendency to feel more like visiting an
actual doctor face-to-face as in traditional way. 126 reviews are about this category,
while it has 205 mentions in the 126 reviews. That makes average 1.62 mentions
throughout the 126 reviews.

For the second category, which is very important part of our study, it’s about the
characteristics of mobile healthcare systems. We are studying how to better design

Table 2. Research strategies and numbers for each categories

Research strategy Description Number
of
reviews

Number
of
mentions

Doctor Reviews about professionalism of doctors 126 205
Features of system Reviews about features and characteristics

of virtual consultation systems, such as
videoconferencing, easy to use etc

190 367

Similarity/difference Reviews about the similarity/difference
between virtual consultation and traditional
doctor visiting

179 455

Healthcare service
quality

Reviews about efficiency and effectiveness
of healthcare, including and not limit to
benefits, accuracy of diagnosis etc

257 482

Users’ attitudes Expression of people’s attitudes and
experiences, such as satisfaction, trust,
enjoyment or so. Users’ profile such as age,
location, sex and so on

257 693

Others (insurance
etc.)

Reviews about other issues including
network, insurance and so on

41 57
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healthcare system to improve healthcare quality in the context of virtual consultation.
Different system features influence care quality differently. For example, some systems
provide doctor recommendation, which reduce users’ effort to pick one from numerous
online doctors. Therefore, in practice, recommendation feature may be designed to
improve healthcare quality.

The third category compares face-to-face doctor visiting with virtual consultation.
Due to the nature of digitalized systems, seeing doctors online somehow changed
traditional doctor visiting to a large extent, with less limitation of location, time and
control. These changes may bring benefits as well as challenges, including cost, pri-
vacy, trust problems etc. Therefore, the similarity or differences between virtual and
traditional consultation affect healthcare service, and consequently influence people’s
attitudes. The fourth category is the core concept of this paper which is introduced in
detail in the following sections. The fifth category is the patients’ attitudes towards the
virtual consultation system, which is a critical consideration of intention to use. As can
be seen, all the 257 reviews mention people’s attitudes and healthcare quality, which
means the data set after tailoring is valid to be used to analyze people’s perceptions
towards virtual consultation systems. The last category is about other issues, including
insurance, internet connection, technical problem etc.

3.3 Categorization Scheme for Strategy Categories

Based on the above strategy, we develop our own healthcare service quality by
examining the patients’ reviews collected from above sources in Sect. 3.2 and by
following the literature on healthcare quality. We review the literature and identify
several dimensions and constructs measuring healthcare quality. These dimensions and
constructs include issues related to cost (e.g., waiting time [26], cognitive effort [27]
etc.), healthcare outcome (e.g., diagnosis [28, 29], effectiveness [30] etc.), and
healthcare interaction [31, 32]. These dimensions and constructs provide us with the
basic understanding about measuring healthcare service quality in the context of virtual
consultation. We then applied the content analysis approach to the user reviews we
collected and generated a list of 15 healthcare categories that had been mentioned in the
users’ reviews. Finally, we examined the occurring frequency of those categories and
removed some with very low occurring frequency in the data. Therefore, our final
number of categories is 9, which are listed below (category with the highest frequency
is listed first). The definition of each category can be found in the appendix.

Categorization of healthcare quality in the context of virtual consultation:

1. Convenience
2. Consultation time
3. Prescription quality
4. Ease of interaction
5. Diagnosis quality
6. Usefulness of the system
7. Insurance availability
8. Usefulness of customer service
9. Follow-up service
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Simply coding each review into different categories is not enough as that doesn’t
capture the rich information in the review [12]. We further assigned an ordinal measure
to each review for each nominal category. We used number −1, 0 and 1 for the ordinal
coding: −1 means the review is negative on the category while 1 means it’s positive.
Zero means the category is not mentioned in a review for that observation. If a user
doesn’t mention the category, we believe there is no discrepancy between the user’s
perception of healthcare service in this category for both face-to-face and virtual
consultation, and people don’t view it as an important factor. To summarize, the
categorization scheme we developed is nominal (the 9 categories) but also ordinal (the
coding scheme is ordinal from −1 to 1 within each of the 9 nominal categories).

4 Data Analysis

Content analysis has been extensively used in social sciences, information systems and
healthcare area [12, 33–35]. Following content analysis procedure, two coders
including the first and second author worked on the coding in this study.

First, we went through an initial training process. After categorization scheme and a
description of each of the nominal and ordinal categories are provided, a sample of 20
reviews (not overlapping with the 257 reviews in the formal analysis) was used as
training data set to ensure consistent understanding of the categories between the two
coders. Then, following the coding instruction, each coder processes all the 257
reviews independently and two data sets are expected to be generated. Then we plan to
compare the two interpretations and mediate any discrepancies. Following standard
content analysis procedure [36, 37], a final data set is expected to be obtained to do
analysis. Unfortunately, due to time restriction, only one coder finishes coding by the
time this manuscript is submitted. Therefore, only one coder’s data is presented in this
paper. The descriptive statistics can be found in Table 3.

Among the nine categories, three have negative mean values, which represent the
negative healthcare service components. Users seem to be mostly unsatisfied with the
follow-up service, followed by customer service usefulness and insurance availability.
Convenience and consultation time receive the highest level of satisfaction on average,
which have the highest mean values. People seems to think convenience and saving

Table 3. Descriptive statistics for the nine categories (N = 257)

Mean Min Max S.D.

Convenience 1.694 −1 1 1.245
Consultation time 1.189 −1 1 1.021
Prescription quality 1.045 −1 1 0.908
Ease of interaction 0.647 −1 1 1.055
Diagnosis quality 0.582 −1 1 1.277
Usefulness of the system 0.089 −1 1 0.932
Insurance availability −0.055 −1 1 1.030
Usefulness of customer service −0.221 −1 1 0.863
Follow-up service −0.550 −1 1 0.742
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time are most important for virtual consultation. As can be seen, comparing with
face-to-face consultation, virtual consultation benefits patients with convenience and
less time cost, while still need to improve insurance, customer service and follow up
services. We also coded how patients compare virtual consultation and face-to-face
consultation on the nine categories. The comparison between virtual and face-to-face
consultation is present in Table 4.

In Table 5, we present the correlation matrix for the nine categories we identified for
capturing a patient’s virtual consultation system usage experience. From the results, it

Table 4. Virtual consultation versus face-to-face doctor visiting

Virtual consultation Face-to-face

Convenience √

Consultation time √

Prescription quality √

Ease of interaction _ _
Diagnosis quality √

Usefulness of system N/A N/A
Insurance availability √

Usefulness of customer service √

Follow up service √

(‘√’ represents the consultation has advantage on that category than
the other one; ‘−’ represents people have almost equal perception on
the category; ‘N/A’ represents the category only applies for one
consultation.)

Table 5. Correlation matrix of the nine variables

CVE CT PQ EI DQ US IA UCS FUS

CVE 1
CT .44 1

PQ .06 −.18 1
EI .14 −.20 .97 1
DQ .63 .72 .21 .27 1

US .53 −.34 .01 .07 −.25 1
IA .49 .10 .50 .54 .37 .29 1

UCS .64 .73 .01 .08 .96 −.15 .35 1
FUS .20 .14 .75 .71 .27 −.05 .76 .11 1
Note:

CVE Convenience US Usefulness of the
system

CT Consultation time IA Insurance availability
PQ Prescription quality UCS Usefulness of

customer service
EI Ease of interaction FUS Follow-up service

DQ Diagnosis quality
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can be seen that our categorization did capture different aspects of users’ concerns about
virtual consultation systems, since most of the correlation coefficients are less than 0.5.
Most of the values are positive, indicating a user’s perception for each category are
positively correlated.

5 Discussions and Conclusions

Virtual consultation versus face-to-face consultation is a critical issue in online
healthcare area. Healthcare providers have to decide where to invest to improve
healthcare service quality, to improve patients’ satisfaction, and thus to promote their
intention to use virtual consultation systems. In this study, we apply a content analysis
approach to identify nine categories and to examine what categories are the most
important determinants of people’s attitudes towards using virtual consultation systems.
Specifically, we identified the most important factors impacting patients’ satisfaction
about virtual consultation are convenience, consultation time followed by prescription
quality, ease of interaction and diagnosis quality.

Our study can provide insight into healthcare providers’ practices in virtual con-
sultation area. Two factors including convenience and consultation time are found to be
critical to determine patients’ attitudes towards virtual consultation. Most patients who
use virtual consultation think it is more convenient and faster than face-to-face con-
sultation. Though these factors are not actually design features of virtual consultation
systems, they are causal connected with system features. Therefore, we recommend
virtual consultation system developers focus on how to design the system to improve
the two factors. For example, to reduce consultation time further, the system can ask
fewer questions to make the registration quicker. To enhance convenience, the plat-
forms on which systems operate should be in multi-formats, including computer,
mobile phone, wearable devices and so on. In this way, patients can access virtual
consultation almost anytime at anyplace.

In addition, our study can also shed light on how to improve current virtual con-
sultation systems. We find three significant limitations of current virtual consultation
systems including insurance, customer service, and follow up service issues. All the
three factors are related to the healthcare providers’ operational strategies to do
expansion, and make profit. Healthcare providers may seek the cooperation with
insurance companies to provide more insurance options to patients. They can also
recruit good customer service team to reduce the risk of mistakes, do follow-up services
and maintain companies’ reputation.

Our results are mainly limited to users for the five popular mobile virtual consul-
tation systems (people may be more negative on virtual consultation if they use other
not-so-popular systems). Future research can extend the analysis to more systems. The
second direction can be analyzing categories beyond the nine constructs generated in
this study. Although we rule out the categories which are barely mentioned in our data
set, for example, privacy and security, consultation delays etc., these factors may still
somehow impact patients’ attitudes. In addition, the current nine categories can be
further sub-categorized into some detailed indicators, which are more explicit and more
feasible to be implemented. Finally, the future direction can be exploring actual design
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features for virtual consultation systems including doctor characteristics. Our frame-
work indicates that the features of virtual consultation influence healthcare service
quality. Current study compares virtual and face-to-face consultation on healthcare
service quality, nevertheless, it doesn’t involve much on actual design features. The
next step will be retrieving actual system characteristics from different dimensions of
healthcare service quality.

Appendix

Category definition

(1) Consultation time: The time cost to register/make an appointment/do payment.
(2) Diagnosis quality: The accuracy and speed of getting diagnosis.
(3) Prescription quality: the quality and speed of getting prescription/treatment.
(4) Usefulness of the system: The extent to fulfil people’s expectation to be cured.
(5) Usefulness of customer service: Helpfulness of customer service to solve prob-

lems including refund, call delays and so on.
(6) Follow-up service: Whether doctor or the system will make follow-up

calls/services or not.
(7) Convenience: Whether the system can be used conveniently both on computer

and mobile devices anytime anywhere.
(8) Ease of interaction: The extent to easily use the system to do registration, pay-

ment, video chatting.
(9) Insurance availability: Whether users can use insurance or not.
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Abstract. By 2018, mHealth apps would have been downloaded by 50% of the
more than 3.4 billion global smartphone and tablet users. As existing challenges
to adoption are allayed, empirical evidence for factors that most predict suc-
cessful adoption of mHealth apps will be useful to inform and guide the tra-
jectory of mHealth development. To date, most research has looked into
clinician perception of mHealth apps. However, only 2% of mHealth apps target
healthcare providers/insurance, while the remainder target patients and other
consumers [1]. This study was conducted to examine the following: What
factors predict adoption of mHealth apps? Participants (n = 11) between ages of
18 to 65 were recruited. A cross-sectional, qualitative interview methodology
was used to investigate the research question. The UTAUT2 model for tech-
nology adoption and continued use was used to inform the interview guide.
Closed coding, thematic analysis and co-occurrence analysis were performed to
identify factors. Performance expectancy, effort expectancy and habit were the
most relevant constructs that predict adoption of mHealth apps. Flexibility of
app to personal preferences positively contributes to performance expectancy.
Usage of a specific feature is influenced by user’s assessment of relevance to
subjective overall health, or interest. Perception of limited features/value may
lead to user boredom and use discontinuation. Social influence and hedonic
motivation were the least directly implicated factors. Most participants were
unwilling to purchase apps before a trial period. Emergent factors include trust
for technology/information, required time for interaction with app, privacy of
personal information/data, and app-generated feedback.

Keywords: mHealth � mHealth app � UTAUT2 � Technology adoption

1 Introduction

Widespread global adoption and use of mobile communication technology has led to a
new phenomenon: mobile health (mHealth). mHealth has a unique potential to
“transform the face of health service delivery across the globe” and enhance health
outcomes, health quality, and health equity [2]. Telemedicine is an example of suc-
cessful mHealth implementation that has extended the reach of healthcare specialists to
geographically restricted patients who would otherwise not receive adequate care.
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Earlier roles for mobile phones in healthcare include use of text messaging to promote
healthy behaviours and to bring awareness to disease outbreaks using mass alerts [3].
Owing to expanded functions compared to former mobile phone generations, smart-
phones provide a platform for mHealth software (mHealth apps). mHealth apps are
software that are designed to encourage illness self-management, to promote wellness
and health education as well as to assist health care professionals in making diagnostic
and treatment decisions [4, 5].

The current volume of mHealth apps exceeds 100,000 and continues to grow (6). It
is estimated that, by 2018, mHealth apps will be downloaded by 50% of the more than
3.4 billion global smartphone and tablet users [6]. Notwithstanding the impressive
growth trends, evidence for subsequent healthcare gains remain scarce. mHealth apps
spur several concerns including quality and validity of content, medicolegal ramifi-
cations and risks to privacy and security [7, 8]. High turnover rates will likely add
challenge to the assessment of effectiveness and clinical utility of mHealth apps.
A recent US national survey of mobile phone use showed that approximately 58% of
respondents used mHealth apps and, of those, 45.7% reported past discontinuation of
mHealth apps use for reasons including “high data entry burden, loss of interest, and
hidden costs” [9]. As regulatory frameworks become more established and existing
concerns are allayed, factors that most predict successful adoption of mHealth apps will
be useful to inform and guide the trajectory of mHealth app development.

To date, most research has looked into clinician perception of mHealth apps.
However, only 2% of mHealth apps target healthcare providers/insurance, while the
remainder target patients and other consumers [1]. Using the UTAUT2 model for
consumer technology adoption studies, this qualitative study examined the following
question: What factors determine the adoption and use of mHealth apps for personal
use by healthcare consumers?

2 Literature Review

mHealth apps have the capacity to alter the scale and scope of healthcare services.
Considering the ubiquity and portability of smartphones, the ease of access to the
primary distribution channels of mHealth apps, i.e., app stores, and the low levels of
technology literacy required for their use, mHealth apps are uniquely positioned to
improve the quality and cost effectiveness of preventative care as well as treatment and
management of medical conditions [10]. mHealth apps are also uniquely positioned to
address issues of health inequities [11].

2.1 Filling Gaps in Healthcare

Illness Detection: Benefits of Healthcare any Time, any Place: mHealth apps can
play an important role in early detection of medical conditions, reduction of illness
burden as well as healthcare spending. Some medical conditions can be difficult to
detect early at a doctor’s office due to the unpredictability of the timing of symptom
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occurrence. For example, symptoms of atrial fibrillation, a heart condition marked by
heart arrhythmia, may not occur during traditional ECG procedures. mHealth apps can
lead to early treatment and better health outcome by allowing for detection of the
condition in a non-clinical setting by virtue of ease of access to medical device, i.e.,
smartphone, and low cost barrier to app use [10].

Prevention of Illness Exacerbation: mHealth apps can assist in the prevention of
illness exacerbation. For example, lack of time and financial constraints have been
identified as reasons for individuals with chronic obstructive pulmonary disease
(COPD) to delay seeking healthcare services [12]. A study reported that “the hospi-
talization costs for the treatment of acute COPD exacerbations represented about 45%
of total costs” [12]. mHealth apps designed to support self-management of illness
symptoms may help improve quality of life, reduce the frequency of hospitalization,
and improve financial efficiency [12, 13].

Management of Chronic Conditions: Chronic conditions are often complex, require
ongoing clinical care, and may also require self-management by ways of lifestyle
changes, treatment adherence. mHealth apps can be useful in the management of chronic
conditions. For example, decision support apps for diabetes can be designed to provide
just-in-time guidance according to blood glucose levels, to calculate insulin bolus doses,
as well as to track diet, physical exercise, and medication regimens [14, 15]. mHealth
apps could be particularly useful in times when a healthcare provider cannot be
reached or when the nature of their queries do not justify reaching out to a healthcare
provider [15].

2.2 Cross-Generational Reach: From Pediatric to Geriatric Healthcare
Consumers

Pediatric Population: Twelve percent of children between the ages of 8 to 12 and
37% of adolescents between the ages of 12 to 18 own smartphones [16]. In 2014, a
minimum of 60% of children used apps by age 8 [16]. mHealth apps can, therefore, be
a viable route to overcoming the challenge of engaging the pediatric population outside
the healthcare setting and encouraging self-management. For example, children and
adolescents in therapy for pain management can get easy access to reinforcement of
pain management skills even when not in a therapist’s office, thereby leading to
improved health outcomes and quality of life [16]. A separate pilot study was able to
show that a gamified diabetes app increased the frequency of blood glucose level
assessment among adolescents with type I diabetes [17].

Elderly Population: Given the high prevalence of chronic illness in the elderly
population, and the complexities often associated with their conditions, mHealth apps
can assist the elderly population in self-management. Use of smartphones among
individuals over the age of 65 is low. In 2013, only 18% owned a smartphone and over
25% of those who have smartphones never downloaded an app [11]. However, once
familiarized with a new technology, individuals in this age group are reported to be
frequent users of technology compared to younger individuals [11].
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2.3 Technology Adoption and Use

Empirical evidence for the “real world” effectiveness of mHealth apps in healthcare is
scarce. Various technology adoption models have been used to guide research design,
data collection, as well as explanation of findings in studies of mHealth adoption.

A survey of 343 Korean adults based on the Post-Acceptance Model (PAM) and
Technology Acceptance Model (TAM) showed that confirmation of a consumer’s
initial expectations of an mHealth app was a positive and significant predictor of
perceived usefulness (PU), perceived ease of use (PEOU) and intention-to-use the app
[18]. Furthermore, while both PU and PEOU predicted intention-to-use, only PEOU
had significant influence on Satisfaction with the mHealth app [18]. A separate survey
study based on the TAM framework conducted across universities in Bangladesh
(n = 144) found different results where PU, and not PEOU, predicted intention-to-use
[19]. Interestingly, the study found that PEOU was significantly associated with PU.
The study also showed that intention-to-use was significantly and positively associated
with actual use of mHealth.

A survey of 1,132 US consumers using a combination of theoretical constructs on
“technology adoption, technology assimilation, consumer behaviour, and health
informatics literature” showed that perceived innovativeness toward mobile services
(PIMS) and perceived health conditions had a direct impact on intention-to-use [20].
Co-presentation of high PIMS with high perceptions of healthiness or high perceptions
of vulnerability to chronic disease was significantly associated with increased levels of
mHealth “assimilation and substitutive use” wherein substitutive use is defined as
preference for mHealth use as compared to doctor visits. Co-presentation of high PIMS
with high perception of healthiness was also significantly associated with adjunctive
use of mHealth in addition to visits to the doctor [20].

A separate study used the value-attitude-behaviour model, theory of planned
behaviour and aging characteristic factors to survey 424 Chinese adults over 40 years
of age [21]. The results showed that subjective norm, i.e., a “person’s perception that
most people who are important to him think he should or should not perform the
behaviour in question”, and perceived physical condition did not influence
intention-to-use mHealth apps. However, the predictive factors of intention-to-use
differed between middle-aged and older users. Attitude (strongest), perceived value,
perceived behaviour control and resistance to change (weakest) were positive predic-
tors of intention-to-use among the middle-aged group. However, perceived value,
attitude, perceived behavior control, technology anxiety, and self-actualization need
were significant predictors of intention-to-use among the older group. Results also
showed positive relationship between perceived value and attitude in both groups.

Using the UTAUT2 model, a survey of 317 college-aged users showed that per-
formance expectancy, hedonic motivation, and habit positively predicted user’s
intention-to-use of a health and fitness app, whereas effort expectancy, social influence,
facilitating conditions, and price value were positively, but not significantly, associated
to intention-to-use [22]. The authors argued that the insignificant effect of effort expec-
tancy may be due to a ceiling effect resulting from the study population’s high

242 H.O. Woldeyohannes and O.K. Ngwenyama



comfort-level with the technology and the high level of usability of device interfaces [22].
While price value did influence intention-to-use, the authors suggested that participants
would discontinue use of free apps that add no subjective value, whereas they would be
willing to pay for apps that they find valuable [22].

A systematic literature review revealed that the main recognized factors that
influence mHealth adoption are: ‘perceived usefulness and ease of use, design and
technical concerns, cost, time, privacy and security issues, familiarity with the tech-
nology, risk-benefit assessment, and interaction with others’ [23].

3 Methods

3.1 Research Model

The UTAUT2 was selected as the model of choice in this study for the following
reasons: (1) It has comparatively better explanatory power; (2) It is best positioned to
explore use behaviour from consumer context rather than an organizational context.
Table 1 lists UTAUT2 constructs and their definitions.

The UTAUT model explains 69% of technology acceptance, i.e., intention-to-use,
when compared to prior models that explained approximately 40% of the phenomenon
[24]. However, since its publication, only 16 studies used the full theory in its original
form which is suggestive of the non-suitability of the theory across all contexts [25].
The UTAUT was developed for the organizational context where users may be required
to use technology. An extended version of this model, the UTAUT2, includes addi-
tional core constructs to emphasize the consumer context where technology adoption is
voluntary.

Table 1. UTAUT2 Constructs and their definition

Construct Definition

Performance expectancy
[24]

“The degree to which an individual believes that using the system
will help him or her to attain gains in job performance”

Effort expectancy [24] “The degree of ease associated with the use of the system”

Social influence [24] “The degree to which an individual perceives that important
others believe he or she should use the new system”

Facilitating
conditions [24]

“The degree to which an individual believes that an
organizational and technical infrastructure exists to support use of
the system”

Hedonic motivation [26] “The fun or pleasure derived from using a technology”
Price value [26] “The cost and pricing structure”
Habit [26] “The extent to which people tend to perform behaviours

automatically because of learning”
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3.2 Research Propositions

The following propositions were evaluated as part of this research study:

P1: Performance Expectancy influences Behavioural Intention and Use Behaviour.
P2: Effort Expectancy influences Behavioural Intention and Use Behaviour.
P3: Social Influence influences Behavioural Intention and Use Behaviour.
P4: Facilitating Conditions influences Behavioural Intention and Use Behaviour.
P5: Hedonic motivation influences Behavioural Intention and Use Behaviour.
P6: Price Value influences Behavioural Intention and Use Behaviour.
P7: Habit influences Behavioural Intention and Use Behaviour.

Retrieved from: Venkatesh, V., Thong, J.Y.L., Xu, X. (2012). Consumer accep-
tance and use of information technology: Extending the Unified Theory of Acceptance
and Use of Technology. Vol. 36 No. 1 pp. 157–178..

3.3 Research Design, Data Collection and Analysis

This exploratory qualitative research study employed semi-structured interviews to
obtain in-depth information from individuals who have adopted mHealth apps for
personal use. An interview guide was developed by adapting previously validated
questions from the UTAUT2 framework for consumer technology acceptance.
Socio-demographic characteristics collected include age, sex, education, marital status,
and household income. The interviewer obtained informed consent from all participants
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prior to conducting the interview. Ethics approval for the study was obtained from the
Ryerson University Research Ethics Board.

Participants were recruited through face-to-face invitation at a doctor’s office in the
community. One-time semi-structured interviews were conducted using an interview
guide. Interviews were digitally audio-recorded and transcribed verbatim. Data
immersion, coding and content analysis was conducted to identify themes. The NVivo
software supported the data analysis which included: (1) a closed coding deductive
method using UTAUT2 concepts; (2) thematic analysis and open coding, an inductive
method to identify factors not considered in UTAUT2; and (3) co-occurrence analysis.

4 Findings and Discussion

Individuals (n = 11; 3 males, 8 females) between the ages of 18 and 65 were inter-
viewed as part of this study. Fitness and women’s mHealth apps were the most
prevalent mHealth apps, followed by general health apps. (see Tables 2 and 3).

Most participants (n = 8) had a single mHealth app installed on their mobile device
at the time of interview. A possible explanation is that mHealth apps compete between
themselves and other non-health apps for user’s time. The Nielsen company, a con-
sumer trends research company, reported that while the average smartphone user had
42 apps installed on their devices, 87% of those users declared that they use less than
10 apps in any given day [27]. Another possible explanation is that users conduct
targeted search for apps that they predetermine as relevant to their specific interests or
health needs.

Table 2. Demographic characteristics of participants.

Variable Categories n %

Age 18–24 2 18.2
25–29 3 27.3
30–39 3 27.3
40–49 1 9.1
50–59 1 9.1
60–65 1 9.1

Sex Female 8 72.7
Male 3 27.3

Marital status Single 8 72.7
Married 3 27.3

Education High school 3 27.3
Some college 2 18.2
Undergraduate 5 45.5
Some post-graduate 1 9.1

Household income Under 35, 000 1 9.1
35,000–50,000 3 27.3
50,000–75,000 6 54.5
75,000–100,000 1 9.1
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4.1 Performance Expectancy

Generally, participants agreed that mHealth apps served their desired purposes. The
following sub-themes emerged in relation to the concept of performance expectancy.

Time-Demand
Most users interacted with their mHealth apps for up to 15 min per day during days of
use. Where apps are intructional/educational or where they support activities like
meal-planning and diet tracking, participants interacted with apps for 30 min or more.
Most participants (n = 10) reported that they had no desire to spend more time on
mHealth apps than they already did. Only one person reported a desire for increased
and regularized usage and identified low user-friendliness of the app as a deterrent.

Scope of Content
mHealth apps with limited, easily exhaustible scope of content may cease to be of value
to the user after a certain period of time, particularly when they are designed for
instructional purposes. One participant described an instructional fitness app, a
cost-saving substitute for a personal trainer, that lost its usefulness once the full content
was covered.

[Interviewee #04] … I just deleted it because I’m like, I know what I’m doing now, there’s
nothing more.

App Accuracy
Two multiple app users expressed disappointment with the performance of women’s
health apps. Both expressed a misguided expectation of predictive accuracy which
highlights the importance of incorporating guiding material where necessary. Both
reported deleting the apps and re-installing them at a later time. The implication is that
perceived value impacts effort to learn. In contradistinction, three other users felt that
the apps performed well for the task. Another participant continued use of the app after
finding discrepancies in app-generated measurements.

Table 3. Description of device and mHealth apps

Variable Categories n %

Device type iPhone 6 54.5
Android 5 45.5

No. of mHealth apps 1 8 72.7
2 1 9.1
3 1 9.1
5 1 9.1

Types of mHealth apps Healthy diet (incl. Weight loss) 2 18.2
Fitness 5 45.5
Women’s health 5 45.5
General health 4 36.4
Rest & Relaxation (incl. Mental health) 1 9.1
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Scope of Flexibility
One multiple app user reported that while a diet app performed as expected, i.e.,
provided information on healthy dietary options, the app lacked the flexibility to adjust
to ethnic preferences. Nonetheless, she reported continued use to promote her weight
loss and to guide healthy meal preparations for her family.

[Interviewee #06] …It wasn’t to my liking…for ethnic reasons, there’re cenrtain things we
don’t really eat or never eaten before.

Another user expressed satisfaction with the large database supported by her diet
app of choice and its flexibility, i.e., ability to recognize her entries.

[Interviewee #07] …it has a huge database. So anything, I can even put the most obscure thing,
if I’m making my own spinach egg-drop soup, someone somewhere in the world seems to have
entered it…

App-Generated Feedback
Perceived quality of app-generated feedback was a common factor among three par-
ticipants who reported that app performance exceeded expectations. App-generated
feedbacks increased user awareness of existing behavioural patterns and encouraged
behaviour modification for better personal health outcomes.

[Interviewee #05] …fell in love with it. Cause it basically, if for whatever day I’m kinda feeling
like a bit drowsy or down or you know like a bit tired then I know exactly why, cause I haven’t
really gotten enough sleep. I can actually see that on like a chart in front of me so it kinda
measures it, right.

[Interviewee #07] …you track your weight daily and it does statistics, like it does like charts
and it sends you daily little reports that you can print out, like actual reports well it will do
everything for you including, weekly, how much, in a pie graph, you’ve been consuming in
terms of carbs, fats and things like that and even your habits…

[Interviewee #11] I just always assumed that when I was sleeping, it was solid. It’s not. So
sometimes, you’re like, oh I got 6 h last night, and then you sync your [device/app] and like no
you got like 4 cause you were tossing and turning or you woke up multiple times…

Potential for Harm
Most users did not see harm in using mHealth apps. However, two potential harmful
effects of mHealth apps were identified: anxiety in response to app-generated infor-
mation, and propagation of clinically unsupported behaviours that may jeopardize
users’ health.

One participant recounted a time of significant concern over ‘inaccurate’ predictions
of awomen’smHealth app. She added that her friend had gone through a similar situation.

[Interviewee #04] “…when I got really scared, I just deleted the app…”

One individual highlighted the potential harm of mHealth apps that promote
extreme calorie restriction diet programs that would normally be monitored by a health
care provider.

[Interviewee #07] “…it’s a controversial diet…”
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Other Detractors of Performance Expectancy
Dependency on WiFi and functional errors were also reported to negatively affect
performance expectancy.

4.2 Effort Expectancy

In general, participants were able to use mHealth apps with ease. One out of five users
of womens health apps reported deleting an app after difficulty with data entry. The
participant reinstalled the app at a later time and sought assistance from friends. The
participant indicated that low perceived ease of use is a significant motivator for
searching for alternative mHealth apps. Another participant expressed intention to
reinstall a fitness app she had previously deleted after finding it comparatively more
user-friendly than an alternative app.

[Interviewee #06] “I didn’t know how to change the [date] so I deleted the app and I down-
loaded it again.”

[Interviewee #06] “If I can’t use one I just delete it. Find one that’s much easier.”

[Interviewee #08] “…there was another one that I had….I think I like that one a little bit more
because it was a little bit more user-friendly.”

Most users do not use all the features of mHealth apps. Their usage is influenced by
their assessment of relevance to their overall health, their interest, or the effort required
to use the features. However, most expressed desire to further explore the apps in the
future.

[Interviewee #01] “There is an option to check how much water do you drink, your calorie
tracker. I don’t use those. I only check the…more related to my….heart rate…and my steps to
check my body condition.”

[Interviewee #06] “There is more stuff there. Yet to discover when I have the time.”

[Interviewee #11] “Predominantly laziness, I think what it comes down to. Just because it’s a
lot of work for some things.”

Presence of more features did not detract from effort expectancy. On the contrary,
the availability of more features in mHealth apps may serve to maintain the user’s
interest in the app. As previously mentioned, limited number of app features risk user
boredom and disengagement.

[Interviewee #07] “There is something about having so much variety offered to you. You know.
It makes it somehow more enjoyable.”

4.3 Social Influence

Most participants learned of mHealth apps through browsing app stores and through
YouTube advertisements/reviews. One user indicated that a TED Talk presentation
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may have been her introduction to a mHealth app. Two users reported that casual
conversations sparked initial curiosity for specific types of mHealth apps that they later
downloaded.

Approximately half of the participants had friends and family who use the same or
closely similar apps. However, most users did not receive encouragement to use
mHealth apps.

[Interviewee #06] “through my girlfriends. One of them was my sister-in-law, the other one
was my soccer partner and the other one is my friend.”

Only one of 11 participants reported mHealth app adoption as a consequence of
direct social influence, that is, she expressed being embarrassed for being the last
among her friends to adopt a women’s health app.

[Interviewee #06] “I didn’t know, I was laughed at because they knew about it, and I didn’t
know about it.”

Only one participant reported use of mHealth app to track information in antici-
pation of questions from her healthcare provider.

4.4 Facilitating Conditions

Most users (n = 7) would turn to the internet, i.e., Google, YouTube, and online
forums, as the primary tool for troubleshooting issues related to mHealth apps. Three
participants indicated that they would seek help from friends and family. One partic-
ipant indicated that in-app instructions were sufficient. Three partipants revealed app
deletion and replacement with a more user-friendly app as a method of problem
resolution.

[Interviewee #04] “There was one time I [tried to figure it out] but then it ws so confusing.”

[Interviewee #04] “If I can’t use one I just delete it. Find one that’s much easier.”

A limitation in interpreting this observation is that all, with the exception of two
users, had never paid for mHealth apps and, therefore, were not faced with switching
costs. A study found that the role of switching costs are significant in cases of above
average customer satisfaction or perceived value [28]. It may, therefore, be conjectured
that, where users are otherwise satisfied with an app, as the price for apps increase, the
availability of facilitating conditions becomes increasingly relevant to switching costs.

4.5 Hedonic Motivation

Six out of 11 participants reported that there was nothing they didn’t like about the
mHealth apps they use. Nonetheless, only three participants brought up enjoyment in
the context of in-app community competitions that promoted weight loss or physical
fitness.

[Interviewee #05] “…they have like a bunch of different competitions that you can participate
in with your friends, with your buddies, right and you can create that crew.”
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It is important to note that, by and large, participants commented on the app’s
performance and effort expectancy when asked about the likeability and enjoyability of
an mHealth app. Participants associated absence of hedonic motivation with app
dysfuntion (i.e., glitches), absence of variety in app features (i.e., boredom), absence of
specific useful features (i.e., reminder notifications), insufficient ease of use, and
app-dependence on internet. One participant quipped, “You won’t use an app for fun.”
It, therefore, appears that user’s perception of hedonic motivation overlaps with per-
formance expectancy in the context of mHealth apps. This is not to mean that mHealth
app appeal is not relevant in the selection of one app over another with similar function.
When asked what pushed her to download a particular app, one participant replied:

[Interviewee #11] “Probably because I like the little logo.”

4.6 Price Value

All participants used free apps and only 3 had purchased apps in the past. It was,
therefore, not possible to assess users’ attitude towards price value. However, two main
sub-themes surfaced.

Willingness to buy
Most users (n = 8) were willing to pay for apps that they have tried and know work
well for them. In some cases, users would prefer to compare apps against familiar,
previously established tools before making a purchase.

[Interviewee #06] “I would pay for it because I am satisfied with it…I would prefer that
applications have a trial period …to see that it would fit your needs.”

[Interviewee #03] “…I didn’t trust it. When I come now to the doctor, when I checked the app
and the [results] she gave me [after] she check it, they are equal. I like it. After this, I am going
to use it.”

Two participants who used mHealth apps in conjunction with an activity tracking
device expressed that, in spite of the presence of additional features, the apps’ value
would be lost to them in the absence of the device. The convenience of low level
interaction and continuous tracking of measures of physical activity and sleep quality
was one of the main appeals of using the mHealth device/app combination. The added
features in the apps, including tracking of diet and hydration, were of less appeal due to
the level of engagement required for regular data entry.

It is unsurprising that the willingness to pay for an app also depends on the avail-
ability of a free alternative.

[Interviewee #11] “…but if there are free ones, I’m not going to pay for this one.”

Three participants reported unwillingness to purchase apps; one of them stressed
that she would not pay for an app but would search for a free alternative, highlighting
the low switching cost for many mHealth apps. Another admitted her overall low
interest in technology and therefore, low likelihood to pay for mHealth apps, the third
expressed high doubts on reliability of app as deterrent to making a purchase.
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Role of Trial Periods
Upfront fees for access may hamper app sales. All 3 participants who had bought apps
in the past expressed post-purchase regrets. One participant pointed out her preference
for lite versions of apps that offer a time-locked trial period for full access rather than
those that require upfront payment for premium access. She contrasted her decision to
purchase a “gimmicky” app after an effective trial period against a separate decision to
not pay for premium access to an app with free lite version due to uncertainty of
additional value.

[Interviewee #11] “I honestly don’t like the idea of a membership where you have access to
everything for this amount of money. Give me something where I can say look I want this one,
this one, and this one. I will pay, you know, maybe pick 3 programs or something and then say
ok you have a 3 month subscription for these 3 programs for like what $10. I can do something
like that. I just don’t like paying such a big chunk of money for a bunch of stuff I in there that I
am probably never going to use.”

Another participant reported that she was satisfied with the free lite version of the
app and was not convinced of the added value of the premium version of the app. Her
position was also influenced by past dissatisfation with purchased premium access to
an app.

[Interviewee #07] “I don’t know if it actually is worth it. I don’t understand what the benefits
are…I found what I have is great so I don’t know what they’re really offering me that would
step it up.”

[Interviewee #07] “..,you get it and it’s not that much, there is no difference between this and
the lite version”

mHealth apps are a relatively new phenomena and, therefore, trial periods may play
an important role in dynamic pricing [29]. The valuations of mHealth apps by all but
one participant ranged from $2–$15. However, two of those individuals use their apps
in conjunction with an activity tracking device which is relatively costly. One person
was an outlier in his willingness to pay as much as $50 for a general health app that
makes accurate measurements and reasoned by saying that it was for his health, after
all. Some app developers are likely using this pricing strategy. One participant was
fairly certain that the price of an app that she purchased after a successful trial period,
cost more at time of interview than when she bought it.

4.7 Habit

All but one participantwere contentwith the frequencywithwhich they usemHealth apps.
The exception attributed inconsistency of use to dissatisfaction with user-friendliness of
the app.

About half of the participants found reminder push notifications useful. One par-
ticipant expressed disappointment that an app did not have reminders. Two participants
indicated that too many reminders may alienate rather than retain them as users of
mHealth apps. One of the two appreciated that the app gives her a nudge when she does
not use the app for some length of time. The other opined that the usefulness of push
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notification reminders would be dependent on the type of mHealth app and the ability
to customize over time.

[Interviewee #07] “If it did bother me every day, I’d feel hounded…[when there’s a time gap]
it’s like when you want someone to notice you or something. Like a friend.”

[Interviewee #11] “In reality, probably, I’d just get frustrated and be like leave me alone.”

4.8 Behavioural Intention

All but one participant expressed their intention to continue use of their mHealth apps.
The one exception intended to find a more user-friendly replacement for an app. Some
participants added conditions such as:

[Interviewee #01] “as long as I need it”

[Interviewee #09] “Yes, for now yes. Unless, I find something else.”

[Interviewee #11] “Till the new thing comes around”

These conditional statements may, in part, be a reflection of the novelty and
fast-paced, changing nature of the mHealth app market, the voluntary nature of
mHealth app adoption, the current state of low switching costs and the absence of a
central guiding authority on the subject of mHealth apps.

4.9 Emergent Findings

Trust
Three out of four participants who used general health apps that measure medical
parameters, i.e., heart rate and blood pressure, brought up trust as a factor for tech-
nology acceptance. One participant reported that his confidence in the reliability of the
heart rate monitor that came pre-installed in his phone stemmed from the device
manufacturer’s assurance that the sensor on the specific type of smartphone functions
in the same way as the sensor used in emergency rooms. A second participant
expressed his former skepticism was supplanted by confidence after comparing pulse
rate measured through his app with readings at his doctor’s office.

[Interviewee #01] This one is really nice. It is integrated with the phone so. This program you
cannot use in a different phone. You have to have this one actually has a special sensor that
reads your blood heart rate. Exact same thing that they use in the ERs, similar kind of sensor.

[Interviewee #03] I was, you know, I didn’t trust it. When I come now to the doctor, when I
checked the app and the one she gave me, she check it, they are equal. I like it.

The third participant, a nurse by training, voiced her preference for a personal
mobile medical device rather than her mHealth app to measure her blood pressure.
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She believed the app to be inconsistent in its accuracy, perhaps due to its dependence
on WiFi. She had noticed discrepancy between readings from the medical device and
those from the app. Her suspicion is supported by a recent study that provided evidence
for the inaccuracy of a popular blood pressure app [30].

[Interviewee #10] This is not accurate, no?

[Interviewee #10] Something it’s same but sometimes there is a difference 5 points like that.

Privacy
Two participants reported privacy concerns due to the nature of information requested
by the app such as a picture of the participant. Connectivity of mHealth apps with
social media accounts can also be perceived as a threat to user’s privacy, and therefore
hinder app adoption.

[Interviewee #07] I didn’t trust it. That’s the thing. I felt like, even when they wanted a before
and after picture, why do you need this? Who’s gonna take this information? I just didn’t trust
the developers at all…like this big eye watching me.

[Interviewee #11] …I got frustrated with it is because it links to your Facebook and I don’t like
linking things to my Facebook.

5 Limitations and Future Research

mHealth apps are a relatively new phenomena and therefore, significant factors not
included in the UTAUT2 model may not have been captured. From among the
UTAUT2 concepts, price value and facilitating conditions could not be sufficiently
assessed using data from this study. Individuals were required to be over the age of 18
to participate in the study; data for hedonic motivation may differ in the pediatric
population. Furthermore, the types of mHealth apps were unrestricted and it may be
argued that a more targeted evaluation of mHealth app adoption by category may yield
a different set of observations. Although the flexibility of semi-structured interviews
allowed for additional insights, the small sample size constrained information satura-
tion. The results from this study, while not generalizable, may be transferable by
informing future research in the area.

The following questions were generated from this study: Do users exhibit varying
degrees of risk aversion depending on the type of mHealth app? Is higher education,
particularly in the medical field, associated with greater hesitation to adopt mHealth
apps? Is the demand for facilitating conditions subject to price of mHealth apps? Is
hedonic motivation relevant to mHealth apps targeted towards pediatric populations? A
multi-site, qualitative study with a larger sample size and a wider representation of the
consumer population would likely result in improved information saturation which
could be used to design a theoretical framework with significant explanatory power.
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6 Conclusions

The results of this pilot study suggest that some UTAUT2 constructs may be more
significant than others in the assessment of mHealth apps. Performance and effort
expectancy were the most relevant concepts. mHealth apps that require longer inter-
action time are likely to be perceived as time sink. mHealth app developers should aim
for enhanced app efficiency to lower the required user interaction time. Developers
should also carefully consider the quality of information provided and feedback gen-
erated by mHealth apps. For example, managing performance expectation through
in-app education/information may help prevent undue distress stemming from an app’s
feedback on health status. Visual, easily digestible feedback may also enhance user
engagement and user empowerment.

Social influence and hedonic motivation were the least directly implicated concepts.
Although social interactions may serve to introduce people to mHealth apps, the
decision to promote ones personal health and wellness is primarily within ones personal
domain and, therefore, social influence is less likely to impact change in mHealth app
use. Bandura (1998) stated, “People do not behave like weathervanes, constantly
shifting to whatever social influences happen to impinge on them at the moment. They
adopt personal standards and regulate their behaviour by their self-sanctions. They do
things that give them self-satisfaction and self-worth, and refrain from behaving in
ways that breed self-dissatisfaction” [31]. It is also important to consider that hedonic
motivation may be more relevant in the context of a sub-population of mHealth app
users such as pediatric populations.

Other factors that may influence mHealth app adoption include trust and privacy.
Evidence-based, guideline concordant and, where appropriate, regulated mHealth apps
are best poised to address concerns of trust. Developers should also prioritize mini-
mization of risks to users’ privacy. Most users did not consider the integrity of the
source of the mHealth apps making them vulnerable to potential harm. Evidence-based,
guideline concordant mHealth apps would likely be better received for medical func-
tions such as diagnostic, educational, or measurement apps (e.g. to measure heart rate),
particularly among those individuals with higher education.
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Abstract. E-learning has received considerable attentions in both universities
and enterprises. However, a few related studies have advocated the benefits of
social features as an important factor of E-learning but have not explored much
further. In this work, we utilize social support theory to argue that embedding
the social features into e-learning system is necessary and appropriate. Collec-
tively, potential direction of e-learning has been simple summarized from the-
oretical and practical prospect. We hope our reviews on current literatures can
benefit both scholars and practitioners.
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1 Introduction

With the emergence of internet and explosive growth of knowledge, more and more
people would like to use online tools or resources for further learning and knowledge
sharing, one of these areas is known as E-learning. E-learning system refers to a
web-based system that users or learners can obtain information or knowledge through
digital activities [1]. A good example of this is MOOC (massive open online courses).
This new tool has changed the way people learn, work and live. In this regard,
E-learning system has been widely adopted by both universities and enterprises. An
E-learning Market Trends & Forecast report made by Docebo, predicted that world-
wide E-learning market will reach 51.5 billion of dollars by 2016 [2]. In particular, the
enterprises are found as the largest customers for the E-learning systems in order to
train or continue educating their staff. According to the report published by ASTD on
2016, 95% U.S. enterprises with more than 500 employees use e-learning system for
staff training, with the highest amount being spent on information technology
(IT) training.

Differing from traditional face-to-face learning approach, E-learning is character-
ized by several advantages, such as convenience, efficiency, and site openness [3, 4].
For example, staff can seamlessly learn and receive education by using electronic
systems. Nowadays, with the fast development of web 2.0, more and more social
features, such as social bookmarking or feedback mechanism, are considered in
designing an e-learning system. Such findings sufficiently indicate that e-learning
system has been shifted from a conventional web-based system to an IT artifact fea-
tured with dynamic and interactive features, namely, a collaborative learning system.
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Collaborative learning denotes a learning approach that students and teachers
collaborate to accomplish a specific learning goal in order to promote learning out-
comes, which emphasizes the teamwork and more proactive participation. Consider-
able works have proved the significance of collaborative learning [5] from various
perspectives. For instance, by employing cognitive psychology, cooperative learning
and social practice theory, Stahl [6] conceptualized a collaborative learning model with
the combination of personal knowledge and social knowledge construction. Besides,
Coll [7] and his colleagues (2014) emphasized that teacher’s participation could
improve learning outcomes when students engaged in online collaborative learning. In
summary, collaborative learning can be more benefit to construction of knowledge and
more efficient for learning.

In the studies of collaborative learning, interaction has been widely proved as a
positive factor, which can be understood by the social support theory. As we know,
learning is a process with the involvement of human factors and personal interactions
[8]. People need social interaction to satisfy their social needs for support, and this
psychology need can be reflected in the E-learning activity. For instance, by investi-
gating 200 students’ Facebook profiles, Bosch [9] investigated the role of social factors
in community-based learning, where the users are found to like sharing and discussing
with their friends. Detailed argument will be introduced in Sect. 3 subsequently.

For the remainder of this study, a literature review on E-learning is given. Next, we
introduce social support theory to argue that embedding social features into E-learning
is necessary. Finally, the future prospect and conclusion are presented.

2 Literature Reviews

Rather than a simple combination of Internet and learning materials, E-learning denotes
“an environment in which the learners’ interaction with learning materials, and/or
instructors are mediated through advanced information technology” ([10], p. 2). In the
past decades, many scholars from psychology, computer science and information
system disciplines have identified the factors relating to E-learning systems. Among
them, evaluating E-learning is an essential work. In order to enable managers to
achieve optimum investment and allow learners to learn efficiency [11], several
approaches have been introduced to evaluate the effectiveness of E-learning. A typical
method for evaluating the e-learning system is the AHP (Analytical Hierarchy Process)
method. For example, by conducting AHP methods’ basic theory, Chen and Yang [12]
established a set of indexes used to evaluating the intelligence of online learning
system. Then, they used AHP to determine the weight of each index. Similar method
has been used in Colace [13] and Alice [14] work. In addition, Matsatsinis et al. [15]
argued that the evaluation process completely depends on the users’ judgment. Thus,
they applied Linear Programming (LP) for measuring satisfaction indexes and deter-
mining the weights of criteria. Besides, other scholars utilized different methods [16–
18] to present an evaluation framework with multi-criteria design. We summarized the
most significant criteria used in the evaluation of E-learning performance in Table 1
below. As we can see, most indexes focus on the technology aspect. However, the
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Table 1. Summary of the significant criteria in E-learning evaluation

Author Main criteria Focus

Zhang et al.
(2010) [19]

Usability, Response time,
Interactivity, Accessibility,
Security

Establishing the hierarchical
structural model in order to assess the
affecting factors of e-learning
adoption in China

Munkhtsetseg
et al.
(2014) [20]

Usability, Accessibility, Stability Identifying 13 criteria which can be
divided into 4 groups. Then, AHP, as
a technique, was used to evaluate
open-source e-learning systems and
edunet system

Shee and
Wang (2008)
[21]

Usability, Web and course
design, Accessibility, Stability

Comparing and evaluating the user
behaviors between pre-adoption and
post-adoption of e-learning systems

Bhuasiri et al.
(2012) [22]

Usability, Response time,
Interactivity, Accessibility,
Reliability, Functionality

Utilizing the AHP method to explore
the key affecting factors of e-learning
system in developing countries, and
comparing the crucial success factors
between experts and faculty

Jie (2010) [23] Response time, Interactivity,
Web and course design,
Accessibility, Reliability

Evaluating the online course quality
and considering more about factors
like course content and system design

Hwang (2004)
[24]

Usability, Functionality, Web and
course design, Reliability,
Security, Functionality

Proposing a combined
group-decision method which
includes AHP, fuzzy theory, and
group decision method for evaluating
educational website

Lo et al.
(2011) [25]

Usability, Response time,
Interactivity, Functionality,
Stability

Identifying the crucial factors
regarding to the successful
implementation of customized
e-learning system

Wang and Lin
(2012) [26]

Functionality, Stability Examining the interactive learning
process from an integrated approach
composed of fuzzy AHP and AR
(associate rule)

Cobo et al.
(2014) [43]

Interactivity Developing a new model combined
the AHP and data mining to evaluate
the students’ interactivity on online
learning systems

Büyüközkan
et al.
(2010) [44]

Security, Web & Course design,
Interactivity

Proposing a fuzzy TOPSIS
(Technique for Order of Preference
by Similarity to Ideal Solution)
methodology which based on the
axiomatic design method, then it has
been used to analyze the quality of
e-learning systems

(continued)

Embedding the Social Features into E-learning System: A Review 259



human factor is the key role in the whole learning process. Thus, researchers gradually
reshaped the view from advanced technology to human behavior.

As opposed to understanding e-learning from technological perspective [27, 28],
more and more researchers interest in investigating factors that drive a successful
E-learning from behavior perspective. For instance, Selim [29] proved that teacher
characteristics (attitude and control techniques, teaching style), student characteristics
(computer skills, interactive cooperation, e-learning content and design), technology
(Easy access and infrastructure) and support served as determinant variables
influencing the effectiveness of E-learning system. Besides, the learner’s loyalty was
found as another determinant influencing users’ behaviors in Chiu’s work [30]. In
addition, Rodriguez-Ardura et al. [31] constructed a comprehensive model to explore
the role of interactional features impacting learning outcomes. The result showed that
interactivity was positively related to learner’s response, but such effect was mediated
by imagery, spatial and co-presence, and flow. Moreover, in order to understand the
human psychological factors in e-learning systems, Eligio et al. [32] argued that
emotion understanding could facilitate the effectiveness of online learning. Except
technology, the factors affecting e-learning satisfaction proposed by previous scholars
can be concluded into the following five dimensions, including learner dimension,
teacher dimension, course dimension, design dimension and environment dimension.

In summary, existing researches largely focus on e-learning system design from
following perspectives: E-learning effectiveness evaluation, affecting factors, instruc-
tional programming and other technological issues, and course design etc. A few
related studies have advocated the benefits of social features as an important factor of
collaborative learning but have not explored much further. With this in mind, in order
to increase the successful rate of online learning implementations, these social features
deserved attention from management and system designers. This work can be
replenishment for this.

Table 1. (continued)

Author Main criteria Focus

Alptekin and
Karsak (2011)
[46]

Usability, Cost-Effectiveness Presenting an e-learning
evaluation/selection framework
which includes QFD (Quality
Function Development), fuzzy linear
regression and optimization

Jeong and Yeo
(2014) [47]

Usability, response-time Identifying nine major criteria and
establishing a quality model in
accordance with multimedia factors.
After that, adopting pairwise
comparison approach to evaluate the
model
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3 Social Support

E-learning is an adaptive learning activity relates to the interaction between users, the
user interactivity has been proved as one of the most essential features in previous
studies [33, 34]. Traditional E-learning system essentially neglects these social factors,
which can no longer satisfy the needs of learner. Interactive system, which is based on
the collaborative learning, is the emergence pattern. Current E-learning systems pro-
vide basic collaborative learning, learner can discuss with other students or teachers
when they have questions. However, this interaction is deficient, the complex inter-
action activity still can’t be achieved. The existing problems are concluded as follow:

• Lack of participation.
• Lack of specificity.
• Inconvenient to Knowledge sharing.

With the rapid development of social media, aggregating several Web 2.0 tools
(et al. wiki, blog, and media sharing tools) and integrating the social features into
e-learning systems can solve the above problems, which can be supported by social
support theory. Social support refers to a perception that people feel about being
responded to friends in their supportive social network. It builds a well-established
foundation for understanding the social behavior of individual. Currently, online
community has been found as a powerful channel for users to enhance their well-being
[38–40]. In other words, more and more people will hang out on online communities to
search warmth or belonging in order to satisfy their social needs. Compared to
face-to-face communication, online social activities are more conductive to individual’s
social support [42]. Generally, online social support is virtual and intangible [45],
which can mainly divide into information support and emotional support [35]. Infor-
mation support refers to providing useful messages and advice during the learning
process. Emotional support refers to giving emotional concerns such as understanding,
caring and stimulating.

Since social support on the online learning activity is intangible in nature and is
often relied-on interaction between users, the role of social factor in the practical
application of collaborative learning systems is gaining much interest from recent
scholars. For instance, Chatti and his colleagues (2007) [51] argued that web 2.0
technologies can help contribute to knowledge sharing and learning performance, and
presented a social software which can benefit to online knowledge/learning manage-
ment. Besides, Johnson [48] added the factor “social presence” into e-learning envi-
ronment and found that social presence relating to satisfaction and interaction had a
positive impact on performance and satisfaction. In addition, Yujong Hwang [49]
introduced “social influence” concept in exploring the shaping attitudes toward
knowledge sharing through email in online learning context, and the result indicated
that all social influence factors are found to positive influence users’ sharing attitude.

The role of social support in collaborative learning system can be described as
follow. Since social support could enable individual obtain warmth and care, as a
feedback, it would be natural for learners to collaborate and share information.
Knowledge sharing is an important construct in e-learning context, on which
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incorporating social features [10, p. 2], [36, 50]. E-learners are interested in interacting
with their friends such as sharing learning experiences or consulting learning questions
in their learning process, through which their relationship can be enhanced. Learners’
intentions to share knowledge in the online community often influence the success of
E-learning systems [37]. In brief, E-learners are more willing to use the system that
with a well social support [41]. Thus, the frequency interactivity may further increase
the motivation to continue online learning, which in turn decides the outcomes of
E-learning system.

In line with the above understandings, we believed that social support could be
treated as an important theory in understanding the collaborative learning in current
information system (IS) research. Therefore, considering more social factors in
designing and exploring E-learning system is in accord with social support theory.

4 Conclusion

Collectively, the topics of E-learning have been received considerable attentions. Given
the importance of social factors in online collaborative learning, this work explained
that the social support theory helps contribute to a better online learning outcome. We
hope our reviews on current literatures can benefit both scholars and practitioners.
From the theoretical perspective, the feature of interactivity should be conceptualized
into the emerging model of e-learning research. Besides, some scholars proceed from a
social theory perspective with a more cross-cultural, Interdisciplinary engaged look at
E-learning. Moreover, other factors like cognitive psychology, personalization and
intelligent features, would have potential contribution to further shape the design of
e-learning artifact. From the practical perspective, emerging services that can integrate
face-to-face learning and online learning will be adoptive to increasing the learning
effectiveness. In addition, aggregating e-learning features into mobile devices will be a
crucial application in future.
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Abstract. The increasing spread of mobile technologies provides educators and
developers with more opportunities for creating a wider range of education tools.
In this paper we propose a game-based language learning system called ADVEN‐
TURE to improve the learners’ skills for language learning and self-motivation
to learn. Firstly we introduce a focus group conducted to understand learners’
needs and language learning behavior, then we review some of the background
research works in the field of gamification and language learning. Following the
research finding and user study, the paper presents the design and development
of ADVENTURE which creates immersive experience for language learners. The
application adds not only the gamification elements included game mechanism
and the aesthetics but also the elements in the process of learning. The final output
reaches the target of improving the learning efficiency and interesting the progress
of learning.

Keywords: Gamification elements · Language learning · Motivation · Mobile
application design

1 Introduction

In the context of language learning learners tend to increasingly rely on independent,
individual study—instead of taking conventional classes and have face to face oral
practice. Learners do not have enough opportunities and appropriate situations to
communicate in the second language. This paper introduces a gamified mobile learning
tool in order to address this issue.

The development and usage of mobile apps for language learning has become
increasingly popular in recent years [1]. Mobile apps have the advantages of providing
new opportunities for visualizing learning material, allowing rapid feedback to learner’s
task, which enhance traditional teaching and learning process.
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By reviewing research on gamification and learning strategy, we get design inspira‐
tions. The concepts explored from the game world is helpful for visualizing and distrib‐
uting language learning materials and tasks in a motivational and effective manner. The
aim is to increase motivation through the integration of gamification elements and learning.

Following this direction, we proposes ADVENTURE as a gamified learning appli‐
cation for second language acquisition. The application adds not only the gamification
elements included game mechanism and the aesthetics but also the elements in the
process of learning.

The main intension is to make independent learning more interesting, improve
learning efficiency and effectiveness, and strengthen learning outcomes. In short, we
seek to satisfy learners’ language learning needs.

2 Identifying Learners’ Needs

At the beginning of design process, we would like to have some general information
about learners’ needs and current products. A focus group was conducted with fifteen
Chinese participants who were willing to self-learn English as a second language by
using mobile learning tools. The participants were selected with both experience in using
mobile English learning applications and playing various games. The aim of the focus
group is to understand potential users’ learning motivations, current products and in the
consumer market and potential users’ gaming behaviors. These are the set of subjective
questions.

2.1 Learning Motivations

What’s your aim and objective for learning English? Which language level are you at?
How do you use the current mobile learning aid products? Are you satisfied with them?

The result shows more than half (60%) of the interviewees are learning English as a
second language for specific time-limited goals, such as preparing for examinations or
applying to study abroad. While 40% users left are learning second language just for
personal interests. They have a long-term and on-going learning manner and believe
mastering a second language will be beneficial in the future though there are no direct
benefits for them right now. Their time schedule is quite flexible. For the users who have
definite goals, the learning content is decided by the exact examination type e.g. TOEFL
or IELTS. For the other users who have more flexible plan, they focus on strengthening
practical language skills such as listening and speaking.

2.2 Market Landscape

What kind of apps have you used for language learning and why? Are they effective? If
there is room for improvement, what features of products do you expect?

The language learning mobile applications on the current market can be divided into
three categories: 1. Full-range app covers all dimensions of language learning aspects
including listening, speaking, reading, writing and translating, e.g. VOA English; 2.
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Particular-focus app concentrates on one specific aspect of language learning such as
apps for vocabulary increase or grammar acquisition; 3. Play-and-learn app motivates
users through singing songs or dubbing as native speakers for English movies. The
examples in this category are Mofunshow, Sing English and etc.

2.3 Gaming Behaviors

What kind of games are you playing and why? Can you give an example? What are the
elements in game attracting you?

Most of the respondents are keen on Role-playing games (RPG), online multiplayer
games (MMO) and Adventure game (AVG), which are the main types of mobile games.
People play games for various purposes, they seek for excitement, enjoy exploring in
adventure, build social networking in virtual world and etc.

2.4 Summary

Regardless the growing trend of using apps for language learning, the great majority of
learning tools still focus on individual vocabulary or grammar learning which do not
enable learners to effectively communicate with others in the target language. Instead
we should take advantage of the communication capabilities mobile devices provide its
users with. The fragmented knowledge such as vocabulary and grammar need to be
complemented by other skills such as interaction.

3 Gamification Theory

3.1 Gamification

Although games are originally designed to serve fun and entertainment, since they can
motivate learners to engage with them with unparalleled intensity and duration, game
elements have the capacity to make other non-game products and services more enjoy‐
able and engaging [2]. Recent years have witness a fast expansion of consumer appli‐
cations in various contexts that takes inspirations from games. This phenomena can be
summarized as “gamification”.

Industry has tried to describe “gamification” practically in terms of client benefits.
Helgason, CEO of Unity Technologies (the company produces one of the most popular
game engines Unity) described gamification as “the adoption of game technology and
game design methods outside of the games industry” [3]. Zicherman presented in Gami‐
fication Summit about “the process of using game thinking and game mechanics to solve
problems and engage users” [4]. Another famous game company Bunchball defines it
as “integrating game dynamics into your site, service, community, content or campaign,
in order to drive participation” [5]. In order to define the term for research use, Deterding
examined the gamified applications and then described “gamification” as “the use of
game design elements in non-game contexts” [6].
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3.2 Gamification Elements

Deterding also suggests narrowing “gamification” to the description of “gamification
elements” characteristic to games [6]. The elements should be found in most but not
necessarily all games, and play a significant role in gameplay. This definition is quite
blurred, which directly leads to the questions: what is “characteristic” for games? Which
elements can be categorized into the list of “gamification elements”?

Obviously not only visible, easily distinguishable elements such as point and avatars
are gamification elements, but also more fundamental game structure and mechanics.
In the research field of game, there are already some similar, competing and overlapping
definitions of gamification elements. MDA model is a formal game framework consisted
with game mechanics, game dynamics and aesthetics [7]. The MDA model suggests that
designers work with mechanics to create aesthetics, whereas players experience
aesthetics, and in so doing, infer knowledge about mechanics [7]. It identifies mechanics
as game elements on the technical level, dynamics as interaction with the player, and
aesthetics as the desired player experience triggered by mechanics and dynamics. Based
on MDA model, “game design atoms” was further identified by Brathwaite and
Schreiber [8]: game state, game view, player representation, game rule system, game
dynamics, goals, and game theme.

Haimari and Koivisto proposed nine dimensions of a gamified environment [9]:
Challenge-skill balance, clear goals, control, feedback, experience, loss of self-
consciousness, time transformation, concentration, and merging action awareness.
These nine dimensions represent outcomes of gamification.

Reeves and Read listed the “Ten Ingredients of Great Games” as [10]: Self-repre‐
sentation with avatars; three-dimensional environments; narrative context; feedback and
behavior reinforcement; reputations such as ranks and levels; marketplaces and econo‐
mies; competition under rules; teams; parallel communication systems that can be easily
configured; time pressure.

Some research looks at game structures. According to Prensky there are six elements
of game structure [11]: Rules, Goals and Objectives, Outcomes and Feedback, Conflict/
Competition/Challenge/Opposition, Interaction, Representation or Story.

3.3 Gamification in Education

These definitions and lists above allows defining what specific elements that gamifica‐
tion cover and inspires us to make use of them for designing in education context. Garris
believed that games have multiple advantages such as enabling knowledge acquisition,
increasing learners’ motivation, encouraging analysis, synthesis and evaluation of
concepts [12]. Game-based learning refers to the process and practice of learning
through games [13]. The use of gamification elements combines both fun and enter‐
tainment with educational purposes [14]. The integration of gamification elements can
leverage people’s natural desire for mastery, achievement, etc. Lawley values the
complexity of a well-designed games, he argues that reducing the surface elements such
as interface characteristics and game dynamics falls short of engaging students and can
even damage users’ emotions and engagement [15]. With so many research and literature
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at place, though few studies are conducted in the area of language learning to explore
such new opportunities.

4 Learning Theory and Strategy

Although vocabulary input and grammar knowledge is a primary learning task during
the early stages of language learning process, learners still require consistent, mean‐
ingful language interaction. The focus should be more on learning to use the language
as a supporter for effective communication rather than the vocabulary or grammar alone
[16]. Flipped Learning Approaches [17] place the emphasis on actively working through
challenges, which is interacting and communicating with the second language in real
situations instead of decontextualized learning. Some theories of language learning put
emphasis mainly on enabling learners to communicate effectively in the second language
[18]. Beth Kemp Benson describes Scaffolded learning [20] as framing, guiding, and
supporting learners by organizing information into categories in order to focus attention.
She believes it can eliminate the learning problem at the beginning and allow learners
to restart whenever they gets stuck. It is noted that learners are not given enough oppor‐
tunities to practice in the second language, which is essential to successful language
acquisition [19].

5 App Design

Upon reviewing the available literature about gamification theory and learning strat‐
egies, we propose ADVENTURE as a gamified learning application for second language
learning. The setting of the application take reference of AVG and RPG, which lets the
learner play the main role in an adventure story. In order to support the learning process,
this game based application creates an attractive storyline with mystery, user-friendly
game environment and immersive and appropriate visual effects. Some featured dynamics
and concepts found in game design are applied to this learning context, these are:

5.1 Storytelling by the Learner

Most games employ some type of story. Kapp notes that “people learn facts better when
the facts are embedded in a story rather than in a bulleted list” [21]. Storytelling by the
learner instead of by the system is featured in ADVENTURE. Once the game starts, the
learner will play the main character in an adventure story and try to overcome the chal‐
lenges step by step with the enhancement of language acquisition in order to complete
and reveal the mysterious adventure story. The learner can get hints from the images
and some random words generated by the application. A handy digital dictionary is
always available (Fig. 1).
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Fig. 1. The learner writes the narratives with a digital dictionary

It is the learner write and speak the narratives of the story himself. The experience
created by the application is like acting in a movie and exploring in an adventure.

The gamification elements: challenge, curiosity and achievement are used to moti‐
vate learner to follow the storyline in ADVENTURE and gradually improve his or her
language skills simultaneously. In this game-based learning tool, learners don’t simply
watch and memorize what the application has placed before them, they need to interact
in second language to make things happen. Their learning effort decides how the story
goes.

5.2 Progression

Progression is applied throughout ADVENTURE in the form of levels and missions. As
shown below, the virtual credits are used as rewards for the learner to achieve each
fragment of the adventure story. With more fragments unlocked, the result of the myste‐
rious adventure story is being revealed (Fig. 2).

Fig. 2. Levels and missions in the app
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Once all the levels are completed, a movie will be played as a final reward for the
learner, in which the narratives are created by the learner. Here visualization is an
effective way of sharing results as graphical representations, which create immersive
experience for the learner.

5.3 Rapid Feedback and Freedom to Fail

In the adventure story set by this application, the learner has to interlink the images from
the story with some meaningful words and phrases, which enhances his reading skills
and broadens his vocabulary. A correctness bar is used to indicate whether the learner
is using the appropriate words and correct grammar to describe a scene in the story
(Fig. 3).

Fig. 3. The learner gets feedback from the correctness bar

In order to practice speaking skills, ADVENTURE requires learners to rehearse the
narratives, which is like an actor read lines in a movie. The learner can also retry speaking
the narratives as many times as he or she wants. The system examines learner’s pronun‐
ciation and provide rapid feedback for correction afterwards (Fig. 4).
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Fig. 4. The learner speaks the narratives

The rapid response and freedom to fail help learners to explore content, gain language
skills through playing with the words.

5.4 Information Retrieve

According to the memory theory, people rehearsal the information in short term memory
storage in order to transform it to long term memory, which is the knowledge and skills
acquisition process. ADVENTURE provides learners with opportunities to retrieve the
history data. The information including texts, images, audios and scenes are organized
in timeline so that learners can always go back to revise and find the hints for exploration
in this adventure story (Fig. 5).

Fig. 5. The learner retrieves history data
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By designing this application using gamification elements that not only delivers
multimedia learning practice but also need learners to apply their language skills to
contextual communication tasks.

6 Conclusions

In this paper, we present ADVENTURE as a gamified learning application for language
learning. The application adds not only the gamification elements included game mech‐
anism and the aesthetics but also the elements in the process of learning. The final output
reaches the target of improving the learning efficiency and interesting the progress of
learning. The results of the work contribute to evidence that gamification theory has the
potential to engage users, and be useful in facilitating a language learning experience.

As future work we aim to make a user test to understand how the gamification
elements facilitate the learning process for language learning. Some relevant data should
be collected including pre-test and post-test results as well as learners’ feedback on the
learning experience. This way we will be able to draw stronger conclusions on how
gamification used in mobile technologies may influence learners’ behavior and learning
outcomes when they are using ADVENTURE in the target language.
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Abstract. Smart Interactive Textiles combine the warmth and omnipresence of
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ingenuity, but also on the consideration and embedding of peoples’ fears, require‐
ments, desires, and wishes regarding these innovative technologies. Thus, the
development of smart interactive textiles requires the expertise of various disci‐
plines. Foremost, appropriate conductive yarns must be selected and integrated
into conventional fabrics. Sensors and actuators must be embedded in textiles in
a way that they could be used as a user interface. The design of these textiles
should meet human needs and should enable an intuitive, easy to learn, and
effective interaction. To meet these requirements, potential users should be part
of the development and evaluation processes of innovative smart textiles. In this
article, we present a research framework that integrates several interdisciplinary
perspectives (interface design, textile technology, integration and automation,
communication and human factors). We realized three functional smart textile
demonstrators (curtain, chair, jacket). We report on the results of this interdisci‐
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individual partners. In summary, this article demonstrates that interdisciplinary
cooperation, user-centered and participatory design, and iterative product devel‐
opment are necessary for successful innovative technologies.
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1 Introduction

Since the dawn of mankind, textiles have been an integral part of the human culture
tracing back to 30.000 B.C. [1, 2]. Textiles are perceived to be warm, soft, and pleas‐
urable; they come in large variety of different forms, sizes, textures, and colors; and they
are used for clothes, furniture, and decoration. In contrast, integrated circuits, micro‐
processors, and the subsequent advances towards the Internet of Things are rather novel
developments originating in the 1950s [3, 4]. The convergence of these two develop‐
ments is highly promising. Novel input and output devices may profit from the ubiquity
and qualities of textiles (e.g., flexibility, warmth, aesthetics) to integrate seamlessly into
our environments.

Numerous technical innovations fail when they reach the market as they are not
accepted by consumers. Reasons for this are manifold and include development
processes that are solely product-oriented and feature-driven with the lack of focus on
potential customers and their requirements [5, 6]. To ensure high acceptance, high suit‐
ability, and high usability of future smart interactive textiles, interdisciplinary perspec‐
tives should unite to an integrative and iterative product development process. These
perspectives include expertise from textile engineering and textile industry, systems
integration and embedded development, computer science and media informatics,
product design and marketing, as well as communication science and user experience
research.

This holistic unification of these diverse perspectives was carried out in the research
project “INTUITEX – Intuitive Textiles”. The goal of this project was to explore and
develop novel interactive textile interfaces that are (1) intuitive (easy to use and learn),
(2) consider the wants and needs of an increasingly diverse user population, (3) address
age related changes, (4) have an attractive design and a familiar form, and (5) can be
seamlessly integrated into the human habitat.

2 Related Work

This section provides an overview of the disciplinary state of the art regarding smart
interactive textiles. The section starts with the technical perspectives, continues with
related work from product design, and concludes by describing various models for
assessing humans’ perception and acceptance of technical innovations.

2.1 Smart Textiles in Engineering

In addition to the conventional input devices (e.g., mouse, touchpad, multi-button remote
control), which are usually embedded in rigid housings, there are devices which are
realized by functional textiles (a.k.a. smart textiles [7]). Many research projects deal
with the question of how information technology can continue to gain a foothold in
everyday life by integrating itself into clothing and other textiles. Examples of this are
“intelligent” clothing, which capture vital parameters, such as the heart rate and perspi‐
ration, or a step counter that is integrated in shoes and not visible to the user. Often, in
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wearable computing, old interaction concepts and input techniques from the desktop
computer are transferred without reflecting on the new requirements of the device or
context. For example, integrating buttons or touchscreens in gloves and jackets for
controlling an MP3 player demands the user’s visual attention and input precision in
contexts where the user is continuously moving or engaged in other primary tasks. Until
now, smart interactive textiles have been mainly developed in research labs and design
studios without considering the manufacturing and industrial aspects of these novel
products, with one exception [10]. To realize smart textile interfaces, there are still some
electrical components that need to be connected to the fabric. Using typical electrical
connection methods, such as soldering, is often not suitable for or possible with conduc‐
tive yarns, leading to handmade connections. The usability of textiles depends highly
on the reliability of their functionality and lifetime. Recent developments in conductive
yarns provide highly conductive and washable materials at an industrial level. This
motivates investigating the holistic development process of creating smart textile inter‐
faces for public consumption.

2.2 Smart Textiles in Human-Computer Interaction

In recent years, researchers have been investigating ways to augment and re-appropriate
textiles as interactive media. Early work [8, 9] examined the benefits of integrating a
capacitive touchpad into clothing. The result is a rich eyes-free input device to, e.g.,
write text notes on a phone that is in a pocket. Today, touch enabled textiles are produced
commercially, e.g., Project Jacquard [10], and are ready to enter the market. These
textiles detect touch input (taps and gestures) like touch screens [11–14]. But unlike
touchscreens, they have similar properties as regular textiles–they are flexible, warm,
and just as comfortable to wear.

Leveraging the textile nature of many of the objects that surround us enables natural
interaction with and seamless integration into our environment [11]. Lee et al. [15]
defined a gesture alphabet of possible fold, bend, and distort gestures for paper, plastic,
and stretchable fabric. Natural interact with fabric (e.g., pinch, stretch, squeeze, drape,
etc.) has been recently motivated as an interaction metaphor for deformable user inter‐
faces [16–18].

Pinstripe [19] uses a parallel pattern of conductive stripes integrated into the sleeve
of a t-shirt to detect the size and displacement of a fold in the cloth. This information is
then mapped to a one-dimensional continuous value change. Gioberto et al. [20] use
stretch sensors to detect fabric bends and folds around a single axis, such as the knee.
However, integrating a stretch sensor for each possible axis would overload the fabric
making in heavier and less flexible.

So far, most textile sensors have been designed to be integrated into garments as
interfaces for wearable devices. In this project, we also look at textile interfaces in the
home environment, more specifically, curtains and armchairs. So far, augmenting the
large surface of a curtain as an interactive surface has been realized using image-based
technologies. Funk et al. [21] present a shower curtain that senses touch input using a
thermal camera. This allows to select between different applications, such as weather
information or controlling a music player. A number of interactive chairs have been
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developed as input devices for navigation in computer games [22] and controlling the
mouse cursor in the desktop environment [23]. Probst et al. [30] equipped a flexible
office chair with motion sensing functionality. The chair becomes an input device that
detects the user’s movements over the chair (tilting, rotating, or bouncing) to control the
computer. However, most of these systems use inertial measurement units for detecting
movement and do not appropriate the fabric of the chair as an interactive surface.

2.3 Design Parameters of Smart Textile Interfaces

From the design perspective, there are various design heuristics, guidelines, and param‐
eters that must be considered [24–26]. Established design parameters for textile inter‐
faces are: ergonomic parameters (e.g., size and accessibility of the textile interfaces),
functional parameters, easy handling, and a simple and self-explanatory usage of the
textile interface.

The shape of the interface should blend well with the object’s form. In this way, the
interface becomes an integral part of the object. The interface should offer feedforward
clues (haptic, tactile, or visual). For example, embroidered lines and ornaments should
guide the interaction with the textile interface for easy learning and usage. The material
of the interface owe to be as simple as possible and the design should be minimalistic
due to an inconspicuous integration of the interface in the specific object.

Finally, design requirements and production requirements must be balanced. Here,
a tradeoff between effort and costs of industrial production and the haptic, texture, and
visual appearance of the textile interface must be considered in the concept phase.

2.4 Acceptance of Innovative, Interactive, and Textile Technologies

To understand which user and system factors influence the adoption of novel technolo‐
gies, a systematic and model-based research approach is necessary. Key theories are
Roger’s Diffusion of Innovations [6], Davis’s Technology Acceptance Model (TAM) [27],
or Venkatesh’s Unified Theory of Acceptance and Use of Technology 2 (UTAUT2) [28]
serve as a foundation for the investigation of acceptance of smart interactive textiles. Still,
to reflect the product characteristics of novel textile interfaces, these models and theories
must be adapted, evolved, and refined.

In the first step, qualitative methods are necessary to identify new factors that are
relevant for acceptance. For example, Kranz, Holleis, and Schmidt [29] conducted first
qualitative usability studies on interactive textiles and identified preferred designs of
interactive surfaces, as well as accepted body areas for the interaction gestures.

Results revealed that the context-of-use shapes the acceptance of wearable smart
textiles [30]. Dependability, functionality, and data security were shown to be key
determinants for the success of wearable smart textiles. As potential consumers are
characterized by a high heterogeneity, it is important to consider that user diversity,
especially age and technical expertise, turned out to be key predictors for acceptance. It
should be evaluated if these results are transferable to non-wearable textile interfaces or
if other factors will be relevant for acceptance.
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3 Interdisciplinary Research Approach

As outlined in the previous section, the development of accepted novel smart textile
interfaces requires the expertise of various disciplines. Therefore, partners from
academia and industry, the domains of textile engineering, information technology,
product design, marketing, psychology and communication science collaborated in the
interdisciplinary research project INTUITEX founded by Germany’s Federal Ministry
of Education and Research.

The overarching goal is to design, realize, and evaluate functional demonstrators.
The focus of this project are questions from psychology and communication science
(acceptance, usability, design), engineering (producibility, software, and hardware),
economic and marketing (feasibility, affordability). Each of the partners has individual
perspectives, priorities, and concepts that are continuously related, weighted, and
harmonized in all phases of the iterative development process. This model enables the
development of novel, integrative, and extendable methodology that facilitates the
design of smart textile interfaces and considers technical and textile requirements, users’
wants and needs, as well as aesthetics.

The following section presents the individual perspectives of the research partners:

• Institute for Textile Engineering, RWTH Aachen University (perspective of textile
engineering)

• AFP Textilveredelungs- und Vertriebs GmbH (perspective of textile finishing)
• Chair for Media Informatics, RWTH Aachen University (perspective of human-

computer interaction)
• BraunWagner GmbH (perspective of (communication) design)
• Enervision GmbH (perspective of system integration)
• Chair for Communication Science, RWTH Aachen University (perspective of

psychology and technology acceptance)

3.1 Integrating Different Perspectives on Smart Interactive Textiles

Textile Engineering and Finishing: The design of interactive textiles deals with the
selection of suitable materials (e.g., fabrics, yarns, …), the technical realization of the
requested sensing (e.g., touch, folding,) and actuating functions (e.g., light, sound), and the
manufacturing process. Smart textiles can be designed for various applications, yet the
combination of the textile platform, i.e., the fabric, and the augmented and/or integrated
electronics in the textile surface determines the overall suitability and producibility. The
choice of material determines the properties of the textile platform, such as texture and
deformability. The choice of functional material, such as the conductive yarn, determines
the functional properties of the sensor, but also limits the design and producibility. This
aspect of producibility is a very important factor, which is often insufficiently consid‐
ered. Smart textile technology must be producible in a manufacturing process at scale or
the industry would not adopt it because of the high manufacturing costs of single batch
productions. Therefore, to increase the potential of the success, the aspect of produci‐
bility must be considered from the early stages of development. This also applies to
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contacting technologies, which are necessary to combine functional textile materials with
electronic components [31, 32]. Furthermore, the user’s requirements in smart textiles
must be considered. For examples, smart textiles must be washable and should neither
lose their electrical properties, nor their textile character.

The technology most often used to integrate conductive yarns into a fabric is embroi‐
dery [33]. Most embroidery companies are small and medium-sized enterprises (SMEs)
and focus on products for a local market. Individualized products, up to small series are
manufactured, using single or multiple head machines and given textile substrates. Fast
processes are necessary, as it takes a few thousand stiches to embroider complex designs.
For conductive yarns, this means to find process parameters that allow fast manufac‐
turing and have the right friction and tension with the yarn (to avoid reduced conductivity
due to mechanical abrasion or getting thread breaks). Using multifilament yarns cause
too much friction resulting in lint formation or filament fraying leading to the failure of
the process or short circuits later in the device.

Media Informatics: Fabric interfaces, especially in commercial products, often simply
transfer known concepts to the textile domain, such as buttons [18] or touchpads [20, 21].
In this project, we as media computing experts focused on designing and developing
textile sensors that enable natural user interaction borrowing metaphors from people’s
relations to surrounding fabric objects. Smart textiles, especially smart garments, share
many of the challenges of wearable computing [34]. Textile sensors are expected to be
visually unobtrusive [7] and socially acceptable in public contexts [35]. Holleis et al. [36]
identified other factors such as the need for quick and easy eyes-free, one-handed inter‐
action and methods to ensure that the sensor is robust against involuntary activation and
garment shift. Existing systems, however, rarely address these issues, which are impor‐
tant for the general acceptance of such wearable controllers. This project proposes three
textile user interfaces that build upon the natural affordances of fabric to address these
challenges. We focus on the design of the smart textile layout, the input techniques,
sensing technologies, and discuss some of the issues of textile integration into fabric.

System Integration: Smart home technologies still lack convenient human-machine-
interfaces that keep pace with AI-driven innovations in mobile and connected applica‐
tions. In project INTUITEX we look at how textile interfaces can become part of the
smart home and wearables eco-systems. With a textile interface, one can seamlessly
integrate system interfaces into readily available textile objects in order to enhance the
user’s comfort and preserve his sense of aesthetics and design in a given context.

Nowadays, there are dozens of different incompatible bus systems, many times, in a
single building. In the future, integrating home, office, car, and personal devices will use
protocols of the Internet of Things. But to verify the potential outcome of these trends,
we must look at bridges between disparate technologies like LonWorks and Bluetooth.

Design: Smart textiles enable the seamless integration of interfaces as integral parts of
objects. Consequently, the use of a conventional input device made of metal, glass, or
plastics, such as mobile phones, tablets, or computers, becomes redundant. Entirely new
haptic and visual user experiences can be implemented. The user is encouraged to
interact with devices via individual shapes, graphics, and haptic elements.
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Communication Science: Usability and studies on technology acceptance are often
based on the evolution of fiction scenarios or of commercial products. By using the
inherently interdisciplinary research approach, this discipline gains the potential to
contribute towards the development of textile interfaces iteratively across all stages of
the design process: From the design and evaluation of scenarios, over non-functional
and then functional demonstrators. Along all these phases the user’s requirements,
acceptance, and diversity is integrated into the subsequent development steps, placing
the human under the spotlight.

3.2 Disciplinary Research Challenges

To design textile interfaces, several aspects must be considered and solutions for
research questions of different fields must be developed. First, the technical specifica‐
tions must be known, such as the conductivity of the used yarn for signal transmission.
It must be identified which fabrics can be used to integrate conductive yarns and elec‐
trical components while maintaining their original textile properties. Secondly, what
processes are needed to enable the industrial manufacturing of reliable and economic
textile interfaces. How to balance the design requirements with the constraints of manu‐
facturing, e.g., cost, and technical implementation, e.g., electronics integration and
conductive yarn. Finally, what aspects influence users decisions to purchase, use, and
accept smart textile interfaces, e.g., the sensors’ washability and durability, originality
of the fabric (texture and deformability), and invisible integration.

Textile Engineering and Finishing: Weaving and embroidery are the most common
textile integration technologies for conductive yarns. Processing parameters for the
weaving technology are unknown yet. Here, the questions are, how close can the signal
lines be laid out and how does the influence interaction design and product design.
Regarding the embroidery, the friction behavior of the yarn during manufacture and post
is essential because it determines the amount of mechanical stress onto the conductive
material and how fast the yarns could loss of conductivity. To reduce yarn friction,
production speed, e.g., the stitching speed of embroidery machines, must be controlled.
Eventually, the technical specifications of conductive yarns and the production process
could limit the creative freedom of both interaction and product designers.

Media Informatics: Working with smart textiles, we need to understand how the
physical characteristic and the technical specifications of the yarn as well as the textile
production process affect the design of textile sensors. We raise the following questions:
How can the conductive thread be connected to the electronics in the PCB holding the
sensing technology and intelligence that enable smart textiles? Can capacitive and/or
resistive touch technologies with fabric be used? How can algorithms be developed to
detect user input (e.g., touch, pinch) and to filter noise caused by fabric movements?
How can we design textile sensors that are intuitive (easy to learn and use) and robust
against accidental activation?
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System Integration: One main obstacle in system integration is the automatic mapping
between different technical systems. As the connection usually is of a more semantic
nature, the improvements in the field of AI may help here to achieve better solutions.
Furthermore, the overall performance of a solution is later relevant for acceptance in the
market. As from the point of integration an entire integrated solution is seldom better
than the weakest part. We look at the balanced quality and integrate-ability of solutions.

Design: From the design perspective, the following key research questions are of
importance: First, what are some of the use cases of smart textile interfaces? Second,
are shapes and graphics helpful to familiarize with the interface and ensure easy
handling? Third, which ergonomic requirements need to be considered in the textile
interface?

Communication Science: The role of user diversity in interaction and acceptance of
textile surfaces is currently insufficiently understood. Although the body of technology-
acceptance research models is constantly growing, there are currently no empirically
validated models specifically tailored to textile input surfaces. Therefore, the new factors
that might influence the projected and actual use of these interfaces must be identified,
operationalized, and integrated into predictive research models. One key question is how
the diversity of users, such as age, gender, affinity towards textiles, technical expertise,
or mental models, shape the efficiency, effectivity, and satisfaction while using interac‐
tive textile surfaces. Based on these findings suitable interaction designs should be
developed that facilitate a high usability and an overall acceptance of the proposed novel
textile interfaces.

4 Key Findings

The following sections presents several engineering and research findings that have been
generated during the project INTUITEX. Research and development started with experi‐
ments on interactive textile surfaces and eventually branched into three different appli‐
cation domains and an exemplary demonstrator for each domain.

4.1 Realized Demonstrators

Within this project we realized three different demonstrators to explore different levels
of personal proximity to the interactive textile surface:

1. Proximal textiles, i.e. a wearable textile on or very near the body, such as a Smart
T-Shirt or a Smart jacket.

2. Extended surrounding area, i.e., a textile that people frequently touch, use, or sit
on, such as a Smart cushion, a sofa, or a bed.

3. Surrounding space, i.e., textiles that are present within the living or working envi‐
ronments that are usually not touched, used, or moved.
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Demonstrator for Proximal Textiles: The Smart Jacket. This jacket can be used for
sports and everyday situations. A stitching pattern (see Fig. 5, top row) is integrated into
a jacket and offers two operation axles that can be grasped by hand. The two possible
gestures are currently used for two different usage scenarios: (a) accepting or making a
phone call; (b) stopping/playing the music or switching between songs. The interaction
can be supported by an embroidered graphic as a haptic concretion on the fabric to enable
the user to grope the handling area. Figure 1 illustrates the smart jacket in a user test.

Fig. 1. Proximal textiles demonstrator: smart jacket during user test: subject taking a phone call
while riding a bike (left), focus group discussing the jacket’s textile interface (right).

Demonstrator for the Extended Surrounding Area: Smart Armchair. An off-the-
shelve armchair with motor-adjustable back- and footrest is augmented with an inter‐
active textile interface. We realized different textile interfaces that are evaluated and
compared to the conventional remote control. One of the interfaces is based on textile
pleats that resemble the backrest and the footrest, respectively, integrated in the side of
the chair. Either touching or bending (pushing) the pleat activates the motors and moves
the rests upwards or downwards. Figure 2 presents the armchair with its smart pleats.

Fig. 2. Extended surrounding area demonstrator: motorized armchair with a textile interface.

Demonstrator for the Surrounding Space: Smart Curtain. As a demonstrator for
the surrounding space we realized a smart curtain by integrating conductive yarns into
a conventional curtain cloth (see Fig. 3). The yarn can be incorporated into textiles with
different processes, such as embroidering and weaving. By touching and swiping across
the respective areas, the curtain is opened or closed.
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Fig. 3. Surrounding space demonstrator: Smart curtain.

4.2 Individual Research Contributions

Textile Engineering and Finishing: Within this project, the embroidery company
AFP Textilveredelungs und –vertriebs GmbH, tested different conductive yarns on their
multi-head embroidery machine from TAJIMA Type TFGN –910 (meaning 10 heads
with 9 needles each) in cooperation with the Institute for Textile Engineering. Different
conductive materials were tested and typical issues were yarn breaks, irregular appear‐
ance, slow running speed, lint formation or that the fabric is not processable. Tested
yarns consist of copper multifilament wires, stainless steel yarn in different linear densi‐
ties, silver coated yarns based on polyamide (PA) and twisted yarns made of polyester
and silver coated PA-yarn and a spread between 100 and 560dtex. The best results were
achieved with shieldex 117/17 dtex 2-ply HC+B from Statex and Silver-tech 120 from
Amann. To get an impression of the different properties, some pictures of different
conductive yarns can be seen in Fig. 4.

Fig. 4. Examples of different conductive fabrics, yarns, and process parameters.

Geometrical limitations regarding the distance between signal lines could reliably
be decreased from 6 mm down to 2 mm. Due to the break of single filaments there were
short circuits between several parallel lines. With better process parameters and a
consideration during the punching in the embroidery software, the yarn could be
processed without damaging it. This allows to create complex interface structures on a
smaller area. Different kinds of stiches (flat stich, linear basting stitch, lock stitch or the
use as lower thread) allow different haptic and electrical properties or protecting of signal
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lines. The back of embroidered devices is usually flamed, to avoid any lint and short
circuits. Table 1 shows an excerpt of the design of experiments with different process
parameters, stitching types, and yarns.

Table 1. Different conductive yarns with div. mechanical properties and stitching distances.

Stitch type Variation parameter Working limits Samples pictures
Flat stitch Stitch width: 1.2–1.6 mm All working

5 mm 5 mm 5 mm

Signal line distance: 1–3.5 mm

Linear basting
stitch

Stitch length: 2–3.6 mm All working,
best results with
2.6 mm 5 mm 5 mm 5 mm 5 mm

Signal line distance: 0.7–2.8 mm

Offset Stitch length: 2–3.6 mm All working

10 mm

As lower
thread (view
from backside)

Stitch length: 2–3.6 mm All length
working, short
circuits may
occur below
1 mm

5 mm5 mm 55 mm 5 mmSignal line distance: 0.7–2.8 mm

Linear basting
stitch, isolated
with non
conductive
yarn

2–3 lines isolated together with
flat stitch (distance 2 mm); single
isolation (distance 3.3 mm)

All working

5 mm 5 mm 5 mm

After figuring out which yarns and parameters work best, the realization of devices
started. Different variations were produced to test functionality borders and behavior in
user conditions. The functionality is achieved through resistive or capacitive sensing. For
linear input devices, single signal lines can be used, e.g., for controlling the curtain (the
lines detect the user hand and send the data to the microcontroller) (see Fig. 5, bottom
row). Long linear signal lines can be produced by weaving as well, which allow higher
length (up to “endless”) and the use as platform material. Limitations are the unidirec‐
tional and parallel design; embroidery allows freedom in design but is much slower in
production.

Stitched conductive bars are used as a haptic support for the user and to get wide
signal detection areas. 2D-embroidered structures can be adapted to 3D-input-devices,
similar to what we achieved with the Smart Armchair by folding the fabric and sewing
pleats (see Fig. 5, middle row). A combination of different stitch types allows complex
textile-based devices for detecting a 2D or 3D-folding and corresponding signals (see
Fig. 5, top).

For more complex structures, one must consider that more signal transmission lines
are necessary. However, as the required space on the substrate increases, the effort for
designing the structure increases proportionally. For consumer products, textile manu‐
facturing offers a lot of potential but must be inherently integrated into an iterative
development cycle, as the technical realization is one critical factor for a product’s
commercial success.
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Media Informatics: The electrical connection between the conductive yarn and a PCB
holding the electronics containing the intelligence of the smart textile is of great interest
to research. Soldering conductive yarns onto a PCB is very challenging and error prone
and for some yarns, e.g., silver-coated yarns, it is not possible. Linz et al. [38] suggested
using flexible PCBs which can be stitched on fabric and connected directly with lines
of conductive thread. This strong integration, however, requires the electronic compo‐
nents to be washable, which results in additional effort. In Project Jacquard [10], an
industrial process is described to connect the conductive thread and completely seal the
interconnections and electronic components.

We developed a clipping mechanism [39] to easily connect the ends of the conductive
thread to a PCB. The clipping mechanism, depicted in Fig. 6, above and below the
conductive lines are two horizontal holes to get the clip through the supporting fabric.
The conductive thread is firmly pressed against the conductive plates on the bottom side
of the PCB by a plastic clip. The plastic clips have raised edges between each connection
point to prevent the threads from accidentally connecting with each other during, e.g.,
movement. This mechanism has the advantage that no sharp edges slowly cut into the
yarn and thereby reduce its conductivity, and that the PCB can be removed before
washing and clipped to another piece of fabric. One limitation is that the clip becomes
bulky very quickly as we increase the number of connections.

Fig. 5. Different stitch patterns for the three realized demonstrators (top: jacket, middle: armchair,
bottom: curtain).
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Fig. 6. The orange clip provides bins for the endings of the conductive thread. The PCB just has
simple contact areas on the bottom side and is pressed against the fabric by the orange plastic clip.
The black part is the top case of the enclosure. (Color figure online)

Touch technologies, capacitive and resistive, enable a large input vocabulary that
ranges from tapping, swiping, and gesturing on the fabric surface, to pinching and rolling
the fabric between the fingers. We used capacitive touch technology to enable the curtain
and the armchair. Both demonstrators have a 1D touch sensor that can detect swipes in
two directions (curtain) or tap/touch (armchair). To detect these gestures, a microcon‐
troller reads the difference in capacitance at each conductive thread and measures it
against a threshold. The microcontroller filters noise by detecting permanent contacts,
e.g., when the curtain folds touch, or when more than one touch area is activated on the
armchair, e.g., when someone bumps into the side of the chair.

Capacitive sensing on clothing is very challenging. Searching for a capacitive touch-
area cannot happen eyes-free since activation is triggered once the finger is near it.
During movement the sensors deform and fold creating noise signal. Finally, the body
capacitance makes it very difficult to place a sensor above the skin. The smart jacket
uses resistive technology. The sensor consists of 30 pads of conductive yarn embroidered
onto a piece of cloth (Fig. 7). When a user pinches a fold in the sensor, some of the pads
come in contact with each other, which can easily be sensed by a microcontroller.
Pinching is a natural gesture that is relevant to fabrics. It is an explicit gesture that
activates the sensor and triggers an action at the same time, and it is robust against
accidental activation. We used a machine learning algorithm, random forests, to classify

Fig. 7. The sensor consists of 30 pads of conductive thread embroidered onto a piece of cloth.
When the user grabs a fold of the sensor, the interconnections are sensed by a microcontroller and
mapped to relative 2D output.
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at which angle the user is pinching the fabric relative to his body. We achieved 85%
accuracy rate at 45° angle increments, and 90% accuracy at 90° angle increments [40].

Despite the limitations of the 2D embroidery structures, we could design visual and
haptic affordances by manipulating the shape of embroidery and fabric. For example,
in the armchair, we use fabric folds at two different angles to allow users to haptically
determine, by swiping their hands across the side of the chair, which area controls the
reclination of the back- or footrest of the seat. The direction of the touch is mapped
naturally to the possible actions: pushing down on a fold brings the relevant part of the
chair down, and the opposite applies. When designing the smart jacket, however, the
minimum spacing recommended between any two parallel conductive threads (2–3 mm)
became a major design and technical restriction limiting the number of touch points per
inch fabric, thus the sensor’s input resolution. Routing and insulating the extensions of
the conductive pads also restricted the resolution and made the system bulkier. In the
curtain, we took advantage of the naturally uninsulated conductive yarn to enable user
interaction along the length of the fabric.

In summary, working with conductive threads requires a new design framework and
guidelines for smart textile user interfaces and input techniques. Fabric characteristics,
such as flexibility and movement, also influence how we design textile layouts and where
we place them.

System Integration: We produced diverse technical bridges between the systems, with
a focus on reliability and miniaturization. For example, we developed a LonWorks
Bluetooth bridge and the possibility to connect this bridge also to one of the uprising
Internet of Things platforms IzoT. In a further step, we compared different existing smart
home and Internet of Things approaches for their semantic congruence. This is especially
important, as seamless applicability will only be established if systems can integrate
themselves automatically into peoples’ habitat.

Design: From the design perspective, various evaluation parameters have been estab‐
lished during the project. Three levels of perception of personal smart interactive textiles
were defined (proximal textiles, extended surrounding area textiles, surrounding space
textiles). These levels guided the design and development of the three presented demon‐
strators (see Sect. 4.1 and Fig. 8). Accordingly, application scenarios were designed and
visualized. For each demonstrator, the optimal position(s) for the textile interface was
identified (see Fig. 8).

Fig. 8. Considered positions of the textile interfaces: proximal textiles (left), textiles in the
extended surrounding area (middle), textiles in the surrounding space (right).
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For all three demonstrators, the operating elements must be positioned ergonomi‐
cally to ensure comfortable use while preventing unintentional activation. In cooperation
with the research partners, we developed an optimal user-centered positioning of the
interactive textile elements.

Concerning the smart jacket, it was most important that it could be operated eyes-
free and while wearing gloves. Therefore, we investigated different sizes and positions
of the textile interface and developed patterns and models of embroidered graphics that
support the user haptically to be able to grab the handling area.

The textile interface of the armchair was integrated on the side to be operable blindly.
We evaluated several designs to convey to the user how to control the different parts of
the chair (footrest and back) without visual inspection (see Fig. 2). Prototypic users
enjoyed the clear affordance and the direct mappings [37] between the folds and the
movable parts of the armchair. We aimed for a comfortable operational experience by
using a minimalistic design.

Relating to the curtain, it was our goal to insert the conductible yarn as a visual
signifier and a design element: refined wavy lines, vertically processed, winging from
left to right. Interaction with the curtain is realized by swiping both hands over the
curtain’s fabric to open or close it (see Fig. 3). The design needs to be subtle, as a
decorative effect, in order to integrate well into the living. Until now, our goal has not
been reached due to manufacturing problems. From the points of production technique
and industrial realization, embroidery will be too extensive for large-scale production.
By using current looms only dignified patterns can be reached and a conversion into
large-area graphics will be limited. Therefore, the conductive paths must be weaved into
the fabric and design elements transferred, e.g., via print, to the fabric.

Communication Science: Results were generated by studies on three different layers:
first, scenario-based surveys that assessed the requirements, motives, and barriers for
the acceptance of smart textile interfaces. Second, user-studies with non-functional
demonstrators (i.e., interviews, focus groups, Wizard-Of-Oz experiments) that gener‐
ated insights on intuitive interactions, applicable forms, and sizes for textile interfaces.
Third, summative user studies with functional demonstrators that addressed the partic‐
ipant’s evaluation of textile interfaces after a “hands-on experience”.

Regarding the scenario-based approach, an Adaptive Conjoint Analysis was used to
weight the most important dimensions that shape the acceptance of a textile product.
The study revealed that the technical realization is the most decisive criteria for a prod‐
ucts’ success. Specifically, the prototypic users disliked visible electronics and asked
for seamless integration of the required technology into the garments. Usage context,
functionality, and haptics were found to be comparatively less-important [41]. In a
second study, the motives, barriers, and conditions for using smart textiles were inves‐
tigated [42]. The aesthetics and durability of the product were regarded as the most
important criteria. The preferred locations for using smart interactive textiles in the home
environment were the living room and office, whereas the bathroom or the bedroom
were considered the least favored locations.

A scenario based survey with 136 participants identified the barriers and benefits for
using smart interactive textiles in the home environment and derived a Smart Textile
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Technology Acceptance Model that can predict over 86% in variance of the intention to
use smart textiles at home [43].

Interviews and focus groups with non-functional demonstrators found that intuitive
and preferred interaction styles differ with age. Using gesture elicitation method [44],
subjects were asked to perform gestures to control a music player (change a song and
control the volume) using a textile surface. Older people preferred interfaces with
noticeable buttons, whereas younger generations imagined flat textile touchpads. Strik‐
ingly, other textile affordances, such as folding, wrinkling, or stretching were rarely
used. Interestingly, textile interfaces were considered as valuable enablers for blind or
visually impaired people to be able to interact with technology augmented environments.

In the evaluation of the three functional textile demonstrators the participants reported
high usability of the smart curtain and the smart jacket but also a rather limited perceived
usefulness. For the jacket, this might have been caused by the limited input spectrum in the
current state of the development. Therefore, possible business cases should be carefully
evaluated and suitable niches must be identified. In contrast, the smart armchair was found
useful and easy to use by almost all our subjects. Furthermore, most participants preferred
the textile interface over a conventional one in a randomized trial.

5 Discussion and Outlook

After nearly three years of work in project INTUITEX we concluded that an interdis‐
ciplinary consortium of textile and electronics engineers and designers is necessary to
map the challenges and opportunities of smart interactive textiles. The following para‐
graphs discuss open research questions and the benefits of interdisciplinary cooperation.

From the perspective of textile engineering, there is still a lack of reliable technol‐
ogies of conductive yarns which is needed for stitching, connecting with electronics,
and using and washing these yarns. Current smart textile prototypes are specifically
tailored for demonstration. Existing conductive yarn technologies can adapt for a small
number of custom-made articles (scope), but producing larger quantities of interactive
textiles (scale) is still difficult. Open questions include how conductive yarns can be
connected to electrical components and how to integrate these components into the
embroidery process. Interaction patterns may come in a variety of forms and sizes. In
this case, a bridge between the production with scope and production at scale must be
found (cf. [45]).

To date, the integration of novel sensors and actuators into our surroundings is mostly
hand-crafted. In the near future, advancements towards the Internet of Things will
provide better semantic and automatic integration of novel interfaces and devices into
the home environment. In project INTUITEX, a series of new research questions
emerged. From a technical perspective, two of the three presented demonstrators work
very well. However, the smart jacket still has many problems, mainly due to constant
fabric and body movements. Future research should focus on the integration and inter‐
connection of textile devices in the home environment: this way, it would be possible
to control typical smart home functions (such as the lighting, heating, and entertainment
system) by using the textile interfaces of the armchair or curtain.
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Regarding the design of textile interfaces, this project only explored flat textured
surfaces. Textiles can also be manipulated into three-dimensional structures by using,
e.g., 3D mashes or weaving in 3D. Thus, interactive interfaces may be realized as
tangible objects with different design parameters.

Some of the presented studies investigated the suitability of smart interactive
surfaces for aging users in the context of demographic change. In general, we found that
adequately designed textile interaction surfaces are usable and useful independent of
age and therefore, they can serve as additional and novel input devices to increase elder‐
ly’s ICT participation. Still, there are open research questions and links to future research
opportunities: How to design textile interfaces that can support and empower the elderly
or chronically ill in their daily lives. Smart textile interfaces may potentially be used to
prepare toddlers and children for the 21th century, as textiles and tangible surfaces may
convey self-efficacy in digitalization [46].

From the perspective of technology acceptance research, we found that the estab‐
lished models are not able to capture the specific attributes of textile interfaces, nor the
individual personality states and traits that are related to the acceptance of these inter‐
faces. Therefore, further studies should identify, quantify, and weight the specific
personality and system factors and their relationship to intended use and actual use of
novel textile interfaces. A technology acceptance model specifically tailored to smart
textiles with an increased overall predictive power might forecast and facilitate the
success of textile products at the market.

The interdisciplinary cooperation in this project not only enabled the development
of better products, but also facilitated a better understanding of the diverse wants and
needs of the research partners from academia and industry. The project contributed to
an enhanced interdisciplinary knowledge exchange and to a better understanding of the
requirements, competencies, and methods of each partner. Retrospectively, we started
as independent research partners, strengthened our ties as a team across the project
period, and are now able to empower ourselves for a viable interdisciplinary collabora‐
tion beyond the project and the realized demonstrators.

Summarizing, the inherently interdisciplinary research methodology that included
expertise from textile engineering, computer science, design, and psychology in combi‐
nation with an early focus on users’ requirements fostered the development of novel
smart textile interaction surfaces and yielded increased usefulness, usability as well as
high overall acceptance.

Acknowledgments. This project is funded by the German Ministry of Education and Research
(BMBF) under project No. 16SV6270. We thank Hartmut Strese for valuable discussions during
the progress of this project.

References

1. Robinson, S.: History of Dyed Textiles. MIT Press, Cambridge (1970)
2. Kvavadze, E., Bar-Yosef, O., Belfer-Cohen, A., Boaretto, E., Jakeli, N., Matskevich, Z.,

Meshveliani, T.: 30,000-Year-Old Wild Flax Fibers, vol. 325, p. 1359. Science, New York
(2009)

Towards Accepted Smart Interactive Textiles 295



3. Caceres, R., Friday, A.: Ubicomp systems at 20: progress, opportunities, and challenges. IEEE
Pervasive Comput. 11, 14–21 (2012)

4. Weiser, M.: The computer for the 21st century. Sci. Am. 265, 94–104 (1991)
5. Bauer, R.: Gescheiterte Innovationen. Campus Verlag GmbH, Frankfurt (2006)
6. Rogers, E.M.: Diffusion of Innovations. Free Press, New York (2003)
7. Cherenack, K., van Pieterson, L.: Smart textiles: challenges and opportunities. J. Appl. Phys.

112, 91301 (2012)
8. Rekimoto, J.: GestureWrist and GesturePad: unobtrusive wearable interaction devices. In:

Proceedings Fifth International Symposium on Wearable Computers, pp. 21–27 (2001)
9. Saponas, T.S., Harrison, C., Benko, H.: Pocket touch: through-fabric capacitive touch input.

In: Proceedings of the 24th Annual ACM Symposium on User Interface Software and
Technology - UIST 2011, pp. 303–308 (2011)

10. Poupyrev, I., Gong, N.-W., Fukuhara, S., Karagozler, M.E., Schwesig, C., Robinson, K.E.:
Project jacquard: interactive digital textiles at scale. In: Proceedings of the 2016 CHI
Conference on Human Factors in Computing Systems, pp. 4216–4227 (2016)

11. Perner-Wilson, H., Buechley, L., Tech, H., Ave, M., Ma, C.: Handcrafting textile interfaces
from a Kit-of-No-Parts. In: Proceedings of the 5th International Conference on Tangible,
Embedded, and Embodied Interaction, pp. 61–68 (2011)

12. Heller, F., Ivanov, S., Wacharamanotham, C., Borchers, J.: FabriTouch: exploring flexible
touch input on textiles. In: Proceedings of the 2014 ACM International Symposium on
Wearable Computers, pp. 59–62 (2014)

13. Schneegass, S., Voit, A.: GestureSleeve: using touch sensitive fabrics for gestural input on
the forearm for controlling smartwatches. In: Proceedings of the 2016 ACM International
Symposium on Wearable Computers – ISWC 2016, pp. 108–115 (2016)

14. Schmeder, A., Freed, A.: Support vector machine learning for gesture signal estimation with
a piezo-resistive fabric touch surface. In: Proceedings of the 2010 Conference on New
Interfaces for Musical Expression (NIME 2010), pp. 244–249 (2010)

15. Lee, S.-S., Kim, S., Jin, B., Choi, E., Kim, B., Jia, X., Kim, D., Lee, K.: How users manipulate
deformable displays as input devices. In: Proceedings of CHI, p. 1647 (2010)

16. Troiano, G.M., Pedersen, E.W., Hornbæk, K.: User-defined gestures for elastic, deformable
displays. In: Proceedings of the 2014 International Working Conference on Advanced Visual
Interfaces – AVI 2014, pp. 1–8 (2014)

17. Lepinski, J., Vertegaal, R.: Cloth displays: interacting with drapable textile screens. In:
Proceedings of the Fifth International Conference on Tangible, Embedded, and Embodied
Interaction, pp. 285–288 (2011)

18. Peschke, J., Göbel, F., Gründer, T., Keck, M., Kammer, D., Groh, R.: DepthTouch: an elastic
surface for tangible computing. In: Proceedings of the International Working Conference on
Advanced Visual Interfaces, pp. 770–771 (2012)

19. Karrer, T., Wittenhagen, M., Lichtschlag, L., Heller, F., Borchers, J.: Pinstripe: eyes-free
continuous input on interactive clothing. In: Proceedings of the 2011 Annual Conference on
Human Factors in Computing Systems – CHI 2011, pp. 1313–1322 (2011)

20. Gioberto, G., Coughlin, J., Bibeau, K., Dunne, L.E.: Detecting bends and fabric folds using
stitched sensors. In: Proceedings of the 2013 International Symposium on Wearable
Computers, pp. 53–56. ACM (2013)

21. Funk, M., Schneegaß, S., Behringer, M., Henze, N., Schmidt, A.: An interactive curtain for
media usage in the shower. In: Proceedings of the 4th International Symposium on Pervasive
Displays, pp. 225–231. ACM (2015)

22. Beckhaus, S., Blom, K., Haringer, M.: ChairIO – the chair-based interface. Concepts and
technologies for pervasive games: a reader for pervasive gaming research, pp. 231–264 (2007)

296 P. Brauner et al.



23. Endert, A., Fiaux, P., Chung, H., Stewart, M., Andrews, C., North, C.: ChairMouse - leveraging
natural chair rotation for cursor navigation on large, high-resolution displays. In: Extended
Abstracts of the International Conference on Human Factors in Computing Systems, pp. 571–
580. ACM (2011)

24. Ware, C.: Information Visualization: Perception for Design. Elsevier Academic Press, New York
(2004)

25. Shneiderman, B., Plaisant, C.: Designing the User Interface: Strategies for Effective Human-
Computer Interaction, 4th edn. Pearson Addison Wesley, Boston (2004)

26. Wertheimer, M.: Untersuchungen zur Lehre von der Gestalt II. Psychologische Forschung 4, 301–
350 (1923)

27. Davis, F.D.: Perceived usefulness, perceived ease of use, and user acceptance of information
technology. MIS Q. 13, 319–340 (1989)

28. Venkatesh, V., Thong, J.Y.L., Xu, X.: Consumer acceptance and use of information technology:
extending the unified theory of acceptance and use of technology. MIS Q. 36, 157–178 (2012)

29. Kranz, M., Holleis, P., Schmidt, A.: Embedded interaction: interacting with the internet of things.
IEEE Internet Comput. 14, 46–53 (2010)

30. Van Heek, J., Schaar, A.K., Trevisan, B., Bosowski, P., Ziefle, M.: User requirements for wearable
smart textiles. Does the usage context matter (medical vs. sports)? In: Proceedings of the 8th
International Conference on Pervasive Computing Technologies for Healthcare (2014)

31. Scheulen, K., Schwarz, A., Jockenhoevel, S.: Reversible contacting of smart textiles with
adhesive bonded magnets. In: Proceedings of IEEE International Symposium on Wearable
Computers (ISWC), pp. 131–132. ACM (2013)

32. Mecnika, V., Scheulen, K., Anderson, C.F., Hörr, M., Breckenfelder, C.: Joining technologies
for electronic textiles. Electr. Text. Smart Fabr. Wearable Technol. 133–153. Elsevier (2015)

33. Mecnika, V., Hörr, M.: Embroidery for smart and intelligent textiles. In: 13th International
Conference on Global Research and Education (2014)

34. Hurford, R., Martin, A., Larsen, P.: Designing wearables. In: Proceedings - International
Symposium on Wearable Computers, pp. 133–134 (2007)

35. Profita, H.P., Clawson, J., Gilliland, S., Zeagler, C., Starner, T., Budd, J., Do, E.Y.-L.: Don’t
mind me touching my wrist. In: Proceedings of the 17th Annual International Symposium on
Wearable Computers – ISWC 2013, p. 89. ACM (2013)

36. Holleis, P., Schmidt, A., Paasovaara, S., Puikkonen, A., Häkkilä, J.: Evaluating capacitive
touch input on clothes. In: Proceedings of the 10th International Conference on Human-
Computer Interaction with Mobile Devices and Services, p. 81 (2008)

37. Norman, D.A.: The Design of Everyday Things. Basic Books, New York (2002)
38. Linz, T., Vieroth, R., Dils, C., Koch, M., Braun, T., Becker, K.F., Kallmayer, C., Hong, S.M.:

Embroidered interconnections and encapsulation for electronics in textiles for wearable
electronics applications. Adv. Sci. Technol. 60, 85–94 (2008)

39. Heller, F., Lee, H.-Y. (Kriz), Brauner, P., Gries, T., Ziefle, M., Borchers, J.: An intuitive textile
input controller. In: MuC 2015: Mensch und Computer 2015 – Tagungsband, pp. 263–266.
De Gruyter Oldenbourg Wissenschaftsverlag, Germany (2015)

40. Al-huda Hamdan, N., Heller, F., Wacharamanotham, C., Thar, J., Borchers, J.: Grabrics: a
foldable two-dimensional textile input controller. In: CHI Extended Abstracts on Human
Factors in Computing Systems, pp. 2497–2503 (2016)

41. Hildebrandt, J., Brauner, P., Ziefle, M.: Smart textiles as intuitive and ubiquitous user
interfaces for smart homes. In: Zhou, J., Salvendy, G. (eds.) Human Computer Interaction
International - Human Aspects of IT for the Aged Population, pp. 423–434. Springer,
Switzerland (2015)

Towards Accepted Smart Interactive Textiles 297



42. Ziefle, M., Brauner, P., Heidrich, F., Möllering, C., Lee, H.-Y., Armbrüster, C.: Understanding
requirements for textile input devices: individually-tailored interfaces within home
environments. In: Stephanidis, C., Antona, M. (eds.) Proceedings of Universal Access in
Human-Computer Interaction HCII 2014, vol. 8515, pp. 589–600. Springer, Heidelberg
(2014)

43. Brauner, P., Van Heek, J., Ziefle, M.: Age, gender, and technology attitude as factors for
acceptance of smart interactive textiles in home environments. In: Proceedings of the 3rd
International Conference on Information and Communication Technologies for Ageing Well
and e-Health, ICT4AgingWell (in press)

44. Wobbrock, J.O., Morris, M.R., Wilson, A.D.: User-defined gestures for surface computing.
In: Proceedings of the SIGCHI Conference on Human Factors in Computing Systems, pp.
1083–1092. ACM, New York (2009)

45. Schlick, C., Stich, V., Schmitt, R., Schuh, G., Ziefle, M., Brecher, C., Blum, M., Mertens,
A., Faber, M., Kuz, S., Petruck, H., Fuhrmann, M., Luckert, M., Brambring, F., Reuter, C.,
Hering, N., Groten, M., Korall, S., Pause, D., Brauner, P., Herfs, W., Odenbusch, M.,
Wein, S., Stiller, S., Berthold, M.: Cognition-enhanced, self-optimizing production
networks. In: Brecher, C., Özdemir, D. (eds.) Integrative Production Technology - Theory
and Applications, pp. 645–743. Springer International Publishing, Heidelberg (2017)

46. Brauner, P., Leonhardt, T., Ziefle, M., Schroeder, U.: The effect of tangible artifacts, gender
and subjective technical competence on teaching programming to seventh graders. In:
Hromkovič, J., Královič, R., Vahrenhold, J. (eds.) ISSEP 2010. LNCS, vol. 5941, pp. 61–71.
Springer, Heidelberg (2010). doi:10.1007/978-3-642-11376-5_7

298 P. Brauner et al.

http://dx.doi.org/10.1007/978-3-642-11376-5_7


Smartglasses Used by Forklift Operators: Digital
Accident Hazard or Efficient Work Equipment?

A Pilot Study

Michael Bretschneider-Hagemes(✉) and Benno Gross
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Abstract. Smartglasses are in use at manifold workplace settings. A relatively
new scenario is the usage of the glasses while driving forklift-trucks. The adaption
of methodologies for a data-based risk assessment – in terms of distraction and
line-of-sight obstructions – is the aim of the study. The prohibition of the specific
use of the glasses is a possible result on one hand. On the other hand the devel‐
opment of recommendations for a safe adoption of the devices to the workplace,
is a more likely consequence.

Keywords: Digitization of work · Safety · Healthy workplace · Smartglasses ·
HMD

1 Introduction

For a number of years, smart-glasses (e.g. Google Glass – see Fig. 1) have been used at
so-called “picking workplaces” [1]. These are activities in warehouses, which cover
warehousing, continuous warehousing and so-called picking (compilation of goods for
shipping/sales). What is new, however, is the use of these digital tools by the drivers of
forklift-trucks. In this work scenario the smart-glasses replace conventional monitor
systems which are usually mounted on the upper bodywork of forklift-trucks for route
guidance and information transfer. In rare cases analog clamping brackets are also still
in use.

Through the Employer’s Liability Insurance Association the Institute for Occupa‐
tional Safety and Health (IFA) of the German Social Accident Insurance (DGUV) was
made aware of the change in working scenarios and commissioned to investigate
possible new hazards.

In the following summary, the research-questions, the methodology and the expected
results of the study are outlined. The conference contribution will also present concrete
interim results of the study and examples from the company’s practice.
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F.F.-H. Nah and C.-H. Tan (Eds.): HCIBGO 2017, Part I, LNCS 10293, pp. 299–307, 2017.
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2 Question

The working scenarios can be differentiated by the aspects of…

• the used types of forklift-trucks and
• smart-glasses vs. conventional indicating systems (monitor – see Reference [2]).

There are a number of possible variations which may have an effect on the level of
distraction and visual impairment. The key questions are therefore:

• Is the task load (in this case with the effect of distraction), caused by smart-glasses
(HMD) less or possibly larger than caused by conventional monitor systems?

• Does the vehicle type have a significant influence for the interaction with the smart-
glasses (mast-to-pallet trucks vs. tugs)?

• Is there a significant difference between the use of monocular (see trough/look
around) vs. binocular smart-glasses?

3 Methodology

For safety and procedural reasons the study was conducted in a computer-based simu‐
lation environment. A high-quality simulator (see Figs. 2, 3, 4 and 5) of a typical forklift-
truck was build, the simulation itself is based on Unity.

Fig. 1. Set of used smart glasses – Vuzix M100, Google Glass, Epson Moverio BT200
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Fig. 2. Setup of the study (picture source: Bestsim - by kind permission)

Fig. 3. Indicated storage location – view through HMD
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Fig. 4. Setup of the DRT (picture source: Red Scientific - by kind permission)

Fig. 5. Final lab setup

Only experienced professional practitioners who are in possession of a driving
license for forklift-trucks have been admitted as participants for the study. At least 26
subjects are trained uniformly and considered for the study. Each participant performs
the simulated runs with all relevant vehicle types and all variations of the secondary task
whereby the order of use is crossed (leveling of training effects).

The primary task for the test subjects is:
Driving of the forklift-truck in a simulated environment (according to the instruc‐

tions – see secondary task).
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The secondary task (picking task – storage location is indicated each time) is:
Reading of the instructions which are presented by the ‘indicating system’ while

driving and taking goods with the vehicle (+upstream task see below).
The secondary task is initially presented conventionally via a monitor system and is

then differentiated by the different types of smart-glasses (“monocular” – google glass
“see through” vs. vuzix “look around” vs. “binocular”). Both are described as ‘indicating
systems’. The task design is a detailed copy of a typical situation as observed in original
companies usecases.

The interaction time with the original task was about 2 seconds/task-fulfillment.
While the stimulus is presented every 3–5 s, the short interaction time retrieved the risk
of not getting a stimulus at the period of the relevant task fulfillment. Therefore it was
enriched by an upstream task – in this case a simple calculation task. The interaction
time was raised to circa 6 s this way.

As far as the statement for practitioners is concerned after this variation, it has to be
kept in mind, that the laboratory setting is always intended to push the burden to an
extreme limit. We do not make final statements about what is better or worse under real
conditions in this first step of the study, but rather that the cognitive-workload is rela‐
tively higher or lower. Given the case of the original setup without an upstream calcu‐
lation task, the workload may be so low-threshold that it can be easily compensated in
any case, so the relative difference will not become apparent unless we drive it to the
top in the experiment. The final practical implications have to be found by the combi‐
nation of this quantitative approach with qualitative contemplations.

For the assessment of the task fulfillment and the interpretation of the task loads
(distraction by secondary task) different ‘performance parameters’ were defined:

• Sum of the ‘storage rack collisions’ (usual problem in companies): Smaller collisions
unfortunately happen everyday when handling forklift-trucks. Usually only special
guide rails are touched on the storage racks. Nevertheless this is a quantifiable driving
fault which is not unlikely to be caused by distractions.

The simulation platform was set up in such a way that every collision can be logged
and transferred to a statistics program.

• Detection Response Task (DRT) according to ISO/DIS 17488 (visual): The “Detec‐
tion Response Task mainly intended for assessing the attentional effects of cognitive
load on attention for secondary tasks involving interaction with visual-manual,
voice-based, or haptic interfaces. Although the standard focuses on the assessment
of attentional effects of cognitive load (…), other effects of secondary task load may
be captured by specific versions of the DRT (…). Secondary tasks are those that may
be performed while driving but are not concerned with the momentary real-time
control of the vehicle” [3].

Practically the response (Hitrate) and the reaction time (ms) on a visually presented
stimulus will be measured. This stimulus is performed by an LED. The LED is in most
cases brought to the participant by a headband to the edge of his field of vision (see
Fig. 4 – alternatively a remote LED or a tactile vibration motor can be used – in our case
a product of Red Scientific is in use). Every participant is instructed to react immediately
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to the periodic stimulus – every 3–5 s (see Sect. 4 for a critical discussion of the stimulus
presentation in our specific case).

• Subjective assessment of the participants/survey (via Lime Survey): The objective
data will be compared with a subjective assessments of the manifold indicating
systems, and in particular with the various vehicle types. In this way, finer differences
in terms of usability and risk assessment are to be identified.

It is self-evident to carry out a survey after each run to produce definable data. In
addition to personal assessments, the NASA-TLX will be used for the measurement of
the workload [4].

The detailed test procedure in collaboration with the mentioned professional partic‐
ipants is organized in 5 runs per participants. Every run is followed by the NASA-TLX
survey:

• Training
– Show the subject how the experiment looks like from outside (full task fulfillment

by researcher)
– Participant can familiarize himself with the secondary task

On monitor: Display of the storage location + the following calculation tasks
On HMD 1 (Vuzix/Google) – see above
On HMD 2 (Epson) – see above

– Participant can familiarize himself with the DRT
– Participant can familiarize himself with the primary task - 5 min run

Request whether operation is now possible without problems
– After exercising, the participant can familiarize himself with the combined task

set during the run
• Baseline Run

– Proband should drive into the test-hall, as long as DRT is not active
– Proband gets the first storage location verbally announced (!) – starts driving

DRT stimuli start here
– After a successful fulfillment of the driving task, another announcement of a

storage location follows at a standstill. This procedure continues until 2 min (about
30 DRT-stimuli) passed

– Survey NASA TLX
• Monitor Run

– Start Secondary Task App – Participant gets first storage position on monitor still
in standby – starts driving

DRT stimuli start here
– After starting the drive, the App will consistently display calculation tasks (in the

cycle of 5 s) – to complete the tasks, the solution has to be pronounced loudly
– After arrival at the storage location, the participants confirms via touchscreen/

HMD-Interface
– Another storage location will be displayed, calculation tasks follow (see above).
– Stop after 2 min (approx. 30 DRT stimuli)
– Survey NASA TLX

• HMD 1 Run
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– See above
• HMD 2 Run

– See above
• Overlapping Survey of comfort parameters regarding the interaction:

– Which indicating system did you like best?
“Monocular” smart glasses
“Binocular” smart glasses
Monitor system

– Which display system caused less distraction from driving?
“Monocular” smart glasses
“Binocular” smart glasses
Monitor system

– Did you experience any of the display systems as a visual handicap?
“Monocular” smart glasses
“Binocular” smart glasses
Monitor system
No

– Other notes that you would like to inform us about?

The envisaged result matrix (summarized in Table 1) results from the consideration
of the different vehicle types and indicating systems. The influence of the secondary
tasks, in each case represented by different indicating systems, can thus be quantified
and assessed in various typical application contexts (vehicle types). The performance
parameters of each indicating system will be compared with the parameter of the baseline
runs. As far as statistically significant deterioration results against the established moni‐
toring system, the use of the devices at workplaces can not be tolerated without adap‐
tation. The responsible employers’ liability insurance association is strongly committed
to this position.

Table 1. Proven result matrix: Type of forklift-truck/indicating system/performance parameter

See through
(Google Glass)

Look around
(Vuzix)

Binocular
(Epson)

Monitor Baseline

Truck 1 • DRT visual
• Driving fault
• Survey

• DRT visual
• Driving fault
• Survey

• DRT visual
• Driving fault
• Survey

• DRT visual
• Driving fault
• Survey

• DRT visual
• Driving fault
• Survey

Truck 2 • DRT visual
• Driving fault
• Survey

• DRT visual
• Driving fault
• Survey

• DRT visual
• Driving fault
• Survey

• DRT visual
• Driving fault
• Survey

• DRT visual
• Driving fault
• Survey

Furthermore, an exemplary statement “comparable secondary tasks on monocular
systems can be tolerated on forklift-truck type x, binocular systems on forklift-truck type
y not” is possible for the very first time through this basic investigation. Workplace
designs are thus made safer through the study. Risk assessments may be based on the
results.
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4 Critical Discussion – DRT Stimulus Presentation

The ISO 17488 discusses various variants of the presentation of the stimuli.
As mentioned, “This includes two methods where the stimulus is presented visually

and one method where the stimulus is provided by means of tactile stimulation. In the
head-mounted DRT (HDRT), a visual stimulus (an LED) is presented through a fixture
attached to the head of the participant at a specified visual angle. In the remote DRT
(RDRT), a visual stimulus (e.g. an LED or embedded graphic in simulator scenario) is
presented in the forward view of the participant. Finally, in the tactile DRT (TDRT), a
tactile vibrator is placed on the participant’s body” [5].

In our specific case, we compare the indicating systems Monitor vs. smart glasses
(HMD). The mentioned parameters are derived from the experiment. The critical discus‐
sion of the presentation of the stimuli is about the following aspect:

Do we possibly buy in an unreal disadvantage of the monitor system/preference of
the smart glasses (HMD), if we work with a continuous HCI while driving and thereby
performing the remote visual DRT?

That is why the monitor system always requires a head rotation that interferes with
the perception of the stimuli in our specific scenario. The monitor would surely be worse
in this extreme scenario, but under real conditions maybe even better. Where is the
threshold, at which we adjust the setting so that it fits methodically and produces stable
data, but the meaningfulness for the real work scenarios sinks?

This would be a clear argument for the tactile presentation of the stimulus (for HMD
vs. monitor at first no disadvantage). Unfortunately there are strong arguments against
the tactile presentation, from a quantitative/statistical point of view in terms of validity
and discrimination of the data sets (see ISO 17488 - E.4.1.5 Poor absolute validity).

The final setup of the laboratory anticipates the ongoing discussion. The remote DRT
is in use now (preference in statistical terms) and is positioned in a way, that no disad‐
vantage for one of the indicating systems is given by the setup (remote DRT still in field
of vision after head rotation).

5 Outlook

The adaptation of a relatively new method (DRT) into a context which is different from
the context of the validation presented itself as a big challenge. First of all the difference
is, that the application is not taken place in an on the road traffic scenario and the used
task sets were not designed for an in car use. In addition, the relevant secondary tasks
(picking task via indicating system) were structured by the practitioners very differently
from the typical task sets that are used in cars (infotainment systems, for example).
Nevertheless, the potential of the DRT appeared huge for our project.

The intensive discussion on the nature of the setup and the presentation of the stimuli
is an expression of the adaption of the method into a new context. Also the question
which stimuli presentation method is most beneficial for data processing and whether
this is still suitable for the practice transfer, had to be answered anew in our field of
research.
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At the time of the presentation at the conference, first data will be available. The
presentation will be enriched by specific case studies from the companies/practitioners.

Towards the end of 2017, the first series of experiments (N = 26) will be completed
and will be submitted to the statistical evaluation. Further series of experiments are to
be followed to include other forms of stimulus presentation. These data should be
compared among each other.
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Abstract. With the increasing prevalence of recommendation engine in social
media, more research attention have been shifted towards understanding how
can we influence better product evaluation from social media users. Multiple
aspects of the design of the social media website have been extensively
examined. However, in this study, we take a novel perspective by looking at the
influence of users’ actual physical behavior (bodily movement) during a viewing
session. Three experiments are designed to examine how different trackpad
orientations (natural vs. reversed) of laptop influence consumers’ evaluation and
memory of the recommended product displayed in social media. We predict that
natural trackpad orientation will cause distinct perceptions of information pro-
cessing fluency, resulting in differences in their evaluations and memories of the
products online. The results are expected to show that when using natural
scrolling, the high level of processing fluency are more likely to induce more
positive evaluations but worse memory. In addition, we will demonstrate that
shopping motivation will moderate the relationship. When consumers are con-
ducting goal-oriented online shopping, the superior (inferior) effect of fluency on
evaluation (memory) for natural orientation over reversed orientation will be
weakened.

Keywords: Human-computer interaction � Finger movement � Social media �
Information processing

1 Introduction

The past decade has witnessed a remarkable and unprecedented increase in e-commerce
marketplace. This increase is represented by not only the skyrocketing sales numbers
but also the surge in feature/function innovation and format/channel richness that are
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driven by the constant advancement in technology. It gives consumers more choice,
freedom, and better experience. And it also opens more research opportunities for us to
better understand consumer behaviors. As such, multiple aspects of the design of the
online shopping environment have been extensively examined. They predominantly
focus on the interaction between consumers and the online content. Motivated by the
recent trending imagination of the near-future virtual reality shopping design, this study
takes a rather novel perspective by looking at the influence of users’ actual physical
behavior (bodily movement) during online shopping. We focus on the interaction
between consumers and the technical devices. We believe that it is an easily-ignored
but rather important aspect of online consumer behaviors.

It has been widely acknowledged that human bodily movement can reflect what
people think as well as how they feel [1]. For example, a relaxed and open gesture
delivers the signal of liking others [2], yet a stance of leaning backward indicates a
negative feeling towards the object [3]. There also exists a stream of research
describing attitude as a collection of motor activities [4]. Most researchers believe that
postures capture human subjective evaluations of objects, and there exists a strong
linkage between bodily movement and evaluation.

Further researches have also revealed that not only does this linkage exist but also
that it is bi-directional, which means bodily movement can also in return influence the
formation of evaluation and attitude. For instance, Casasanto [5] has found that
right-handed individuals are more likely to associate rightward space with positivity
but leftward space with negativity and vice versa for left-handed individuals. Such
finding contains useful implications for marketers, with the intensive exposure to
performing bodily movement using the dominant hand, right-handed (left-handed)
consumers will be more likely to render a more positive evaluation when the product is
placed in the rightward (leftward) space than leftward (rightward).

Following this branch of research, this study aims to investigate how bodily
movement influences consumers’ behaviors. Most existing literatures address the
relationship between bodily movement and consumer behaviors in offline settings. For
instance, arm flexion and extension have differential effects on attitude as arm flexion is
more closely coupled with acquisition or consumption of the desired stimuli, leading to
the association between arm flexion and positive attitude [6]. However, understanding
how the influence of bodily movement transfer to the online context could also gen-
erate rich theoretical and practical implications. Without the real touch feelings and
detailed assessment of product quality, how to let consumers have positive evaluation
and deep impression is crucial. Despite product presentation formats, content details,
reviews, and recommendations online, the interaction between consumers and the
technological device that presents the production may also play an important role.
Thus, the scope of this study is narrowed down to only investigating how the bodily
movement in IT devices will influence consumers’ behaviors.

More specifically, in this study, we are interested in how does finger movement
influence online consumer behaviors when browsing shopping website using a touch
device. According to Pew Research Center [7], a fact bank that provides information on
social issues, computer ownership percentage among younger adults below 30-year-old
has reached 78%. And for more convenient carry and use, consumers begin to abandon
the habit of using mouse and turn to use trackpad embedded in the laptop. There are
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two types of trackpad orientation: natural and reversed. The natural scrolling orienta-
tion is that the website content flows in the same way as the movement direction of
fingers, while the reversed scrolling orientation is inverted. Therefore, when the con-
sumer scrolls the website from top to bottom to view the product information online,
the conditions of figures are different. In the natural orientation, scrolling down the
website makes the figures in the states of extension, yet flexion for reversed orientation.

Hence, this study aims to specifically investigate the impacts of the two trackpad
orientations on consumers’ evaluation and memory towards recommended products in
social media. This study sheds lights into the interaction between physical movement
and product evaluation, and fills in the research gap of lacking attention on the
interaction between online consumers and technical devices. In order to establish the
relationship between trackpad orientation and product evaluation as well as memory,
information processing fluency is introduced as a mediator. We argue that natural
orientation will produce a higher level of fluency, as a result of the fit between cog-
nition and motor activity. Then the higher level of fluency will lead to a more positive
evaluation but worse memory towards the product. Moreover, this study examines the
role of shopping motivation, i.e. browsing-oriented shopping and goal-oriented shop-
ping in moderating the effect of trackpad orientations. Thus, we further hypothesize
that the superior (inferior) effect of fluency on evaluation (memory) for natural ori-
entation over reversed orientation will be weakened in the condition of goal-oriented
shopping.

The remainder of this study is organized as following. The next section reviews
prior literature and provides theoretical foundations. The research model as well as
hypotheses are developed, followed by experimental design procedures. Last but not
least, conclusions including contributions and future work will be provided.

2 Theoretical Development

2.1 Embodied Cognition

When mind meets body, evaluations and judgments are subjected to be changed. For
example, physical needs such as hunger can influence the person and transfer the
person’s attention to food; a smile may trigger the mental image of happiness and make
the person to feel delightful when upset. Mind and body are tightly connected, in which
way that cognition influences body movement, and body movement influences cog-
nition [8]. Thus, instead of only assuming that perception leads to motor priming,
researchers in embodied cognition (EC) argue a reversed causal chain – motor simu-
lation actives and influences the perception [9]. In EC literature, there are two streams
of research: mild embodiment and radical embodiment, which we will only focus on
the former one.

One representative theory proposed in mild embodiment is perceptual symbols
theory (PST) [10]. PST states that knowledge and perceptions are not developed from
vacuum. Rather, they are originated from sensory and motor contexts of their occur-
rences. It is the sensorimotor information that helps to establish the conceptual rep-
resentations. Thus, during the formation of conceptual representations, multimodal
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sensing including perceptual, motor and introspective states are recorded. Later when
similar sensing is processed, the conceptual representations are reactivated.

2.2 Embodied Cognition and Processing Fluency

Researchers have demonstrated that actions are builders of how knowledge is repre-
sented, thus the motor cues will facilitate or inhibit decision making during information
processing [11, 12]. The processing of information can be affected by many factors
such as processing speed, accuracy and consistency [13]. All these factors combined
lead to an experience of processing ease, which is defined as fluency [14].

When viewing social media websites, the multimode of sensing inputs are finger
and the visual input from computer screen. In embodied research, a typical study is
about how visual up and down affects the emotional valence. Implicit learning from
daily associations between physical experiences and emotional states co-occurred, such
as people are more likely to stand straight and tall when feeling proud but slouch when
feeling depressed, it is easily to conclude that positive is up and negative is down [5].
Applying this metaphor to social media context, when consumers view the website
from top to bottom, they will scroll the screen to let the screen move upwards. The
upward motion may induce positivity for all consumers. However, different types of
finger movements may cause distinct emotional valence, which will be congruent
(incongruent) with the feelings caused by visual inputs, resulting in different processing
fluencies. There is a lack of research in embodied cognition of finger, but we can refer
to the arm motions to have a similar inference. When the fingers are in the state of
extension, the state is more associated with daily experiences of approaching objects.
On the contrary, when the fingers are in the state of flexion, it may remind consumers of
being afraid of losing something. Thus, the finger extension may induce positivity,
while negativity for finger flexion.

In the natural orientation, on the one hand, visual upward movement of website
produces positivity; on the other hand, finger extension produces the positive feeling as
well. Whereas, in the reversed orientation, finger flexion causes negative feeling, which
is contracted with the positivity of visual sensing. The processing of information is
considered as more fluent if two cognitions are congruent. In addition, natural orien-
tation enables the movement directions of finger and visual input to be consistent,
which may also enhance the feeling of fluency. Hence, we propose the following
hypothesis:

Hypothesis 1. Compared to reversed orientation, natural orientation will produce a
higher level of processing fluency.

2.3 Processing Fluency, Attitude and Memory

Multiple theoretical notions review that high fluency is reliably associated with more
positive evaluations [13]. Regardless of the exposure repetition number, other variables
that facilitate fluent processing also tend to increase liking.When the trackpad orientation
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is natural, processing fluency is expected to be higher, whichwill generate amore positive
evaluation towards the product displayed online. Thus, we hypothesize as the following:

Hypothesis 2.1. The natural trackpad orientation will lead to a more positive evalu-
ation towards the product via a higher level of processing fluency.

A more interesting relationship happens between processing fluency and memory.
We argue that there is a twist here: though natural orientation gives rise to a positive
attitude, it leaves a worse memory. Traditionally, researchers believe that a higher level
of fluency will yield a better memory. However, in the social media context, this may
not always apply. Usually the presentation content of product is not difficult to
understand, i.e., it does not require a high cognitive load to fully digest the information,
a relative lower fluency will not induce problems with understanding and memorizing
the product. Instead, a lower level of processing fluency is possible to result in a better
memory. Dual-process theories [15, 16] describe that there are two reasoning systems:
system one is quick, effortless, and intuitive, yet system two is slow, effortful and
analytical. The two systems are all related to human judgments, but which system
dominates the process largely depends on the ease of difficult with which information
comes to mind [17]. Alter et al. [18] verified that when the processing fluency was
higher, system one would guide judgment; System two was operated to guide judgment
when participants were experiencing disfluency. Therefore, the feeling of disfluency
will activate analytical reasoning, pushing consumers to focus on the details of product
and put more cognitive efforts to evaluate. When consumers viewing website using
natural scrolling trackpad, the fluency may activate system one in a way that consumers
tend to adopt holistic and quick viewing of the product information. As for reversed
trackpad, the disfluency will trigger analytical viewing, which will leave a deeper
impression of the product to consumers. Hence, we hypothesize the following:

Hypothesis 2.2. The reversed trackpad orientation will lead to a better memory
towards the product via a higher level of processing fluency.

2.4 The Moderating Role of Shopping Motivation

Shopping motivations are categorized as two types: goal-oriented and browsing-
oriented. Goal-oriented consumers have a targeted object in mind, and are more likely to
process information of product in details in order to match their goal. Therefore, sys-
tematic processing is activated. Contrarily, browsing-oriented consumers have no
specific goals in their minds. For example, large group of people in weibo like viewing
products recommended by stars in their spare time. The main goal of browsing websites
is to pursuit enjoyment [19]. Hence, they view product information more quickly and
pay less attention to the details of product, employing heuristic processing strategy. In
the previous section, we hypothesized that natural orientation will lead to a positive
evaluation but worse memory due to fluency. But when consumers are goal-oriented, the
systematic processing will neutralize the tendency of holistic viewing caused by fluency.
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Essentially, even with natural trackpad orientation, consumers will still activate sys-
tematic information processing to evaluate product. In such case, evaluations towards
the product will more depend on the assessment of the product itself, rather than the
feeling of fluency. Hence, the positive attitude may be attenuated if the product viewed
does not match consumer’s goal. In terms of memory, since consumers will analyze the
information of product naturally when they are using systematic processing strategy, so
they will have a deeper impression regardless of the orientation of trackpad. In short,
when consumers are goal-oriented when shopping online, systematic processing will
dominate and moderate the effect of fluency. Stated formally, we propose the following
hypotheses:

Hypothesis 3.1. The superior effect of fluency on product evaluation for natural ori-
entation over reserved orientation will be weakened in the condition of goal oriented
shopping motivation.

Hypothesis 3.2. The inferior effect of fluency on memory for natural orientation over
reserved orientation will be weakened in the condition of goal oriented shopping
motivation.

In summary, we argue that there is a fit between the emotion induced by finger
motion and visual information, which helps to form a sense of processing fluency when
the trackpad orientation is natural. Consequently, the processing fluency leads to a
more positive product evaluation but worse memory towards the product. Finally, the
shopping motivation is expected to moderate the effects between fluency and evalua-
tion as well as memory. The theoretical framework is shown in Fig. 1.

3 Research Methodology

The relationship between trackpad orientation and product evaluation as well as memory
is designed to be tested in three laboratory experiments. Study 1 tests the main effect of
trackpad orientation on evaluation and memory. Study 2 tests the underlying processes
and is expected to reveal that it is processing fluency that mediates the effect between
trackpad orientation and attitude and memory. Combining the results of study 1 and 2, it
should be possible to give some insights to the chain from trackpad orientation to fluency,

Fig. 1. Theoretical framework
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and then to attitude and memory. Finally, study 3 examines the moderating effect of
shopping motivation. Across the experiments, various products were used to generalize
the results, ruling out the possibility of results validity being affected by product types.

The goal of study 1 is to test the main idea that different trackpad orientations have
differential influences on product evaluation and memory towards the product viewed in
social media. It is expected that natural orientation, compared to reversed orientation,
participants will have a better evaluation towards the product, but a worse memory.
When being recruited, participants are required to complete a short survey with
demographic information, the laptop brand and experiences with using trackpad. Only
participants using Apple laptops will be accepted. The laptop from Apple is chosen
because most students who are using this device prefer to use trackpad than mouse. In
addition, the design of trackpad of Apple laptops is more sensitive and comfortable.
Also, the orientation of trackpad can be freely set as natural or reversed based on users’
own preferences. Upon arriving at the lab, participants are randomly assigned to two
groups and instructed to perform two tasks. All participants are provided with MacBook.
In the natural condition, the trackpad orientation is set as natural, and similarly in the
reversed group, the trackpad orientation is set as reversed. As participants may have
their own habits of using trackpad, obvious sense of disfluency will occur if the trackpad
orientation in experiment is contradicted with their habits, which will contaminate the
interval validity of this study. In order to rule out this possibility, the first task aims to let
participants get used to trackpad orientation in experiments. Basically the first task is to
keep participants viewing website, using trackpad as much as possible. For example, the
task can be viewing news website and providing feedbacks on the content or design.
After an hour usage of trackpad, participants are given five minutes to relax. After
finishing the first task, participants are required to proceed to the second task. A simple
social media website with product recommendation is shown and there are five products
with detailed information shown for each participant (Appendix 1). All five products are
selected from various categories, and the sequences for five products displaying on the
screen are counter balanced. The format of Amazon is chosen, and the product pages are
usually in the waterfall format, meaning that the page lasts long, which guarantees that
consumers will scroll down several times in order to see all the information listed. After
this, participants are instructed to complete a post-experiment survey (Appendix 2).
The dependent variable product evaluation is measured by a six-item and nine-point
scale [20]. The participants will be presented with the image of the first product, and then
rate from six aspects on nine-point scales (1 = bad/dislike/unfavorable/not useful/
undesirable/low-quality, 9 = good/like/favorable/useful/desirable/high-quality). Then
participants will be presented the second product image and rated again, until the last
one. The sequences of products presented will be counter balanced as well. For memory
test, we have six memory questions for each product, asking its detailed information
presented in the websites but not revealed in the images shown to participants.

Study 1 has several limitations that should be addressed by study 2. First, study 1
does not reveal the underlying mechanism between trackpad orientation and attitude
and memory. Thus, study 2 is carried out to confirm the mediating effect of processing
fluency. Second, mood will also influence the evaluation towards product, and the
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earlier exposure of certain product will affect the accuracy of memory results. Thus in
study 2, we will measure the general mood state to ensure the validity of product, and
ask participants whether they have seen same or similar product information before.
After the first two tasks, participants are instructed to fill in a survey. Apart from the
original questions in the survey, participants are asked to rate how fluent they perceived
the website viewing procedure with the use of trackpad. Moreover, it is better to
capture a more objective measure of processing fluency – the amount of time each
participant takes to finish the website viewing for three products. Thus, another
question is added to know whether there is a product that participants are particular
interested in, which may interfere with the total duration on websites (Appendix 3).
Besides the exact same two tasks (we choose different products displayed to prevent
same participant memory or information contamination from Study 1), participants
have two additional seemingly independent tasks after two weeks. The aim of the third
and fourth tasks is to capture the emotion valance induced by finger movement and
website movement as the processing fluency is predicted to be caused by emotion
congruence. Two weeks later in the third task, participants are asked to rate their
emotion valance after doing figure flexion and extension respectively. Similarly, in the
fourth task, participants rate after seeing website moving up and down. The temporal
separation is to prevent participants linking figure movements to the processing fluency
questions in the survey, and then give fake answers due to demanding effect. They will
be asked whether they have linked the two experiments together and guessed the true
aim, and data will be removed if the answer is yes.

Study 3 is a 2 (trackpad orientation: natural vs. reversed) * 2 (shopping motivation:
goal-oriented vs. browsing-oriented) experiment design. Same as in Study 1 and 2,
participants are randomly distributed into one of the four conditions. The shopping
motivation is manipulated by giving participants different tasks. For goal-oriented
groups, participants are given a task of finding a birthday gift for friend, by knowing
some function requirements from friend; in browsing-oriented groups, participants are
told to browse websites naturally as usual to spend their leisure time. The experiment
procedures are same as study 1: participants have same two tasks and fill in similar
post-experiment surveys.

4 Conclusion

The study makes several theoretical contributions to different streams of research. First,
it contributes to the knowledge body of embodied cognition literature. Prior research
mainly focuses on the embodied cognition in offline setting. For example, researcher
has studied how gestures changed thought [21]. However, few literatures really give
insights into how gestures change behavior in online context. This study extends
understanding of the relationship between motor activity and cognition by demon-
strating how trackpad orientation and finger movement influence consumers’ product
evaluation and memory when browsing social media websites. It is shown that different
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finger movement can lead to different levels of processing fluency, which will affect
evaluations of the product.

The study also contributes to the research stream of e-commerce. With most research
stressing on online reviews, presentation formats and marketing strategies, this proposal
creates a new angle of improving consumers’ attitude towards the products. The research
also examines the moderating effect of shopping motivation on attitude and memory.
Thus, under the e-commerce context, although finger movement will influence con-
sumers’ evaluations, how much the evaluations and memory will be influences depends
on shopping motivations. It is argued here that when consumers are browsing-oriented,
natural trackpad orientation will result in positive attitude but reversed trackpad orien-
tation will lead to a better memory. When consumers are goal-oriented, the differences
will be weakened.

This research idea also has practical implications. It suggests that when designing
the future highly interactive user viewing experience, social media networks should not
only focus on designing the content but also designing how consumer physically
interact with the content. With the current trend, future technologies and innovations
should only make the physical device more and more interactive.

To point some future work directions for this research idea, first, one limitation of
this study is that the emotions or feelings of fluency are measured by self-report
surveys. Although viewing duration is added in order to support the fluency results,
there is still a possibility that the results are biased. Hence fMRI is suggested to detect
the differences between finger extension and flexion, as the brain activity level should
be different for the two movement. Second, a more popular way to do online shopping
now is to shop on mobile devices such as phones and pads. The most common interface
of phones and pads are touchscreens, and there are different finger movements or
gestures that can be recognized on the touchscreens. Thus, one possible future direction
is to study how finger movements on touchscreen will change consumers’ evaluations.
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Appendix 1 Website Format

Recommended products will be shown in the website with pictures and detailed pro-
duct descriptions. An example of wallet is shown as below1. The descriptions of the
product are long enough to ensure that participants scroll down the website several
times and generate the feeling of fluency/disfluency.

1 The source of the example is from https://www.amazon.com/Coffee-Thermal-Insulated-Tumbler-
CF085Z/dp/B0160R1LEK/ref=gbps_img_s-3_bb19_5b4de19d?smid=ATVPDKIKX0DER&pf_rd_
p=41fd713f-6bfe-4299-a021-d2b94872bb19&pf_rd_s=slot-3&pf_rd_t=701&pf_rd_i=gb_main&pf_
rd_m=ATVPDKIKX0DER&pf_rd_r=CZJYASAZJZ9P83E06VJ4.
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Appendix 2 Measurements of Variables in Experiment 1

Product Picture
Product Name

Product 
Descriptions
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Section A: Product Evaluation
Given the product above, please try to indicate the degree to which you agree with

each of the following statements:

1. I think this product is good.

Strongly 
Agree o o o o o o o o o Strongly 

Disagree

2. I like this product.

Strongly 
Agree o o o o o o o o o Strongly 

Disagree

3. I have a favorable attitude towards this product.

Strongly 
Agree o o o o o o o o o Strongly 

Disagree

4. I think this product is useful to me.

Strongly 
Agree o o o o o o o o o Strongly 

Disagree

5. I want to buy this product.

Strongly 
Agree o o o o o o o o o Strongly 

Disagree

6. I think the quality of this product is high.

Strongly 
Agree o o o o o o o o o Strongly 

Disagree
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Section B: Memory
Given the product above, please try to recall what you have viewed in the website

and choose the most appropriate answer:

1. What is the capacity of the hot and cold tumbler?
A. 16 oz. B. 18 oz.
C. 20 oz.                 D. 22 oz.

2. Without a warming plate, how long does this machine keep your coffee hot?
A. one hour           B. one and a half hours
C. two hours                D. three hours 

3. Which of the following serving sizes is not provided by this product?
A. Travel mug                  B. XL cup  
C. Half carafe                  D. Full carafe

4. Which of the following functions is not available?
A. Removable water reservoir     B. Integrated scoop
C. Delay brew   D. Double-walled vacuum 

5. How many paper filters does this product have?
A. 3                  B. 4
C. 5                  D. 6

6. What is the type of carafe of this product?
A. Carafe with warming plate     B. Thermal carafe   
C. Table carafe D. None of the above

Appendix 3 Additional Measurements in Experiment 2

Given the website viewing experience you just had, please try to indicate the degree to
which you agree with each of the following statements:

1. The website viewing process was fluent.

Strongly 
Agree o o o o o o o o o Strongly 

Disagree

2. I could quickly understand the information in the website.

Strongly 
Agree o o o o o o o o o Strongly 

Disagree
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3. I easily processed the information in the website.

Strongly 
Agree o o o o o o o o o Strongly 

Disagree

4. Is there any product that you are particularly interested in? Please indicate the
product name if your answer is yes, or “N.A.” if your answer is no.
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Abstract. Forklift drivers are required to work as quickly as possible while
simultaneously being aware of humans crossing in front of the forklift. Many
accidents in warehouses occur due to driver stress or negligence, some of which
result in human injury. To reduce or prevent these accidents, solutions have been
proposed to attempt to predict upcoming collisions. Since they are configured
too sensitively, they display too many warnings, which causes them to be turned
off by drivers. The research reported in this paper aims to reduce those accidents
by using the latest camera technologies in combination with computer vision
methods. A time-of-flight camera is used, which provides 2D as well as 3D data.
The 2D data is used to detect humans in the driving path by using a support
vector machine. Distinguishing between humans and other factors such as the
storage facility allows a two-level warning system to be realized. The aim of this
system is to allow warnings to be configured more sensitively when persons are
in sight. The 3D data is used to calculate possible collisions and to segment the
2D image. The results presented in this paper focus on how the person detection
with a support vector machine can be realized and optimized.

Keywords: Forklift safety � Warning system � Computer vision � People
detection

1 Introduction

In 2015, about 11,687 reportable accidents with human involvement were caused by
forklifts in Germany. In 38.6% of these cases, the injured persons were passive actors
in the collisions, five of which ended mortally [1].

Commercially available products for accident prevention mostly use radar, radio,
infrared or ultrasonic sensors and warn the driver acoustically [2–5]. One common
property of all such available system is that they evaluate the distance between the
forklift and an object. Thus, when the maximum allowed distance is exceeded, the
driver is warned. But in practice, forklifts turn in very tight areas, which produces high
numbers of warnings due to the violation of maximum distance. Consequently, forklift
drivers often turn the warning system off. This problem is a result of the static distance
threshold. Neither the driving path nor the speed of the forklift is considered, nor the
movement of detected objects.
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Recent developments in sensors, computer vision and in computer hardware have
made it possible to calculate the trajectories of objects in real time by using 2D and 3D
image data. As for sensors, in the last few years, a new sensor technology called
time-of-flight has been established, mainly with the release of the first Microsoft
“Kinect”. Since the “Kinect” is only designed for gaming, there is also a development
of 3D camera technologies in industrial sectors; this requires adaption of this tech-
nology to robust industrial standards like 24/7 use, e.g. SICK camera Visionary-T.
Those cameras provide 2D and 3D data that can be used to capture the environment,
e.g. of a forklift truck. The environment is ultimately not captured by the camera itself,
but by methods of computer vision. These have made enormous progress in the last
years. That is because the computing performance has also increased equivalently,
especially graphics processing units (GPUs).

Combining this improved hardware (computers, sensors) with software led to the
“PräVISION” project. The aim of this research project is to develop a two-level col-
lision warning system. The main objectives are to develop a system that is:

• able to reliably detect up to 100%1 of upcoming collisions
• able to distinguish between collisions with humans and those with other objects
• reliable, in the sense that all human-recognizable collisions are detected
• cheap
• robust with respect to industrial demands
• easy adaptable to every kind of forklift

2 Image Processing and Computer Vision Methods

The term image processing includes all actions that applied to images using a com-
puter. Computer vision is one field of image processing and covers a wide field of
applications. Most of these applications are in robotics and, more recently, in the
automotive sector due to the development of autonomous cars [7]. One framework that
supplies a large number of image processing methods is the “Open Source Computer
Vision Library” (OpenCV) originally developed by Intel [8]. All the following methods
can be found in this library.

2.1 People Detection

The algorithms used for people detection belong to the topic of machine learning. Few
algorithms are specifically designed for people detection only; most methods imple-
mented for this use case were actually intended for object detection in general. In order
to detect specific objects, a classifier is needed. Classification means that data is
allocated to a predefined category. The data can take various types. In the case of

1 Obviously, a collision can only be avoided if it is possible for a human to avoid it. The time between
the warning and the reaction of the driver and the braking time of the forklift cannot be influenced by
the system.
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people detection, the data is provided in the form of images. In this context, classifi-
cation consists in allocating each whole image to a specific object category. Classifiers
have to be trained with both data including the desired objects (positives) and data
excluding them (negatives). One possibility approach is to train the classifier with raw
images, i.e. with the color values. Another is to extract features from the image. One
example of a well-established feature for person detection with a support vector
machine (SVM) is the histogram of oriented gradients (hog). This approach mainly
focuses on the extraction of contours [9]. Cascade classifiers typically use (extended)
haar-like features, which represent a kind of standard lines e.g. horizontal lines [10,
11]. Another feature used for people detection with cascade classifiers is theMultiscale
Block Local Binary Patterns [12]. This feature is designed for high performance,
because only integer values are processed.

The above-mentioned classifiers support vector machines and decision trees (which
also include cascade classifiers) are common choices of algorithms for people clas-
sification [13, 14].

The general operating principle of an SVM is to define vectors based on predefined
features and training data. These vectors point toward the different kind of classes to be
detected. Those vectors create regions in an n-dimensional space divided by a
hyperplane. The vectors near to the hyperplane (i.e. within a certain margin) are most
relevant and are called support vectors. The margin is specified during training in such
a way that, during classification, samples will only be rated as positive if their vectors
are in range [13].

Decision trees are the oldest type of classifier used for machine learning. These
classifiers also have to be trained with predefined features before they are used. During
training, the classifier adjusts the probability distribution of each object to be detected.
The result of classification is binary, so it is not possible to define a threshold for object
classification [14]. One special type of decision trees is given by cascade classifiers
[10]. As the name suggests, multiple decision trees are arranged in cascaded loops. The
deeper the stage of the loop, the smaller the analyzed features. Consequently, at the first
stage, the input image can for example be analyzed by extracting four features, 20
features at the second stage, and so on. Each input image is only processed at deeper
stages if it passes each of the previous stages. If the input image passes every stage, it is
classified as positive; otherwise, it is classified as negative.

The term classification is often conflated with detection in the topic of image
processing. In fact, detectors provide a classification and the position of the classified
object. All classifiers can be converted to detectors by means of the so-called
sliding-window method. The approach consists in running a window, smaller than the
input image, over the whole image. At each step, the content of the sliding window is
classified. In order to be able to detect differently sized objects, the size of the
sliding-window is increased once the whole image has been processed [14].

2.2 Tracking

The aim of tracking is to improve the results of people detection, since it is not possible
to detect every person in every frame. When an object is detected, distinctive pixels
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(often edges or corners) known as key points are extracted. These key points are
subsequently located in the next frame. Another possible approach is to calculate some
average value associated with the object, e.g. the average color value, and retrieve this
value in the next frames.

3 Concept

The design of the collision warning system is essentially determined by defining the
methodology, i.e. the sequence of applied methods (see Fig. 1). Firstly, the input data is
preprocessed. Then the collision detection predicts upcoming collisions. The subse-
quent people detection differentiates between humans and facility storage. For each
detected person, an object is created containing its history (recent positions, extracted
key points). When a person is detected, he/she is allocated to an existing object, or a
new object is created. Finally, in the output section, the driver is warned or some
evaluation methods are processed. If a person is detected, the images also pass through
the stages of ‘prediction’ and ‘tracking’. In the ‘prediction’ stage, the new estimated
position is calculated based on its previous positions. Tracking searches for the person
near this estimated position.

4 Implementation

Input. The collision warning system requires a greyscale (or color) image with a
corresponding depth image as input. The greyscale (or color) image is used to detect
people, and the depth image is necessary to calculate object movements. Time-of-flight
cameras produce an infrared image that is more robust against environmental lightning
as well as a corresponding depth image. With this type of camera, the depth data does
not need to be calculated, unlike for stereo cameras. The Microsoft Kinect also pro-
duces a high-resolution color image. The color image cannot be used directly, because

Fig. 1. Design of the methodology.
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the scale and ratio values differ from the values of the depth data. It must first be
mapped to the depth map. Pixels that cannot be found in both image types are removed
during this process. This kind of image is called a registered color image in the
following.

Preprocessing. The input of a people detector needs to be in a similar form to its
training data. Since generating training data is very time-consuming, existing data is
used (see Sect. 5.1), hence the input must be adapted to the training data. The existing
training data typically consists of pictures taken by a stationary color camera pointed
straight at a person with respect to the background. Since the databases contain colored
images, there are no databases of infrared pictures. Moreover, the value of an infrared
picture has 16 bits, with values ranging from 0 to 65536, hence more nuances are
possible compared to an ordinary color frame, which has 8 bits and therefore values
ranging from 0 to 255. In conclusion, the infrared image must be converted to 8 bits,
and the color histogram must also be adapted.

People Detection. People detection is realized by implementing an SVM at this stage.
The corresponding class in OpenCV provides a version that already implements the
sliding-window method in order to extend the classification to a detection. The his-
togram of oriented gradients is used to classify the features, since it is commonly used
for people detection (see Sect. 2.1). This implementation supports both CPU-based and
GPU-based calculations.

Allocation. After a person has been detected, he/she must be allocated to an already
found object, or a new object must be created. This decision is made by comparing the
bounding boxes of the detected and saved objects. The equation describing this
comparison is

r ið Þ ¼ BBi
e \BBd

BBi
e

� c 8 i ð1Þ

r ið Þ: resulting ratio of object
BBi

e: bounding box of the last estimated area of the object i
BBd: bounding box of the detected person

If the ratio r(i) is greater than or equal to c, the new detected person is allocated to
object i. A manual evaluation showed that the value of 0.6 for c works best. If it is not
possible to calculate an estimate of the position because there has been only been one
detection so far, the value of the last bounding box BBi

t1 plus a time-based factor is used

for BBi
e.

Prediction. Once a person has been detected at least twice, the estimated position can
be calculated as follows:
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BBi
e ¼ BBi

tn þf½ 1� að Þ
� ðBB

i
tn � BBi

tn�1
Þ

ðtn � tn�1Þ þ a�
Xn�1

1

ðBBi
tn�1

� BBi
tn�2

Þ
ðtn�1 � tn�2Þ � þ bg � ðtn � tn�1Þ ð2Þ

Firstly, the latest movement change ðBBi
tn � BBi

tn�1
Þ is normalized by the time between

measurements tn � tn�1, followed by the past movements. The last movement is
weighted by a factor of ð1� aÞ, and the later movements are weighted by a. Secondly,
a constant factor b representing the possible variation is added. Thirdly, the
time-normalized change is multiplied with the timestamp of the last and the
second-to-last detection. Fourthly, the new position is predicted by adding the average
movement to the latest position. Finally, the rectangle is processed with a plausibility
check whose aim is to check whether the borders of the picture are exceeded.

Tacking. Tracking is applied over the predicted area, so a person must be detected at
least twice in order to be tracked. Several texture-based methods have been imple-
mented: BOOSTING [16], MIL [17], TLD [18], MEDIANFLOW [19]. The classes
used by these methods only support CPU-based calculation. The most relevant dis-
advantage of texture tracking methods is that they search for key points extracted from
the first occurrence of the detected object. Because of the rectangular bounding boxes,
key points are also extracted from the background. Consequently, in some cases the
background is tracked as well as the person. In order to prevent this, the texture is only
tracked for seven frames and then the tracked person is verified by the person detection
algorithm. Furthermore, so-called retrieval detection is implemented. This approach
consists in applying people detection to the predicted area, but with a lower acceptance
threshold for detecting humans.

5 Evaluation

The methods used by the collision warning system depend on many parameters. The
aim of the evaluation is to figure out which parameters are best in the given use case.
The method of evaluation is based on Dollar et al. [15]. The first step was to generate
the data used by all parts of the evaluation. The second step was to evaluate the training
of the SVM. In the third step, the configuration of the people detector is considered.

5.1 Used Data

As described in Sect. 2.2, object detectors need training data to be able to distinguish
between different kind of objects. In our use case, persons need to be detected, so the
positive training images should contain people. As positive images, we used the
pre-existing databases ‘Daimler Monocular Pedestrian Detection Benchmark Dataset’
[20] and ‘INRIA Person Dataset’ [9]. The images in these datasets simply show people
in the middle of each picture. As negative images, pictures from a video taken at the
experimental hall of our chair were used, because the negatives of pedestrian databases
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include streets, houses, etc. and do not represent the background of warehouses. Videos
from Youtube showing the inside of warehouses were also used. Those videos were
mostly advertising videos uploaded by intralogistical manufacturers. Parts that did not
show facility storage were removed, as well as company logos, text, etc.

To test the algorithms, additional videos were taken with the Kinect mounted on the
forklift truck, since the test data from the previously mentioned databases were taken
by a stationary camera, but data from a moving camera was needed in order to guar-
antee representative comparison. This allowed all kind of streams (color, infrared,
depth) to be saved. Those videos, designed to test the people detection, represented
ordinary warehouse situations like people walking around or workers carrying a box.

5.2 People Detection

The efficiency of people detection depends on the training of the person detection
algorithm and how the detector is configured during detection. The tracking of detected
people also has an impact on the detection rate. In the following, the results of the
training and configuration of support vector machines are described, as well as the
effect of adding several tracking methods.

Training of Support Vector Machines. Firstly, the kind of data used for training was
considered. We used different combinations of the image data described in Sect. 4.1. In
the first run, pictures from the Daimler or the INRIA datasets were used as positive
images. In both cases, the picture set showing the chair’s experimental hall was used as
negatives. The ratio of negative-to-positive training images was two-to-one.
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Fig. 2. Comparison of the different positive image sets used for training (database: Daimler and
INRIA, input: all)
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Overall, the best results were obtained with the Daimler database (see Fig. 2). Out of
the different input streams, the infrared (‘ir’) channel achieved the best results in terms of
the ratio between the miss rate and negatives per frame. But even in the best case, 53%
of the persons that needed to be detected were missed. The lowest miss rate of 22% was
achieved when the registered color image (‘color_reg’) was chosen as input. The
ordinary color (‘color’) input was consistently worse than the other inputs. But it cannot
be assumed that the results of each input stream are directly transferrable to the other
datasets. As shown in Fig. 2, with the INRIA database, the infrared input does not
produce the best results, unlike with the Daimler database, in which case it does.

As well as varying the positive training data, alternative negative data was also
used. The previously used negative data was extended by videos from Youtube.
Adding this Youtube data led to a clear decrease in the detection quality (see Fig. 3).

One point mentioned in the description of the first test run was the ratio of
negative-to-positive training images. In the third run, this parameter was investigated
with both databases. It turned out that there is no universal value for the best ratio. In
the case of the Daimler dataset, the detection worked best with a ratio of two-to-one
(see Fig. 3). Consequently, there need to be twice as many negative training images.
With the INRIA dataset, the best ratio was 1.8-to-one (not shown). The type of input
stream did not make a difference in this case (Fig. 4).

The image provided by the camera is susceptible to motion blurring when the
forklift truck is driving. Because of this, we also investigated the influence of softened
training data. It became apparent that the softened training data does not make a
noticeable difference, and detection even performs slightly worse for all input streams
(see Fig. 5).
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Fig. 3. Comparison of the different negative image sets used for training: experimental hall and
experimental hall + youtube (database: Daimler, input: all).
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Application of Support Vector Machines. Once an SVM has been trained, it can be
used to detect the objects for which it was trained. The detection then only depends on
the given input and the configuration of the parameters of the support vector machine.
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Some preprocessing steps can be applied to the input, as mentioned in Sect. 2.1.
The colors are converted to greyscales and equalized anyway when the hog features are
generated, and so these steps do not influence the detection. Softening and sharpening
the input image as well as applying noise reduction did not make any difference at all.
The only preprocessing method that affected the detection was changing the size of the
input image. Scaling factors of 0.1 to 0.5 were tested on the color image, as well as
scaling factors of 0.5 to 1.0 on the registered color and infrared image. The different
scaling factors were chosen based on the different sizes of the streams of the Kinect.
The ordinary color image has a resolution of 1980 � 1080 pixels, compared to
512 � 424 pixels for the registered color and infrared image.

In general, the smaller the input image, the fewer faraway persons are detected.
This is also shown by the evaluation depicted in Fig. 6. The scaling factor of 0.10 led to
almost no detection (color image). The best scaling factor was 0.20, corresponding to a
resolution of 396 � 216 pixels. Like the color image, the best results for the registered
color and infrared image were obtained using a resolution of 256 � 212 pixels (not
illustrated).2

After having found the best resolution, some of the parameters of the SVM were
varied. Specifically, there are two configurable parameters for the sliding window:
nlevels and h_scale. The first defines how often the sliding window is enlarged, the
second defines how much the window’s size is increased at each level in percent.
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Fig. 6. Variation of the input image size (database: Daimler, input: color).

2 Note that the sensors of each stream have different opening angles, so the resolution cannot be
transferred directly. Even though the registered color images are based on data from the color sensor,
their opening angle differs because of the mapping onto the depth image.
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The influence of the nlevels parameter on the detection quality is very small (see
Fig. 7). The miss rate can be decreased by at most 7.4% (comparison of nlevels = 9
and 18 at negatives per frame = 0.1) and the framerate drops by 14.3%. This result can
be transferred to each type of stream. Basically, the test proved the obvious fact that the
detection improves as more levels are used, while simultaneously causing the calcu-
lation time to increase. Saturation starts at the value of 16.

Varying the h_scale parameter (see Fig. 8) generates similar results. The worst
detection was found for h_scale = 1.01, and the best was found for h_scale = 1.07.3

The detection improved as the value increased for each kind of stream up to the value
of 1.07. Values higher than 1.07 led to degradation. The difference between the highest
and lowest miss rate was about 12.0% (negatives per frame = 0.1). Unlike the nlevels
parameter, the framerate increased at higher values in addition to improving the results.
This is because, at higher values, fewer sliding windows fit into the whole image, since
each window is bigger. The increase of framerate thus obtained was about 11.5%
(h_value = 1.01 ! 1.07).

Improvement of Detection with Tracking. The previous section described the last
optimization of the support vector machine itself. The following test run focused on the
usage of tracking. The usage of tracking has two effects on the detection. On the one
hand, true positives objects are tracked in consecutive frames, on the other hand false
positives are also tracked. The last described behavior is not as strong when retrieval
detection (SVM) was used as tracking method, because person detection is repeated in
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Fig. 7. Influence of the nlevels svm parameter (database: Daimler, input: color).

3 The value of 1.01 for ‘h_scale’ means that the size of the sliding window increases by one percent at
each level.
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the predicted area. SVM tracking performed best in the trial, followed by the
BOOSTING texture tracking method (see Fig. 9).

The frames per second decreased when the texture-based tracking algorithms (KCF,
MIL, BOOSTING, TLD, MEDIANFLOW) were used (see Fig. 10). The MIL,
BOOSTING, TLD methods in particular radically reduced the framerate, by as much as
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Fig. 8. Influence of the ‘h_scale’ svm parameter (database: Daimler, input: color).
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Fig. 9. Comparison of the detection of different tracking methods (database: Daimler, input:
color).

Evaluation of the Usage of Support Vector Machines for People Detection 333



84% (MIL). Retrieval detection had no influence on the frame rate at all, because the
algorithm runs anyway for ordinary people detection. Therefore, only the tracking
methods KCF, MEDIANFLOW and SVM are viable because they do not need as much
computing power, while simultaneously providing good results.

Optimized Algorithms. Finally, we applied all optimizations from the previous
investigations. The parameters can be obtained from Table 1:
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Fig. 10. Comparison of the framerate for different tracking methods (database: Daimler, input:
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Table 1. Default and optimized settings for people detection.

Default
value

Optimized color
value

Optimized color_reg
value

Optimized infrared
value

Training
Positives Daimler Daimler Daimler Daimler
Negatives fml fml fml fml
Ratio
(n/p)

1.5 2 2 2

Preprocessing
Scale 0.5 0.2 0.6 0.6
SVM parameters
h_scale 1.05 1.07 1.07 1.07
nlevels 13 16 16 16
Tracking
Method w/o SVM SVM SVM
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The detection of color images improved significantly. The miss rate could be
reduced by 41% at negatives per frame = 0.1 relative to the default configuration (see
Fig. 11). In the case of a registered color input, the miss rate was 25% lower at
negatives per frame = 0.1. But the most important achievement was for infrared input.
In this case, the miss rate dropped by 41% (negatives per frame = 0.1).

6 Conclusion and Outlook

The “PräVISION” project is currently researching a collision warning system for
forklift drivers. Time-of-flight cameras are used to generate the input data, since they
are independent of the environmental lightning and do not require calibration. The
methodology of collision warning can be divided into input preprocessing, collision
detection, people detection, and postprocessing or output. The algorithm used for
people detection is the support vector machine algorithm. Several training and appli-
cation parameters were tested to determine their influence on the detection quality.
Different tracking methods were also implemented. Tracking algorithms based on
texture matching in particular suffered from the fact that they required too much
computational power. The best tracking method was to apply the people detector to a
predicted area but with a lower threshold.

There are several upcoming tasks that we wish to complete before the end of the
project:

• Addition of other features than hog to the SVM
• Implementation of the cascade classifier for people detection
• Implementation of a depth data-based tracker
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Fig. 11. Comparison of default and optimized SVM (Database: Daimler, input: all).
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• Segmentation of the 2D picture by using 3D data for clustering into objects
• Consolidation of all algorithms into one system
• Trials in an industrial environment
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A Comparison of Attention Estimation Techniques
in a Public Display Scenario
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Abstract. Human interaction with a public display presupposes a person’s atten‐
tion. An Interactive display, hence, aims at attracting attention by e.g. emitting a
strong signal that makes the inattentive visitor turn towards it. The challenge in
this regard is to reliably determine the attention of passers-by. In this article, we
investigate different technical methods for estimating attention in a public display
scenario by measuring physical expressive features, from which attention can be
derived. In the course of an experimental setup we compare a Support Vector
Machine, a neural network using a Multilayer Perceptron and a Finite State
Machine and compare the results to a manual reference classification. We carve
out strengths and weaknesses and identify the most feasible measuring method
with regard to precision of recognition and practical application.

Keywords: Attention estimation · Support Vector Machines · Neural networks ·
Multilayer Perceptron · Finite state machines

1 Introduction

Public displays have evolved to an acknowledged enabling technology for shopping
scenarios [9]. Retail traders recently aim at displaying interactive content and offer
innovative (e.g., gesture-based [8, 10]) interaction in order to attract by-passers and to
potentially increase sales. However, interaction with a public display presupposes a user
stopping in front of the display and focusing to its content. Thus, enticing passers-by to
a focused interaction (depending on how much attention they are already paying) has
been recognized as a recent challenge in attention estimation research [3, 7]. An atten‐
tion-aware display might want to present content in a way that indicates that a head-on
looking visitor has been registered and is addressed individually.

Within advertising and marketing, such attentive user interfaces [1, 11, 16] are
applied to raise attention of an already interested person, which is referred to as the
AIDA principle (i.e. attract Attention, maintain Interest, create Desire, and lead
customers to Action [12]). It either draws a user’s attention or motivates interactions
[19] and has led to a series of recent research projects (see e.g. [16, 20]), additionally
stimulated by affordable and miniaturized sensing technology capable of measuring
inadvertent cues from human subjects indicating their current state of attention.

Measuring attention is a means to the end of improving reaction of an interactive
system to its users’ attention. Attention-aware displays therefore need to continuously
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estimate the attention of persons they can perceive and need to have internal models for
what types of signals may be appropriate to reach the goal of raising or lowering the
attention a person is devoting to the display.

Most of suchlike attention-aware systems are closed and only locally react to esti‐
mated states of their viewers, whereas networked solutions aim at interacting with
viewers across larger spaces with multiple displays and sensors. This, however, is a
highly interesting scenario, especially for the e-commerce sector, where visitors are not
only addressed differently depending on their state of attention, but also depending on
the history of interaction.

Networked systems also deliver the background for our research: In the course of a
federal initiative for building a smart city in a suburban area near Vienna (“Seestadt
Aspern”), Siemens intends to install City Hubs at public places around the city, i.e.
interactive networked displays providing tailored information or services for passers-
by. A City Hub is supposed to automatically and context-sensitively draw a visitor’s
attention to its screen and to simultaneously address an already interacting person as
well as a glimpsing by-passer in its peripheral field of view. Due to NDAs, we are not
permitted to give any example of a City Hub application, nor can we provide further
insights regarding location or number of installation sites. However, we may mention
that City Hubs will be used for e-commerce services, as well, (amongst other application
domains) and act as connected network nodes across a city area that “globally” capture
contextualized information for individual human-machine interaction.

In this paper, we aim at evaluating different attention estimation methods in the
context of public displays and assess our results in terms of effectiveness, accuracy,
configuration costs and practical application. We therefore present an appropriate tail‐
ored attention model for public displays (derived from well-known and established
models [3]) and experimentally (i.e. in a public scenario with arbitrary visitors in front
of a display) oppose performance, accuracy and error rates to a manual reference clas‐
sification. A critical assessment of our research and the examined measuring methods
and considerations for further research, conclude our work.

2 State-of-the-Art

Human attention has primarily been investigated from a psychological point of view. It
has been characterized by relations between attention allocation, attention capacity and
task effort [6]. Attention, in very general terms, is the “process by which organisms
select a subset of available information upon which to focus for enhanced processing
and integration” [17]. The link to the computer vision domain arose in the 1980s and is
based on a seminal psychological contribution by Treisman and Gelade [13], who
proposed an attention model explaining the transition from the pre-attentive processing
of pure features to the identification of objects characterized by a conjunction of features
(Feature Integration Theory). It proved highly influential in many attention models
developed in the context of computer vision applications.

Wickens and McCarley [18] derived a formula that yields an attention estimate for
particular objects from quantifiable factors called Saliency, Effort, Expectancy and
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Value (SEEV). This approach has proven popular as a simple base model that helps to
structure the parameterization of attention factors without specifying a concrete attention
formation process. Most of the proposed models either satisfy pure computer vision
goals without describing biological and neurophysiological processes, or manage to
straddle both the computer vision and biological requirements [14].

Research that is in the line of automatic detection of attention of human subjects is
less interested in the internal attention processes, and more in external indicators of the
results of those processes, in the extent to which they can be analyzed for the purpose
of estimating a subject’s attentional status. Such cues are called overt attention and
comprise body, head and eye movement, whereas mental shifts of focus are called covert
attention and can, if they occur without any overt components, generally not easily be
measured without interrogating the subject [17].

Meanwhile, inadvertent overt cues can be measured using affordable sensing tech‐
nology, which has recently stimulated research on attention-based interactive systems.
Gollan et al. [5] e.g. employed a consumer-grade and accordingly low-cost Microsoft
Kinect depth camera for measuring attention. A suchlike system is affordable and, most
of all, unobtrusive, i.e. people need not be aware that they are being tracked. The authors
aimed at clustering by-passers in an uncontrolled public display scenario into one of
several distinct categories using Support Vector Machines and referring to Wickens’
SEEV model in their reasoning. A “short time frame” (STF, spanning the past three
frames only) comprised categories such as “Peripheral Visual Range” and “Concen‐
trated Gaze”, whereas the “long time frame” (LTF, beginning with the first in which a
subject appeared, up to the current one), contained categories such as “Glimpser” and
“Stopper” (see Fig. 1).

Fig. 1. Attention concept (Gollan et al.)

Validation of results was conducted against the results of manual tagging of the
recorded material and showed an accuracy of 92.3% for LTF and 85.5% for STF. In
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general, the research done by Gollan et al. seems most promising of the minimally
obtrusive approaches (also see [3]).

More recently, the authors also approached the same experimental context (using
the same data) from a different perspective: They showed that using the aforementioned
SEEV-Model, the factor of Effort exerted by a subject to change his/her movement,
position or head pose is correlated to various degrees with the probability of increasing
his/her level of attention [4]. An important difference to the method before is that relative
changes in attention could be estimated without supervised machine learning methods.

3 Approach

The attention model proposed by Gollan et al. has been selected as the basis for our
investigations as it is promising threefold:

1. It is derived from the proven SEEV model and therefore claims to build upon mature
attention estimation structures.

2. Its accuracy is compelling in terms of correct estimation of attention states even
when using low-cost sensors or cameras.

3. It is not necessarily dependent on the use of machine learning methods in order to
estimate attention states. Also, other approaches apply (see [4]).

Particularly, point 3 is of major interest, as machine learning approaches require
preceding training phases and appear to be inflexible regarding e.g. changes of camera
position or untrained events. Our intention is to investigate different estimation techni‐
ques (whereby the SVM approach has turned out to be the most common in this domain
– with the drawback of lengthy initialization) pursuing two objectives:

1. Identification of the most accurate and performant method in terms of detecting the
correct attention state (disregarding complexity, effort or costs)

2. Identification of the most practical method in terms of simplicity, operational read‐
iness and flexibility regarding changes in the setup (e.g. camera shifts)

For these comparisons, we opposed a classical SVM, a second automatic learning
technique with neural networks using a Multilayer Perceptron (MLP) and a straight
approach performed by a Finite State Machine (FSM). First, though, we have to discuss
a few adaptations we did on the Gollan model in order to customize it to the requirements
of our aforementioned City Hub scenario: The original model proposes 11 distinct
attention states both for STF and LTF (see Fig. 1), but aggregates them to 4 (for LTF),
respectively 5 (for STF) labeled states for better human comprehensibility. The
remaining subparts (secondary states) primarily divide their higher-ranking labeled
states by means of time (for LTF, e.g. how long is a person glimpsing? Short-medium-
long) or distance (for STF, how distant is the stimulus? Far-medium-close).

For our requirements, we on the one hand suggest to reduce the number of attention
states (both labeled and secondary states) and on the other try to merge STF and LTF
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classifications in a way that we always use current snap-shot data contextually consid‐
ering the historic progress. This simplification is done in respect to practical applicability
and is backed on the following arguments:

1. In the original model, it is difficult to distinguish between a “Glimpser” and a
“Watcher” in the LTF showing a blurred borderline in the model definition when
considering secondary states: How can we differentiate between a “long glimpse”
and a “short conscious look”?

2. The “Concentrated Gaze” in the STF is characterized by a “concentrated engagement
with an object” and distinguishes two secondary states with “medium stay” and “long
stay” (again amongst other attributes). However, as the STF aggregates measure‐
ments from only 3 frames, we are not sure how to measure a medium or long stay
in this context without a history of data.

3. Is an application using this attention model supposed to react on all attention states
in each of the timeframes STF and LTF? As there is no justified answer to this
question (it always depends on the application domain), it is up to the reader to
subjectively rate on the quantity of states and on how he/she would react on a “long
glimpse” in contrast to a “short conscious look”.

The reduction process finally reveals three remaining (labeled) attention states
“ignoring”, “watching” and “ready to interact”, which we use to estimate the degree of
attention of passers-by (see Fig. 2).

Fig. 2. Attention model deduction

These states are defined as follows:

1. The attention state A of a person p is “ignoring” when the person is not looking at
a stimulus (display) regardless whether the person is moving or standing still at any
location.
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2. The attention state A of a person p is “watching” when the person is facing a stimulus,
being too far away for interaction (outside an interaction zone). p remains
“watching” inside the interaction zone while moving.

3. The attention state A of a person p is “ready to interact” when the person is facing
a stimulus and has stopped inside the interaction zone (i.e., the person is close enough
for interaction).

Following the example of the attention model of Gollan et al., our conceived labeled
attention states are subdivided into secondary states offering a more focused distinction
of what a person is actually doing. In our model, we introduce these secondary states
using another layer of detail (see Fig. 3): Given that the three labeled attention states are
settled on the highest layer representing the highest degree of abstraction (i.e. we put
them on layer 3), the secondary attention states are on layer 2, including information on
a person’s focus, moving direction and distance, from which the layer 3 classifications
can be inferred. Still, those states are abstract with features like “moving away” or
“moving perpendicular”, yet, they add information to the higher-ranking states on layer
3. The base layer 1 finally represents the technical basis and provides input data that can
be measured by all kinds of sensors.

Fig. 3. 3-Layer attention model

Taking a closer look onto the model, we recognize that the attention states on layer
3 can be calculated by a logical combination of features from layer 2. While the attention
state “ignoring” just utilizes the “not facing stimulus” feature of layer 2 (disregarding
any movement or the location of a person), “ready to interact” combines focus, move‐
ment and distance in a way that a person must “face the stimulus” while “stationary”
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and “inside the interaction zone”. Thus, we conclude that the attention states on layer 3
can be calculated using a rule-based system (i.e. a Finite State Machine, FSM). These
findings are the basis for our investigations on different attention estimation methods.
As the FSM seems to consist of a simple rule-set (although the actual implementation
is more complex than depicted in Fig. 3, using e.g. grading at the transition between
states) it potentially represents a manageable alternative for estimating attention
compared to established but complex machine learning methods.

4 Experiments

For comparison of different attention estimation methods, we created an experimental
setup in the context of a museum scenario using a Microsoft Kinect v2 depth camera.
The camera delivers position data, orientation and, as much as possible, gaze of the
visitors, from which attention parameters can be estimated. As the museum scenario is
uncontrolled we also wanted to have a guided setup enabling us to compare results
disregarding environmental factors, thus, resulting in the following two setups:

1. Laboratory setup
In the laboratory setup, we ensured optimal camera angles, good contrast and light
conditions in order to minimize measurement errors. All participating persons were
aware of the experiment, and we created a rough screenplay ensuring a balanced
output of all three labeled attention states. We limited the distance between stimulus
and person to a maximum of 4 meters in order to avoid measuring errors due to
hardware restrictions as the depth sensor’s (infrared) reliability decreases at larger
distances. Moreover, only one person was in the camera’s field of view avoiding
occlusions and feature data loss.

2. Museum setup
In this test setup, we collected data in a real-life scenario. In cooperation with the
Ars Electronica Center, a museum for art, technology and society, we recorded visi‐
tors near an exhibit (a screen showing dynamic information in a loop). Visitors were
aware about video surveillance in this area but had not been informed about the
purpose of our experiment. And, as manual classification took place in a separate
room, visitors were unaware that their attention was part of an experiment, so they
acted naturally. Unfortunately, we were confronted with a series of issues that had
to be considered when comparing results: Due to technical restrictions of the exhibit
we were unable to place the sensor in an ideal position. Lighting conditions were
suboptimal, and the distance between sensor and visitors was often >4 m. As a
consequence, we were expecting measuring errors, particularly at larger distances.

Right after capturing the test persons on video, we classified the attention levels
manually in order to create a ground truth for all further evaluation. To do so we devel‐
oped a classification tool capable of synchronously playing the recorded video and
feature data files generated by the Microsoft Kinect v2 with options to classify every
single video frame in arbitrary replays. The person operating the tool was able to stop
the video at any time and move through the video frame by frame. This process was
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conducted by two persons independently in order to minimize subjective misinterpre‐
tations. In total, we classified about 23000 frames for all tests (with varying framerates
between 15 and 30 fps – dynamically managed by the Kinect), i.e. we rely on video
material of approx. 20 min net, where persons were classifiable (more than 2 h gross).
We achieved accordance of 92.34% between the two classifiers. For differently rated
frames we set the attention state by bilateral negotiations afterwards.

This ground truth was then used for further training and evaluation. As machine
learning methods require training phases we provided 50% of the manually classified
data as training data and performed 5-fold cross validation, i.e. we split the training set
into 5 subparts, 4 of which contained training data, and used them to predict the attention
levels in the remaining subpart. This procedure was repeated 5 times for every permu‐
tation for both SVM and MLP.

5 Results

We have evaluated three techniques for determining the attention. Due to its predomi‐
nance in literature we trained a Support Vector Machine (SVM) on our datasets which
proved to work reasonably well. However, the simplicity of our attention model and the
low number of features used to estimate the three labeled attention states ignoring,
watching and ready to interact (see Fig. 3) convinced us to implement a state machine
for classification as this has several advantages over a machine learning approach:

• A state machine as a rule based system requires no training with a labeled data set,
which in our scenario of public displays is a definite advantage.

• The state machine allows for easier adaption of sensor placement in relation to the
stimulus via parameters.

While our implementation of a state machine doesn’t achieve the same accuracy as
an SVM it does work reasonably well to justify such an approach, especially considering
the advantages it has over methods of machine learning in our scenario. In contrast, we
compared the SVM with a neural network, in this case a Multilayer Perceptron (MLP),
to see if results can be improved when pure accuracy is of utmost priority. Both SVM
and MLP had problems with the quality of our recordings, as the dataset from the
museum scenario turned out to be unbalanced regarding the three labeled attention states
as predictably the majority of visitors captured by the sensor were ignoring the surveyed
exhibit. This imbalance is expected in a public display setting; however, it does consti‐
tute a problem for training an SVM or MLP as this imbalance is likely to skew their
respective predictions.

The dataset consists of 68678 frames recorded over two days. We then filtered this
data, thus only frames containing valid values for head rotation remained. We also
removed a small window of 10 frames directly around attention state changes to reduce
the impact of sensor noise, which left us with 14177 frames. The skewed nature of the
museum dataset has prompted the generation of a more uniformly distributed dataset;
thus, this second dataset was recorded in our lab and contains 8591 usable frames with
a roughly equal distribution in our defined attention states.
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5.1 Support Vector Machine

A Support Vector Machine is a method of supervised machine learning introduced in
[15]. The idea is to map input vectors to a high-dimensional feature space and then try
to construct a decision surface to separate two given classes. Depending on the kernel
used this surface can be linear, polynomial or with specialized kernels of arbitrary shape.
As this method is only able to separate two classes there are tricks to generalize for
multiclass problems. The predominant strategy is one-against-one where an SVM is
trained for every pair of classes and the decision is made on which SVM gets the most
votes. This is also the strategy employed by the implementation we use.

We trained several SVMs using 5-fold cross-validation with linear and Gaussian
radial basis (RBF) kernels. Linear kernels proved to be unable to separate our classes
satisfactorily but the RBF produced good results. The final parameters were selected by
performing a grid search in a manageable parameter space. To satisfy the necessary
condition for an SVM of samples being independent, they are randomized prior to
training with values between 1 and 10 for costs C and 0.1 to 1 for gamma. The parameters
for our final model were C = 5 and gamma = 0.75 as this parameter setting worked
equally well for both our datasets.

As has already been stated, the dataset from our real-world scenario is heavily
skewed towards one class. Therefore, we introduced class weights to the SVM algorithm
to account for this imbalance. In the end, we achieved an overall accuracy of 97.83%.
Table 1 shows the results of the SVM classifier detailed by class and distinguished by
sensitivity (true positive rate, TPR) and specificity (true negative rate, TNR). The table
reads as follows: We had 6424 matches for the attention state ignoring. 74 were estimated
to be watching while their manual reference classification was ignoring, etc. The skew
towards the ignoring state is immediately obvious.

Table 1. SVM results on the museum dataset.

Predicted Sensitivity
(TPR)

Specificity
(TNR)Ignoring Watching Ready to

interact
Actual Ignoring 6424 74 6 98.77% 87.52%

Watching 73 296 1 80.00% 98.90%
Ready to
interact

0 0 215 100.00% 99.90%

Sum
(frames)

7089 Accuracy 97.83%

Results of our second dataset from lab recordings are shown in Table 2. While overall
classification accuracy for this dataset is slightly lower at 96.35% than for our museum
dataset the accuracy per class is more balanced. Overall, the SVM classifier performs
well both in real-world testing and on simulated data.
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Table 2. SVM results on the lab dataset.

Predicted Sensitivity
(TPR)

Specificity
(TNR)Ignoring Watching Ready to

interact
Actual Ignoring 2204 65 43 95.33% 98.08%

Watching 41 1975 15 97.24% 97.43%
Ready to
interact

3 1 256 98.46% 98.66%

Sum
(frames)

4603 Accuracy 96.35%

5.2 Artificial Neural Network

In recent years, neural networks emerged as state-of-the-art for machine learning tasks
due to the advances in GPU processing and now generally outperform SVMs. Therefore,
we decided to compare results of our SVM classifier with an artificial neural network,
specifically a Multilayer Perceptron (MLP). We used the implementation provided by
the KNIME Analytics Platform. A Multilayer Perceptron is a feed-forward artificial
neural network with a certain number of hidden layers. Each layer consists of percep‐
trons, which are simple linear classifiers. The input is fed into the network and passed
from layer to layer where on each layer the perceptrons learn the appropriate threshold
for the given classification problem. In contrast to a Support Vector Machine classifier
tuning a neural network is more complex and generally requires more insight into the
data at hand.

For our datasets, a shallow network with 3 layers and 50 neurons per hidden layer
delivers good results but is not on par with the SVM classifier. Table 3 shows the results
of the MLP classifier on the museum dataset. It reveals that the MLP also has problems
with the imbalanced nature of the data but while the SVM classifier can take class
weights into account this option does not exist for the MLP classifier we used. The MLP
classifier achieves an overall accuracy of 97.97% on the museum dataset and therefore
slightly beats the SVM classifier. However, this is mainly achieved by increasing accu‐
racy of the over-represented ignoring samples.

Table 3. MLP results on the museum dataset.

Predicted Sensitivity
(TPR)

Specificity
(TNR)Ignoring Watching Ready to

interact
Actual Ignoring 6465 54 3 99.13% 86.42%

Watching 77 268 1 77.46% 99.07%
Ready to
interact

0 9 212 95.93% 99.94%

Sum
(frames)

7089 Accuracy 97.97%
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On our lab dataset, the MLP classifier again achieves slightly higher overall accuracy
at 97.41% when compared to the SVM classifier. However, when looking at the results
in detail it can be observed that MLP still has slight problems with class imbalance
(see Table 4).

Table 4. MLP results on the lab dataset.

Predicted Sensitivity
(TPR)

Specificity
(TNR)Ignoring Watching Ready to

interact
Actual Ignoring 2204 26 2 98.75% 96.75%

Watching 52 2054 4 97.35% 98.56%
Ready to
interact

25 10 226 86.59% 99.86%

Sum
(frames)

4603 Accuracy 97.41%

While we expect that it is possible to increase the accuracy of the MLP classifier for
our task, this would require vastly more effort and more processing power. Therefore,
we see little benefit to using a neural network instead of a SVM for our task.

5.3 Finite State Machine

The attention model as presented in Fig. 3 suggested the implementation of a state
machine. This is a similar approach to Gollan and Ferscha [4]. While methods of
machine learning generally have higher accuracy for such tasks this comes with certain
drawbacks when compared to a rule-based system as discussed earlier. However, while
the advantage of a state machine, namely easy configurability, is useful when setting up
the system in different locations it also introduces a new problem: For each feature one
or multiple thresholds have to be determined to optimize accuracy and specificity.
Furthermore, implementations using methods of machine learning are able to handle
noise better than simple linear thresholds. Therefore, we did expect a rule-based clas‐
sifier to achieve the same accuracy as our SVM implementation, but, given the advan‐
tages, we would also be ready to accept a slightly worse accuracy.

To simplify parameterization of our state machine we use slightly different features
than for the machine learning classifiers. Specifically, we calculate a single measure for
gaze distance as the distance from the center of the focus object whereas the SVM and
neural network classifiers are given the distances on the horizontal and vertical axis sepa‐
rately. Another difference is the use of a simple smoothing algorithm which suppresses
state changes as a result of sensor noise. This is achieved by allowing a state change only
after the majority of a certain number of consecutive frames (which is a parameter for our
classifier) show a consistent changed state. This means that samples are no longer inde‐
pendent from each other as a previous sample has an effect on the prediction of the current
frame, which is not the case for the other classifiers. However, in contrast to the other
methods independent samples are no requirement for a state machine. Therefore, this
doesn’t pose a problem, but increases classification performance.
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Table 5 shows the results of our state machine implementation on the museum
dataset. As there is no need to hold back part of the dataset for verification, we used all
14177 frames. The offsets on the sensor plane to the center of the focus object is set to
25 cm to the left and 45 cm below the sensor. The smoothing algorithm was configured
to consider the majority of the last 10 frames and the interaction range was set to 1.4 m
as a simple threshold for gaze distance.

Table 5. FSM results on the museum dataset.

Predicted Sensitivity
(TPR)

Specificity
(TNR)Ignoring Watching Ready to

interact
Actual Ignoring 11469 1238 292 88.23% 85.48%

Watching 107 508 96 71.45% 90.72%
Ready to
interact

64 11 392 83.94% 97.17%

Sum
(frames)

14177 Accuracy 87.25%

Overall accuracy is 87.25% and therefore slightly short of our target of at least
expected 90%. Threshold selection in this scenario is quite difficult and probably also
inappropriate as thresholds tend to either under- or overestimate a subjects’ attention
state. Additionally, while we built in mechanisms to reduce the impact of sensor noise
in the museum setting and also for the lab setting, our implementation is unable to
compete with the SVM in this regard.

Again, in the more balanced and less noisy lab setting the results are quite a bit better
and comparable to the results of the SVM implementation on the same dataset with an
overall accuracy of 93.84% (see Table 6).

Table 6. FSM results on the lab dataset.

Predicted Sensitivity
(TPR)

Specificity
(TNR)Ignoring Watching Ready to

interact
Actual Ignoring 4005 380 7 91.19% 96.67%

Watching 122 3742 0 96.84% 91.92%
Ready to
interact

18 2 315 94.03% 99.92%

Sum
(frames)

8591 Accuracy 93.84%

6 Discussion

When looking at the results of our measurements by comparing prediction accuracy
values for samples in different distance ranges it can be seen that the rule-based classifier
FSM has difficulties predicting the class of samples in close proximity to the sensor. On
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the museum dataset, for instance, samples in close proximity to the sensor were espe‐
cially problematic for the state machine to predict correctly, as can be seen in Table 7.

Table 7. Performance of the FSM classifier on the museum dataset on samples between 0 and
2 m distance to the sensor.

Predicted Sensitivity
(TPR)

Specificity
(TNR)Ignoring Watching Ready to

interact
Actual Ignoring 642 570 288 42.80% 91.12%

Watching 26 424 96 77.66% 70.46%
Ready to
interact

64 11 392 83.94% 81.23%

Sum
(frames)

2513 Accuracy 58.02%

The machine learning based classifiers could handle these samples significantly
better, indicating that a simple threshold is ill-suited to separate these samples. Results
of the SVM classifier are shown in Table 8.

Table 8. Performance of the SVM classifier on the museum dataset on samples between 0 and
2 m distance to the sensor.

Predicted Sensitivity
(TPR)

Specificity
(TNR)Ignoring Watching Ready to

interact
Actual Ignoring 716 54 6 92.27% 92.03%

Watching 40 246 1 85.71% 94.55%
Ready to
interact

0 0 215 100.00% 99.34%

Sum
(frames)

1278 Accuracy 92.10%

Table 9. Performance of the MLP classifier on the museum dataset on samples between 0 and 2
m distance to the sensor.

Predicted Sensitivity
(TPR)

Specificity
(TNR)Ignoring Watching Ready to

interact
Actual Ignoring 688 40 3 94.12% 91.79%

Watching 40 225 1 84.59% 94.85%
Ready to
interact

0 9 212 95.93% 99.60%

Sum
(frames)

1218 Accuracy 92.36%
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Performance of the MLP is similar to the SVM classifier, as can be seen in Table 9.
This is true for all distance classes within the lab dataset.

On the lab dataset, this discrepancy in accuracy between 0 and 2 m vanishes and the
FSM, SVM and MLP classifiers perform equally well (exact figures not shown here).
This indicates that the FSM classifier in its current state has problems with the noisy
environment of the museum setting. In the lab setting no clear advantage for either the
FSM, SVM or MLP classifier emerges.

At medium distances (between 2 and 4 m) all three classifiers perform at equal accu‐
racy levels, on the museum dataset with 92.32% accuracy for FSM, 97.56% for SVM
and 98.38% for MLP, and on the lab dataset with 93.16% for FSM, 99.02% for SVM,
and 99.06% for MLP. However, the samples in this distance class within the museum
dataset are heavily skewed towards the ignoring class due to the experiment setup,
distorting statements on the quality of our results. The samples within the lab dataset
are more uniformly distributed across distance classes and therefore accuracy of the
classifiers is evaluated on this dataset.

At far distances (>4 m) results are washed out. While we cannot provide accuracy
values for the lab setup for this distance class (note that the experiment had been
restricted to distances <4 m) figures for the museum setup range above 99% for all
classifiers, which we believe is due to the unequal distribution of the state ignoring in
this area (i.e. people were distantly passing the stimulus without recognizing it).

As a summary, our results show that the rule-based classifier, while delivering solid
accuracy on our lab dataset, performs below expectations in the museum setting. As the
features are the same for both our settings, we believe this to be a result of sub-optimal
sensor placement. Additionally, the sensor we used had problems when groups gathered
in front of the exhibit it was installed on. In our lab setting the sensor performed best
with up to 4 subjects simultaneously, but deteriorated after that. This indicates that a
better sensor would highly benefit our rule-based classifier. With several subjects in
front of the exhibit the sensor was unable to track multiple targets reliably and would
often lose track of subjects. This inhibited the smoothing algorithm of our rule based
classifier and therefore introduced more noise to the results, which the SVM and MLP
are obviously better at dealing with.

7 Conclusion

Estimating attention in public scenarios is growing more important as pervasive infor‐
mation systems become prevalent and previously manually controlled machinery
becomes semi-automatic, deferring to human judgment only when necessary. Research
initiatives in human-computer interaction such as Raising Attention [2] work towards
establishing attention estimation as a tool in user experience design, in particular where
information overload needs to be addressed.

Besides predominating machine-learning estimation techniques for determining
human attention, we feel that the attempt of modeling a lightweight classifier immune to
location changes of sensor or stimulus and without the necessity of training phases turned
out to be a feasible alternative to ponderous machine learning approaches and merits
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further research, especially comparing different sensors and techniques for extracting low
level features (e.g. thresholds step functions). Particularly, in public display scenarios,
training constitutes a significant effort, which could be avoided using FSMs.

At once, our “reduced” model of attention states is meant to provide a balance for
practical application requirements: “ignoring”, “watching” and “ready to interact”
should already cover a wide range of scenarios, but an API designed around the model
could also provide access to details of lower layers where necessary. The experimental
results have shown that the three principal states are consistently separable.
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Abstract. Released in the summer of 2016, Pokémon Go is one of the world’s
most downloaded applications. Using augmented reality technology, this game
has become the latest craze among young people and adults. However, it has also
caused several accidents because of players getting distracted while walking.
Following the research that has been conducted on texting while walking, it would
be interesting to compare the risks arising from gaming while walking. This
research therefore compares dangerous behaviors exhibited in three conditions
using a smartphone while walking, Pokémon Go with augmented reality,
Pokémon Go without, and texting while walking. We can conclude that playing
Pokémon Go, with and without augmented reality, leads to more dangerous
behaviors overall than texting. We also observe the appearance of a new risky
behavior when playing Pokémon Go that is unseen in texting while walking,
abrupt stops.

Keywords: Mobile multitasking · Augmented Reality · Attention · Real context
study

1 Introduction

In this paper, we investigate the effect of Augmented Reality (AR) on the behavioral
risk associated with playing on a smartphone while walking. Previous studies have
demonstrated that multitasking on a smartphone while walking is a risky behavior. An
observation study found that more than 7% of pedestrians engage in mobile multitasking
[1], which we define here as the behavior of individuals who change their attention
quickly between different activities on a technology while walking. Some studies report
that mobile multitaskers took longer to cross the street and to initiate crossing when they
saw an available safe gap, looked left and right less often, and were more likely to be
hit or almost hit by an oncoming vehicle [2, 3]. Researchers found that texting causes
more cognitive distractions and decision-making mistakes compared to talking on a cell
phone because attention is divided between more than one stimulus and this negatively
impacts the performance of these tasks. When subjects change from task A to task B,
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their mental resources need to be reconfigured to accommodate the upcoming task and
thus take more time, this is called a “switch cost” [4]. To our knowledge, no studies have
yet been conducted on the mobile multitasking risks associated with AR games.

During the summer of 2016, Pokémon Go (Niantic Company, Tokyo, Japan), an AR-
based entertainment application inspired from the Pokémon anime TV series became
the most rapidly downloaded application in history. Breaking all records, it was down‐
loaded by more than 30 million people [5]. The objective of the game is to walk around
until you find a Pokémon monster, select the monster (an action which opens a secondary
game window), and throw a ball at the monster to capture it. There are two modes of
play in the secondary window: with or without AR. Unlike virtual environments, in
which a virtual world replaces the real world, AR involves the addition of extra infor‐
mation to the real world. Turning on the AR mode switches on the camera and the
animated Pokémon appears on the screen along with the real-life background, as is
illustrated in Fig. 1. Turning off the AR mode switches off the camera and the animated
Pokémon appears on the screen along with the still background world of Pokémon.

Fig. 1. Use of AR in Pokémon Go

Such a gaming technology holds promise, however, there is also some obvious
potential for further distraction-related risks. Many warnings have been issued in the
media by physicians and police as to the risks of playing this game [6]. For example, a
15-year-old girl was struck by a car, when crossing a busy road while playing Pokémon
Go [7]. In another instance, a Frenchman traveling to Indonesia was arrested for entering
a military base, as he wanted to catch a Pokémon [8]. In France, a young man was hit
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by a train while crossing a railroad to catch a Pokémon [9]. Finally, in San Diego County,
California, two 20-year-old men nearly died after falling off a 30-m cliff, because they
had crossed a security barrier while trying to capture a Pokémon [10].

In addition to incidents related to burglars and racketeers using Pokémon Go or
motorists playing the game while driving, the application is now a public danger for
phone enthusiasts while walking. Notwithstanding its increasing popularity, as
evidenced by the application’s record-breaking downloads on all platforms combined
[11], it is undeniable that such accidents will continue to occur if the population is not
aware of the risks it takes.

Notably, the media does not mention which mode, AR or not, was activated when
accidents occurred, leading to the question: was AR really the cause of this distraction?
This study investigated the increasing existence of dangerous behaviors when using AR
as opposed to the more commonly accepted texting while walking behavior. We also
contrasted the two modes of gameplay as the incident reports blaming AR never seem
to mention whether the AR mode was, in fact, activated at the time.

Participants in our study were engaged in multitasking episodes of texting while
walking and playing while walking. We used a neurophysiological approach to fully
capture both the explicit (self-reported) and implicit (unconscious and automatic) meas‐
ures of mobile multitasking. The experiment took place in a real context environment
in which subjects had to walk while wearing SMI Eye Tracking Glasses 2 (SensoMotoric
Instruments, Berlin, Germany), their electroencephalographic (EEG) activity being
recorded with a wireless headset (Cognionics HD-72, San Diego, USA) (Fig. 2). We
present the different behaviors observed and discuss our preliminary results in the rest
of this paper.

Fig. 2. Experimental set-up
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2 Method

We conducted an experiment with 18 Pokémon Go players. This project was approved
by the Institutional Review Board of our institution. This study took place in a risk-free
public place in a major North American city. The recruitment was done via an online
platform and the participants were given a compensation of C$20 (about US$15).

2.1 Experimental Design and Protocol

In a within-subject experimental design, participants had to perform three different tasks
while walking: Texting, Gaming with AR and Gaming without AR. These tasks were
distributed in random order between the participants. Overall, the experiment lasted one
hour. The participants were instructed to walk in the public area as they would normally
do in real-life. In order to provide a higher degree of ecological validity, no path was
predefined. Nevertheless, an exact meeting point was given to the participants. They
could walk in the park or on the sidewalk but they had to stay in the pedestrian area for
safety reasons. In the texting condition, they had to chat with a research assistant via
SMS. In the gaming condition, they were instructed to catch the maximum number of
Pokémon possible. During the tasks, the participants were followed by 3 assistants who
had to ensure their safety and film the tasks.

We used several measurement tools. Firstly, the participants had to play on a given
iPhone 6 (Apple, Cupertino) with an already created account, they all played the game
at the same difficulty level (level 21). The application contained measures such as miles
traveled and number of Pokémon caught. Secondly, we used Eye Tracking Glasses 2
(SMI, SensoMotoric Instruments, Berlin, Germany) to track visual attention. Thirdly,
body cameras (GoPro, San Mateo, USA) attached to the research assistants were used
to film the participants during the tasks. Finally, electroencephalographic measures
(Cognionics, San Diego, USA) were acquired during the tasks. EEG and others measures
(miles traveled, number of Pokémon caught) are currently being analyzed and are not
reported in this article.

2.2 Operationalization of Behavioral Measures

Table 1 presents the age of our participants as well as the player’s Pokémon Go level,
which represents the experience of the participant. We only selected those who had
played ample Pokémon Go and had already reached level 5.

Table 1. Age, Pokémon Go experience

Average age Standard age
deviation

Average Pokémon Go
level of the player
based on his personal
account (experience)

Standard deviation of
the Pokémon Go level
of the player based on
his personal account
(experience)

21.89 years 2.63 16.17 8.06
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Table 2 presents the playing mode used by the players, i.e., with or without AR. The
majority of our participants usually play without AR. We believe the two main reasons
for this are that the phone’s battery drains faster when AR is activated and that the
participants feel that the challenge of catching a Pokémon is more difficult when AR is
activated.

Table 2. Usability of the participants

% of participants who usually play with
activated AR

% of participants who usually play with
inactivated AR

33% 67%

The GoPro camera recordings revealed different risky behaviors by our participants.
We used these videos to identify the five most common risky behaviors that participants
displayed during the experience. They are described as follows:

• Collision avoidance by a stranger: The participant looks at his phone while crossing
a passer-by who must shift course to avoid a collision.

• Crossing a street while looking at his/her phone: The participant looks at his phone
while he crosses the street.

• Crossing a street without checking the road: The participant doesn’t look left or
right before he/she crosses the street.

• Avoiding an obstacle: The participant narrowly avoids an obstacle in his path (post,
bench, trash can, miniature train).

• Stop walking abruptly: The participant stops abruptly on the sidewalk.

3 Preliminary Results and Analysis

The sample included 18 participants who completed the texting condition as well as the
Pokémon Go without AR condition while 17 of them also completed the Pokémon Go
with AR condition. This represents a total of 18 participants and 53 observations overall.
We used the SAS statistical program (SAS Institute Inc, Cary, USA) to determine if
there was any significant difference between the three conditions associated with each
risky behavior, so as to determine if these risky behaviors were more frequently linked
to any one particular condition than to another.

First, we determined each time the participant exhibited a risky behavior per minute.
We coded “0” if the participant had no risky behavior during a task and “1” if the partic‐
ipant had one or more risky behavior during a task. We observed that there were many
“0s” for our 18 participants. The risky behaviors were also very rare. Our tasks were
relatively long and there were only a few instances when our participants displayed
dangerous behaviors. This was also an important criterion to be taken into account when
analyzing our results.

Since the numbers of risky behaviors exhibited by participants are being collected,
the negative binomial model would appear to be the most fitting statistical model.
However, as few events for each type of risky behavior are observed, the logistic regres‐
sion model is used to model the risky behaviors individually. Logistic regression allows
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us to model the probability of occurrence of an event without taking into account the
number of observed events, which is less precise but can be seen as more robust than a
negative binomial model in our experiment given that many participants did not exhibit
a risky behavior while doing the task.

For the overall risks, which correspond to the sum of the 5 types of risky behaviors,
we used a negative binomial model as more events were observed. In our analyses, each
participant was tested in all three conditions (Texting, Pokémon, Pokémon AR). There‐
fore, a random effect for intercept was added to the regression models to take into
consideration the repeated measurements on the participants. SAS’ GLIMMIX proce‐
dure for generalized linear mixed models was used for the regression models.

This explicative model allows us to conclude that three of our risky behaviors occur
significantly more often in one condition than in another. First, we found that people
cross the street while looking at their phone more often when they are playing Pokémon
with AR than when they are texting. Second, we found that people cross the street while
looking at their phone more often when they are playing Pokémon without AR than
when they are texting. Third, we found that people cross the street without checking the
road more often when they are playing Pokémon with AR than when they are texting.
Fourth, we found that people cross the street without checking the road more often when
they are playing Pokémon without AR than when they are texting. Fifth, we observed
a new risky behavior with the arrival of Pokémon Go. We noted that our participants
abruptly stop walking on the sidewalk without checking around them. This risky
behavior doesn’t occur when participants are texting on their phones. We found that
people stop abruptly more often when they are playing Pokémon Go with activated AR
than when they are playing without AR. Finally, we analyzed the overall danger by
taking into account the five risky behaviors in all conditions. The Poisson regression
model led us to observe that Pokémon AR generally induces significantly more frequent

Fig. 3. % of participants who have exhibited one or more of each risky behavior *p < 0.1
**p < 0.05 ***p < 0.01
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risky behaviors than Pokémon and texting. We can also observe that, while there isn’t
a significant difference, it appears to be more dangerous to play Pokémon Go with acti‐
vated AR than without.

These five significant conclusions are presented in Fig. 3. We used the sample means
of each incidence rate per hour of our experience to show these results on a graph and
to clarify these comparisons.

4 Discussions and Concluding Comments

This paper presents the rate of dangerous behaviors displayed by pedestrians engaging
in mobile multitasking while texting and while playing Pokémon Go, with and without
the AR function activated. Preliminary results suggest that this game has introduced a
new dangerous behavior that is not present when texting while walking: “Stop walking
abruptly”. Moreover, pedestrians playing Pokémon Go with AR or without AR mode
exhibit a higher incidence of dangerous behavior than pedestrians texting while walking.
Overall, we find evidence that using an application with augmented reality is more
dangerous than using one without augmented reality and that the former scenario is even
more dangerous than texting while walking.

It is important to point out that these results do not, under any circumstances, advo‐
cate texting while walking. Almost all participants exhibited dangerous behaviors during
both the playing and texting sessions. These results only suggest that texting might be
less risky than Pokémon Go.

These results are preliminary and further analysis is required to understand their
cognitive underpinnings. The next question we need to explore is why multitasking in
a gaming context induces more dangerous behavior than texting does. One explanation
could be linked to the difficulty of catching the Pokémon and the time required, which
might be a greater source of distraction than simply a social act, i.e. texting.

Our next step is to analyze the electroencephalographic data to obtain a richer under‐
standing of the phenomenon. The brain activity will be analyzed in the frequency domain
with a fast Fourier transform (FFT) and compared between the three conditions to assess
the general state of the participant during each condition.

After that, we would also like to analyze the attentional perspective. We could
suppose that augmented reality causes more risky behaviors because participants look
at their phone more often than at their external environment. Moreover, during the
experiment, we presented a few posters with a letter and a color during each task. The
participants had to memorize these letters and colors thus we can evaluate if the partic‐
ipants indeed paid less attention to these posters when playing Pokémon. We will also
compare each participant’s results according to their level of play and experience in
Pokémon Go to understand if amateur players have more memory bias.

Finally, we would like to evaluate the perceptual perspective of augmented reality
in a mobile multitasking context. Despite the known risks of using texting while walking,
many people behave overconfidently and underestimate the dangers associated with
such an activity. It would be interesting to see if people perceive the game as being more
or less dangerous than texting while walking. It would also be interesting to see if people

360 R. Pourchon et al.



perceive augmented reality as being a greater challenge and if people think augmented
reality allows them to avoid obstacles and be more aware of their environment.

In conclusion, these and other forthcoming results could lead to recommendations
for developers of AR games that require players to be on the move. They could also help
develop safety advice for current players and policy makers. An interesting result here
is that the game leads to abrupt stops, a dangerous new behavior that was almost non-
existent in texting while walking. Future game developers could perhaps introduce pop-
up warnings such as “GAME PAUSED TILL YOU STOP AT A SAFE LOCATION,
PRESS HERE TO RESTART”, at specific moments in the game that might lead to such
stops. Developers of Pokémon Go could perhaps add the following warning message at
the exact moment a Pokémon is about to be caught: “LOOK AROUND BEFORE YOU
STOP TO CATCH THIS POKÉMON”.
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Abstract. Prolonged sedentary work is increasingly discussed as a health risk
factor for developing musculoskeletal disorders and cardiovascular diseases.
Dynamic workstations are a modern concept to combine light physical activity
and desk-based office work. Their effects are evaluated under laboratory condi‐
tions but research in occupational settings is limited. This pilot study examined
the effects of two dynamic workstations, the Deskbike and the activeLife Trainer
regarding aspects of lending and usage and physiological effects. Preliminary
results for 8 male subjects show general interest in using these stations and an
increased heart rate and energy expenditure compared to working while seated.

Keywords: Dynamic workstations · Usage · Physiological effects · Heart rate ·
Energy expenditure · Deskbike · activeLife Trainer

1 Introduction

Prolonged bouts of sitting are increasingly discussed as an independent health risk factor
for the development of chronic complaints and diseases. Observational studies pointed
on a negative correlation between physical inactivity and musculo-skeletal disease,
adipositas, cardio-vascular diseases, Type-II-Diabetes and premature mortality [1–3].
Additionally to these long-term effects short-term effects like the loss of endurance and
performance ability can occur.

According to the EuroBarometer study the average self-reported sitting time in
northern European countries was 5–6 h daily [4], mostly spend at the office desk. In
Germany today there are about 18 million employees working on office and monitor-
based desks which partly require prolonged seated postures and therefore negatively
support a lack of physical activity. Regarding the digitalization of future work environ‐
ment it can be expected that the number of seated workplaces will increase steadily. As
engaging in moderate to vigorous activity during leisure time seems not to be sufficient
enough to adequately address the negative consequences [5], the development of work‐
place health interventions is required.

Besides behaviour-oriented prevention approaches like taking walks or exercising
at the lunch break [6], new concepts for work tasks and work stations evolve rapidly in
the last years. The promotion of possible ways to facilitate an increase of physical
activity for desk-bound office workers includes sit-to-stand desks and so called
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“dynamic workstations” like adapted computer desks with integrated treadmills or
seated elliptical machines. These stations offer a way to engage in light physical activity
like walking or pedaling without leaving the desk. To examine the ability to consider
these stations as feasible alternatives to conventional work stations scientific research
on the effects on physiological parameters as well as the acceptance of the users and
feasibility in the work environment had been conducted.

Beneath the effect on sitting time throughout working hours several studies assessed
parameters like heart rate (HR) and energy expenditure (EE) while using dynamic work‐
stations to analyze the impact on energy metabolism. The results of Carr et al. [7] and
Straker and Levine [8] showed significant effects on these parameters by using an under-
desk pedaling machine and an upright exercise cycle. A lab study by the Institute of Occu‐
pational Safety and Health (IFA) in cooperation with TNO was conducted in 2013 to
investigate the contribution of a treadmill desk and a seated dynamic workstation to phys‐
ical activity, the effect on posture and muscular activity and the subjective perception of
the users. Main results showed that these stations may lead to an increase of physical
activity but user acceptance and ergonomic design still had to be improved [9].

Current refinements in the development of dynamic workstations are portable
devices which are commercially available, lightweight and can be fitted under standard
or height-adjustable desks. According to their novelty on the market scientific research
on health benefits and limitations in comparison to other dynamic workstations is
limited. As knowledge about these parameters and users acceptance as well as exami‐
nations of feasibility is essential to implement these stations in real life working envi‐
ronments the conduction of field studies is required. Thus, the present paper aims to
describe the acceptance of portable dynamic workstations by the employees and phys‐
iological loads associated with the use in real life office settings. Moreover, different
types of dynamic workstations are compared in this regards.

Therefore the present study aims to answer three research questions:

1. Are dynamic workstations used as alternative workplaces in an occupational field
setting?

2. Which physiological activation appears while using a dynamic workstation in an
occupational field setting?

3. Does physiological activation while using a dynamic workstation differ between
different types of work stations?

2 Methods

This study was conducted as a pilot study to generate preliminary findings about multiple
effects of dynamic workstations being implemented in real-life occupation settings. It
was conducted in a large telecommunication company in Germany with a modern
approach to future office environments.
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2.1 Participants

The departments of the Company were informed about the intention to conduct the study
and could declare their interest to participate. Randomly one of these departments was
chosen and an information event was held for all employees. After the participation to
this event a total sample of 38 employees decided voluntarily to take part in the study,
29 of them agreed to complete all measurements required. As the pilot study is ongoing,
here the results for 8 male participants are presented.

The participants were offered two different dynamic workstations for their volun‐
tarily use. The sample for the statistical comparison of the physiological effects of the
stations was limited to 8 participants who used both types of workstations. The anthro‐
pometric data of the whole sample and the sample of participants using both types of
workstations is shown in Table 1.

Table 1. Data of 8 male participants using both types of workstations; BMI: Body Mass Index

User of both workstations
Number 8
Age in years 42,88 (±10,43)
Height in m 1,82 (±0,72)
Weight in kg 84,88 (±13,29)
BMI in kg/m2 25,81 (±4,87)

2.2 Dynamic Workstations

The conventional workplaces of the participants and two commercial available dynamic
workstations were chosen to be evaluated in the field. The first dynamic workstation was
a portable ergometer called Deskbike, which can be placed under height-adjustable desks
(following: DB), manufactured by the company “Worktrainer”. The second one was a
portable pedaling machine manufactured by CCLab, which can be fitted under standard
desks as well (following aLT). Both types of workstations can be moved from one desk
to another by using integrated rolls. The workstations can be seen in Fig. 1. When using
the Deskbike the upper body of the participant is in an upright position and the legs are
moving in a cycling motion. The saddle is adjustable to fit the height of the user. The
resistance can be infinitely adjusted by using a rotary knob. The activeLife Trainer can be
used with a standard office chair and the use will lead to an elliptical foot motion. The
user can choose between 8 levels of resistance by using a rotary knob as well.
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Fig. 1. Dynamic workstations; left: Worktrainer Deskbike (source: Deutsche Telekom AG,
Thomas Ollendorf), right: activeLife Trainer (source: IFA)

2.3 Treatment

Participants were provided free access to 8 dynamic workstations in total. The 4 Desk‐
bikes and 4 activeLife Trainer were located in the office for a period of 30 working days
in total. They were stored at two separated niches called lending stations. The dynamic
workstations could be picked up there and had to be brought back after use. All partic‐
ipants were given an introduction on how to use the dynamic workstations and recom‐
mendations for the frequency and duration of use. The actual duration of lending and
use as well as the intensity of use could be chosen voluntarily.

2.4 Measures

All data was assessed pseudonymized using participant codes, serial numbers and by
coding the technical measurement systems. Anthropometric data was self-reported.

Lending and Usage of Dynamic Workstations. In cooperation with employees of the
Hochschule Koblenz a system to register the duration of lending of each dynamic work‐
station was developed. Each participant received a Chipcard with a RFID (radio-
frequency identification) system. Each workstation was numbered and assigned to a
stationary device being located at the tables at the lending stations. These devices
included a card reader and a computer system. By placing the RFID-card data on the
device the record of the lending duration started and stopped when the card was being
removed. The actual use of the station was measured as cadence of the movement of
pedals and being registered and recorded with Sigma Rox 5.0 bike sensors (Sigma). All
data was synchronized and saved once a week by a member of the study.
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Recording and Valuation of Physiological Activation. The parameters heart rate
(HR) and energy expenditure (EE) served as an indicator for individual cardiovascular
load. Each participant was given an activity tracker “Fitbit Charge HR” (Fitbit) to assess
these parameters. With the use of optical heart rate sensors (called PurePulse technology
by Fitbit [10]) Heart Rate can be assessed every 3 s and is summarized as beats per
minute (bpm). Resting heart rate was calculated as the average of the five lowest heart
rate values recorded with the Fitbit tracker. Heart rate measurements for sitting and while
using dynamic workstations were calculated as the average of all values recorded during
these periods.

The calculation of the metabolic rate by the Fitbit Charge HR is based on typed-in
information on the user’s profile about age, height and weight and expressed as kiloca‐
lories per minute (kcal). According to the number of steps taken and the current heart
rate the caloric expense when being active is calculated using standardized logarithms
[10]. Energy consumption while working seated and using a workstation was calculated
as the average of all values recorded during these periods.

2.5 Procedure

All participants were informed about aims of the study and the study design before the
intervention period started an introduction to the concept of dynamic workstations
including recommendations for use. Afterwards they filled in the baseline questionnaires
containing anthropometric data. Then they were shown the location of the lending station
and were instructed on how to use the lending system correctly. Afterwards all partici‐
pants received their individual RFID-Cards and Fitbit activity trackers. They were
instructed to wear them every day spent at the office from entering their desks up to
leaving them. The displays of the trackers were blinded and the trackers were set to just
show the number of steps taken if the blinding tape was removed. All data assessed by
technical measurement systems (lending, use and physiological measurements) was
recorded constantly throughout the intervention period. As the employees have flexible
working hours the period from 6 am to 8 pm on every workday was included in the
analysis. It was synchronized and saved once a week by a member of the study.

2.6 Processing of Data and Statistical Analysis

The combination of data being recorded by the lending system, the bike sensors and the
Fitbit activity tracker illustrates the individual behaviour of each participant regarding
physical activity at the workplace. The comparison of duration of lending, cadence of
the pedals and steps recorded by the Fitbit tracker lead to the identification of intervals
for working while seated, lending a dynamic workstation but not using it, working while
using a dynamic workstation or moving in any other way (walking) for every participant
individually. For each of these intervals individual average heart rate and energy expen‐
diture values were calculated and summarized as an overall average value per person.
For statistical comparison the average values of this data were calculated for the sample
of 8 male participants using Microsoft Excel (version 2010).
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For statistical analysis ANOVA repeated measures (general linear model) were used
to examine differences between the main effect of the inner subject factor dynamic
workstation on physiological activation (HR, EE) with a level of significance of p ≤ 0.05.
With the help of post hoc analysis possible differences between the mean values of
working while seated and working while using dynamic workstations were examined.
Because of the cumulative probability of errors occurring for multiple comparisons the
significance level was adjusted according to Bonferroni. Working while seated was used
as a reference and compared to the two different types of dynamic workstations regarding
significant effects.

3 Results

3.1 Lending and Actual Use of Dynamic Workstations

Descriptive results for the lending and the usage of the dynamic workstations can be
seen in Table 2. The results show very intra-individual variances between the subjects
and strong differences between the two types of workstations. The total values of lending
time in minutes and time of usage in minutes show a minimum of 34 min and a maximum
of 4067 min, for the activeLife Trainer values vary between 63 min and 766 min. There‐
fore average values show very high standard deviations equally for the lending of the
dynamic workstation and the time of usage.

Table 2. Descriptive results for the time of lending periods and usage periods for both dynamic
workstations and 8 male subjects; SD: standard deviation

Deskbike activeLife Trainer
Lending periods in minutes
Sum 8129 2668
Mean (SD) 1016,1 (±1341,1) 333,5 (±250,2)
Minimum 34 63
Maximum 4067 766
Sum 8129 2668
Usage periods in min
Sum 3965 1161
Mean (SD) 495,6 (±479,5) 145,1 (±150,2)
Minimum 29 4
Maximum 1411 466

The analysis of minutes in sum shows that both workstations were actually used
nearly one fourth of the lending period. The comparison of the total lending period
between the Deskbike and the activeLife Trainer illustrates a nearly three times as long
lending period for the Deskbike as for the activeLife Trainer. For the total time of usage
the comparison shows that the Deskbike was even 3,5 times longer used than the active‐
Life Trainer. These results are illustrated in Fig. 2.
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Fig. 2. Summarized time periods of lending and usage in minutes of both workstations for a
sample of 8 male subjects

3.2 Results of Heart Rate Measurements

The average individual heart rate for each subject while using the Deskbike and the
activeLife Trainer is displayed in Fig. 3. For the Deskbike average heart rate values
vary between 62,4 bpm and 79,1 bpm, for the activeLife Trainer average heart rate
values vary between 59 bpm and 80,7 bpm. The group mean value of heart rate while
using the Deskbike is 69,5 (±6,2) bpm and 70,3 (±6,6) bpm while using the active‐
Life Trainer.
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Fig. 3. Average heart rate (HR) measurements of each subject of the sample while using the
Deskbike and activeLife Trainer

The results of the statistical analysis for the average heart rate calculated in beats per
minute (bpm) are displayed in Table 3.

Table 3. Mean values and statistical results of 8 male subjects for heart rate (HR) for working
while seated and the dynamic workstations, significant effect p ≤ 0.05

Conventional Dynamic workstation Factor
workstation

Seated versus
Seated Deskbike activeLife

Trainer
Deskbike activeLife

Trainer
Average HR
in bpm (SD)

62,6 (5,6) 69,5 (6,2) 70,3 (6,6) * * *

The average heart rate shows significant effects for the factor dynamic workstation.
The use of both of the dynamic workstations results in a significant increase in average
heart rate in comparison to working while seated.
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3.3 Results of Energy Expenditure Measurements

For the Deskbike average individual energy expenditure values range from 1,3 kcal/min
to 2,2 kcal/min. For the activeLife Trainer average individual energy expenditure values
range from 1,2 kcal/min to 1,9 kcal/min. The results for each subject can be seen in
Fig. 4. The group mean value of energy expenditure is 1,8 (±0,4) kcal/min while using
the Deskbike and 1,6 (±0,2) kcal while using the activeLife Trainer.

Fig. 4. Average energy expenditure (EE) measurements of each subject of the sample while using
the Deskbike and activeLife Trainer

Table 4 includes all group values for the average energy expenditure calculated in
kcal/min and the results of statistical analysis. The average energy expenditure in kcal/
min shows significant effects for the factor dynamic workstation. And using the dynamic
workstations while working in comparison to working seated causes a significant
increase of average energy consumption for both types of stations.
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Table 4. Mean values and statistical results of 8 male subjects for energy expenditure (EE) for
working while seated and the dynamic workstations, significant effect p ≤ 0.05

Conventional Dynamic workstation Factor
workstation

Seated versus
Seated Deskbike activeLife

Trainer
Deskbike activeLife

Trainer
Average EE
in kcal/min
(SD)

1,4(0,2) 1,8 (0,4) 1,6(0,2) * * *

4 Discussion

The present study examined two different dynamic workstations and their suitability as
alternative workplaces based on the assessment of lending periods and the actual use of
the stations and parameters of cardio-vascular load and metabolic effects. Moreover,
two types for workstations which can be applied in different working environments were
compared to each other regarding the assessed parameters.

The initial results show that the concept of both workstations caught the attention of
the participants and were frequently used within the working hours. Regarding the
physiological effects the usage of both types of workstations leads to a significant
increase of heart rate and energy expenditure.

The results of the values recorded by the lending station and the comparison to the
behaviour of the individual subjects of the study shows that both types of workstations
have been lent and used at least once by all subjects, the other subjects used one of the
different types. Therefore it can be concluded that the upright cycle Deskbikes and the
under-desk pedaling machine activeLife Trainers demanding character is strong enough
to result in testing and frequently using. However, the Deskbike seemed to be more
attractive to the subjects than the activeLife Trainer being lent three times as much as
the activeLife Trainer. One factor could be the change of the body position when using
the Deskbike compared to using the activeLife Trainer which doesn’t require getting up
from the standard office chair. Another difference is the direction of movement of the
legs. The Deskbike can be characterized as an upright ergometer where the legs move
in a more vertical way. The body position when sitting in a standard office chair and
using the activeLife Trainer can be compared to a semi recumbent ergometer which is
characterized by a more horizontal movement of the legs [11]. According to personal
preferences and the body physique one or the other type of movement alignment and
therefore type of workstation will be chosen.

Another reason could be that the construction of the Deskbike enhances the impres‐
sion and sense of the user to “do sports” a little more than the activeLife Trainer because
of its’ similarity to a real bicycle. Although the workstations were lent frequently the
actual time periods of usage differ quite clearly. One possible explanation that the
lending periods were three times longer than the actual usage could be the novelty of
the concept combining physical activity with working at the desk for the subjects of the
study. Although the level of physical activity might be not quite demanding it is likely
that the subjects needed an initial phase of adaptation to moving while working. Another
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aspect to consider might be the different types of performed tasks while using the
dynamic workstations. Although results of the IFA lab study showed no negative effects
on work performance it was subjectively percieved as worse by the participants of the
study while using y dynamic workstation compared to working while seated [9].

The results of assessing the cardiovascular load and metabolic effects are comparable
to other studies examining these parameters. While using the dynamic workstations the
heart rate increases compared to the conventional workplace. Results show that the
average heart rate value is slightly higher for the time periods of using the activeLife
Trainer than for the Deskbike. This seems to be a surprising effect regarding the compa‐
ratively smaller movement amplitude of the legs. On the one hand the individual values
for average heart rate in between the subjects of the study sample show a greater range
for the activeLife Trainer than for the Deskbike. On the other hand heart rate can be
influenced by other factors than physical activity causing increased activity of the
sympathetic nervous system like the emotional state, stress or excitement and caffeine
[12]. Alternative methods to assess and compare individual heart rate values are calcu‐
lating the individual heart rate reserve (HRR) [13] as an indicator for cardio-vascular
load. The analysis of metabolic effects with the interpretation of energy expenditure
showed that energy consumption in kcal per min increased while using both workstations
compared to working while seated. As this is an important factor to consider the imple‐
mentation of dynamic workstations as a preventive health measure at office environ‐
ments they should be interpreted with particular care. The assessment of energy expen‐
diture was made with the help of the activity tracker Fitbit Charge HR. Like the multitude
of wearable activity tracker on the commercial market caloric consumption is estimated
by combining self-reported anthropometric data, accelerometer data and heart rate
measurements using standardized algorithms [10]. This method is prone to errors
because of possible movement artefacts registered by the activity tracker. Furthermore
the estimation of metabolic rates while being physically active is based on the assump‐
tion of standardized values of calorie consumption for specific movements. In compar‐
ison to more specific methods to assess energy expenditure like a breathing gas analysis
[14] these devices are just able to display these parameters roughly.

5 Conclusion

The results for this sample of male participants show that the modern concepts of
dynamic workstations like the Deskbike and the activeLife Trainer can be considered
as alternatives to conventional seated workplaces. Both types of workstations generated
interest and their practicability allowed them to be implemented in an occupational
setting. Because of the relatively small sample size the interpretation of the effects on
physiological parameters should be made with the high influence of individual meas‐
urements in mind. Future studies should investigate these effects with larger samples
and both gender to generate more complex and reliable findings about the effect of
dynamic workstations in occupational settings.
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Abstract. To minimize the risk of distracted driving, drivers will take compen‐
satory behaviors, such as deceleration and raising mental efforts. Moreover, it has
been proved to be significantly different between voluntary and involuntary
distractions which worth further exploration. Therefore, this study carried out an
experiment of mobile communication distracted behaviors in simulated driving
environment among 34 nonprofessional drivers. Independent variables include
two triggers of driving distraction and two communication ways of mobile phone
with complete within-subjects design. Dependent variables contain four dimen‐
sions, including driving behaviors, physiological indexes, mobile phone usage
and NASA task load index (NASA-TLX). The results of vehicle driving simulator
experiment reveal that drivers will take compensatory behaviors when taking
driving distraction tasks, and the degree of compensatory behaviors is signifi‐
cantly different between voluntary and involuntary driving distraction. Generally,
drivers would like to compensate more under involuntary driving distraction than
voluntary driving distraction. The results of this paper give a new way to improve
driving safety.

Keywords: Compensatory behaviors · Voluntary and involuntary driving
distraction · Mobile phone communication · Simulation driving

1 Introduction

With the rapid popularization and development of driving technology, people are less
satisfied with monotonous driving process. To enrich the monotonous driving process,
driving distraction happens frequently nowadays. Driving distraction refers to a
phenomenon that drivers’ controllability of vehicle decline as the result of distraction
by unrelated activities (Pettitt et al. 2005). According to the long-term observation of
driving behaviors, 80% car crashes were related to driving distraction (NHTSA 2006).
Using mobile phone while driving will improve the driving risk to 23.2-fold than that
of normal driving (Olson et al. 2009) and bring 16,414 more deaths each year (Wilson
and Stimpson 2010). In accordance with the investigation report by Chinese transpor‐
tation network, the number of traffic accidents caused by driving distraction occupied a
large proportion of all traffic accidents. In 2015, the number of traffic offense caused by
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driving distraction reached 403,000, with a year-on-year growth of 11.1% (122 Trans‐
portation Network (2015)).

Overall, driving distraction is widespread and hazardous. The reason why drivers
take the risk of distracted driving lies in the effects of compensatory behaviors. They
may believe compensatory behaviors can neutralize the passive impacts of distracted
driving. Decelerating is the most common compensatory behavior as we have known.
The extant literatures only concentrate on the actual behaviors of driving distraction and
the differences between different kinds of driving distraction separately, but do not study
them together.

Narrowing the scope of research, we focus on the mobile phone usage while driving,
which threatens driving safety seriously. Using mobile phone to keep communication
is a typical kind of driving distraction, such as making phone calls and sending WeChat
message. To our knowledge, WeChat is the most popular mobile messenger application
in China. Sending text message through WeChat is similar to sending traditional text
message. People need to type characters through input method with mobile phones
holding in their hands all the time while sending WeChat messages, which requires more
mental and physical efforts than making phone calls, and may deviate driver’s attention
from the road. Therefore, making phone calls and WeChat message can be distinguished
as two tasks. In both situations, drivers may take compensatory behaviors, for instance,
decelerating and increasing mental efforts, to compensate for the risk of using mobile
phone while driving.

On the other hand, based on the extant literatures, there are two forms of triggers
that give rise to mobile phone usage while driving. The two forms can be defined as
voluntary and involuntary distraction. Considering of a combination of mobile phone
usage and their triggers, we categorized four tasks, namely sending WeChat message,
replying WeChat message, making a phone call and answering a phone call. The purpose
of our study is to check whether there is a significant difference between compensatory
behaviors among the four tasks.

2 Literature Review

2.1 Voluntary and Involuntary Distraction

The triggers of driving distraction can be defined as voluntary and involuntary distraction
(Feng et al. 2014), but there are few study that focus on the differences between voluntary
and involuntary distraction. Feng et al. (2014) only used susceptibility to driver distrac‐
tion questionnaire (SDDQ) to check the differences between voluntary and involuntary
distraction, but did not further test the results of the questionnaire by simulation driving
experiments. The results showed that voluntary distraction is related to personality traits,
and that involuntary distraction is related to cognitive mechanism, thus recognizing the
difference between voluntary and involuntary distraction. Hoekstra (2015) drew on the
achievement of SDDQ to conduct a simulation driving experiment to find the difference
between voluntary and involuntary distraction. The task of the experiment was to pick
statements and pictures on Surface Pro2 while driving. The results revealed that driver
may press on the brake when taking the voluntary distraction task, which did not happen
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during the involuntary distraction task. However, the differences between voluntary and
involuntary driving distractions towards mobile phone communication have not been
proved through simulation driving experiment.

2.2 Compensatory Behaviors Towards Driving Distraction

Previous literature only used the concept of adjusted behaviors in distracted driving
rather than compensatory behaviors. For an example, drivers will decelerate to adjust
the balance between normal driving and driving distractions (e.g., making phone calls)
and to minimize the frequency of traffic collision and lane departure (Haigney et al.
2000; Tornros et al. 2005). With more details, Zhou et al. (2012) indicate that 95% drivers
may control the time of holding mobile phones while driving, and the drivers who hold
the mobile phone by one hand believe the holding time should be controlled within 60 s.
The result is similar to the research of Young et al. (2010), which shows that 61% drivers
deem it necessary to control the holding time within 60 s while driving. At present, extant
literatures gradually focus on using compensatory behaviors to explain the driving
distractions. On the basis of the research of Zhou (2014) on mobile phone usage while
driving, researchers should not only pay attention to whether drivers take compensatory
behaviors (e.g., decelerating) or not, but also to the compensatory degree of compen‐
satory behaviors (e.g., deceleration).

2.3 The Application of Physiological Indexes in Simulation Driving Experiment

Compensatory behaviors include external and internal behaviors. External behaviors
like decelerating have been listed before. Internal behaviors, however, can be seen as
mental efforts. Therefore, we need to use physiological indexes to quantify the mental
efforts.

Oxygen is taken through breath, the amount of oxygen needed is decided by meta‐
bolic rate of body and the activities of the various tissues and organs. Breathing extent
and respiratory rate are the most common respiration parameters, data acquisition of
which need the help of bandage wrapped around the thoracic. On the ground of the
simulation driving experiment of Duan (2013) and Mehler et al. (2009), respiratory rate
will increase as the mental load in driving task increases, so we can take respiratory rate
as an effective index for the mental load evaluation of driver. At the same time, Duan
points out that respiration parameters may be affected by other factors besides mental
load, such as talking and physical activity. As a consequence, the result of respiration
parameters may not reach a significant level. These results confirm the previous study
that energy expenditure reflected by breathing extent and respiratory rate may be induced
by mental load increase (Waard 1996).

2.4 The Aims of the Current Study

As expounded above, there have been literatures respectively concerning compensatory
behaviors (e.g., driving behaviors, mobile phone usage, physiological indexes) during
driving distraction and the differences between voluntary and involuntary distractions.
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As far as we know, no literature has integrated these aspects with each other, which is
what we try to accomplish in our study.

Considering of a combination of mobile phone usage and their triggers, we catego‐
rized four tasks, namely sending WeChat message, replying WeChat message, making
a phone call and answering a phone call. We devised a simulation driving experiment,
and collected data of four dimensions. The four dimensions can be described as driving
behavior indexes (e.g., speed, lateral displacement and crash times), physiological
indexes (e.g., breathing extent, respiratory rate), mobile phone usages (e.g., usages of
phone call, input methods, correct rate of delivering a fixed information) and NASA-
TLX mental load evaluation. All drivers were asked to finish the four tasks on the same
simple road. The purpose of our study is to check whether there is a significant difference
between voluntary and involuntary compensatory behaviors (e.g., decelerating,
increasing mental load).

3 Methods

3.1 Questionnaire Measures

After the simulation driving experiment, we asked each driver to finish two question‐
naires in self-report form.

Basic Information of Individuals. The first questionnaire gathered the basic infor‐
mation of individuals, which contained seven items, including gender, age, educational
qualifications, driving experience, driving frequency per week, annual mileage, and
traffic accidents times per year caused by driving distraction.

NASA-TLX. The second questionnaire was NASA-TLX, which was the most general
scale in driving safety field, exploited by NASA. NASA-TLX contains six dimensions
of mental load, including mental demand, physical demand, temporal demand, perform‐
ance, effort and frustration. Grade of each dimension ranges from 0 to 20 (Hart and
Staveland 1988).

3.2 Experimental Design

Independent variables. This experiment took a two-factor experimental design that
is 2 (triggers of driving distraction: voluntary and involuntary)* 2 (communication ways
of mobile phone: phone calls and WeChat message). Therefore, we divided four tasks
as sending WeChat message, replying WeChat message, making a phone call and
answering a phone call.

Dependent variables. We designed four dependent variables, which could be described
as driving behavior indexes (e.g., speed, lateral displacement, crash times), physiological
indexes (e.g., breathing extent, respiratory rate), and mobile phone usages (e.g., usages
of phone call, input methods, correct rate of delivering a fixed information) and NASA-
TLX mental load evaluation. Analyzing driving behaviors was to explore the external
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compensatory behaviors and the effects of driving distraction towards secondary task
performance. Analyzing physiological indexes was to explore the internal compensatory
behaviors. NASA-TLX was intended to reflect the allocation of mental efforts during the
four tasks.

Control Variables. All participants drove the car by automatic mode under the same
experimental scene. In addition, the whole experiment were launched under the same
experiment environment with the same experimental equipment, and the interface of the
call records and WeChat was the same as well. Each participant needed to finish the
tasks alone, without any disturbance of irrelevant personnel except two experimenters.

Experimental Equipment. A Logitech G27 peripheral, including a steering wheel, an
accelerator pedal and a brake pedal, was used to collect the data of driving behaviors.
A portable physical multi-conductor NeXus-10 Mark II was used to collect breathing
extent and respiratory rate. A DELL T desktop was used to run the simulation driving
software UC-win/Road10, and present the experiment environment. A ThinkPad X1
laptop was used to run Biotrace + which was mating with NeXus-10 Mark II. Mobile
phone participants used was IPhone6s with a matching earphone and a vehicle mount.

Experimental Scenes. We programmed the driving environment in UC-win/Road10.
Each participant needed to drive on a 14 km dual three-lane carriageway. They were
required to keep vehicle on the center lane within 80 km per hour. The situation of the
road was simple, which meant the rate of the homodromous and counter flow was low,
and the road was clear. Buildings and trees on both sides of the road were the same as
those in the real world.

Experimental Tasks. Each participant needed to drive two loops of the 14 km road.
In the first loop, participants were asked to finished two tasks (e.g., making a phone call
and replying WeChat message), while participants were asked to finished the others two
tasks (e.g., answering a phone call and sending WeChat message) in the second loop.
In the four tasks, they must try to convey a fixed information accurately. The information
included capital English words, lowercase English words, Chinese words, figure and
punctuation, which might be difficult for typing WeChat message. Translating the fixed
information into English, it equals with “Hi, I have already set out, 10 min to Chaoyang
Joy City. See you then!”

3.3 Participants

We recruited 34 nonprofessional drivers (including 23 male and 11 female) through
WeChat Moments. All participants had already got Motor Vehicles driving license of
the People’s Republic of China and had a certain experience.

Each participant voluntarily participated in the experiment and they would be
remunerated for their anonymous responses. Specific statistical data of participants’
basic information is shown in Table 1. Age of participants ranged from 20 to 26, and
the average age was 22.29 (SD = 1.34). As for educational qualifications, 2.94% were
college degree or below, 79.41% were bachelor degree and 17.65% were master degree
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or above. Average driving experience was 2.66 year (SD = 1.43). Average driving
frequency per week was 1.71 days (SD = 1.71), while the average annual mileage was
5550 km. 17.65% drivers had traffic accidents caused by driving distraction.

Table 1. Statistical data of participants’ basic information

Indexes Frequency Percentage(%)
Age
20–26 34 100.00
Gender
Male 23 67.65
Female 11 32.35
Educational qualifications
College degree or below 1 2.94
Bachelor degree 27 79.41
Master degree or above 6 17.65
Driving experience
1 year 8 23.53
2–5 years 24 70.59
6 years 2 5.88
Driving frequency per week
1 day 20 58.82
2 days 9 26.47
3 days 3 8.83
4 days 1 2.94
5 days 0 0
6 days 0 0
7 days 1 2.94
Annual mileage (km) 5550 –
Person-time that bring traffic
accidents caused by driving
distraction

6 17.65

4 Differences Between Compensatory Behaviors of Voluntary
and Involuntary Distraction

4.1 Driving Behaviors

Average Driving Speed. Average driving speed is a most common and effective
reflection of driving situation. To contrast the average driving speed under voluntary
and involuntary distraction, or to compare the degree of compensatory behaviors under
the two triggers, we also list the average driving speed under normal driving. Average
driving speed under five driving behaviors and deceleration relative to normal driving
are listed in Table 2.
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Table 2. Descriptive statistics of average driving speed under different behaviors

Driving behaviors Average driving speed (km/h) Deceleration
relative to normal
driving

Mean SD

Normal driving 73.11 4.65 –
Phone call Voluntary 68.64 5.29 4.47

Involuntary 65.13 7.24 7.98
WeChat Voluntary 55.91 12.32 9.22

Involuntary 53.30 11.28 11.83

As can be seen in Table 2, there are three obvious laws. Basically, the average driving
speed under four driving distraction tasks are lower than the average driving speed under
normal driving. Moreover, the average driving speed under involuntary phone call and
WeChat usage are respectively lower than the average driving speed under voluntary
phone call and WeChat usage. More importantly, the average driving speed under
voluntary and involuntary WeChat usage are respectively lower than the average driving
speed under voluntary and involuntary phone call usage.

We verify the significant differences of these laws through pared-samples T test, and
find that the five driving behaviors are totally different from the others. Except that the
significance level between voluntary and involuntary WeChat usage reaches 0.004, the
significance level of the other 7 pairs are all about 0.000.

Therefore, deceleration relative to normal driving can be regarded as the degree of
compensatory behaviors. We compare the degrees of compensatory behaviors, and list
that of four driving distractions from high to low: replying WeChat message> sending
WeChat message> answering a phone call> making a phone call. It’s confirmable that
the degree of compensatory behaviors under involuntary distractions is higher than that
under voluntary distractions. There is a probable cause that voluntary distraction is a
more controllable behavior than involuntary distraction. Drivers can choose the occur‐
rence time of voluntary distraction, and make some adjustment voluntarily before or
after the occurrence time. On the opposite, involuntary distraction is a kind of stress
reaction, which demands quicker reaction and shorter adjustment time. As a result,
drivers decelerate more under involuntary distractions to compensate more. On the other
hand, we can find that the degree of compensatory behaviors under WeChat usage is
higher than that under phone call usage. It is reasonable in that typing WeChat message
needs more cognitive resources and brings much more disturbance to drivers than talking
in a phone call.

Vehicle Lateral Displacement. We asked participants to keep the vehicle on the center
lane, so the vehicle lateral displacement may reflect their controllability of the vehicle.
Using this index helped us realize driving distractions’ impact on primary task perform‐
ance of driving and compare the impact of the four driving distraction tasks. Through
the original data, it is easy to get the vehicle’s distance to the left edge and the right edge,
which shows the location of the vehicle. Therefore, we used the location of distracted
driving separately minus the location of normal driving, and got eight different values
shown in Table 3. Take voluntary phone call usage as an example, the left-lateral
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displacement was −0.25 while the right-lateral displacement was 1.85. Comparing to
the location under normal driving, it meant the distance to the left edge shrunk, and
vehicle moved leftwards. As shown in Table 3, except that involuntary phone call usage
moved rightwards, the others all moved leftwards. In general, drivers’ controllability of
the vehicle decline when they are driving distractedly, which is detrimental to road safety
and primary task performance of driving.

Table 3. Descriptive statistics of vehicle lateral displacement under different driving distractions

Driving behaviors Left-lateral displacement
(metre)

Right-lateral displacement
(metre)

Mean SD Mean SD
Phone call Voluntary −0.25 2.47 1.85 4.63

Involuntary 0.78 1.99 −2.21 9.62
WeChat Voluntary −0.15 1.34 1.81 3.34

Involuntary −0.47 3.37 1.36 7.56

Only vehicle lateral displacement of voluntary and involuntary phone call usage had
significant differences through the pared-samples T test (p = 0.011 < 0.05), while the
others had not. Totally, the lateral displacement had no significant differences between
voluntary and involuntary, phone call and WeChat. However, vehicle may move left‐
wards if the driver is using mobile phone to keep communication. This can be a possible
law that the descriptive statistics present.

Crash and Speeding. Crash and speeding are the most dangerous driving behaviors,
and speeding is forbidden by the traffic law. Crashes include rear-end, rear-ended and
guardrail impact. In addition, speeding is likely to cause crashes. As the simulation
driving software could not record the crash times, the experimenter recorded the data
by observation. In the experiment, 15 participants crashed because of driving distraction,
and the proportion reached 44.11%. Some participants complained that controllability
of steering wheel and pedals decline while using the mobile phone. As well, we observed
the data of speed, and found that 13 participants oversped for a little while after they
hung up the phone or sent WeChat message successfully, and this proportion reached
38.24%. Some participants indicated that phone call or WeChat competed the cognitive
resources with driving. As a consequence, they could not help speeding after finishing
the driving distraction tasks.

Through the analysis of the three indexes above, it is explicit that mobile phone usage
will lead to more lateral displacements, crashes and unconscious speeding, which have
passive impact on primary task performance of driving. To compensate the risk of these
driving distractions, drivers will take compensatory behavior as decelerating. Further‐
more, they will compensate more for involuntary distractions.

4.2 Physiological Indexes

We chose breathing extent and respiratory rate as physiological indexes. Breathing
extent refers to deformation quantity of the bandage wrapped around the thoracic with
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every breath. Respiratory rate refers to breath times per minute. According to medical
experience, normal adults’ respiratory rate range from 16 to 20. The purpose is to
discover the differences between voluntary and involuntary distractions.

As is shown in Table 4, breathing extent of four distraction tasks was lower than that
of normal driving. Moreover, breathing extent of involuntary phone call and WeChat
usage were respectively higher than that of voluntary situation. In terms of respiratory
rate, we list the value from high to low: four distraction tasks> normal driving>idle
state. According to Mehler’s study (2009), this rank equals the rank of mental load. In
other words, the distraction tasks increase drivers’ mental load. Drivers pay out more
mental load when taking the distraction tasks, which can be seen as a kind of compen‐
satory behavior. To compensate the distraction tasks, breathing extent will decrease,
while respiratory rate will increase. The result of respiratory rate was the same as Duan’s
(2013) and Mehler et al.’s (2009) studies.

Table 4. Descriptive statistics of breathing extent and respiratory rate under different driving
distractions

Driving behaviors Breathing extent Respiratory rate
Mean SD Mean SD

Normal driving 767.37 120.56 23.66 4.14
Phone call Voluntary 764.64 117.45 25.51 6.70

Involuntary 766.14 113.55 26.48 5.16
WeChat Voluntary 763.95 116.04 24.14 3.61

Involuntary 766.25 118.37 23.93 4.05

By means of pared-samples T test, we tested the significant differences among five
driving behaviors, but only three pairs passed the test. Normal driving and voluntary
phone call usage had significant differences on breathing extent (p = 0.019 < 0.05).
Normal driving and involuntary phone call usage had significant differences on respi‐
ratory rate (p = 0.020 < 0.05). Involuntary phone call usage and involuntary WeChat
usage had significant differences on respiratory rate (p = 0.037 < 0.05). The reason why
we got the non-significant results was partly due to the high susceptibility of NeXus-10
Mark II. Although all participants were asked to keep upper body erect, they could not
avoid turning the steering wheel or taking mobile phone that might cause small move‐
ment of upper body. The small movement might induce remarkable error in the record.
Another possible reason was the unavoidably manual errors in processing mass of raw
data. Overall, respiratory rate behaves better in distinguishing differences which is worth
further study.

4.3 Mobile Phone Usage

Experimental tasks included sending WeChat message, replying WeChat message,
making a phone call and answering a phone call. In the four tasks, participants must try
to convey a fixed information accurately. Especially, participants must input text
message through WeChat. All participants were given enough time to memorize this
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information before the formal experiment. Usages of phone call, input methods and
correct rate of delivering a fixed information were recorded by experimenters. Part of
the results are represented in Table 5.

Table 5. Descriptive statistics of compensatory behaviors under different driving distractions

Driving
behaviors

Compensatory
behaviors

Voluntary Involuntary
Frequency Percentage

(%)
Frequency Percentage

(%)
Phone call Shorten words 9 26.47 8 23.53

Control holding
time

22 64.70 23 67.65

WeChat Shorten words 18 52.94 22 64.70
Text instead of
numbers

11 32.35 11 32.35

Didn’t capitalize
the “H”

26 76.47 25 73.53

Ignore some
punctuation

23 67.65 22 64.71

In the phone call task, 28 participants (82.36%) chose to hold the mobile phone by
one hand, three participants (8.82%) chose to use earphone, and three participants
(8.82%) chose the hands-free mode. All participants delivered the correct message on
the premise of compensatory behaviors, including shortening words and controlling
holding time. Shortening words means that participants change the original words into
their own words. Controlling holding time means that participants speed up speech rate
with the original words. Both of the essence of shortening words and controlling holding
time are shortening the distracted driving time. Over 90% participants took compensa‐
tory behaviors as shown in Table 5. What’s more, there was no significant differences
between voluntary and involuntary distraction under phone call usages.

In the WeChat task, all participants chose the traditional input method rather than
IPhone enable dictation. Take involuntary WeChat usage as an example, 64.70% partic‐
ipants shortened words, 32.35% participants used text instead of numbers, 75.53%
participants did not capitalize the “H”, while 64.71% participants ignored some punc‐
tuation. The four behaviors can be seen as compensatory behaviors, while the latter three
are helpful with reducing cognitive load of switch input methods. Total compensatory
times of involuntary distraction was 80, which was higher than 78 times for voluntary
distraction. It gave a possible law that drivers might compensate more under involuntary
distractions.

As previously stated, mobile phone usage will lead to more lateral displacements,
crashes and unconscious speeding, which have passive impact on primary task perform‐
ance of driving. The same thing happens in return. Using mobile phone while driving
also has negative impact on the accuracy of expression, especially towards correct rate
of expression of WeChat. Both voluntary and involuntary distraction had five partici‐
pants (14.71%) who expressed the wrong message, such as wrong time and wrong desti‐
nation. It is apparent that driving distraction is bad to both primary and secondary task
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performance of driving, which confirms the results in Gao et al.’s study (2005). Mobile
phone usage brings more mental load to drivers, which leads to worse performance.
Therefore, it is necessary to further analyze the metal load.

4.4 Mental Efforts

Driving behaviors, physiological indexes and mobile phone usage can be regarded as
observable compensatory behaviors, while mental efforts is a kind of invisible psycho‐
logical activity. Analyzing the mental load may help enrich the analysis of compensatory
behaviors. The tool we chose was NASA-TLX scale, which had been used for decades
in driving safety field. NASA-TLX scale contains six dimensions of mental load,
including mental demand, physical demand, temporal demand, performance, effort and
frustration. Grade of each dimension ranges from 0 to 20. Since the reliability and
validity of NASA-TLX have been checked many times, we used it directly.

To examine the effectiveness of our data, we carried out exploratory factor analysis,
which extracted two principal components. Explain variance rate reached 77.592%,
while KMO coefficient reached 0.788. Communality of each variance was greater than
0.40, which meant good construct validity. Furthermore, Cronbach’s Alpha reached
0.773, which meant great reliability. Being consistent with Yang and Deng’s (2010) and
Xiao et al.’s studies (2005), principal component 1 concludes mental demand, physical
demand, temporal demand, effort and frustration, while principal component 2 only
concludes performance. Principal component 1 can be named as efforts to finish the task,
while principal component 2 can be named as satisfaction after achievement.

Through correlation test, we found each dimension of principal component 1 and
total points of principal component 1 both had negative correlation with principal
component 2. Nonetheless, performance only had significant correlation with mental
demand frustration, while the others had not. Non-significant correlation might be
explained by small sample size and random errors. On the other hand, each dimension
of principal component 1 had significantly positive correlation with each other. The
same law happened among each dimension of principal component 1 with total points
of principal component 1. Statistics is presented in Table 6.

Table 6. Correlation coefficient matrix of NASA-TLX dimensions

Dimensions 1 2 3 4 5 6 Total points of
principal component 1

1 mental demand 1 .413b .652a −.340b .744a .569a .826a

2 physical demand – 1 .615a .120 .582a .360b .707a

3 temporal demand – – 1 −.159 .801a .636a .908a

4 performance – – – 1 −.235 −.360b −.246

5 effort – – – – 1 .527a .901a

6 frustration – – – – – 1 .755a

Note. ap < 0.01.
bp < 0.05.
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Summarizing the correlation coefficient results, we found the following inferences.
Firstly, drivers need multi-dimension efforts to finish the voluntary and involuntary
distraction tasks. Secondly, the more mental efforts drivers pay out, the lower satisfac‐
tion they get, the significance of which need to be checked further.

5 Conclusion and Limitations

Overall, we can conclude the findings in the current study. (1) Mobile phone usage has
passive impacts on performance of driving and message passing. On one hand, mobile
phone usage will lead to more lateral displacements, crashes and unconscious speeding,
which have passive impacts on primary task performance of driving. On the other hand,
driving distraction may reduce the accuracy of expression, especially the accuracy of
expression in WeChat. (2) Drivers will take compensatory behaviors to neutralize the
passive effects, such as decelerating, speeding up respiratory rate and shortening words
in phone calls and WeChat, etc. The degree of compensatory behaviors under WeChat
usage is higher than that under phone call usage. It is reasonable because typing WeChat
message demands more cognitive resources and brings much more disturbance to drivers
than talking in phone call. (3) Generally, drivers compensate more mental and physical
efforts under involuntary distractions than voluntary distractions. To improve the road
safety, we wonder whether it is possible to shield mobile signals from the time drivers
start driving to the time they pull the hand brake up. In this situation, only emergency
call can be dialed out. To be more practical, family numbers can be set as emergency
contacts, but the quantity of numbers must be limited. (4) One more interesting finding
in this study is that the vehicle moves leftwards during distracted driving. We guess
whether it is possible to connect the mobile phone with the vehicle by USB or Bluetooth,
and install an alarm and a small extent leftwards detector on the vehicle. If the detector
finds the small extent leftwards, the alarm on the vehicle will ring to warn the driver.
However, the sensitivity of the detector will be a problem in the future.

What’s more, several limitations do exist in this study. (1) In order to guarantee the
success of the experiment, the order of the four driving distraction tasks is fixed rather
than random. Learning effect might occur to the memory of the fixed message, which
might cause some unavoidable errors. (2) Simulation driving software and physical
multi-conductor software were installed in two computers, and every time nodes would
be connected by manual work. Sample frequency of two software was 32 Hz, which
might bring avoidable errors as well. (3) NeXus-10 Mark II collected data from the
bandage wrapped around the thoracic, therefore a small movement of upper body might
cause larger errors of data with the higher sensitiveness of device. (4) We only asked
participants to finish NASA-TLX scale for one time, which made it difficult to compare
the differences of mental efforts between voluntary and involuntary distractions. The
future study will focus on these limitations and meliorate them.
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Abstract. New forms of technological work assistance can help to handle the
increasing amount and availability of information and support the decision-
making processes of employees by providing context-sensitive information.
When looking at the vision of Augmented Reality especially binocular see-
through smart glasses can be useful for this purpose. Therefore, a strong focus
should be put on the analysis of information and interaction design as well as its
influence on cognitive load and visual comfort when using it in the working envi‐
ronment. Consequently, two systematic reviews are implemented to examine how
to ensure the usability of smart devices and which influence factors on human
strain exist due to the information and interaction design of smart glasses. The
aim of the reviews is to identify the need of further research in the mentioned
topics and derive an experimental setup for investigations on binocular see-
through smart glasses. Results indicate that the established usability methods and
criteria of conventional screen work are still adequate, but they have to be adjusted
to the rapid development of new technologies. As potential influence factors on
human strain the accommodation-convergence conflict and the positioning of
information for primary as well as secondary task instructions are identified.
Furthermore, the question arises, if the possibility to individualize the information
provision based on users’ needs is helpful to support learning effects and optimize
mental strain. Therefore a laboratory study will be carried out, which investigate
the described effects. The experimental setup of the study is presented in this
paper.

Keywords: See-through smart glasses · Cognitive load · Context-sensitive
information · Suitability for learning

1 Introduction

The increasing amount of customized solutions of products and services and the resulting
variety lead to a rising complexity in industrial production systems [1]. In order to keep
up competitiveness, various activities to control this complexity were launched in
research and development in Germany. Based on the rapid progress in information and
communication technologies the connection of autonomous objects, machinery and
equipment as well as whole production systems in a so called smart factory move into
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focus [2]. In a pilot study concerning the future of production work [3] experts gave the
opinion that human work still will remain a key factor for flexibility and productivity in
the industrial environment. Humans possess abilities which cannot be replaced by arti‐
ficial intelligence in the near future. In addition to flexibility and adaptability, this also
includes human creativity, sensorimotor skills and association abilities. Together these
give humans a clear advantage over technological solutions, particularly in decision-
making processes in the production [4]. However, due to the increasing amount and
availability of information, new forms of technological work assistance are required to
support the decision-making processes. As a result of the decentralized organization,
these assistance systems act as a mobile human-machine interface and should be able
to provide people with context-sensitive information [5]. Thereby it is important to
ensure suitability for learning in the working environment so that the risk of deskilling
will be avoided and the practical knowledge of employees will be considered and
supported [6].

Based on the described requirements for technological work assistance, new
concepts for the decentralized representation of task-relevant information by means of
different smart devices are being discussed and developed, especially with binocular
see-through smart glasses due to the concept of Augmented Reality [7, 8]. The goal is
to reduce the mental strain for employees in complex work systems, to achieve a high
level of technology acceptance and, in addition, to increase their efficiency [9, 10].
However, taking into account the emerging amount of data in production, the question
arises as to how information provided using binocular see-through smart glasses and
especially the manner of media presentation affect the cognitive load of the employees
[9, 11]. Furthermore, it is to analyze if different types of information provision can
support the suitability for learning.

This paper will give an insight into actual research investigations about the correla‐
tion between the manner of media presentation on binocular see-through smart glasses
as work assistance and the cognitive load of employees. For this purpose, the results of
two reviews are presented to derive a need of further research, which results in a prepared
study design.

2 Systematic Literature Reviews on Smart Glasses

The research of the Federal Institute for Occupational Safety and Health (BAuA) aims
at assessing the impacts of innovative technologies at work. The analyzes shall identify
chances and potential risks of the use of adaptive work assistance with regards to humane
work design, deskilling, loss of competence, mental overload and other safety-related
risks [12]. The present systematic literature review focused on studies addressing
different topics in the subject area of smart devices, especially smart glasses.

2.1 Methodical Approach

The surveys were conducted following Arksey and O’Malley [13] and Mattioli et al.
[14], who describe a systematic review procedure based on appropriate search strings.
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For the literature search the five big and established databases EBSCOhost, PubMed,
ScienceDirect, Scopus and Web of Science as well as their embedded smaller databases
were used. For the subject orientation different superordinate search categories (e.g.
usability, smart glasses, cognitive load) were chosen to classify each search term.

After defining and classifying each search term, a scheme for an iterative identifi‐
cation was set up. As relevant search fields the title (T) as well as abstract or keywords
(A) were selected. Consequently search classes for clustering the results were defined
depending on whether the particular search term category was located in the title or
abstract/keywords. For an amount of three categories the search groups TTT, TTA, TAT
etc. resulted and it was possible to prepare search strings for each of the five databases
in order to collect the population of relevant publications [15].

Exemplary, the search string for the database Scopus in the group TTA with the
individual terms 1 to n was as follows:

The review was divided into the four stages identification, initial screening, in-depth
screening and full text analysis. After each of the first three stages several publications
were excluded [15].

The results of two reviews will be presented below, which build the basis for further
research at the Federal Institute for Occupational Safety and Health in the topic of infor‐
mation provision in the work context by using binocular see-through smart glasses. The
first review investigated to what extend established methods of usability engineering
including criteria for conventional screen work can be adopted for smart devices. The
second review analyzed studies, addressing the influence of different parameters of the
information provision by smart glasses on cognitive load.

2.2 Usability and Smart Devices

The requirements related to the usability of an interactive system and the resulting eval‐
uation criteria are clearly defined by the DIN EN ISO 9241-11 [16]. Thereby, the design
of the interaction and the presentation of information have the strongest impact on the
usability. Common methods exist for these influence factors with different criteria in the
usability or software engineering. In case of the interaction design the DIN EN ISO
9241-110 [17], the usability heuristics of Jakob Nielsen [18] or the eight golden rules
by Shneiderman and Plaisant [19] have to be pointed out. For the presentation of infor‐
mation the DIN EN ISO 9241-12 [20] and the requirements concerning information
design by Wickens & Hollands [21] are given as an example. However, all these toolkits
were developed for conventional screen work instead of smart devices with significant
smaller screens and different control systems like a touch-screen. The review analyzed
how existing criteria and procedures in the area of usability design of interactive systems
can be applied for smart devices or whether they have to be adapted for the new tech‐
nologies [15].
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In the first systematic review, out of a population of n = 3523 publications a basis
of effective n = 766 matches remained, which could be thematically classified as publi‐
cations dealing with the evaluation of usability in respect of smart devices. This amount
of publications already pointed out some potential trends considering the topic usability
and smart devices. Table 1 shows the distribution of the publications with regard to the
different smart devices across the individual years [15].

Table 1. Distribution of the search results by the different technologies [15]

Year 2007 2008 2009 2010 2011 2012 2013 2014 2015
Overall 40 50 63 62 101 77 109 134 130
Smartphone 17 17 25 28 48 46 63 90 91
tablet-pc 6 4 6 3 10 15 31 26 28
Smartwatch 0 0 0 0 0 0 0 0 2
Smart glasses 1 2 2 2 2 0 1 2 4

As Table 1 illustrates, the number of studies, which deal with smartphones, is still
well above those exploring tablet-PCs. Studies concerning smart watches or smart
glasses are limited to a minimum.

A small number of studies (<25), which dealt with or used different (heuristic)
methods or criteria for the usability evaluation of mobile devices, were found. A high
correlation was identified between the criteria of usability for mobile devices and
conventional screen work. In particular the usability heuristics of Jakob Nielsen [18] are
mostly applied. The following criteria, which have to be regarded in the information
provision by smart devices, were identified [15]:

• Match between system and real world
• Aesthetic and minimalistic design
• Visibility of system status
• User control and freedom
• Recognition rather than recall
• Flexibility and efficiency of use
• Help users recognize, diagnose and recover from errors
• Help and documentation
• Error prevention
• Consistency and standards

Overall the established methods in information and interaction design from the area
of conventional screen work are still adequate, even for mobile devices. But the rapid
development of new technologies, innovative interaction concepts like gesture control
and the possibility of Augmented Reality are not represented in conventional criteria.
So there is the need of further research about the influence of such parameters on accept‐
ance, usability and strain.
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2.3 Potential Stress Factors in the Use of Smart Glasses

According to Shiffrin and Schneider [22], errors in human information processing can
be explained by too much information or too little individual processing speed mainly.
This is also reflected in the cognitive load theory of Chandler and Sweller [23], in which
the cognitive load is divided into an extrinsic, an intrinsic and a germane cognitive load.
The extrinsic cognitive load is dependent of the amount and medial presentation of the
information, the intrinsic load of the inter-individual processing capacities. The smaller
these two are, the more information processing capacity remains for learning. Taking
this into account and due to the previously described aims of supporting the suitability
of learning as well as avoiding deskilling, loss of competence or mental overload, the
second review was carried out to point out, which influence factors in information
provision by smart glasses has to be considered.

For the review process 74 individual search terms were chosen and assigned to one
of the three search categories “smart glasses”, “mental strain” and “research studies”.
Using the developed search strings for each search class a cumulative population of
n = 522 publications were identified. After excluding duplicates and hits due to dual
word meanings an amount of n = 303 remained. This amount was thematically analyzed
on title and abstract level. As a result another n = 96 publications were excluded and
the remaining hits were inspected on abstract and full text level. In total there were
n = 44 studies identified, which investigated influences of different parameters in the
information provision by smart glasses on performance, mental or physical stress against
the background of a possible use in the working environment.

Figure 1 shows the review process including the search hits and exclusions of the
individual review phases. The results of the review illustrate two main research topics
in connection with information provision by smart glasses, especially for Augmented
Reality applications. First the system response time or rather latency seems to be an
influence factor on human performance and mental strain [24, 25]. Second the accom‐
modation-convergence conflict, known from the topic of three-dimensional stereoscopic
television, may function as a physical as well as psychological stressor [26, 27].
Concerning the response time previous research recommend a preferably short [24] and
constant or predictively varying system delay [25]. The second point is especially
important for binocular optical see-through smart glasses aiming Augmented Reality.
The main problem of this type of smart glasses with AR is the fact that the source of
information usually is a two-dimensional even surface at a fixed distance in front of the
human eye, which simultaneously looks at a three-dimensional real or virtual object.
Because the human eye has to change the lens focus between the fixed surface by
accommodation and the three-dimensional object by convergence, a mismatch leads to
visual discomfort and fatigue. Therefore, in designing application for binocular optical
see-through smart glasses it is important to minimize the gap between displayed infor‐
mation and real world object as well as avoid distance variation [27, 28].
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Fig. 1. Review process and results of the individual phases

Furthermore, some further research topics should be taken into account. For example
the following topics were mentioned:

• Field of View [29]
• Font size for smart glasses [30]
• Physical ergonomic factors, e.g. weight [31]

Another interesting influence factor extracted was the position where information is
displayed on smart glasses. Surprisingly there only a small amount of studies dealing
with this topic could be found. Especially Chua et al. [32] investigated the influence of
different display positions on human performance and visual comfort using monocular
see-through smart glasses while performing a visually intensive primary task. As a result
they found, notifications, which were positioned in the central field of vision, leading to
a quicker performance. But the positioning of the notifications in the peripheral field of
vision were more comfortable and preferred. In a survey of Wille [33] subjects got
building instructions on smart glasses for a primary assembling task while they had an
additional monitoring task in the peripheral field of vision. In this case the subjects felt
less comfortable with the information in the peripheral field of vision. An assumption
was that the visual discomfort could be traced to the continuous information provision
at the secondary-task. Overall the questions remains, where to place information on the
display of binocular see-through smart glasses for primary-task instructions as well as
for secondary-tasks and which influence it has, whether the information is continuous
or only a notification.

Before the review it was expected, that the possibility to adapt the information
provision to the users need and its influence on acceptance and motivation could be
investigated previously. Unfortunately none of the studies identified dealt with this
question.
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3 Experimental Setup

As a result of the previously described reviews different potential influence factors in
the topic of binocular see-through smart glasses were identified. Against the background
of supporting industrial work by providing context-sensitive information on binocular
see-through smart glasses, the influence of different design parameters on visual comfort
and human strain shall be investigated in representative tasks.

Based on previous research activities in the field of physical and mental strain as
well as user acceptance during the use of smart glasses [10, 11, 15, 33], a laboratory
study on the effects of context-sensitive information provision by binocular see-through
smart glasses on humans working in networked production systems will be carried out.
With regards to the suitability for learning in the working environment the study is
inspired by the Cognitive Load Theory [23] and examines the effects of the variation of
different parameters concerning the information provision.

3.1 Determination of a Representative Task

By taking into account the increasingly complex industrial tasks due to customize
ordered products, it is important to choose a representative task for the experimental
setup. Based on the previously described changes in the context of Industrie 4.0
employees will maybe not only perform assembly tasks but also quality inspection, order
picking, monitoring and further more. In case of assembly tasks Funk et al. [34] made
a benchmark for Augmented Reality instructions and set up the following requirements
on standardized tasks for the purpose of scientific investigations:

• Cheap to setup: the tasks has to consist of affordable off-the-shell components
• Easy to replicate: the tasks have to be easily replicable
• Representative: the tasks have to cover three main actions (pick, place, assemble)
• Easy to scale up: the amount of working steps have to be easily changeable

Regarding these requirements and an affiliated evaluation Funk et al. [34] suggest the
use of small toy bricks for pick-and place or rather assembly tasks.

In a study of Büttner et al. [35] a comparison between projection-based, paper-based
and HMD1-based task instructions is presented. The results showed that projection-
based and paper-based instructions were ranked significantly higher in the ease of use
and helpfulness compared to HMD-based instructions. They result in significantly
shorter assembly time as well. The weak results of the smart glasses may be explained
due to the isolated work task. To begin with the subjects in this study performed an
assembly task, where each instruction method was used one time only, so no habituation
to a new technology like smart glasses could be derived. Secondly the workstation in
the study was fixed due to the projection-based instructions. The biggest advantage of
smart glasses, the freedom of movement while using these, was not exploited. However,
the need of mobility, tasks with variation instead of highly repetitive tasks and mixed
primary and secondary tasks are important usage criteria of smart glasses [11].

1 HMD = Head-Mounted Display.
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Based on the previously described studies an experimental setup was chosen, which
investigates the effects of binocular see-through smart glasses as technological work
assistance by using tasks with small toy bricks for a representative industrial setting. For
this purpose the visual provision of instructions will be realized with the Epson Moverio
BT-300 binocular see-through smart glasses. The investigation will be divided into three
preliminary smaller studies and one main study. The three preliminary studies will
analyze the identified effects, which were described in Sect. 2.3 to define information
and interaction design conditions for the main study. The main study will investigate
the effects of the possibility to adapt the information provision to the users need on
acceptance, stress and learning. Contrary to the studies of Funk et al. [36] concerning
an isolated assembly task as well as Iben et al. [37] concerning an isolated picking task,
the participants have to execute three different production related tasks, order picking,
quality inspection and assembling with variants, randomly.

3.2 Variation of Information Distance

The first preliminary study aims to analyze the effects of the precision of overlaying
objects with information. In particular the gap between the accommodation distance to
the real object and the perceived depth of the visualized information will be varied and
the influence on mental strain and visual comfort will be analyzed. Therefore, a within-
subject design is chosen, in which the participants have to perform one of the previously
mentioned tasks with the small toy bricks. The task will take place on a workplace with
a fixed location for the participants, individually adjusted by parameters like body height,
arm-length etc. Each participant will perform the task in three conditions regarding the
information provision. In the first condition the perceived depth distance between the
visualized work instruction and the real task location will be significant negative, in the
second condition significant positive and in the third condition approximately nil. The
conditions will be arranged randomly, so that no learning effects will influence the
results. As dependent variables the performance time and the number of errors are
suggested to measure as objective parameters on the one hand. Furthermore the
perceived cognitive load, e.g. by using the NASA-TLX [38], the visual fatigue and the
participant’s preferences will be examined as subjective parameters. The sample size of
the study will be determined by common methods depending on the considered popu‐
lation and the expected effect size.

3.3 Position of Information in the Field of Vision

The question of the second preliminary study is in which position of the field of vision
instructions for a primary-task have to be placed on the display of binocular see-through
smart glasses. Chua et al. [32] did a quiet similar investigation, but he implemented
instructions for a primary-task with notifications, which are ordinarily used for secon‐
dary-task information. The experimental setup will be the same as in the first preliminary
study with the difference, that the position of the instruction will be varied on the x-axis
and y-axis of the display instead of varying the depth. As fixed location for the z-axis
the results of the first preliminary study will be used as reference. The tasks,
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randomization of conditions and the dependent variables will be similar to the previous
study. The sample size of the study will be determined by common methods depending
on the considered population and the expected effect size.

3.4 Location and Design of Notifications

In the third and last preliminary study the location and design as well as the effects of
notifications for a secondary-task will be analyzed. Following the results of Cidota et al.
[38] visual notifications will be used for this purpose. In this study the participants will
perform the three work tasks order picking, assembly and quality inspection randomly
at workplaces with different locations. The instructions for each task will be visualized
in accordance to the results of the first and second study. The insertion of notifications
during the primary-task will be used to inform the participant, which task is to perform
next. Thereby the following conditions are varying:

• Temporary notification, overlaying the instruction for a short term
• Temporary notification in the periphery of the instruction for a short term
• Permanent notification, overlaying the instruction until users confirmation
• Permanent notification in the periphery of the instruction until users confirmation

The experimental setup will be a within-subject design. The randomization of conditions
and the dependent variables will be similar to the previous study. The sample size of the
study will be determined by common methods depending on the considered population
and the expected effect size.

3.5 Individualization of Information Provision

Based on the huge amount of data in the context of future production work innovative
technologies like smart glasses have to be used to support in decision making and
learning processes. Furthermore, the practical knowledge of employees should be
involved [39]. For this purpose the possibility of individualization and the suitability of
learning as criteria of the usability of interactive human-machine interfaces will be more
and more important. For this purpose the influence of the possibility to adapt instructions
to the own needs on psychological comfort, acceptance as well as performance and
learning effects are supposed to be tested.

In this main study the chosen participants have to perform the three different tasks
order picking, assembly and quality inspection using small toy bricks instructed by
binocular see-through smart glasses. The results of the three preliminary studies will be
integrated in the instruction design to exclude unintentional disturbance variables.

For the experimental setup a between-group design is chosen. Both groups are
planned to perform about 20 task sets. Every task set contains each of the three work
tasks one time. The work tasks are designed in a way, that there is fixed contingent of
repetitive standard work steps and a subsequent variant, which is unknown to the partic‐
ipants. The instructions display all work steps from beginning with the standard compo‐
nents up to the variants. Both groups will perform about 5 tasks sets with the whole
instruction. After this initial runs the condition is split up between the groups. For the
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first group the procedure stays unchanged. The participants have to go through every
step of the instruction, standard component and variant, which will be time-consuming.
The second group gets to exclude single work steps of the instruction for the standard
component, if they feel confident in their standard component performance. This way
the participants can start with the variant earlier. After twelve task sets there will be
three additional sets for both groups, where the participants will unexpectedly not get
any instructions about the standard component but only about the variant. In doing so,
it will be investigated, if the individualization of instructions has a positive influence on
learning effects.

In this study again the performance time, number of errors, cognitive load and visual
fatigue will be measured as dependent variable. The sample size of the study will be
determined by common methods depending on the considered population and the
expected effect size.

4 Conclusion

In this paper two systematic literature reviews about different influence factors in the
topic of information provision by smart glasses were presented. It was determined, that
for the usability of the information provision by smart glasses common methods and
criteria of conventional screen work can be applied for smart glasses as well. But the
rapid development of new technologies, innovative interaction concepts like gesture
control and the possibility of Augmented Reality are not represented in conventional
criteria and lead to a need of adapt the common toolkits. In the area of information and
interaction design of smart glasses there are additional influence factors like the over‐
laying real objects with information (depth distance) and the positioning of information
and notifications in different areas of the field of vision, which have to be taken into
account. Furthermore, regarding future production work the suitability of learning gets
more important to support employees and avoid deskilling. As a result of the reviews
the experimental setup of a study is presented, in which these influence factors will be
investigated against the background of a humane work design. Therefore, a set of three
preliminary studies is supposed to be the basis for a main study, in which the influence
of the possibility to adapt the information provided to the users’ skills will be tested
especially. It is assumed, that this possibility has a positive influence on learning effects
and motivation.
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Abstract. Previous research showed that reaction time (RT) on driving related
stimuli did not return to its performance level as per baseline immediately after
periods of distraction. In this paper, a Detection Response Task (DRT) experiment
is reported, implemented to investigate performance differences across different
phases of driver distraction: before, during and post-distraction. Different task
types were implemented (cognitive and primarily visual-manual) to venture
whether these types were associated with differences in the speed at which drivers
were able to respond to visual stimuli during the aforementioned phases.

Keywords: Post-distraction · Driver attention · Cognitive distraction · Head-
mounted Detection Response Task · Secondary task · Dual-task

1 Introduction

Previous research has contributed to the standardization of different DRT variants (e.g.,
tactile, head-mounted, remote) [1]. The DRT is sensitive to online changes of attention
resulting from additional task performance and measures these changes through a reac‐
tion time (RT) to a signal and a respective hit rate (HR). Prior research has used this
method to detect the cognitive distraction from DRT RT and HR (e.g., [2–5]). Typically,
the DRT is performed together with another task (or multiple tasks) and, therefore,
previous research investigated the DRT performance while performing such tasks (e.g.,
[6–8]). This research is very important for designing human machine interactions. The
known examples are the designing of In-Vehicle-Infotainment-Systems (IVISs) or
creating standards and driving safety guidelines (e.g., Alliance of Automobile Manu‐
facturers AAM, National Highway Traffic Safety Administration NHTSA).

However, one of the first research works that investigated the long term effect of
tasks was presented in Strayer et al. [9]. They showed that RT during driving related
stimuli did not return to its performance level as per baseline immediately after periods
of distraction. They investigated different phone and car voice-command systems and
concluded that drivers can be distracted up to 27 s after finishing a highly distracting
task and up to 15 s after interacting with a moderately distracting system [9]. The

© Springer International Publishing AG 2017
F.F.-H. Nah and C.-H. Tan (Eds.): HCIBGO 2017, Part I, LNCS 10293, pp. 400–410, 2017.
DOI: 10.1007/978-3-319-58481-2_31



classification of highly and moderate distracting was self-definite with a model presented
in Strayer et al. [10].

Although previous DRT research concentrated on RTs and HRs during the perform‐
ance of some other task, DRT performance prior to and after these tasks were performed
has not yet been documented. The aim of this study was to holistically observe DRT
performance prior to, during and post additional tasks performance to assess how driver
attention changed across these phases. Figure 1 shows the qualitative outcomes of the
DRT RT over the different phases of the experiments preformed. The behavior before
and during the distraction phases can be very well estimated, because of the many
previous studies (e.g., [6–8]). The phase after distraction, however, has not been yet
investigated with the DRT and is of interest here. In terms of expectations, Fig. 1 shows
a few possible outcomes in terms of RT prior to, during and after a phase of distraction.
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Fig. 1. Possible courses of DRT RT after finishing a secondary task

Additionally, driving performance was also measured during these phases to identify
if the participants tried to compensate for the level of workload [11, 12]. According to
Wickens [13], tasks that stimulate different modalities or use human resources other
than that used by the main task (driving), can be combined and performed well together.
If the driving task and secondary task have to share the modalities or human resources,
the performance of one of these tasks will suffer. This means that the participants can
neglect the driving task for a better performance in the other tasks (DRT or secondary
task). Therefore, in order to check this performance tradeoff, the driving performance
should be measured. To this end, an experiment was implemented where participants
performed different (3) tasks (hereafter referred to as secondary tasks) while driving in
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a simulated environment and at the same time responding to a visual signal (the head-
mounted DRT; HDRT). To investigate performance differences across different phases
of driver distraction, each task consisted of five performance phases: baseline, before,
during, post and post-baseline. In the current paper, the phases with HDRT (before,
during and post) are analyzed. Two cognitive tasks with a different level of load and one
visual-manual task were selected. The spelling task was used as the cognitive task with
a lower level of cognitive distraction. For the higher cognitive distraction, the n-back
task (with the level of two) was carried out. The visual-manual task was the sorting for
colored candies, designed after Bengler et al. [14].

2 Methods

2.1 Participants

Thirty-one participants (9 females, 22 males) between the ages of 22 and 56 years
(M = 28.16, SD = 7.29), were involved in this study and each of them had a valid driver’s
license. Slightly more than half of the participants (17 of 31) reported that they had
performed at least “sometimes” a secondary task while driving. One person reported to
have color vision related deficiencies (red-green color blindness), but this participant
was able to distinguish the different colors of candy wrappers and was retained for the
analysis. All participants possessed a valid driver license. Seven of the 31 persons
reported to drive less than 5,000 km (nearly 3,107 miles) per year and the other 24
participants reported driving more.

2.2 Apparatus

The experiment was conducted in the static driving simulator of the Chair of Ergo‐
nomics, Technical University of Munich (Fig. 2). Three of the six visual projectors
displayed a 180°-degree view in the front of the BMW E64 mockup and the other three
displayed the back view. Furthermore, six sound channel complete the experimental
environment (Software: SILAB from WIVW GmbH, Würzburg, Germany).

Fig. 2. Setup of the static driving simulator of the Institute of Ergonomics, TUM
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2.3 Tasks

Primary task: simulated driving. The primary task was a simulated driving task where
participants drove on a highway with two lanes in each direction. The participants were
instructed to follow a leading car on the right-hand lane with a speed of approximately
80 km/h and a distance of 50 meters. For a more approximate estimation of the instructed
distance, the participants were able to orient themselves to street posts positioned at the
side of the motorway, located 50 meters away from each other.

Secondary Task: Head-mounted Detection Response Task (HDRT). To measure the
cognitive distraction of drivers the HDRT method was used. In the current experiment,
a red LED was attached to participants’ head at a distance of 12–13 cm from the left
eye. The LED turned on every 3000–5000 ms and remained on for a duration of 1000 ms
or until a response button was pressed. For responses to the presented signals the partic‐
ipants wore a button attached on their left index finger. Participants were instructed to
respond as quickly and accurately as possible to the DRT. During distraction phases,
participants performed all three tasks together: driving, DRT and one secondary task.
The participants were instructed to drive safely at all times and to perform the other tasks
(HDRT and secondary tasks) to the best of their ability.

Secondary Task: n-back, spelling and candy sorting task. Two different types of task
were tested: two cognitive (with a variable level of cognitive load) and one visual-
manual task. The two-cognitive tasks were the n-back [15] and a spelling task. The
spelling task was intended to approximate a normal conversation, for example with
someone on a hands-free cell phone, which according to Conti et al. [2] has a lower level
of cognitive distraction potential than the 2-back task. The visual-manual type candy
sorting task (modeled after a task reported in Bengler et al. [14]) was additionally
performed.

The n-back task is a system-paced task. In the current experiment, a recorded audio
file dictated four sequences of each 10 randomized numbers to the participants. The
participants were instructed to repeat the numbers with a delay of two steps (n = 2). This
means for the current experiment that per sequence a maximum of 8 numbers can
repeated (in total 32 numbers). The duration for this task was approximately 2:14 min.

The spelling task was a self-paced task where participants were presented with up
to 20 different words to be spelled aloud. The selected words were every day words (e.g.,
“Flugzeug” [German for “aircraft”]). All the participants were German native speakers.
The duration for this task was 2:30 min. or until the last word was completed.

The candy sorting task was also self-paced. For this task, two containers were posi‐
tioned on the front passenger seat. One of the containers was filled with four different
colored candy (green, red, yellow and orange) and the other was empty. For this task,
participants had to search for and move all candies of an instructed color into the empty
container. After finishing the first color (red) they received a further color. Similar to
the spelling task, this task was terminated after 2:30 min or until only one type of color
was left.
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2.4 Procedure

The session began with a demographic questionnaire and a multimedia presentation
introducing and explaining the tasks to be performed in the experiment. A written
handout with the instructions was also offered to each of the participants. Following this,
participants acquainted themselves with the simulator and practiced all tasks. At this
point they also had the chance to ask questions if anything was not clear. When partic‐
ipants were comfortable with the tasks and the experimenter deemed their performance
acceptable, the experiment began. Throughout the experiment, each secondary task (3)
was performed separately, one time each. DRT performance was measured before,
during and after the secondary task was activated and driving performance was contin‐
uously recorded.

Except for the sections of the secondary tasks, all other tasks had the performance
time of 1 min. As previously mentioned, the performance time of the secondary tasks
are: 2-back task 2:14 min and spelling/candy sorting task 2:30 min.

2.5 Statistics and Dependent Variables

For calculating the average data (see Table 1) of the current experiment the range of
data were adapted. Extreme values per participant per variable were excluded (top and
bottom 2.5%) as suggested by Eckey, Kosfeld and Dreger [16]. As the same subjects
were tested in the performed experiment, a 3 × 3 repeated measures ANOVA statistical
approach was run to assess the effects of task and phase on mean DRT RTs.

The driving performance was assessed though longitudinal and lateral vehicle
control. The longitudinal vehicle control was measured as the “following distance” (FD).
This was rectified by the instructed safety parameter of 50 m. The standard deviation of
lane position (SDLP) was used to measure the lateral vehicle control.

The quality of how the participants had performed the secondary task while driving
was measured as presented in formula 1 [17]. Specifically, the quality (Q) of the 2-back
task was measured as the quotient of the sum correctly responses to events (event) as a
ratio to all possible numbers (task).

quality = event∕task (1)

3 Results

The Mauchly’s test to verify the equality of the variances of the differences indicated
that the assumption of sphericity for the HDRT RT had been violated, χ2 (2) = 21.413,
p < .001. Hence the Greenhouse-Geisser correction (ε = .657) was applied to reduce
the error rate for the effect on RT. A significant effect of phases was found: F (1.314,
39.419) = 144.518, p < .001. The Bonferroni post hoc test was significant (p < .001)
between all phases. For the other main effect of task type, was no significant effect
identified.
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Table 1. Average and standard deviation for measured data (N = 31)

Tasks Phases RT HR SDLP FD* Q
[ms] [%] [m] [m] [%]

2-Back Driving (D) M – – 0.260 7.221 –
SD – – 0.079 14.397 –

D + HDRT M 330.487 98.491 0.253 7.575 –
SD 70.660 3.604 0.098 13.605 –

D + HDRT + Task M 600.074 84.381 0.224 3.732 91.810
SD 161.635 12.364 0.070 13.705 8.855

D + HDRT M 362.473 98.338 0.235 1.143 –
SD 70.390 3.163 0.101 12.923 –

Driving M – – 0.270 4.415 –
SD – – 0.103 13.235 –

Spelling Driving M – – 0.264 5.384 –
SD – – 0.098 12.348 –

D + HDRT M 319.097 99.109 0.252 7.695 –
SD 66.0768 2.268 0.105 11.802 –

D + HDRT + Task M 537.162 92.545 0.222 4.741 89.739
SD 144.328 7.830 0.095 13.765 9.307

D + HDRT M 344.011 99.379 0.250 3.676 –
SD 70.536 1.862 0.092 11.648 –

D M – – 0.253 2.148 –
SD – – 0.112 11.763 –

Sorting
Candy

Driving M – – 0.234 3.204 –
SD – – 0.088 9.953 -

D + HDRT M 321.120 99.109 0.239 7.988 –
SD 62.120 2.268 0.080 11.683 -

D + HDRT + Task M 559.7116 90.118 0.566 5.795 84.858
SD 136.062 10.991 0.200 18.823 10.466

D + HDRT M 390.398 97.057 0.275 11.260 –
SD 104.015 4.526 0.114 15.663 –

Driving M – – 0.236 6.926 –
SD –- – 0.097 13.651 –

HDRT = Head-mounted Detection Response.
HR = Hit rate.
SDLP = Standard Deviation Lane Position.
Following Distance: FD* = FD–50 m.
Q = Quality of secondary tasks.

Table 1 shows the means and standard deviations of the five measured performance
phases for 31 participants. To comply with the recommendation of the ISO 17488:2016 [1]
valid RTs are only possible within the range between 100–2500 ms. Outside of this range
they were declared as a cheat (between 0 and 100 ms) or a miss (over 2500 ms) [1]. The raw
data show no cheats. Another indicator for cheating is the button-down rate, which shows
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how often the response button has been pressed in relation to the number of stimuli
presented. For example, it is possible that a participant pushed the button constantly. The
analysis of this measurement indicates that there was no observable attempt to cheat. The
highest button down rate of one participant was 137% the average was between 100% and
108% depending on the phases, which is acceptable. The ISO 17488:2016 [1] includes an
another condition for valid RTs: the average of HR must be over the level of 80% per phases
to measure a valid RT. This requirement was met in all phases.

No participant had a lower average safety distance (longitudinal vehicle control) then
50 meters in average. The highest corrected average distance was measured in the post-
distraction phases of the sorting candy task. The phases of during the sorting candy task
had the greatest standard deviation. While the phases of post-distraction of the 2-back
task the lowest FD* was measured. During the visual-manual task the worst mean value
of SDLP was recorded. The quality of the three secondary tasks were measured: sorting
candy task 85%, spelling task 87,9% and 2-back task 92%.

The following three Figs. (3, 4 and 5) show the detailed performed RT of each
presented signal on average. Each chart also presents the mean RT of the three phases
(before, during and post-distraction) per secondary task. In the diagrams, it can be seen
that during secondary task performance, the mean RT of the counters varies more than
before and post-distraction. Furthermore, for the candy sorting and spelling task the first
three signals are clearly over the average of the respective part.
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Fig. 3. Reaction time performance of HDRT per signal and phases (before [left], during [middle]
and post [right]) 2-back task (N = 31). Number of signals per person varied slightly due to the
signal being presented at a random interval between 3000–5000 ms.
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and post [right]) sorting candy task (N = 31). Number of signals per person varied slightly due to
the signal being presented at a random interval between 3000–5000 ms.
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Fig. 5. Reaction time performance of HDRT per signal and phases (before [left], during [middle]
and post [right]) spelling task (N = 31). Number of signals per person varied slightly due to the
signal being presented at a random interval between 3000–5000 ms.

Figure 6 shows the total HDRT performance evaluation of the current investigation.
Both the mean HDRT RT and HR are depicted. Independently of the distractions tasks,
all averages RTs of post-distraction phases are higher than their associated baseline. It
can also be seen, that during the distraction phases the mean RT is higher and the HR
is lower than before.
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Fig. 6. Mean HDRT RT (±1 SD) and HR Performance overview (N = 31)

4 Discussion

The aim of the current investigation was to measure changes in driver attention post-
distraction. Mainly the measured HDRT RT and HR may be used for a conclusion about
the cognitive distraction (e.g., [1–4]). Additionally, a lateral and longitudinal parameter
of vehicle control were defined (FD and SDLP) to ensure that the participants drove safe
and no compensation effects are present. For this reason, the quality of secondary task
was also assessed. With these five factors, it should be possible to estimate the post-
distraction behavior.

The current study supports previous findings [9] where task performance required
additional time to return to its baseline level after a period of distraction. In line with
previous research, the findings of mean HDRT RTs and standard deviations before and
during the distraction phases are similar to Conti et al. [2]. Comparing the measured
mean RTs before the 2-back task there was a difference between 20 up to 30 ms; during
the 2-back task there was a difference of nearly 40 ms to Conti et al. [2]. Therefore, it
can be assumed that the presented results of during distraction phases are comparable
to previous findings. The analysis of the quality of secondary task performance indicated
that all participants performed the secondary tasks well and no participant tried to neglect
in one of the tasks. This means that no participant tried to cheat by neglecting the secon‐
dary task for a better performance in DRT or driving.

The total overview of HDRT mean performance (see Fig. 6) shows that there are
differences in RTs and HRs both before and after distractions. The Bonferroni post hoc
test identified that there are significant differences of the RTs between all phases, but
especially the difference between before and post-distraction are interesting. This means
that the participants did not have the same average RT in a period of 1 min after a
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distraction than before. Furthermore, this performance difference is independent of the
kind of secondary task. The lateral vehicle control is thus recognizable that during the
visual-manual task the SDLP is almost twice as high like the other phases (see Table 1).
For the FD, it is striking that highest average value is achieved in the phase post-distrac‐
tion of sorting candy. Regarding the high FD at the post-distraction phases of sorting
candy (see Table 1) is no clear reason indicated. Perhaps the participants used this phases
to improve their decremented lateral control during the task. Another possibility could
be that the participants started to relax after the task and so they neglect longitudinal
control.

Looking at the three detailed Figs. (3, 4 and 5) shows a similar image. In all three
cases the best mean performance was recorded in the phases before the distraction.
During each distraction, the mean RTs between the signal counters strongly fluctuated.
Perhaps this indicates a higher level of cognitive distraction comparable to the higher
standard deviation in phases during secondary task performance. The parts of the
Figs. (3, 4 and 5) regarding the post-distraction phases show that over the time of 60 s
the mean reaction time is higher than before. Especially, the visual-manual task (see
Fig. 4) is critical. In this case, we can see that the RT of all signal counter (nr. 61 to 77)
are higher than the mean of the phases before distraction (322 ms). Furthermore, the
first RT of post-distraction (nr. 61) is over and the second one (nr. 62) is on the average
level of during distraction (550 ms). This results suggest that visual-manual tasks have
a longer influence on the RT and thus also on the distraction like the cognitive tasks. In
comparison to the two cognitive tasks, the mean RTs per signal in the post-distraction
phase for the visual-manual task do not return to the overall mean RT level recorded in
the pre-distraction phase. The 2-back task has a higher fluctuation in the post-distraction
phase than the spelling task. Hence, from the higher overall mean HDRT RTs on post-
distraction phases comparing to phases before, can be deduced that a modification of
driver attention post-distraction has occurred.

5 Conclusion

The current study used the HDRT method static driving simulator to investigate the
effect of task and phase on DRT performance. Thirty-one participants performed three
different secondary tasks (two cognitive [n-back and spelling] and one visual-manual
[candy sorting]) while also performing a simulated driving task and the HDRT. HDRT
performance was measured during three phases: prior, during and after distraction. The
results show that mean HDRT RTs were significantly affected by task phase. This indi‐
cates that the participants did not have the same mean RT before and after a period of
distraction despite which secondary task was performed. In terms of real-world rele‐
vance, the reported data suggests that secondary tasks may affect the driver even after
a task/distraction phase has been completed.
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